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Preface to ”Maintenance Management of 
Wind  Turbines”

“Maintenance Management of Wind Turbines” considers the main concepts and the 
state-of-the-art, as well as advances and case studies on this topic. Maintenance is a critical variable 
in industry in order to reach competitiveness. It is the most important variable, together with 
operations, in the wind energy industry. Therefore, the correct management of corrective, predictive 
and preventive politics in any wind turbine is required. The content also considers original research 
works that focus on content that is complementary to other sub-disciplines, such as economics, 
finance, marketing, decision and risk analysis, engineering, etc., in the maintenance management 
of wind turbines.

This book focuses on real case studies. These case studies concern topics such as failure detection 
and diagnosis, fault trees and subdisciplines (e.g., FMECA, FMEA, etc.) Most of them link these topics 
with financial, schedule, resources, downtimes, etc., in order to increase productivity, profitability, 
maintainability, reliability, safety, availability, and reduce costs and downtime, etc., in a wind turbine.

Advances in mathematics, models, computational techniques, dynamic analysis, etc., are 
employed in analytics in maintenance management in this book.

Finally, the book considers computational techniques, dynamic analysis, probabilistic methods, 
and mathematical optimization techniques that are expertly blended to support the analysis of 
multi-criteria decision-making problems with defined constraints and requirements.

Fausto Pedro Garcı́a Márquez

Editor

xi
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Abstract: The maintenance of wind turbines is of growing importance considering the transition
to renewable energy. This paper presents a multi-robot-approach for automated wind turbine
maintenance including a novel climbing robot. Currently, wind turbine maintenance remains a
manual task, which is monotonous, dangerous, and also physically demanding due to the large
scale of wind turbines. Technical climbers are required to work at significant heights, even in bad
weather conditions. Furthermore, a skilled labor force with sufficient knowledge in repairing fiber
composite material is rare. Autonomous mobile systems enable the digitization of the maintenance
process. They can be designed for weather-independent operations. This work contributes to the
development and experimental validation of a maintenance system consisting of multiple robotic
platforms for a variety of tasks, such as wind turbine tower and rotor blade service. In this work,
multicopters with vision and LiDAR sensors for global inspection are used to guide slower climbing
robots. Light-weight magnetic climbers with surface contact were used to analyze structure parts
with non-destructive inspection methods and to locally repair smaller defects. Localization was
enabled by adapting odometry for conical-shaped surfaces considering additional navigation sensors.
Magnets were suitable for steel towers to clamp onto the surface. A friction-based climbing ring robot
(SMART— Scanning, Monitoring, Analyzing, Repair and Transportation) completed the set-up for
higher payload. The maintenance period could be extended by using weather-proofed maintenance
robots. The multi-robot-system was running the Robot Operating System (ROS). Additionally,
first steps towards machine learning would enable maintenance staff to use pattern classification for
fault diagnosis in order to operate safely from the ground in the future.

Keywords: wind turbine maintenance; climbing robot; low cost; weather independent operations;
condition monitoring; odometry on wind turbines

1. Introduction

More than 400,000 turbines with a total output power of almost 600 GW are installed globally [1].
Wind turbines are gaining worldwide importance for sustainable power supply. Wind turbine (WT)
technology is still relatively young compared to fossil and nuclear power plants. Annual maintenance
of wind turbines is required, increasing the total cost of ownership and influencing the competitiveness
of their operation with the established power generation. The mechanical components of wind
turbines, such as the main shaft, bearings, generator, and gearboxes have evolved. On the other
hand, structure parts, such as towers and rotor blades, still need regular and intense maintenance [2].
Access for maintenance is problematic due to challenging weather conditions and the large dimension
of wind turbines [3]. Driven by high maintenance demands, various technical solutions with different

Energies 2020, 13, 2552; doi:10.3390/en13102552 www.mdpi.com/journal/energies1
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limitations, costs, and capabilities have emerged. Maintenance requires inspections every second year,
including repair based on the inspection results [2]. Inspection and monitoring can be accomplished
using high-resolution vision sensors, even from a distance, e.g., ground-based or airborne. However,
repairs require direct access to the area of interest. State-of-the-art solutions are industrial climbers and
rope-based service frames for any individual type of wind turbine. Common drawbacks are limited
payload, inadequate modern measurement technologies to detect failures, and insufficient repair tools,
thus confronting service companies with the most expensive alternative, e.g., installing a completely
new rotor-blade.

Standard service is restricted to daytime hours, temperatures above 10 ◦C, a relatively low air
humidity, and wind speeds not exceeding the range of 8–12 m/s [3]. All the environmental conditions
have to be considered to provide stable conditions and ensure human safety. These conditions restrict
the maintenance period to seven months per year and four to six hours per day. Even under stable
environmental conditions, repairs remain a delicate task that require expert knowledge, as well as a
degree of comfort in working at height. The set-up of such a system takes up to three hours. It has
to be reinstalled every day due to general restrictions. Time frames for maintenance are tight, hence
methods for efficient documentation, e.g., by monitoring the current position of the repair unit in tower
coordinates for quality management, present another challenge.

Robots can be used to keep humans safe and improve maintenance quality. Digital twins can
be derived from sensor data to enable predictive maintenance and long-term condition monitoring.
The first step towards this goal is to develop several prototypes to validate the basics [4–7]. Flying and
surface climbing systems are collaborating with the goal of large-scale inspection in wind farms and
on-demand local repairs (Figure 1, Video S1). A friction-based climbing ring robot (SMART: Scanning,
Monitoring, Analyzing, Repair and Transportation) can carry high payloads and is equipped with
an onboard robotic arm. The SMART robot clasps the tower surface and climbs up and down with
friction-based crawlers (Figure 2). Multicopters detect surface damage with vision sensors from a safe
distance, even during wind turbine operation. All sensor data is referenced to a global coordinate
frame; thus, localization, navigation, and mapping are of major importance. Each mobile system
relies on an RTK-GPS for high positioning accuracy. Today, RTK correction signals are not available
in every region, so it is still recommended to provide base stations in the wind farm to correct the
GPS uncertainty.

 
Figure 1. Wind farm maintenance vision.
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1. DOF 

2. DOF 

3. DOF 

Figure 2. Climbing ring robot, SMART (Scanning, Monitoring, Analyzing, Repair and Transportation).

Smaller climbing robots carry out non-destructive testing tools, such as ultrasonic and radar with
surface contact. Unlike the climbing ring robot, these systems rely on magnetic forces. These robots
are faster and easier to install. In general, non-autonomous magnetic climbing robots have reached
a high technology readiness level [8–11] and have been utilized in teleoperation mode on wind
turbines for over a decade. This work supports the existing designs with a model-based odometry for
conical-shaped wind turbine towers to increase the localization quality and thus the level of automation.

2. Climbing Ring Robot

The central robot of the multi-robot approach is the climbing ring robot (CRR), also known as
SMART (Scanning, Monitoring, Analyzing, Repair and Transportation) [6]. The semi-autonomous
mobile robot platform serves as a carrier for a weather-independent maintenance cabin with an
industrial robotic arm inside. Figure 2 shows the final design. The CRR climbs on the tower surface
while clasping the tower to increase stabilization during challenging weather conditions.

The CRR concept consists of three subsystems: locomotion, adhesion, and manipulation.
The locomotion unit has two degrees of freedom (DOFs) and is able to rotate around the tower
as well as move up and down along the tower axis. Therefore, multiple tracked-wheel crawlers with
steering actuators are placed around the tower. A linear actuator for steering is implemented, because
skid-steering on wind turbine surfaces leads to severe problems. Due to the convex shape, each crawler
is fixed in an upright position and the mandatory slip for skid-steering is prevented by contracting
forces [12].

This novel approach for climbing on towers relies on a four-joint gearing mechanism that connects
all crawlers to combine their lifting forces. Tension straps contract the climbing ring and apply high
normal forces in the radial direction from each crawler to the tower. The friction-based principle
provides the highest flexibility to climb either on steel or concrete structures. The mechanism of
the adhesion unit needs to adjust to different diameters to cover wind turbine towers with a conical
shape. Another purpose of the connection gear is to enable an automated, efficient installation process.
The purpose of this rotor blade maintenance platform is to act as a macro-manipulator with three DOFs
in the vertical direction for an industrial robot arm inside a weatherproof cabin.

2.1. Material and Methods

The development process is based on several initial models on a smaller scale of 1:20. These design
studies include basic functionality and provide sensor feedback for experimental investigations of the
kinematics. In addition, simulation results are validated at an early stage of research. All 1:20 models
operate on cylindrical shaped towers without conicity due to simplification. Thus, no mechanism for
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changing the diameter was implemented and the challenge of buffering ropes, belts, or any kinematic
was neglected.

The initial model for the climbing principle with belts (Figure 3a) showed the negative influences
of belt stretching. This made the climbing robot move downwards after each contraction and release
cycle. Consequently, the development of intermittent lifting strokes was discontinued [7].

Subsequently, Lego bricks supported the rapid transition towards crawlers (Figure 3b), thus
introducing continuous climbing instead of intermittent climbing. An initial test indicated that the
lifting force from one crawler to another can be transferred with a rigid connection. First, diagonal
ropes were employed for the connection, while rubber bands contracted the system. For the third
model (Figure 3c), the ropes were replaced with “Nuernberger” scissors. At this point, a fully functional
demonstrator at 1:3 scale was derived for further research and investigation. Another iteration
(Figure 3d) led to the final concept of this work, which will be presented in the following subsections.
The final concept was finally validated with a 1:3 demonstrator before the large-scale prototype was
designed and tested on a conical-shaped tower for the first time.

  
(a) (b) 

 
(c) (d) 

Figure 3. Design studies scaled by 1:20: (a) belt climbing ring robot; (b) Lego based design; (c) crawlers
with scissors; (d) final concept.

Within the project, two systems at 1:3 scale were developed and intensively tested [5]. The crawler
concept and materials were quite similar. The kinematic design has evolved and enabled a total system
weight reduction of 50% from 800 to 400 kg, including the control cabinet, which was put on the
ground in the previous concept (Figure 4a). The surface contact area and the combined lifting force of
all 18 crawlers remained the same. Due to the novel arrangement of the crawlers, their contribution to
lifting the main body increased. As part of the adhesion system, the horizontal cross connection fulfills
the function of transmitting lifting forces from all crawlers to the mainframe.

The final CRR concept consists of 18 crawlers(Figure 4b), Figure 5 (1) which are coupled by a
four-joint kinematic (2) and two installation racks (3) as main frames. The system is divided into two
parts: seven to nine crawlers are mounted on each installation frame (Figure 11). Positioning linear
actuators (2) are located in the center of the four-joint kinematic to keep the crawler in a horizontal
position during the installation process. Retractable air bellow spacers (4) at the upper end of the frame
support the robot on the tower during the installation process. The crawler tracks are in frictional
contact with the tower. Harmonic drives (at scale 1:3 CHA-20A-160, 90 Nm; at scale 1:1 CHA-40A-160,
600 Nm) provide high torque for climbing, and have a compact design. Wire ropes are attached to
the crawlers and tensioned by eight winches (7), generating the required normal force. The crawlers
are pressed radially against the tower. The control system, consisting of switch cabinet (5), motor
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controller (8), and power supply (6) are located on the installation frames, so that no further external
devices are required. A cable connects the robot’s power supply units to the main supply.

  
(a) (b) 

Figure 4. Climbing ring robot (CRR) demonstrator 2016 (a); CRR demonstrator 2018 (b). Both are
scaled by a factor of 1:3 regarding a 2.5 MW wind turbine.

 
Figure 5. Climbing ring robot (scaled 1:3).

2.2. Mechanical Design

The first approach (Figure 4a) employed the concept of multiple “Nuernberger” scissors. However,
finite element method (FEM) simulation indicated that a lightweight four-joint kinematic is more
efficient, which was substituted for the former concept in the second approach (Figure 4b). The CRR
can utilize the four-joint connections not only for transmitting the lifting forces of each individual
crawler, but the actuated kinematics can also be used to support the installation process (Section 2.5).

Based on prototype parameters and size, Table 1 compares the two cross-connection concepts
in favor of the four-joint kinematic. The downside of the new approach is that the pairs of crawlers
that are required for steering left and right have to be split up, and thus the connection between the
climbing system and adhesion system demands additional degrees of freedom (DOFs).

5
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Table 1. Finite element method for the two cross-connection concepts.

“Nuernberger”
Scissors

Four-Joint
Kinematic

Ratio

z 

x Weight 270 kg 44 kg 6.1
Max. Stress 240 MPa 77 MPa 3.1

Deformation 38 mm 5.6 mm 6.8

One DOF for steering is implemented in the center of the crawler with an IGUS disc bearing.
Two synchronized linear actuators push and pull simultaneously and rotate the red part of the crawler
frame vs. The black coupling towards the horizontal connection. The steering angle α is measured
with an absolute rotational encoder in the center of the motion. It is mandatory to drive forward during
the steering motion due to the high friction (Figure 6).

 
Figure 6. Top-view of the CRR crawler; arrows indicate steering axis.

A bolt bearing below the steering kinematic enables the tilt motion β for conical-shaped wind
turbine towers. The horizontal connection is orientated vertically to the ground in any situation.
Each crawler has to align itself to the surface. This DOF is not actuated. The total lifting force FL and
the normal force FN are measured with a bi-directional load bolt in the center of the bearing (Figure 7).
These forces are monitored to ensure balanced ascending and descending.

 
Figure 7. Side-view of the CRR crawler; arrows indicate the alignment axis for a conical-shaped wind
turbine tower.
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The third DOF disables the uneven contraction and expansion of the tensioning system. Thus,
the black connectors to the horizontal connection can move around a vertical axis but a gear mechanism
keeps both angles γ the same. Otherwise, the alignment of all grasping angles would be different.
The steering motion is controlled individually, so the distance between each individual crawler may
vary during the climbing process, due to slip-stick effects. Even small variations can cause a mismatch
of the grasping angles. To prevent internal mechanical stress this DOF is restricted (Figure 8). Figure 8
also illustrates the measurement of the rope force to control the winches.

 
Figure 8. Front-view of the CRR crawler; arrows indicate circular tower alignment.

The scaling of the CRR design was supported by the generation of a kinematic model in ADAMS
multibody simulation software (MBS, Figure 9). The kinematics of the demonstrator are simulated and
experimentally validated with the measurements outlined above:

• Drive torque MDrive,
• normal force FN,
• lifting force FL,
• rope tension FRope.

  
(a) (b) (c) 

Figure 9. ADAMS Multi-Body-Dynamic Simulation: radial forces on the tower surface in top-view (a);
radial forces side-view (b); set-up on a conical-shaped tower (c).

The MBS software was used to test different designs and concepts. Furthermore, the simulation
served for estimating the forces and torques of the prototype to support the design phase. Figure 9a
presents a generated model. Figure 9b outlines the distribution of the simulated normal forces in the
static state of the CRR with the adhesion system switched on. Finally, Figure 9c transitions to the next
set-up of simulations on a conical-shaped tower.

The simulation of the crawler tracks was carried out with the ADAMS Tracked Vehicle Module
(ATV). The analysis in ATV indicates that belt-based crawler tracks load the curved tower surface

7
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unevenly [4]. Comparative investigations have shown that with disc tracks a uniform distribution of
the local surface pressure is achievable. Elastomer profiles are mounted on the disc track and may
be changed with regard to friction and damping properties. The experimental validation quantified
the forces without (Figure 10a) and with an attached cantilever arm (Figure 10b). Thus, the torque of
all crawlers was raised to a maximum. In particular, crawlers 2, 15, 10, and 16 utilized higher torque
due to the higher normal force resulting from the tilting moment of the cantilever arm (Figure 11).
Further data analyses might overload this comprehensive report. Therefore, this example was selected
to illustrate the general method of development. Based on the data validation the simulated MBS
models were improved.

 
(a) (b) 

Figure 10. Experimental data from CCR: without cantilever arm (a); with cantilever arm (b).

 
(a) (b) 

Cantilever Arm 

Figure 11. System overview: Installation Rack 1 (a); Installation Rack 2 (b).

2.3. Friction Testing

The system was designed considering the fragility of wind turbine towers—consisting of thin steel
structures with large diameters—towards perpendicular forces. To reduce these perpendicular forces a
high friction coefficient is mandatory. The coefficient describes the relationship between normal and
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lifting forces and has a major impact on the feasibility of the CRR in terms of total payload. A friction
test bench was developed for the prototype to determine the:

• coefficient of friction between crawler and tower surface,
• the steering force of the linear actuators,
• the ratio between motor torque and normal force (rolling friction) under real conditions.

A prototype 1:1 scaled crawler (Figure 12(7)) was used for the final tests. The friction test rig
consists of a welded steel frame (1) with a bolted steel plate (2). The steel plate is coated according
to DIN EN ISO 12944—corrosion protection class C5—similar to the tower surface of a wind turbine.
The normal force FN is generated by the rope force FRope. The rope is tensioned by two suspension
eyes (6) over deflection rollers (behind cover) of the trolley (8). The rope force is measured with a load
cell (5). An electric motor generates the pulling force FZ employing a trapezoidal thread spindle 14 × 7
(3). The pulling force is measured with a load cell (4). The spindle pulls the crawler over the steel plate
while the rope is tensioned and breaks are activated. The quotient between the measured forces FZ and
FN results in the coefficient of friction μ [13,14].

  
(a) (b) 

Figure 12. Friction test bench: experimental assembly (a); system overview (b).

To determine the coefficient of friction, different surface conditions are examined: dry, icy, oily,
and wet. These simulate possible weather and climbing scenarios. The following Table 2 provides the
minimal values after five repetitions for different surface parameters for reference.

Table 2. The friction coefficients (μmin) test results.

Material Dry Wet Icy Oily Sandy

EPDM 1.702 0.679 0.307 0.299 0.382
NR 0.833 0.668 0.364 0.238 0.387

NBR 1.156 1.041 0.257 0.308 0.418
CR 0.753 0.753 0.248 0.193 0.405
SBR 0.7 0.763 0.165 0.255 0.344

The table indicates that NBR is a suitable rubber material with the best friction properties.
The coefficients of friction of all types are similar, especially on sandy surfaces. The highest deviation
occurs on dry surfaces, which is the standard environment for wind turbines. Therefore, EPDM was
selected for the initial proof-of-concept. It should be mentioned that EPDM showed a distinctive
slip-stick effect that causes the testing material to jump small distances instead of a linear sliding
motion. Nevertheless, this effect only occurs in a non-static friction state, which is prevented by the
contracting system. All crawler tracks are equipped with adhesive disks made of EPDM rubber (Shore
hardness 40). The coefficient of friction between rubber and tower surface was estimated by μmin = 0.8
for the testing conditions. The coefficient is never a constant in real world applications. Nevertheless,
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a final product must be designed for a friction coefficient of 0.3 (icy and oily) and appropriate safety
factors. The prototype design considers a significantly higher coefficient due to the fact that it is
designed for testing, which results in a higher total system weight.

2.4. Proof-of-Concept

In the accomplishment of the full development process, a real size prototype served as the final
proof of concept in 2019 (Figure 13a). Due to safety regulations, a simplified testing scenario was created
on a wind turbine mock-up. The predefined tower size was relatively small with a 3.5 m diagonal.
This size limited the 7.2 ton CRR to climb a height of 1.3 m in total before running into contraction
limits. Nevertheless, the main functionality of the system was investigated and confirmed, including
semi-automated installation, climbing, steering, load distribution, contact surface, navigation, and
payload. All systems were designed in accordance to IP 64 standard for outdoor usage. The mobile
climbing ring robot included the cantilever arm (macro manipulation) and the industrial robot arm
(micro manipulation) inside the cabin, which were utilized on a rotor blade part nearby. The industrial
robot arm could be teleoperated based on the Robot Operating System (ROS) [15]. The prototype was
equipped with sensors, such as RGB cameras and LiDAR, to observe the working environment and to
measure the surface geometry of the blade. A digital twin with a 3D surface scan and texture was
matched by point-cloud library fusion algorithms. ROS was used to calculate the reverse kinematics of
the cantilever for a simplified robot control by height and angle. Thus, using ROS enabled reaching
the full potential of this mobile manipulator. Existing approaches for perception, localization, and
collision-free path planning, together with hardware independence, created a suitable environment for
future work.

(a) (b) 

Figure 13. CRR prototype. (a) Test site in Cologne, Germany; (b) Maintenance cabin.

2.5. Installation Process of the CRR

The developed process takes the door to enter the wind turbine tower into account and includes a
lifting system to contract the climbing ring above the average door height of 3.5 m. The two installation
racks including the crawlers were installed with an offset of approx. 180◦ and 90◦ towards the door on
the tower surface. The CRR was placed with a small truck crane. The weight of the segments was
approx. 2.5 tons. After the placement of the installation racks, they were fixed with belts to the tower.
One tensioning belt was placed around the installation racks at the top and bottom and around the
tower, then tightened. The installation racks were pressed against the tower surface. At this point,
the crawlers facing the tower surface did not yet have any contact with the tower (Figure 14a).

In the second step, the crawlers of both installation racks were guided around the tower
and connected together. For this purpose, diagonal actuators in the four-joint kinematic were
actuated hydraulically. These cylinders were all subjected to tensile stress, so that buckling was
avoided. The crawlers still had no contact with the tower and could be checked one last time on the
ground(Figure 14b).
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The CRR was then lifted over the entrance door using a lifting system between the installation
racks and the crawlers. Finally, the tensioning system was tightened synchronously with cable winches.
The crawlers were pressed against the tower and all tensioning belts released (Figure 14c). The CRR
was ready for operation.

(a) (b) 

(c) (d) 

Figure 14. Steps of the CRR installation (a); step 2 (b); step 3 (c); installation completed (d).

3. Multicopter

For the regular inspection of a WT, a multicopter (Figure 15) is a cost-effective and flexible technical
solution compared to the CRR. The unmannend arial vehicle (UAV) shown in Figure 15 was developed
for this application and prepared for the test phase of the other prototypes. DJI’s multicopter S1000
served as a platform for the sensor box and the computer. It enabled a climb and descent of the wind
turbine with a flight time of 10 min. The sensor box was installed on the lower part of the frame of
the S1000.

Deep convolutional neural networks (DCNN) were implemented to detect the corrosion of
welding lines on the tower surface [16]. The digital twin of the tower automatically lines the image
up with the tower height and angle towards the wind turbine entrance. In addition, all failures are
summarized in a standard sheet and transmitted to the WT operator to calculate and conduct the
required repairs. Figure 16 presents the implementation with a highlighted region of interest around
the horizontal welding lines.
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Figure 15. Unmanned aerial vehicle for WT inspection.

 
Figure 16. DCNN for the detection of corrosion.

4. Magnetic Climbing Robot

The basic function of the magnetic inspection platform is the positioning of sensors on the vertical
tower surface (Figure 17). An omnidirectional approach was finally selected to be able to move on
the complete curved plane in all three DOFs [17–21]. The designed magnetic climbing robot (MCR)
operates without rotating the mainframe. Only the wheels may change their orientation for steering
purposes. A magnet in the center of the mainframe attaches the robot to any steel surface, while a
small air gap enables the motion capability.

 
Figure 17. Magnetic platform.
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The movement on the tower surface can be controlled by the following parameters (Figure 18):

• z represents the translation along the tower axis (height, H),

• Ω × →r represents the translational movement tangentially around the tower combined with a
rotation around the tower axis depending on the tower diameter,

• ω is the angular velocity around the normal vector of the tower surface.

 
Figure 18. Tower coordinate frame.

5. Inverse Kinematics

The inverse kinematics of the robot are used to control the speed
→
ϑ and angular velocity

.
Ω of

the coordinate system ROBROOT and to derive the individual converted wheel coordinate system
RK1 to RK4 (Figure 19). This is necessary to control the steering actuators and the traction motors [22].
Parameters of the inverse kinematic are target speed

.
x,

.
y in the ROBROOT frame; the target angular

velocity ω (Equation (6)); the position of the wheels HRK1 to HRK4; the tower geometry, consisting of
HRK1 (tower height), rb (radius bottom), and rt (radius top); the position vectors of the robot wheels
→
r1 to

→
r4; and the wheel radius rwheel. Based on these parameters, the inverse kinematics follow as

Equations (1)–(3):

rRK = r0 +
HRK

HTower
·(rb − rt) (1)

.
Ω =

.
x

rROBBASE
(2)

→
ϑ =

⎛⎜⎜⎜⎜⎝ .
Ω · rRK +ω · rx

.
yROBROOTS +ω · ry

⎞⎟⎟⎟⎟⎠ (3)
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Figure 19. Robot coordinate frames.

6. Model Based Odometry

Odometry refers to the relative estimation of the pose by observing the drive sensors [23].
Odometry forms the basis for the localization of the platform. The localization is based on an
integration of the velocity vectors of the forward kinematics over time (dead reckoning). In the
implementation, the forward kinematics are calculated for a point in time, the calculated velocity
vectors are multiplied by a time period, and the resulting change in position is summed over the total
time. The input variables (Figure 20) are the steering angle of each wheel α1 to α4 (Equation (5)) and

the speed vectors of each wheel
→
ϑ 1 to

→
ϑ 4 (Equation (4)).

|→ϑ | =
√
→
ϑ

2

x +
→
ϑ

2

y (4)

α = tan−1
(
ϑy

ϑx

)
(5)

ω =
|→ϑ |

rWheel ·2 · π (6)

Figure 20. Motion vectors.

The accuracy of the odometry affects the uncertainty of the robot’s localization [17–21]. Therefore,
as with inverse kinematics, the tower curvature has to be considered. In the following, a model-based
odometry for driving conical towers will be presented. The used coordinate system is the cylindrical
tower coordinate system. In comparison to the odometry for plane surfaces, first it calculates the
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rotation of the robot. Then, the speed of the robot is calculated tangentially to the tower surface and
along the symmetry axis of the tower. In the conversion of the distance covered by the robot along the
y axis of the ROBROOT coordinate system to the symmetry axis of the tower, the angle of the conicity
γ is used:

γ = tan−1 rb − rt

HTower
(7)

The model-based odometry relies on the current rotation θ of the robot, as well as the current
height H. Both angular velocity (Equation (8)) and vertical velocity (Equation (9)) are converted into
absolute positioning data (Equation (10)).

.
Ω =

1
4
·

4∑
i=1

cos(αi + θ) ·
∣∣∣∣ .
ϑi

∣∣∣∣− rix · ω
rRKi

(8)

.
H =

1
4
·

4∑
i=1

(sin(αi + θ) ·
∣∣∣∣ .
ϑi

∣∣∣∣) · cos(γ)

rRKi
(9)

Δθ = ω·t1; ΔΩ =
.

Ω·t1; ΔH =
.

H·t1 (10)

To validate the approach of model-based odometry for conical-shaped wind turbines, two concepts
were developed. Concept (Figure 21a) utilizes four wheels with individual steering actuators, while
concept (Figure 21b) utilizes only two wheels in means of cost reduction. Only concept (Figure 21a)
was validated with a prototype. The advantage is that a robotic manipulator can be mounted to carry
out different inspection and repair tasks. System (Figure 21b) has less payload and may only be used
for fast inspection.

(a) (b) 

Figure 21. Concept of a four-wheel omnidirectional platform (a); concept of a two-wheel magnetic
platform with stabilizers (b).

7. Conclusions and Outlook

A single system does not provide the capability to be an all-in-one replacement for conventional
manned access technology. This work presents a multi-robot system that is suitable for many tasks.
The multi-robot system enables maintenance staff to control inspection tasks safely from the ground.
ROS is implemented for process control, especially for collision-free path planning in unstructured
environments, as well as adaptive vision-based control [15]. The Bezier library within ROS provides
scanning and path planning functionality for curved surfaces. Based on a 3D surface scan, an optimized
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tool path was generated that keeps any tool orthogonally on the freeform surface. Industrial robots are
suitable manipulators for this task. This environment simplifies the process development of different
thermography, radar [24], and ultrasonic applications for surface and structure inspection, as shown
in Figure 22a–c, respectively. Figure 22 presents measurements carried out during this research as
experimental validation. Figure 22a–c represent the same section of a 12 m rotor blade and show air
gaps in a glue pattern, that occurred during the manufacturing process of this blade.

(a) (b) (c) 

Figure 22. Non-destructive sensor feedback from a rotor blade section: thermography (a); radar (b),
ultrasonic (c).

Future steps will include the implementation and test of a wide range of maintenance process
tools based on a tool changing system. Inspection results and repair process parameters may be
sampled to set up an expert system based on machine learning. A first introduction of this technique
was presented with the flying system and visual inspection of welding lines via DCNN.

A future goal is the enrichment of the digital twin for wind turbines and even wind farms.
This enables long-term condition monitoring, which helps to carry out predictive maintenance in order
to reduce costs and increase operation time.

Furthermore, it is conceivable that several systems equipped with different tools solve the entire
process chain in a swarm approach. The simplification of control by angle and height definition based on
the inverse kinematics and the derived odometry is the first step towards autonomy. Any maintenance
locations, due to the relatively deterministic tower structure, can be defined by height, initial diameter,
and conicity. Thus, the foundations have been created to enable a single operator to efficiently control
a large number of service robots in a process-oriented manner. This results in a cost advantage for
the operator.

Supplementary Materials: The following are available online at https://fh-aachen.sciebo.de/s/zEROadazzhOUeBv,
Video S1: Wind Turbine Maintenance with Robotics by MASKOR Institute Aachen.
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Abstract: Wind turbine blades are constantly submitted to different types of particles such as dirt, ice,
etc., as well as all the different environmental parameters that affect the behaviour and efficiency of the
energy generation system. These parameters can cause faults to the wind turbine blades, modifying
their behaviour due, for example, to the turbulence. A new method is presented in this paper based
on cross-correlations to determine the presence of delamination in the blades. The experiments were
conducted in two real wind turbine blades to analyse the fault and non-fault blades using ultrasonic
guided waves. Finally, the energy analysis of the signal based on wavelet transforms allowed to
determine energies abrupt changes in the correlation of the signals and to locate the faults.

Keywords: fault detection and diagnosis; wavelet transforms; non-destructive tests; guided waves;
wind turbine blade

1. Introduction

Wind energy is a growing renewable energy due to greater heights and powers of current wind
turbines, with new and moderns installations [1]. It is expected new installations, with more than
55 GW every year until 2023 for onshore and offshore (Figure 1) [2]. Offshore installations are increasing
its capacity with the associated technical issues in installation and maintenance. It is predicted to reach
2182 TW by 2030.

A wind turbine is composed of several subsystems, transforming wind energy into electric
energy [3]. The wind induces the movement into the wind turbine blades (WTBs), and the main shaft
transmits the mechanical energy into the gearbox. The main shaft is supported by bearings and it is
connected to the generator. Different subsystems are designed for supporting the normal behaviour of
the wind turbine, e.g., the meteorological unit, for controlling the pitch and brake systems. Wind farms
are located in remote areas under the severe weather conditions and, consequently, each wind turbine
presents problems related to ice and snow deposition on the WTBs, breakage of WTBs by impact of
objects, etc. [4,5]. The wind turbine rotor, electrical devices, plant control system, hydraulic and sensors
have more than 50% of total failures [6,7].

The maintenance operations have high costs, risks for workers, and energy production losses due
to downtimes [8]. The wind turbine operation and maintenance (O&M) costs are between 10–25%
of the total costs [9]. The efficiency and security of O&M activities are reduced due to the working
conditions, and novel failure prediction techniques are required to avoid downtimes and increasing
the reliability of the installations [10].
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Figure 1. Wind energy capacity and projection. Data from Council, G.W.E. Global wind report [2].

In recent years, there is an important evolution in designs, materials, mechanical electronic,
electrical and control of wind turbines [11]. The short-term objective of renewable energies is to
increase their participation in total energy production. It is necessary to improve productivity
and profitability [1,12]. The new advances in renewable energy technologies lead to this industry
to be more competitive in the energy market by reducing the operation and maintenance costs.
The industry requires also to improve the reliability, availability, maintainability and safety of the
systems [13]. Novel technological solutions are needed to increase the competitiveness based on the
maintenance cost reduction for ensuring the efficient positioning of this technology in the energy
market [14]. The improvement in the maintenance management operations will help to reach the
competitiveness in wind power in terms of reliability, lifetime and availability [15]. Other key factor
for the evolution of an industry is the cost reduction and the system efficiency by new strategies based
on advance analytics [16,17], for example, the optimization of maintenance resources or the correct
use of them [18,19]. Maintenance management is considered as transcendental to improve the benefit
margin [20].

The wind farm maintenance management is also complex due to the machine locations and
meteorological conditions [21]. These preventive and corrective works are done over the time [22,23],
but they are expensive and generate risk for the operators, working in high altitude. The generation
of false alarm or deceptive signals of the monitorization system is being a fundamental issue in the
management [24–26].

WTB are generally made with sandwich materials that are introduced inside its structure.
These materials are based on composite skins, with the core being composed of lightweight and
isotropic materials. The WTBs need to be designed according to their complexity with low weight and
good mechanical properties. The WTBs must have a high resistance to fatigue, wear and tear, as well
as low thermal expansion and conductivity. The WTBs are considered one of the essential components,
which are subject to heavy loads and weather conditions. The WTB failures are expensive, and they
can damage other WTBs or other parts of the wind turbine. It has been demonstrated that efficient
non-destructive tests (NDT) processes should increase the WTB life cycle and reduce the probability
of failure occurrence. The composite material is formed by long fibres that are set within a matrix,
which is responsible of binding the fabrics. The composite materials depend on the order in which the
fibres are stacked, the orientation, as well as their own physical properties. The sandwich structures
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are made up by two outer coatings covering a lightweight material called the core. They are designed
to provide high rigidity whilst being lightweight. The core function is to prevent undesired movement
of the outer coatings and has higher thickness and lower density compared to them.

The main interest in maintenance management is being able to employ a condition monitoring
system (CMS) capable to predict failures [27,28]. The wind turbine components are exposed to physical
efforts such as stress or compression, and chemical or environmental conditions such as erosion or
surface degeneration [29]. They can facilitate the appearance of mechanical, electrical and structural
failures [30]. It needs a correct maintenance plan and CMS to prevent almost the main failures [31].

CMS by ultrasonic guided waves is essential for the maintenance management of WTB. This system
needs computing systems for continuous supervision of the main parameters to determine the condition.
To achieve a correct CMS, it is required: Data acquisition: reading the physical behaviour and to
convert it in a digital format to be computerized; Data processing: conversion of digital data into useful
information about the condition of the WTB; Detection: determining whether the condition indicators
are “normal” or “abnormal” by pattern recognition or signal processing; Diagnosis: setting the location
and the severity of the fault in the WTB; Prognosis: analysing the life cycle of the fault before a failure
and maintain the WTB functionality before replacement; Maintenance Management: to set what are
the maintenance and correction actions to be taken and the way how they should be achieved.

Ultrasonic guided waves are employed in this paper as NDT for the WTB. They are considered
to guarantee the operability of WTBs. There are different methods and algorithms that have been
developed to monitor the condition of WTBs that use guided waves. Other NDT methods used in
WTBs are, for example, radiography, optics, thermography and acoustics.

The tests have been designed in this paper in order to detect delamination in a real WTB.
Delamination in WTBs is a structural issue that increase downtimes and costs. It consists in
the separation of layers of the WTB, knowing that the WTB is made from composite materials.
This separation produces points within the WTB of stress concentration, i.e., these areas are working
with more traction and compression forces under normal working conditions. It would lead to cracks,
and, therefore, partial or total failure in the WTB. The early detection of this phenomena is needed
to prevent failures/faults in the WTB. This paper proposed ultrasonic guided waves to measure the
WTB condition.

A novel approach that uses correlation analysis between a real damaged and undamaged WTB is
employed for pattern recognition. The diagnosis is performed by wavelet transforms. The approach
leads to detect and diagnosis faults, such as delamination, with a high accuracy.

2. Ultrasonic Testing Applied for CMS in WTBs

2.1. Non-Destructive Testing

NDT consists of non-invasive inspection techniques that are used to analyse the condition of
the component studied. The techniques are also utilized to detect faults, e.g., corrosion or cracks.
NDT is a safe, reliable and cost-effective inspection method of the components without damaging
the part to be examined. The NDT may be carried out during or after the manufacturing process.
In the case of manufacturing, inspections can determine if the parts tested are suitable for a desired
function. NDT inspections can also be used to assess the current condition of equipment with faults,
or to monitor any faulty parts. It allows decisions based on the information to optimize maintenance
and to evaluate the remaining useful life of the equipment.

2.2. Ultrasonic Testing

Ultrasonic Testing is a technique that uses high frequency sound energy to do experiments and
make measurements. Common uses for the ultrasonic inspection are in fault detection, dimensional
measurements, the characterization of materials, etc. Ultrasonic inspection system consists of devices
with a pulser and a receiver, which is able to produce high electrical voltage pulses to the transducers.
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The transducer generates high frequency ultrasonic energy that is induced and propagated in the form
of waves through the material. In the case of detecting a fault within the material, e.g., a crack in the
wave path, part of the signal energy will be reflected from the fault within the material. The reflected
wave signal is transformed into an electrical signal by the transducer that is sent to a computer to be
analysed. This technique has the origin with the sound waves through water, where it was observed
the reflected echoes to characterize submerged objects.

2.3. Long Range Ultrasonic Testing

Long Range Ultrasonic Testing (LRUT) is a cutting-edge NDT technique that is used for studying
large volumes of material from a single test point. It leads to reduce the time needed to carry out
multiple tests. LRUT does not require the existence of couplant gels or liquids between the transducers
and the tested surface. Therefore, this technique is widely used in pipeline and plates inspections for
corrosion and other fault types. The LRUT working procedure consists of fixing the transducer and
generating a set of low frequency guided waves. The waves are then reflected back to the transducer
whenever they reach a variation in the thickness of the wall of the plate or pipe, which would indicate
the existence of corrosion, metal loss or other faults mechanisms. The LRUT has been employed
because: it is sensitive to surface and subsurface discontinuities; it has high depth penetration for
fault detection; it presents good accuracy for finding the reflector position, size and shape in the tested
material; it requires a minimal preparation needed for testing; it gives results in real time; and the
equipment is portable.

3. Case Study and Results

Two identical real WTBs have been employed in the experiments. One WTB has induced a set of
delamination in the manufacturing process. The WTB has been inspected by placing the transmitter
transducer on the tip and placing the transducer receiver every 100 mm along the length of the WTB.
Figure 2 illustrates the WTBs on which the non-destructive tests have been conducted.

 

Figure 2. Wind turbine blades (WTBs) with delamination and without delamination in which the
guided ultrasound wave tests were applied.

This is performed on both WTBs in order to analyse them completely. The WTBs have a length of
4000 mm and they have a honeycomb core within them.

The method employed to collect the ultrasonic signals is pitch and catch. The transducers used
were Macro Fibre Composites (MFC) [14,32], specifically, the model M2814-P1 from Smart Material,
and they were attached on the surface. A transducer serving as transmitter is located on the tip of the
WTB. The position of the transmitter does not change, while the receiver is placed at different distances
along the WTB (Figure 3). The first position of the receiver is 100 mm from the transmitter, and the
experiments were done increasing the distance 100 mm until 3800 mm (38 different locations). d in
Figure 3 is the distance between the transmitter and the sensor.
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Figure 3. Location of the transducers along the WTB.

The signal generated by the transducer was a five cycles sinusoidal shaped signal, modulated by
a Hanning window. At each position, a frequency sweep was deployed from 10 kHz to 100 kHz, with
steps of 5 kHz, but only 50 kHz frequencies were selected because they had the best signal to noise
ratio for this material. The aim of this work is to find evidence in the signal that may determine that
there is a defect in the WTB, analysing the guided waves that travel through the faults.

The 50 kHz signals of the 38 distances were pooled to analyse the correlation between them.
Figure 4 shows the location of the sandwich and faults locations that have been induced in the
damaged WTB.

 

Figure 4. Defect locations in the faulty WTB. A, B and C areas are the disbonds between the honeycomb
and the skin.

The approach is based on the following steps:

(1) Firstly, an autocorrelation is performed between each pair of adjacent signals, for example, the
first pair are those that are located to 100 and 200 mm from the tip, the next pair are 200 and
300 mm from the tip, etc. If there are no faults on the WTBs, the shape of the contiguous signals
will be almost the same and with a high correlation. However, if between two adjacent signals
there is a delamination that modifies the shape of the ultrasonic wave, then there will be a lower
correlation between the signals. It will indicate the possibility of the existence of a defect in the
WTB. This procedure has been performed for both the healthy and the faulty WTB.

(2) Secondly, a new cross correlation was made between the signals obtained in the previous section
to study the results between both WTBs. Every WTB is analysed together with WTB free of
faults and, if the correlation between both areas of the WTB is high, it indicates that the WTB is
healthy. On the contrary, if there is a low correlation between an area and the homologous zone
of the healthy WTB, where it indicates that there is a discontinuity in that area that could be a
delamination defect.
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(3) Finally, the diagnosis of the delamination is done employing wavelet transforms. The energies of
both healthy and unhealthy WTBs are studied together.

The flowchart of the approach is shown in Figure 5.

 

Figure 5. Approach for delamination detection in WTBs.

3.1. Undamaged WTB

The distance set between the sensors was 100 mm, and 38 acquisitions were made for each WTB.
Four significant signals are shown in Figure 6.

(a) (b) 

(c) (d) 

Figure 6. Cross-correlation between adjacent signals of undamaged WTB: (a) 200–300 mm;
(b) 700–800 mm; (c) 2,300–2,400 mm; and (d) 2,900 and 3,000 mm.

Figure 6a shows the signal obtained between 200 and 300 mm. The signals present a high similarity
due to the absence of any fault. Figure 6b also shows great similarity because of the autocorrelation
signals have been performed on the signals that were acquired at 700 and 800 mm from the tip.
They are located just before the beginning of the sandwich area. This similarity is found by high
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cross-correlation coefficients. The cross-correlation coefficients between the signals at 700 and 800 mm
are even greater than those obtained at the signals collected at 200 and 300 mm from the tip (Figure 6a).
This is due to the signals closest to the transmitter transducer (Figure 6a) are affected by phenomena
inherent in the generation of guided waves, e.g., ringing, that slightly decrease their cross-correlation
coefficients. Figure 6c shows that the similarity level presents some differences and loss of energy due
to the inherent imperfections of the WTB. There are some energy losses due to the attenuation of the
elastic wave. Figure 6d shows that the similarity level is different and presents energy loss because of
the distance travelled by the signals. Nevertheless, the changes in the degree of similarity only occurs
as a consequence of the imperfections within the WTB and not by a fault.

3.2. Damaged WTB

This section presents the main results found analysing damaged WTB. The experiments were
conducted to validate the location and severity of the WTB delamination. Figure 7a shows that the
signals have similar patterns between the healthy and damage WTB because there is not any fault.
Figure 7b is similar to Figure 6b because this location is just before the start of the sandwich, and the
ultrasonic waves have not crossed any delamination zone in any WTB. Figure 7c shows the first defect
within the WTB, being the closest to the WTB tip. It has been detected due to the correlation is less
compared to the WTB without fault. The correlation shown in Figure 7d is lower due to the faults and
the waves are attenuated by the distance travelled.

(a) (b) 

(c) (d) 

Figure 7. Cross-correlation between adjacent signals of damaged WTB: (a) 200–300 mm; (b) 700–800 mm;
(c) 2,300–2,400 mm; and (d) 2,900 and 3,000 mm.
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Figure 8 presents the relative error between the maximum of each correlation according to the
position of the sensor in the WTB. The maximum relative error is found where the first fault is located.

 

Figure 8. Relative error between damaged and undamaged WTB for each location of the sensor.

3.3. Cross-Correlation between Healthy and Damaged WTBs

The autocorrelation of each pair of signals is analysed together with the damage and undamaged
WTB. The attenuation effect is partially eliminated, since each pair of signals is compared between
both WTBs. Figure 9 presents the main results.

(a) (b) 

(c) (d) 

Figure 9. Cross-correlation between undamaged and damaged WTB: (a) 200–300 mm; (b) at 700–800 mm;
(c) at 2,300–2,400 mm; and (d) 2,900–3,000 mm.
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Figure 9a shows a high similarity because the WTB areas studied are free of faults. It is found
in the experiments where there is not faults. The signals presented in Figure 9b are related to the
beginning of the sandwich in both WTBs, where they are similar because of the sandwich properties
are the same in both WTBs. Figure 9c shows the signals where the first defect is located, being the
correlation lower due to the delamination. Figure 9d is related to the second fault, being lower than
the signals showed in Figure 9c.

3.4. Energy Analysis by Wavelet Transforms

The graphic representation is not useful for a deep study of an acoustic characterization [33].
For this reason, it is necessary to support this work with a mathematical treatment. The acoustic is a
non-periodic deterministic signal, characterized with a sinusoidal pulse and defined by wavelength,
amplitude, frequency. The acoustic signal can be analysed mathematically in time-frequency [34],
therefore, the signal analysis can be studied by mathematical tools such as Fourier Transform (FT) [35,36].
The advantages of the wavelet transform prove that this technique is efficient for acoustic signals [37].
It is defined by Equation (1).

S(τ, a) =
∫ +∞

−∞
s(t)

1√
a

Ψ∗
( t− τ

a

)
dt (1)

The conjugate of the mother wavelet Ψ* is obtained, moved and scaled point to point to detect the
levels of contrast of the signal s(t), being f(t) the digitized signal in the time domain, a = f/f0 (a � 0) the
magnitude factor or delay of the wavelet, with f0 as central frequency and τ the translation in time [38].
Another common expression in acoustic representation is a frequency domain spectrum to study the
frequency distribution range of the signal [39].

The wavelet transform is employed to obtain the signal energy decomposition divided in levels
with the pyramidal algorithm and the decomposition tree. This method is employed for acoustics
characterization and filtering [14,40]. There are various wavelet transforms modes, e.g., discrete or
continuous [32,41]. The choice of the wavelet family is imposed by the characteristics of the signal
and the nature of the application, being Dauchebies family one of the most used in the acoustic signal
processing [42,43].

Signals are divided, therefore, into low frequency approximations (A) and high frequency details
(D), where the sum of A and D is always equal to the original signal. The division is done using low
pass and high pass filters. In order to reduce the computational and mathematical costs due to the data
duplication, a sub-sampling is usually implemented, containing the half of the collected information
from A and D without losing information.

In the case of the multi-level filters, they repeat the filtering process with the output signals from
the previous level. This leads to the wavelet decomposition trees (Figure 10). Additional information
is obtained by filtering at each level. However, more decompositions levels do not always mean
more accurate results. References [44,45] show more details about the decomposition level using
wavelet transform.

The objective of the signal pre-processing is to extract the most important information of the
original signal before carrying out the signal de-noising. It generates new signals adjusted for the
application of filters, providing more robust results and greater similarity between signals obtained
under different conditions.

The energy of the signals has been calculated by wavelet transforms. The energies have been
employed to study the severity of the faults. Figure 11 shows that there is a high correlation between
the signals obtained from the WTBs in the first two areas analysed. However, when the ultrasonic
waves reach the location of the first fault in the damaged WTB, the correlation between the healthy
WTB and the damaged WTB decreases and, therefore, decreases its energy.
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Figure 10. Wavelet decompositions tree.

 

Figure 11. Evolution of energy throughout the WTBs.

The accuracy of the results has been calculated analysing them with the real scenarios according
to ISO 5725-1. It has been estimated as 92%, because in certain cases the fault detection was not
clear enough.

It cannot be concluded that it can be applied to WTBs in operations because it has not been tested.
Nevertheless, the results have been validated in cases where they are pre-installed.

4. Conclusions

Wind turbine blades are submitted to severe mechanical and environment conditions and, therefore,
they present a high failure rate and downtimes by faults/failures. Novel and robust maintenance
procedures are required. This paper presents a condition monitoring system based on ultrasonic
guided waves to study the structure heath monitoring. A guided wave inspection has been conducted
from the tip of the blades, acquiring the signals every 100 mm. The approach is based on correlations
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analysis between a damaged and undamaged real wind turbine blades. Finally, the diagnosis is done
by wavelet transforms. The main conclusions are:

• The approach leads to detect and diagnose faults such as delamination with a high accuracy.
• The autocorrelation of each pair of signals is analysed together with the damage and undamaged

wind turbine blade. The attenuation effect is partially eliminated because of each pair of signals is
compared between both blades.

• The pattern recognition presents a high correlation when a fault is not found. On the other side,
the correlation found is lower when a delamination is found.

• The wavelet transform is employed to obtain the signal energy decomposition divided in levels
with the pyramidal algorithm and the decomposition tree.

• The choice of the wavelet family was Dauchebies family due to they provide accuracy results in
the acoustic signal processing.

• The energies have been employed to study the severity of the faults.
• The accuracy of the results has been calculated analysing them with the real scenarios. It has been

estimated as 92%, due to certain cases not having a clear enough fault detection.
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Abstract: For the grid connection of offshore wind farms today, in many cases a high-voltage
direct current (HVDC) connection to the shore is implemented. The scheduled maintenance of the
offshore and onshore HVDC stations makes up a significant part of the operational costs of the
connected wind farms. The main factor for the maintenance cost is the lost income from the missing
energy yield (indirect maintenance costs). In this study, we show an in-depth analysis of the used
components, maintenance cycles, maintenance work for the on- and offshore station, and the risks
assigned in prolonging the maintenance cycle of the modular multilevel converter (MMC). In addition,
we investigate the potential to shift the start date of the maintenance work, based on a forecast of
the energy generation. Our findings indicate that an optimized maintenance design with respect to
the maintenance behavior of an HVDC energy export system can decrease the maintenance-related
energy losses (indirect maintenance costs) for an offshore wind farm to almost one half. It was
also shown that direct maintenance costs for the MMC (staff costs) have small effect on the total
maintenance costs. This can be explained by the fact that the additional costs for maintenance staff
are two orders of magnitude lower than the revenue losses during maintenance.

Keywords: offshore wind energy; transmission system; HVDC; voltage source converter (VSC);
maintenance; missing energy export

1. Introduction

The generation of electricity by offshore wind power has been expanded in recent years, because of
their strong reduction in electricity generation costs [1]. At the end of 2018, 18.50 GW of offshore wind
power generation capacity was installed in Europe [2]. Compared to the previous year, this represents
an increase of 17.2% [3]. In the next few years, a further increase of offshore wind power capacity in
Europe is expected [3]. The European Union (EU) has the ambition to reach 65 to 85 GW offshore
wind power generation capacity by 2030 [4]. This would represent an increase of 350% to 450% within
next decade.

Due to the long distance of offshore wind farms to the coast, high-voltage direct current (HVDC)
technology is in many cases used for the connection to the onshore grid. This is because it is a low-loss
transmission technology compared to the classical alternating current (AC) technology [5].

Today, a commonly used HVDC technology is the voltage source converter (VSC) technology [6].
In the offshore field, the VSC is mostly applied as a modular multilevel converter (MMC), because
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of the reduced space required [7]. To guarantee the reliability of the HVDC system, it is taken out
of service and maintained at regular intervals. Usually, the HVDC system is shut down for up to
one week every year due to maintenance [8]. No wind energy can be exported to the onshore grid
during these maintenance operations. For a 1 GW wind farm, this can lead to a missing energy yield of
around 50 GWh per year on average. In addition, the maintenance date is often planned a couple of
months ahead, while wind power generation cannot be precisely forecasted over such long periods.
The main driver for the maintenance costs is the loss of income due to the missing energy export.
For the mentioned 1 GW wind farm grid connection, this income loss ranges from 3 to 8 Mio. EUR per
year. However, the magnitude highly depends upon the wind occurrence during the maintenance
period [9–11]. In literature, the loss of income is often referred to as the indirect costs of maintenance,
in contrast to the direct costs for staff, transportation and spare parts [12]. While indirect costs are
usually lower than direct costs for wind turbines [13], the relation is typically inversed for energy
export systems, which have higher indirect than direct costs [14].

To the best knowledge of the authors, the duration of the required maintenance outage of an HVDC
energy export system has not yet been analyzed in the scientific literature. In existing approaches,
maintenance of the energy export system is only accounted for by a simple non-availability value [11,12].
Given the lack of accurate wind forecasts for the outage period, it is difficult to determine the expected
losses due to maintenance work in the planning process of HVDC energy export systems for offshore
wind farms.

In order to improve the planning process, this study gives a detailed technical explanation of an
HVDC energy export system for an offshore wind farm. In this, the different technical design aspects
of the HVDC offshore and onshore stations are discussed. We quantify the MMC reliability under
different maintenance strategies, and present the relationship between the maintenance period and
MMC redundancy.

Based on a literature review, we show the various maintenance tasks for the HVAC and the HVDC
components for the HVDC energy export system. Until today, there is no maintenance description for
MMCs published. Therefore, the possible maintenance tasks for MMCs are discussed.

To analyze the influence of different design parameters and maintenance strategies on the
maintenance-related losses of an HVDC energy export system, a maintenance model was built.
The model is based on the previously described maintenance tasks and technical design aspects. In
order to perform simulations, an energy time series is needed. Since no long-term energy data from
offshore wind farms is available, a fictitious offshore wind farm and the Modern-Era Retrospective
analysis for Research and Application (MERRA) dataset were both used to generate the required
data [15].

In order to demonstrate the model application, a case study was performed, in which different
parameters, such as maintenance period, the number of maintenance staff, and the possibility to
shift the maintenance starting time, were varied. Results of different simulation runs are shown
and discussed.

The paper is organized as follows: in Section 2, we described a reference HVDC energy export
system. The different maintenance tasks for the HVDC energy export system are described in Section 3.
The developed model is presented in Section 4. Following in Section 5, the offshore wind farm used
in the case study is described. In Section 6, the case study is discussed, and finally, in Section 7,
a conclusion of the findings and an outlook for further research are given.

2. Reference HVDC Energy Export System

The HVDC energy export system in this study is designed for a transmission capacity of 1 GW,
which is supposed to be a typical size for an offshore wind farm in the near future [2]. Figure 1 shows
the typical schematic configuration of an offshore wind farm connected to the grid by means of an
HVDC energy export system [5].
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Figure 1. Schematic configuration of the offshore wind farm and the high-voltage direct current (HVDC)
energy export system.

The collector system includes the offshore wind farm and the inter-array grid for the wind farm.
The HVDC energy export system includes the offshore and the onshore converter, as well as the DC
transmission cables. The onshore system only consists of the grounding for the HVDC energy export
system and the onshore grid connection point. The offshore and the onshore converters are the main
parts of the HVDC energy export system. Figure 2 shows the detailed single line diagram (SLD) of the
HVDC energy export system [16].

Figure 2. Single line diagram (SLD) of the HVDC energy export system and maintenance areas for the
onshore and offshore station.

In Figure 2, the part to the left of the direct current (DC) cable represents the offshore station, and
the part to the right represents the onshore station. On the offshore station, the AC yard 1 includes
a 66 kV gas-isolated switchgear (GIS) (16 import feeders and two export feeders), that connects the
wind farm to the two transformers. The two transformers (T1, T2) are located in the transformer yard,
they transform the inter-array wind farm voltage from 66 kV to the transmission voltage of 320 kV.
In the AC yard 2, a 320 kV GIS (Q14–Q26) connects the two transformers with the converter. In the
converter yard, the MMC (V1, V2) converts the voltage from AC to DC. The DC yard includes the
converter-reactors (L11, L21) and the direct current compact switchgear (DCCS) (Q1, Z1, Q2, Z2),
which connects the converter to the DC cables.

Two DC subsea cables connect the offshore station and the onshore station. Today’s DC subsea
cables require nearly no scheduled maintenance in their planned operating time [17–19]. Therefore,
the maintenance of the DC subsea cables is not further discussed in the following.
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The structure of the onshore station is almost the same as the offshore station. The major difference
between the two stations is that in the onshore converter yard, a chopper (V3) is installed. Using a
chopper when connecting offshore wind farms with an HVDC energy export system is the most
common method to avoid transferring onshore AC faults to the offshore wind farm grid [20–22]. Due to
the limited available space on the offshore station, the chopper is always installed in the onshore
station [16]. The advantage of using a chopper is that the wind farm can continue operating without
any interruption in case a fault occurred in the onshore grid [22,23]. Today’s AC grids usually have a
high quality of supply. For example, Tennet’s Annual Report states an AC grid availability of 99.9988%,
and 17 number of interruptions for the year 2018 [24]. By using the number of interruptions as an
indicator to get a sense of how often the chopper is used, we can expect that the onshore grid is in
normal operation most of the time; i.e., there is no failure, such as AC three-phase short circuits, in the
grid. We therefore conclude that the DC chopper is only used for a small number of times a year,
compared to the rest of the HVDC energy export system. On this basis, we assume that the wear
and the maintenance work on the chopper are low compared to the MMC maintenance. Therefore,
the chopper maintenance is not included in this study, and the following described maintenance tasks
for the onshore and offshore stations are the same.

2.1. Converter (VSC Modular Multilevel Converter)

The MMC design consists of three phase-units between the positive and the negative DC terminal.
Each phase-unit consists of a positive and a negative converter-leg. Each converter-leg consist of
series-connected half bridge submodules (SMs) and a single series connected converter reactor. Each
phase-unit is connected to one phase of the AC terminal. Figure 3 shows the MMC structure and the
detailed design of the half bridge SM [7,25].

Figure 3. Schematic configuration of the three phase modular multilevel converter (MMC) and structure
of the half bridge submodule (SM).

The modular design of the MMC allows the individual adaptation of the converter to the technical
requirements, e.g., transmission capacity, DC voltage and maintenance design [7]. The maintenance
design is mainly influenced by the number of redundant SMs. To ensure the functionality of the
converter over a long period of time (maintenance period), redundant SMs are placed into each
converter-leg. Two different operation schemes for SM redundancy are common: passive and active
SM redundancy. In the passive operation scheme, the redundant SMs are on standby mode until a
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failure occurs in a normal SM. Then the faulty SM is bypassed through a bypass switch, and one of the
redundant SMs becomes active.

In the active operation scheme, all SMs (redundant SMs and normal SMs) are actively operating
in parallel. If a failure occurs, the failed SM will be bypassed automatically [26].

In this study, the active SM redundancy is the scheme used today. It is assumed that the active SM
redundancy is the today used scheme, because the control mechanism is simpler, and therefore, it is
the more reliable method compared to the passive SM redundancy scheme [27].

In order to calculate the number of redundant SMs, the minimum number of SMs nmin is required.
The minimum number of SMs in one converter-leg results from the SM operation voltage USM, the DC
voltage Ud and the AC peak voltage ÛAC as described in [28]:

nmin =

Ud
2 + ÛAC

USM
(1)

The total number of SMs in the converter nCon results from the sum of the minimum number and
the redundant number of SMs nred in six converter-legs:

nCon = 6(nmin + nred) (2)

The redundant number of SMs depends on the maintenance period and on the reliability target
for the converter. The relationship will be described in detail in Section 2.2. Table 1 shows the technical
parameters of the energy export system, as seen in literature (cf. [29–31]).

Table 1. Energy export system technical parameters.

Parameter Value

Power rating (PHVDC System) 1000 MW
DC voltage (Ud) ± 320 kV

AC peak voltage (ÛAC) 320 kV
SM operation voltage (USM) 2.7 kV

Submodule FIT (FITSM) 1700
Minimum number of SM per converter-leg (nmin) 238

Number of transformers 2
Transformer power rating (PTrans f .) 600 MW

2.2. Converter Reliability

The converter reliability calculation in this study follows the general equation used in the literature
(cf. [32]). The equation describes the relative proportion of functioning components to be expected
after a given time. Derived from this, the reliability function for one submodule, RSM, is given by (3).

RSM(t) = e−λSMt (3)

where t represents the time in hours and λSM represents the SM hazard rate.
The hazard rate is considered constant over the whole lifetime, thus assuming constant random

failures over the lifetime of the converter (cf. [19]). The hazard rate of electrical components is often
specified by the failures in time (FIT) value. FIT is the number of failures in one billion hours of
operation:

λSM =
FITSM

109 (4)

The reliability of the converter can be described with the binomial distribution and k out of n
majority redundancy. The k out of n majority redundancy describes the reliability of a system that
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consists of n components, and that is working only if at least k components in the system are able to
operate. The general reliability function of the system is given by (5).

F(k, t) =
k∑

i=0

(
n
i

)
p(t)i(1− p(t))n−i (5)

where n represents the number of all components in the system, k represents the number of components
that is at least needed for operating the system, p(t) represents the reliability function of one component,
and t represents the time.

The resulting reliability function for one converter leg is given by (6).

RCL(t) =
n∑

i=k

(
n
i

)
(RSM(t))i(1−RSM(t))n−i (6)

Here, n represents the total number of all SMs in one leg (nmin + nred), and k represents the
redundant SMs per leg (nred).

The MMC can only operate if the positive and the negative legs are able to operate. That is
represented by a serial configuration, and results in the reliability function for one converter phase, as
given in (7).

RCP(t) = Rpos_CL(t) ·Rneg_CL(t) (7)

Due to the fact that the converter consists of three phases and operates only when all phases are
working, the converter reliability, RC, corresponds to the third power of the reliability of one converter
phase, as given by (8).

RC(t) = (RCP(t))
3 (8)

With the parameters from Table 1, the reliability of the converter can be calculated as a function of
the number of redundant SMs and the maintenance period. Figures 4 and 5 show this relationship for
maintenance periods of one to four years with the resulting number of redundant SM per converter-leg
at a reliability target of 99%.

Figure 4. Converter reliability and probability of SM failure over the number of redundant SM after
one and two year maintenance period.
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Figure 5. Converter reliability and probability of SM failure over the number of redundant SMs after
the three and four year maintenance period.

The right ordinate shows the reliability function of the converter depending on the number of
redundant SMs. The left ordinate shows the probability of SM failures per converter leg. In addition,
a horizontal line represents the reliability barrier/target at 99%.

The dashed vertical line illustrates the resulting number of redundant SMs per converter leg that
is needed to ensure the reliability target.

Table 2 summarizes the findings from Figures 4 and 5. It displays the minimum required numbers
of SMs for the operation, the required redundant SMs, and the sum of two, for the different maintenance
periods. It can be concluded that the number of SMs for longer maintenance periods does not rise
linearly. For a maintenance period of one year, 60 redundant SMs are needed. For two years, 96 SMs
are needed. That results in an increase of 2.42% in the overall number of SMs. For an extension of the
maintenance period to three years, 132 redundant SMs are needed (an increase of 2.36% in comparison
to two years’ maintenance). For the four years’ maintenance period, 162 SMs are needed (an increase
of 1.92% in comparison to three years’ maintenance).

Table 2. Number of redundant SMs for different maintenance periods.

Parameter
Maintenance Periods [a]

1 2 3 4

Minimum SM 1428 1428 1428 1428
Redundant SM 60 96 132 162

Increase of redundant SM - 60% 37.5% 22.73%
All SM 1488 1524 1560 1590

Increase of all SM - 2.42% 2.36% 1.92%

It turns out that four-year maintenance periods do not require four times more redundancy than
do one-year maintenance periods. This means that there must be an optimum number of redundant
SMs, when comparing the total costs (capital costs) associated with additional SMs with the total
maintenance costs (operational costs).
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3. Maintenance

In order to ensure the reliable operation of electrical components, they must be maintained in
specified periods [32–34]. In this work, the transmission system is divided into different maintenance
areas. Figure 2 indicates the different electrical components, and the different maintenance areas of the
stations marked with a dash-dotted lines. If one of the components has to be maintained, the component
must be taken out of service. This implies that during this time, no energy can be transferred.

In relation to the HVDC energy transmission system, this means that if one component needs to
be maintained, and there is no redundant component (cp. transformer yard), the whole transmission
system has to be taken out of service for the maintenance time. Table 3 gives an overview of the
available transmission capacity in case of a maintenance in the different maintenance areas.

Table 3. Transmission capacity during maintenance for different maintenance areas.

Maintenance Area Transmission Capacity

AC yard 1 0 MW
Transformer yard 600 MW

AC yard 2 0 MW
Converter yard 0 MW

DC yard 0 MW

In order to analyze the influence of the individual maintenance tasks on the overall system, all
relevant maintenance tasks were evaluated. Table 4 shows an overview of all maintenance tasks,
intervals, duration, and the assumed number of maintenance staff for the different maintenance works
in the different maintenance areas.

Table 4. Maintenance work and duration for different maintenance areas.

Parameter
Maintenance Area

AC Yard 1 Transf. Yard AC Yard 2 DC Yard

Interval [a] 25 1 25 5

Maintenance work
check insulating
parts, cleaning

electrical contacts

oil test, cooling
system check,
isolation test

check insulating
parts, cleaning

electrical contacts

check insulating
parts, cleaning

electrical contacts
Man-hour maintenance duration [h] 144 48 16 7

Number of maintenance staff 2 2 2 1
Sources [35–37] [38–40] [35–37] [41–43]

3.1. MMC Maintenance

For maintenance work on MMCs, there are no reliable sources available. For this reason,
assumptions must be made in this study for maintenance work in the converter yard.

The converter yard contains six converter legs, as shown in Figure 3. During operation,
the converter hall cannot be entered. Therefore, a certain preparation and follow-up time must
be scheduled for the maintenance of the converter. The SMs are installed in towers, as described in [16].
The primary maintenance task at the converter is assumed to be the replacement of defective SMs.
The exchange of defective SMs is carried out by maintenance teams consisting of two persons. For the
replacement of the SM, a working time of three hours is assumed for a maintenance team. Table 5
shows the used maintenance parameters for the converter yard.

To calculate the maintenance duration for the converter yard, it is necessary to know the number
of defective SMs at the maintenance time. This can be determined via the general probability function,
used in the literature for electrical components (cf. [32]), that a component (SM) has become faulty up
to a certain time:

ESM(t) = p(t) nCon =
(
1− e−λSMt

)
nCon (9)

40



Energies 2020, 13, 1146

where the expected value of exchanged SMs ESM (i.e., defective) is calculated with t the maintenance
period, nCon the total number of SMs in the converter, and λSM represents the SM hazard rate as FIT
value given in Table 1.

Table 6 shows the resulting numbers of defective SMs (rounded up) by performing the probability
function (9), using values as defined in Table 1 for the various maintenance periods.

Table 5. Maintenance parameters for the converter yard.

Parameter Value

Preparation time 4 h
Follow-up time 4 h

Replacement time for the SM 3 h
Persons per team 2

Table 6. Expected number of defective SMs using the probability function for different
maintenance periods.

Parameter
Maintenance Period [a]

1 2 3 4

Expected defective SM 22 45 69 92

It can be noticed that the relation between the expected number of defective SMs and the
maintenance period is almost linear, although equation (9) contains a nonlinear part. After a
two-year maintenance period, there are nearly two times more defective SMs than with one-year
maintenance periods.

For calculating the maintenance time, the working time per day and the number of maintenance
staff must be taken into account. Table 4 shows the chosen maintenance staff for different
maintenance areas.

For the calculation, a 12 h working time per day is assumed, and no shift work is scheduled.
This means that within one day (24 h), up to 12 h of maintenance work can be performed. Figure 6
indicates the maintenance time for different maintenance areas over different maintenance periods,
and different numbers of maintenance staff in the converter yard. In Figure 6a, the x-axis represents
the different maintenance periods for the HVDC energy export system, and the y-axis shows the
maintenance time in a logarithmic scale. In Figure 6b, the maintenance time is plotted over different
numbers of maintenance staff in the converter yard at a maintenance period of two years. The x-axis
represents the number of maintenance staff in the converter yard, and the y-axis shows the maintenance
time in logarithmic scale.

 
(a) (b) 

Figure 6. Maintenance time (a) for the different maintenance areas of the HVDC system over different
maintenance periods and (b) for a two-year maintenance period over different number of maintenance
staff in the converter yard.
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In Figure 6a, it can be seen that the maintenance time for the converter yard grows by 93% if the
maintenance period is increased from one year to two years. The maintenance time for the converter
yard is reduced by 53% if the number of maintenance staff is increased from two to four for a two-years
maintenance period, as shown in Figure 6b. It should be noted that the maintenance areas have
different maintenance periods. For example, the AC yard only has to be maintained once every 25
years. This means that this area has less impact on maintenance-related losses in comparison to the
transformer yard, which has a maintenance period of one year.

In conclusion, there should be an optimum for the number of maintenance staff in the different
maintenance areas and the maintenance period, compared to the direct maintenance costs and the
indirect maintenance costs.

3.2. Maintenance Date and Time Point

As shown in Figure 6 and explained in Section 3.1. (MMC Maintenance), the maintenance of an
HVDC energy export system is associated with high personnel expenditure. Therefore, the maintenance
date must be planned long-term in advance. For the planning of the maintenance date, it is essential to
choose a time at which a low energy yield of the wind farm is expected. This date results from the
distribution of wind speeds over the year.

At the wind measurement station FINO 1 in the north sea, the mean wind speed in June and July
is 1.5 m/s below the mean annual wind speed of 10.0 m/s [44]. From this it can be deduced that a lower
feed-in power can be expected in summer than in winter. For this reason, maintenance of the HVDC
energy export system always takes place in the summer months of June and July [8].

3.3. Maintenance Assumtion and Model Simplifications

Some simplifications and assumptions are considered in this study, including station accessibility,
individual maintenance costs and maintenance tasks on MMCs.

For offshore energy export systems, the accessibility of the two stations (onshore and offshore) is
different, since the accessibility of the offshore station depends on weather conditions, such as wave
height, visibility range, weather window and the availability of different ships or helicopters [12].
In our study we focused on the dependency of MMC design aspects on the maintenance-related losses.
Therefore, we excluded the exact analysis of the accessibility aspect.

It is important to precisely quantify the different cost positions (staff, material or transportation
costs) when analyzing maintenance for offshore wind farms. Usually, it is very challenging to
quantify the costs of individual positions; hence, it is difficult to investigate their influence on each
other. For example, the exact value for staff salaries or transportation costs are not available in the
literature [12]. Therefore, we decided to focus on the missing energy yield. This represents only one
specific maintenance cost factor, but it allows us to have a sense of how the missing energy export
could behave regarding different design variations. To better understand the relation between the
direct and indirect costs, a maintenance cost example was introduced in the end of Section 6.

As mentioned in Section 3.1. (MMC Maintenance), no reliable sources for maintenance tasks
on MMC are available. For this reason, assumptions must be made for the maintenance tasks
and durations.

Due to these assumptions and simplifications, the results of the study are considered optimistic in
terms of the maintenance-related losses.

4. Model Description

The developed model, which can be seen in Figure 7, is separated into three main sections: First the
data input, second the model itself, and third the data output.

The data input is represented by the specific technical parameters for the HVDC energy export
system (see Tables 1–3) and a time series of energy yield data Eyield(i) for an offshore wind farm.
The time series has a one-day resolution, where i represents a specific day in the total operating time.
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Instead of one representative year, we use yield data over the total expected operating time. For the
case study described in Section 6 for example, we apply past weather data from 1980 until 2010 to
represent a 30 year long operating period of the energy export system.

Figure 7. The overall model.

The implemented model consists out of three sub models; the energy yield forecast model, the
maintenance model, and the energy transmission model. The energy forecast model provides energy
yield forecasts for different time horizons (up to ten days). It is assumed that a perfect energy yield
forecast exists without any forecast error, which entails the highest savings potential for an optimized
maintenance time.

The duration and periods of maintenance for the different maintenance areas are calculated
within the maintenance model. All maintenance intervals of the different maintenance areas (see
Table 4) are matched to the chosen maintenance period of the HVDC energy export system. Therefore,
the maintenance model uses the system specific input parameters and the maintenance properties.
In combination with the energy yield forecast, it optimizes the starting time of the maintenance in
order to minimize the losses per maintenance. Figure 8 shows one example of how the optimized
maintenance is performed based on the energy yield forecast.

 
Figure 8. Possible maintenance shift from 0 to 4 days.

The maintenance model then creates a Boolean matrix β(i), indicating whether any maintenance
is required, or not, for each single day in the lifetime of the HVDC energy export system. This matrix
is then imported by the energy transmission model.

The energy transmission model calculates, based on the original energy yield time series Eyield(i),
for every day, the losses that are caused by maintenance. The resulting maintenance-related losses for
the life time of the HVDC energy export system Etotal losses is given by (10).

Etotal losses =
10950∑
i=1

Eyield(i)β(i) (10)
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The model developed here can map maintenance work up to a resolution of a quarter of a day.
For analyzing and optimizing, the following three input parameters can be varied in order to reduce
the maintenance-related losses: Maintenance period of the HVDC energy export system, number of
maintenance staff and maintenance start day in combination with the energy yield forecast.

The model was implemented by using the software environment MATLAB 2016b from
MathWorks [45]. The code and data for the model is freely available online [46].

5. Offshore Wind Farm

In the case study, a fictious offshore wind farm is assumed. The offshore wind farm, with a total
capacity of 1 GW, consists of 125 wind turbines, and is located in the Eastern part of the North Sea.
The center of the wind farm is at N 54◦ 56′ 22.4736 E 6◦ 56′ 44.3724 in the UTM (Universal Transverse
Mercator) system.

The basis for the assumed wind conditions at the wind farm site are the Modern Era
Retrospective-analysis for Research and Application (MERRA) data of the National Aeronautics
and Space Administration (NASA). Various publications, such as [47] and [48], show that the MERRA
data is a good basis for generating energy yield forecasts for offshore and onshore wind farm projects.
In order to be able to capture the annual yield variations of the offshore wind farm, wind speed data
from the period 1980 to 2016 is used as an operation period in this study. In the assumed operation
period, the mean wind speed at the site is 8.5 m/s from April to September and from October to March
is 11.3 m/s at a height of 103 m. The main wind direction at the wind farm site is West to Southwest.

The assumed wind turbine “W8000” has a rated power of 8 MW. The technical data of the system
is listed in Table 7. The wind turbines are set up in a cluster with a distance of 1000 m to the North
and 1000 m to the East. By application of Pythagoras’ Theorem, this results in a distance of 1414.21 m
between two wind turbines in the Southwest direction (main wind direction). That corresponds to
nine times the rotor diameter, and is a common distance between offshore wind turbines in a park
layout [49].

Table 7. Technical data wind turbine W8000.

Parameter Value

Rated power 8 MW
Rotor diameter 154 m

Hub height 103 m
Cut in wind speed 4 m/s

Cut-out wind speed 25 m/s

The energy yield time series for the wind farm is created with the Wind Atlas Analysis and
Application Program (WAsP) [50]. Daily energy yield values were generated in the reference period
from 1980 to 2016. The internal wake effects were considered with the FLaP wake model, and were
taken into account when calculating energy yield [51]. The wake effects of any of the surrounding
wind farms were not considered.

The availability of a wind farm as described in [52] depends on many factors, such as the
maintenance concept or the location. It describes the period during which a wind turbine or an entire
wind farm is ready for operation. Nowadays, the usual availability for offshore wind farms ranges
between 75% and 95% [52].

Based on the greater experience of operators, we expect the availability of offshore wind farms to
further increase in the upcoming years. Therefore the assumed availability of the offshore wind farm
in this study is 93%.

The potential gross energy yield of the wind farm calculated with the yield forecast described
here, is transferred to the overall model described in Section 4. Since wind farms are usually built and
commissioned in the summer months, the operating period, and thus the yield period, is selected as
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01.06.1980 to 31.05.2010. Figure 9 indicates the mean energy yield produced by the wind farm under
consideration of the availability of the wind farm in the period of 1980 to 2010.

Figure 9. Monthly energy yields of the offshore wind farm as average value over the years 1980 to 2010.

6. Case Study Discussion

The model described in Section 4 and the described wind farm in Section 5 is used to analyze
the possibilities of reducing the maintenance-related losses of an HVDC energy export system. The
resulting energy yield forecast dataset described in Section 5 is used as the energy yield input parameter.
This dataset is used, because so far, no energy yield time series for an offshore wind farm over longer
periods is available.

Three different parameter variations were tested to reduce the maintenance-related losses.
Table 8 gives an overview of the case study parameters and the parameters to be changed in the
different variations.

Table 8. Case study parameters.

Parameter Value

Fixed Parameters

Operating time 30 a
Commissioning date 01.06.1980 dd.mm.yy

Maintenance date every 01.06 dd.mm
Working time per day 12 h/d

Number of maintenance staff (AC yard 1) 2
Number of maintenance staff (AC yard 2) 2
Number of maintenance staff (DC yard) 1

Number of maintenance staff (transformer yard) 2

Modified Parameters

Maintenance period From 1 a to 4 a
Number of maintenance staff in den converter yard From 2 to 10

Possible maintenance shift From 0 d to 10 d

Cost Parameters

Remuneration (based on [53]) 100 €/MWh
Offshore staff costs per person (based on [54]) 1500 €/d
Onshore staff costs per person (based on [54]) 960 €/d

45



Energies 2020, 13, 1146

6.1. Maintenance Period

In the first scenario, the maintenance period of the HVDC energy export system is varied from the
one year maintenance period up to the four year maintenance period. The number of maintenance
staff members in the converter yard is set to two persons. The possible maintenance shift is set to
0 days. Therefore, the shift of the maintenance is not possible/allowed.

Figure 10 represents the results of the model calculation. It can be seen that the variation of the
maintenance period from one year to four years influences the maintenance-related losses.

Figure 10. Maintenance-related losses for the total operation time of the HVDC system over different
maintenance periods.

The x-axis shows the different maintenance periods, and the y-axis represents the
maintenance-related losses. The blue bars show the maintenance-related losses over the total operation
time. The result does not show a clear reduction in maintenance-related losses by only increasing the
maintenance period from one year up to four years. One reason for this is that an extension of the
maintenance period does not lead to a significant reduction of the maintenance time (see Figure 6a).
Since maintenance always takes place in the same days of the year, it can also happen that maintenance
takes place in days when the wind farm would otherwise have a high energy yield. Therefore, the
maintenance-related losses can also be higher for the two year maintenance period case than for the
one year maintenance period case.

6.2. Maintenace Staff

In the second scenario, the maintenance staff in the converter yard is varied from 2 to 10 persons.
The maintenance period of the HVDC energy export system is set to a two-year maintenance period.
Maintenance shift is set to 0 days. (i.e., no maintenance shift is not possible/allowed). The scenario
with two staffmembers was considered the baseline case for all following calculations.

Figure 11 shows the result of the model calculation. It can be seen that the variation of the
maintenance staff is reducing the maintenance-related losses.

The x-axis shows the different number of maintenance staff in the converter yard, and the y-axis
represents the maintenance-related losses over the total operation time. It is noticeable that with the
first doubling of the maintenance staff, maintenance-related losses can be reduced by 44.5 % (about
600 GWh maintenance-related losses were avoided). Further adding of maintenance staff only leads to
a slight reduction 32% of losses (e.g., about 200 GWh could be saved by increasing staff from 4 to 6).
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The magnitude of the maintenance-related losses indicates that it might be profitable to carry out the
maintenance with four or more people.

Figure 11. Maintenance-related losses for the total operation time of the HVDC system over different
number of maintenance staff in the converter yard.

6.3. Maintenance Start Day

In the third scenario, the possibility to shift the maintenance start day is added. The model can
now postpone the maintenance start day from 1 day up to 10 days to reduce the maintenance-related
losses. Figure 12 shows the results of the second and third scenario in relation to each other.

Figure 12. Maintenance-related losses for the total operation time of the HVDC system over possible
maintenance shift for different number of maintenance staff in the converter-yard.

The x-axis shows different possibilities to shift the maintenance start day, and the y-axis represents
the maintenance-related losses over the total operation time. The five differently colored lines represent
the different numbers of maintenance staff in the converter yard.
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It can be seen that the maintenance-related losses can be reduced significantly only if there is a
shift margin of three days or more (up to around 50 GWh for the case of two maintenance technicians).
It can also be seen that with the increasing margin to postpone the maintenance, the losses decrease.
This can be explained by the fact that the model shifts the maintenance to a period in which the energy
yield of the wind farm is low. The calculated maintenance-related losses should not be understood as
an ultimate value, but it allows wind farm developers to get an idea of how the possibility to shift the
maintenance could be profitable with respect to the losses.

The range of avoided losses indicates that it could be profitable to hire the maintenance staff for
a longer period of time (multiple days). Within this period the choice of maintenance start day is
optimized to minimize the maintenance-related losses.

With regard to the increase in maintenance staff, it can be seen that the curve flattens out with
increasing maintenance staff. This means that postponing maintenance with increasing maintenance
staffwill have less effect upon maintenance-related losses.

6.4. Maintenance Costs Calculation

Based on the modeled maintenance-related losses, we calculated the maintenance-related cost
change for the two parameters: the maintenance start day and the number of maintenance staff. The
maintenance staff costs for the converter yard were calculated based on the modeled maintenance
time for the converter yard and the maintenance staff cost parameter in Table 8, which can be seen in
Figure 13a. The maintenance-related cost change was calculated by combining the direct maintenance
costs (staff costs) and the indirect maintenance costs (lost remuneration), as seen in Figure 13b.

 
(a) (b) 

Figure 13. Maintenance staff costs (a) and maintenance-related costs change (b) for the total operation
time of the HVDC system over possible maintenance shift for different number of maintenance staff in
the converter-yard.

In Figure 13a,b the x-axis shows different possibilities to shift the maintenance start day. The y-axis
in Figure 13a represents the maintenance staff costs for the converter yard over the total operation
time. In Figure 13b the y-axis represents the maintenance-related cost change over the total operation
time. The five differently-colored lines represents the different number of maintenance staff in the
converter yard.

With the first doubling of the maintenance staff, the maintenance related cost can be reduced by
around 44%. Additionally, it can be seen that the maintenance-related costs can be reduced by around
10%, only if there is a shift margin of six days (for the case of two maintenance technicians). It can be
also seen that with an increasing margin to postpone the maintenance, the savings can be increased
up to 19% (for the case of two maintenance technicians). This can be explained by the fact that the
additional costs for maintenance staff are two orders of magnitude lower than the revenue losses. The
range of maintenance-related cost change shows that it will be profitable to hire the maintenance staff
for a longer period of time (multiple days). Within this period the choice of maintenance start day
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can be then optimized to minimize the maintenance-related losses, which further confirms what was
concluded from Figure 12.

7. Conclusions

In this paper, we applied a bottom-up approach to analyze the maintenance-related losses for
an HVDC energy export system. A maintenance model was introduced for identifying the most
significant factors affecting the maintenance-related losses.

In a case study, the model was used to analyze the potential to reduce maintenance-related losses
for a 1 GW offshore wind farm. Three main factors were analyzed that influence the maintenance-related
losses: duration of the maintenance period, the number of maintenance staff and the shift of the
maintenance. In addition, we performed a maintenance cost example to better understand the relation
between the direct and indirect maintenance costs of an HVDC energy export system.

It was found that changing the length of the maintenance period has less impact on the losses
than the other two factors.

Regarding the number of maintenance staff, it is noticeable that with the first doubling of the
maintenance staffwith respect to the baseline case, maintenance-related losses and maintenance-related
cost changes can be almost halved. Further adding of maintenance staff only leads to a slight reduction
of losses.

With regard to the possibility to shift the maintenance date into times with a lower energy yield
from the wind farm, it was shown that the maintenance-related losses can be reduced only if the shift
margin is at least three days. With increasing the margin to postpone the maintenance up to 10 days, the
maintenance-related cost change decreases down to 19%. By combining the increase of maintenance
staff with the shift of maintenance time, it was shown that the curve of maintenance-related losses
flattens out with increasing maintenance staff. This means that postponing maintenance with increasing
maintenance staff will have less effect on maintenance-related losses and costs. It was also noticed
that the staff costs for the converter yard had a small effect on the maintenance-related cost change
compared to the maintenance-related losses, due to the difference in the order of magnitude between
the direct and indirect costs of maintenance in the converter yard.

We have shown that optimizing the maintenance of an HVDC energy export system can decrease
the maintenance-related losses for an offshore wind farm to almost one half with respect to the
baseline case.

It was also shown that there is an optimum number of redundant SMs in relation to the maintenance
period when comparing the total costs associated with additional SMs (increasing maintenance period)
with the total maintenance costs.

In future work, industry data could lead to a more accurate model result. In addition, a detailed
analysis of maintenance costs, such as traveling costs and costs for maintenance staff, could also be
carried out.
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Nomenclature

Parameter Description

nmin Minimum number of SMs per converter-leg
nred Redundant number of SMs per converter-leg
nCon Total number of SMs in the converter
USM SM operation voltage
Ud DC voltage
ÛAC AC peak voltage
RSM Reliability for one submodule
RCL Reliability for one converter-leg
Rpos_CL Reliability for positive converter-leg
Rneg_CL Reliability for negative converter-leg
RCP Reliability for one converter phase
RC Reliability for the converter
t Time in hours
λSM SM hazard rate
FITSM SM failures in time
F(k, t) Reliability function
n Number of all component in a system
k Number of components that is needed for operating a system
ESM Expected number of defective SMs
i Time in days
β(i) Maintenance matrix
PTrans f . Transformer power rating
PHVDC System Power rating
Eyield(i) Energy yield from wind farm
Etotal losses Maintenance-related losses
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Abstract: The usage of machine learning techniques is widely spread and has also been implemented
in the wind industry in the last years. Many of these techniques have shown great success but
need to constantly prove the expectation of functionality. This paper describes a new method to
monitor the health of a wind turbine using an undercomplete autoencoder. To evaluate the health
monitoring quality of the autoencoder, the number of anomalies before an event has happened are
to be considered. The results show that around 35% of all historical events that have resulted into a
failure show many anomalies. Furthermore, the wind turbine subsystems which are subject to good
detectability are the rotor system and the control system. If only one third of the service duties can be
planned in advance, and thereby the scheduling time can be reduced, huge cost saving potentials can
be seen.

Keywords: wind turbine; maintenance; autoencoder; machine learning; reliability; data driven model;
service; performance

1. Introduction

One of the major economic impacts on the Levelized Cost of Energy (LCOE) of offshore Wind
Turbines (WTs) is due to the Operation and Maintenance (O&M), which is considered to have a share
between 25% and 30% according to Lei et al. [1]. Therefore, different strategies exist to reduce the
LCOE by reducing the percentage of O&M-cost. An overview of those strategies is given in Wang [2].
In contradiction to that, this paper focuses on implementing and evaluating a tool for a possible
predictive maintenance strategy. By detecting failures in advance, the WT downtimes can be reduced.
This will have a direct impact on the LCOE. Different approaches for those tools exist. One can
implement a Data Driven Model (DDM), to be precise a Normal Behaviour Model (NBM). Other
approaches consider transition probabilities, while others focus on statistics to calculate values for the
Mean Time to Repair (MTTR) and to calculate the failure rate. This paper focuses on a tool to model
the normal behavior for each WT.

State-of-the-art WT systems monitor the condition and the performance by using Supervisory
Control and Data Acquisition (SCADA)-systems, which generally record and store the data
continuously. This SCADA-data forms the basis to develop the NBM.

Energies 2020, 13, 1063; doi:10.3390/en13051063 www.mdpi.com/journal/energies53
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With the model developed, a deviation from normal behavior can be considered as an anomaly.
This paper aims to evaluate the anomalies generated by a NBM before a failure has occurred at the
WT. These failures are documented in the form of service reports.

A literature review is given in Section 2. Hereafter, the NBM is described and trained in Section 3.
In Section 3.1, the basic functionality of an Autoencoder (AE) is briefly explained. Data is needed to
train the model. This data is described in Section 3.2. Adjustments to the data, filtering and fine-tuning
of the parameters of the AE are to be explained in Section 3.3. Thereafter the output of the model as
well its usage is presented in Section 3.4.

In Section 4, the steps in order to derive a clean failure dataset are shown. Information about
downtime events are extracted out of maintenance documents and the measures undertaken at the
WT and its components translated into standards (Sections 4.1 and 4.2). To ensure the correctness of
the downtime events, we explain how they will be validated in Section 4.4.

With the usage of both, the historical failures of the WT (Section 4) and the trained model
(Section 3), the time window before the occurrence of a failure can be investigated. This is conducted
in Section 5. Subsequently, the detectability of WT failures can be evaluated (Section 5.2). The potential
scheduling time and the subsystems with failures are considered to be potentially good detectable
in advance. To have a holistic approach, also anomalies during expected normal behavior, are to be
investigated. The results are discussed in Section 6 and concluded with Section 7.

2. Literature Review

Health monitoring of WTs is the continuous monitoring of data streams from the WT intending
to generate information about its state and condition. Health monitoring of a WT comprises
approaches of Condition Monitoring System (CMS) and Structural Health Monitoring System (SHM).
Both approaches use a dedicated set of sensors to monitor physically relevant loads, frequencies or
accelerations of a given system to predict failures and identify root causes at an early stage and increase
the revenue from wind farms [3].

CMS and SHM-systems are often based on physical models. With the rise of big data analysis
techniques and machine learning algorithms, DDMs based on SCADA data have been increasingly
proposed and developed. The spread of DDMs has lead to early failure detection [4]. Different reviews
of DDMs are conducted and focus condition monitoring [5,6], on fault prognostics [7] with the help of
deep learning methods [8].

In this field, Helbing and Ritter [8] present a review of different supervised and unsupervised
methods and their potential usage. Thirteen unsupervised approaches, e.g., AEs and six supervised
approaches, e.g., convolutional neural networks, are listed.

Bangalore and Tjernberg [4] have implemented a non-linear autoregressive neural network to
model the normal temperature of five different gearbox bearings. Zaher et al. [9] have developed
a DDM using the bearing and cooling oil temperature to predict the failures within the gearbox
system. Schlechtingen and Ferreira Santos [10] compare three different DDMs, the first of which is
a regression model the others are Artificial Neural Network (ANN). It has been concluded that the
ANN outperforms the regression model [10].

Approaches with an application of an AE on SCADA data is presented by Zhao et al. [11],
Vogt et al. [12] and Deeskow and Steinmetz [13] among others. Deeskow and Steinmetz [13] have
applied ensembles of Autoencoders to detect anomalies in sensor data of various types of power
generating systems. They discuss these methods in comparison with supervised learning approaches.
Supervised learning [3] requires a certain amount of engineering knowledge to be considered, while the
unsupervised methods make anomaly detection possible with a minimum of domain knowledge.

To capture the nonlinear correlations between around ten different sensors, Jiang et al. [14] used
an unsupervised learning approach to develop a Denoising Autoencoder (DAE). This concept is
further developed to a multi-level DAE and presented in Wu et al. [15].
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Evaluation of Application

Helbing and Ritter [8] point out that a comparison of different approaches is difficult as evaluation
is often being presented as case studies with historical production data. If approaches are to be
quantitatively compared, labeled data for normal production and abnormal behavior are required.
This is not yet readily available. Thus, it has to be deduced from different sources that reduce the
comparability of results.

Similar approaches to the AE, as described in this paper, are seen in Zhao et al. [11]. Here, findings
based on three case studies are explained. Two of which deal with gearbox failures and the third of
which presents a converter failure. Jiang et al. [14] evaluates the failure detectability of DAE based
on SCADA data. The case studies show the detection of a generator speed anomaly and a gearbox
filter blocking. In addition to that, this approach is implemented on eight of ten simulated failure
scenarios put forward by Odgaard and Johnson [16]. However, there is little information available on
the evaluation of health monitoring approaches with AE on a large set of failure events. This paper
aims at overcoming this issue.

3. Overview and Model Implementation

In this section, the type of method for early failure detection of WT is explained as well as the
implementation of the model with the data given.

3.1. Basic Functionality of Autoencoders

The AE tries to represent the input data by first encoding it, compressing it to the relevant
information and decoding it again.

Within the training of the AE, the weights of the neurons are adjusted so that the loss function will
yield a minimum. By doing so, the output will represent the input in the best feasible way. In Figure 1
a general set up of the architecture of the AE can be seen.

Figure 1. Autoencoder architecture.

Decoder:
r = g(h) (1)

Encoder:
h = f (x) (2)

Minimizing the loss function:
L(x, g( f (x))) = L(x, r) (3)
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As mentioned in Vogt et al. [12], different configurations of AE are possible: An Under Complete
Autoencoder (UCA), an DAE or a Contractive Autoencoder (CAE). The implementation that is used
within this paper is an UCA that is partly modified. This is more elaborately described in Section 3.3

3.2. Specifications of the Data Set

The dataset used consists of various offshore WTs located in the same Wind Farm (WF) in the
German North Sea. All of them are of the same turbine type with a rated power 5 MW or above.
The turbine type is especially designed for offshore usage. The dataset can be subdivided into two
different parts: The operational data and the event data. At first, the operational data shall be discussed.

3.2.1. Operational Data

A number of around 300 sensors continuously monitor the performance of each WT. These sensors
measure power, wind speed, pressure, temperature, voluminal flow and other values. The WTs are not
equipped with sensors that measure the wave height or the salinity of the air. Furthermore, some of
the sensors represent counters, e.g., the number of cable windings. Different sampling rates of the
sensors are available. Nevertheless, all of the values are grouped into ten-minute-average values by
the SCADA-system. For one timestamp with an averaging period of ten minutes, around 300 average
values can be seen. A time series consisting of the timestamps is available for every WT. The data
available ranges from February 2016 up to December 2019. Next to the average sensor data, an
Operational Mode (OM) of each WT is given. The OM is the event triggered and described in the
next section.

3.2.2. Event Data: Operational Mode

The OM indicates the state of the WT. This state could be defined as one of the following: Failure,
manual stop, service, production, ready. All of the OMs are listed in Table 1. Only one OM can be
valid at a time for one WT. If a new OM is given by the SCADA-systems, the old one will be discarded.
Depending on the environmental conditions and the state of the WT, an OM could be present for
seconds or several days. To have a complete time series, the discrete events with the information of the
WT-state as given by the OM are to be linked to the equidistant operational data. This is described in
the next section.

3.2.3. Preparation of the Input Data

Several OMs can appear during an averaging period; e.g., the OM of the WT can be ready,
followed by production and end within the same ten minutes in a failure. Nevertheless, only one OM
is linked with the equally spaced operational data time series. Therefore, if several OMs are present in
one averaging period, only one is chosen depending on an hierarchical order. This order is presented
in descending prioritization with the most important OM at the top in Table 1.

As a result of the concatenation of the operational data and the OMs, an equidistant time series is
created where both the information of the sensor values and the information about the WT state is
present. This time series is the input for the AE.

Nevertheless, further steps are necessary to have the data ready in that way that it can be used for
training. Those steps consist of the following: Dropping of sensors, data imputation and data scaling,
filtering for operational modes. These steps are explained subsequently.

Dropping of Sensors

It is to be expected that the time series is complete. Nevertheless, data gaps can be seen. To ensure
data quality, filtering for data gaps is conducted. Only if at least 80% of all the values within the
training for one sensor are integer or float numbers, this sensor is used further. If it is not the case,
the sensor is dropped.
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A sensor is also dropped if the value which it represents is a counter and therefore, the values are
monotonous rising. Examples are the cable winding, the energy counter or the number of strokes for
a specific component. Out of the around 300 sensors, roughly 25 represent counters. Those sensors
are dropped.

Table 1. Hierarchy of operational modes in descending order.

Hierarchical Order Operational Mode

1 Failure
2 Manual stop
3 Service
4 Production
5 Ready
6 Setup
7 Initialize
8 Run up
9 System test

10 Ice accumulation
11 Grid outage
12 High wind shutdown
13 Emergency supply WT
14 Emergency supply converter station
15 Shadow impact shutdown

Data Imputation and Data Scaling

A mean imputation method is chosen for this set up. If the sensor is not dropped but one or more
data gaps are still present, the data gaps are substituted with the mean value of all other values of
that sensor from this WT. If data gaps occur, they usually can be seen over a period of several days.
Linear interpolation between the values before and after the data gap might only partly reflect the
sensor behavior. E.g., the fluctuation of the wind within a day. It can be observed that the mean of
data gaps regresses to the mean of the sensor with longer data gaps. Therefore with longer data gaps,
an imputation with the mean is more appropriated. For data gaps of one hour or less it is expected
that a linear interpolation is more appropriate. However this is not yet implemented and therefore
part of future work.

Furthermore a standard scaling is implemented to prepare the data to be ready as an usable input
for the AE. To standard scale the sensor values its mean value is subtracted and the result is divided
by the sensors variance.

Filtering for Operational Modes

One of the reasons for the selection of an AE is that there is less amount of failure data but a
high number of normal samples. In this study failure data is present in the form of service reports
(see Section 4.2.1). An average number of 18 reports is issued per WT per operational year. The amount
of normal samples per operational year is around 51,000, within one year. This result can be calculated
as follows: Every ten minutes within a year one sample (52,560 samples) multiplied with the technical
availability given in the literature to be around 96.6% (see Lutz et al. [17]). An additional reason for a
high amount of normal samples can be seen due to the fact that the WT is performing according to its
design specifications most of the time. This is also indicated by the time-based availability which is
stated to be around 96.6% [17].

In this study, normal samples are considered to be all the timestamps of the concatenated time
series where the operational mode is one of the following: Production, run-up, high-wind shutdown
and ready. Furthermore if in the following a normal operational mode is mentioned, it refers to the
four mentioned beforehand. Only these operational modes are used for training because they are
assumed to represent normal behavior. All other are excluded from training. Purpose of the trained
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AE is its ability to represent normal behavior of the WT. Any deviation from a normal state for a
timestamp given in prediction period is considered to be an anomaly. The training is explained in the
next section. The output of the AE in the section afterwards.

3.3. Training the Autoencoder

To train the AE, it is necessary to develop a model architecture. The initial architecture of the AE is
as follows: Three hidden layers are used. The first and third of which initially consist of 1350 neurons,
the second layer comprises 50 neurons. The input and output dimensions are the same. If in the
following the model or an AE is mentioned it refers to the UCA. The input dimensions can vary from
one implementation for one WT to another, since some sensors might be dropped. Input dimensions
ranging from 243 to 263 dimensions are observed in this set up. The Keras implementation of the adam
optimizer, as described in Kingma and Ba [18] is used. Its learning rate and its decay rate are the same
with a value of 0.001. The number of epochs is set to 10. Furthermore, the mini-batch size during the
gradient descent executed by the adam optimizer is set to 209 samples. A sample is to be understood
as all sensor values for a timestamp after dropping irrelevant sensors. If the input dimension is 263,
a sample comprises 263 values, one for each sensor. The selected parameters are visible in Table 2.

Table 2. Parameters of the model.

Type Parameter

Hidden layer 1 1350
Hidden layer 2 50
Hidden layer 3 1350
Learning rate 0.001

Decay rate 0.001
Batch size 209

Epochs 10

For the activation function, a parametric rectified linear unit is chosen. Its value is set during
optimization. With these specifications, the model of the AE is defined, which allows the training
process to start.

First, the prepared input data is split into a training set and a validation set. This is done by
iterating over the entire dataset and adding 5040 samples (35 days) to the training set and the following
1680 samples (around 12 days) to the validation set. This is repeated subsequently until all available
input data out of one year is assigned. It is assumed that a training period of one year is suitable
even though shorter or longer periods are possible. Additional research needs to be undertaken in
the selection of the most appropriate time window for the training period. However this is part
of future work. One year is assumed to be suitable because it contains seasonal dependencies that
should be learned as normal behavior by the AE. As stated before four years of operational data are
available. Depending on the period in which a prediction is carried out (to be explained in Section 3.4),
different sizes of training periods are available. E.g., in February 2017 one year is available, in February
2018 two years. In order to enable comparable results a training period of one year is selected to train
the AE.

Second, the AE is trained on the training set. The training data is mapped to the computed
reconstruction and the reconstruction error is optimized. The reconstruction error is to be understood
as the difference between the input data and the reconstruction. Additionally, the AE will also map
the validation data, which is not part of the training data to its reconstructions, followed by another
reconstruction error computation. The mean reconstruction error over the validation data then is
yielded as a value, which later can be used to rate the performance.

Once the AE is trained, it is able to reconstruct the sensor values for a given input. To express
if the input is abnormal or normal, we first compute the reconstruction error again. Modeling the
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reconstruction error as a vector of random variables leads to different methods to measure the abnormal
behavior of the input based on the reconstruction error. This is described in the next paragraph.

Measure the Reconstruction Error

Using the RMSE to measure the reconstruction error, implicitly assumes that the sensor values
are independently distributed. Under the assumption that some sensors are not independent of each
other, the Mahalanobis distance (see Equation (4)) is used.

This measure uses the covariance matrix of the random variables to take possible dependencies
into account. Furthermore, it provides a more realistic measure for this case. Since the covariance
matrix of the random variables is unknown, it will be estimated from the given dataset. Using a
standard covariance estimator may lead to a wrong result caused by outliers in the dataset. Therefore
an outlier robust covariance estimation is used as described in Butler et al. [19]. It approximates the
covariance matrix of the random variables iteratively. After estimating the covariance, it is now possible
to compute the Mahalanobis distance of every input sample and use it as a score, which determines
how abnormal the reconstruction error of a given sample is.

Mahalanobis distance:
Sx =

√
(rx − μ)TΣ −1(rx − μ) (4)

where:

μ the mean vector
Σ the covariance matrix
rx the reconstruction for a timestamp x
Sx Score for a timestamp x

By using this measure for each timestamp x, a value for the score can be calculated. If this value is
higher than a chosen threshold (thres) the timestamp is considered to be an abnormal one. This is seen
in Equation (5) and also mentioned in Vogt et al. [12].

Anomalyx :=

{
true, if Sx > thres

f alse, else
(5)

To calibrate the value for the threshold, one has to consider the predictions ground truth. Four
different possibilities can be concluded if the predictions for an anomaly are compared to the actual
OM. This is seen in Table 3.

Table 3. Potential ground truth of prediction.

Type Description Active OM

True negative Score below threshold, no anomaly is detected Normal OM
False negative Score below threshold, no anomaly is detected OM is not normal e.g., failure
True positive Score above threshold, an anomaly is detected OM is not normal e.g., failure
False positive Score above threshold, an anomaly is detected Normal OM

With these four possible outcomes, the false discovery rate (see Equation (6)) can be defined.
This value expresses how many of the sample scores above the threshold are normal according to
the OM

False discovery rate:

f dr :=
f p

f p + tp
(6)

where:
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tp number of true positives
fp number of false positives
fdr false discovery rate

This allows calibration of the threshold. At first, all scores of the training and validation dataset
are calculated and sorted in ascending order. By iterating over all possible thresholds from 0 to the
maximum of all calculated scores, the threshold can be calibrated. For each possible threshold the
fdr (see Equation (6)) is calculated. The first threshold is chosen, where the false discovery rate is
lower than the selected value. With the value for the fdr selected, it can be guaranteed that the selected
percent of all detected samples are normal according to the OM. In this case, the fdr is selected to be
0.8. Thereby a higher sensitivity is given and timestamps are more easily considered to be abnormal.
This is a desired behaviour since the impact of subsequent abnormal timestamps form the basis for
another measure. This measure is described in Equation (7).

3.4. Using the Trained Model

The input data for the training of the AE consists out of operational data for a consecutive
time of one year. Once the AE is trained and the threshold calibrated, a prediction can be made for
new timestamps. It is referred to as prediction period in the following. Since the operational data
(see Section 3.2.1) is available starting from February 2016, the earliest prediction can be made by
February 2017. The time window for the prediction period is set to a window of seven days.

A time window of seven days is chosen out of the following reasons:
First, after performing maintenance actions at the WT it is regularly seen that some parameters

of the WT differ. E.g., Oil has been refilled or some control parameters are adjusted. This leads to
a changed behaviour of the WT. Yet this behaviour is within design specifications, the AE has not
learned it while training and therefore it is more likely to observe an extended amount of anomalies
after a maintenance action.

Second, a focus of this tool is to give decision support in a scenario where in a daily routine
at several WTs preventive measures are necessary to perform. If one of the WT is more likely to
fail, preventive measures need to be carried out first. With limited resources the question arises
which WT should be prioritized. This tool helps in making this decision easier by identifying the WT
which is more likely to fail. A prediction period of more than seven days might also be appropriate.
Nevertheless the authors did not investigate this matter. It is part of future work.

For each timestamp in the prediction period, the score can be calculated (see Equation (4)). If the
value for the score is above the calibrated threshold, an anomaly is detected. This boolean result is
available for any timestamp in the prediction (see Equation (5)). To assess the impact of subsequently
arising anomalies, a further measure is defined: The criticality. It is a counter that rises by one if an
anomaly is detected and a normal operational mode is present for that timestamp. The criticality
decreases by one if no anomaly is detected. It stays constant if the operational mode for that timestamp
is a service and an anomaly is detected. Its lower limit is zero and its upper level is equal to the number
of timestamps in the prediction time window, which is 1008 instances. This implies an anomaly for
every timestamp within seven days.

The value of the criticality within the time window of the prediction period is selected as a criteria
to evaluate the failure detectability of the AE. It is described in Equation (7).

Critx0 = 0

Critxi+1 =

⎧⎪⎪⎨
⎪⎪⎩

Critxi , if Sxi+1 > thres and OM Service

Critxi + 1, if Sxi+1 > thres and OM normal

max(0, Critxi − 1), else

⎫⎪⎪⎬
⎪⎪⎭ , for i = 0, 1, . . . , 1008

(7)
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With x1, x2, . . . , x1008 being the timestamps for the prediction period. The results by applying this
equation are outlined in Section 5. Before doing so, a set of standardized failures has to be prepared.
This is explained in the section that follows.

4. Preparation of a Clean Failure Data Set

Maintenance information about the WT is available in the form of service reports.
Different maintenance engineers have described their activities at the WT-site. For each action, a text
description is given, which also indicates the start and the end of the WT unavailability. Since different
engineers use varying semantics for the same WT-subsystems the maintenance information needs to be
standardized (see Sections 4.2.1 and 4.2.2). Before that, downtime events are explained. They serve as a
tool to validate the unavailability documented in the reports. This is described in the following section.

4.1. Generation of Downtime Events

With the ten-minute average values of the sensors wind speed and power calculations and
assumptions can be made. Since this calculation is rather an input to validate events it will be referred
to as event data. Given the wind speed and the power for each timestamp, a decision can be made for
the overall state of the WT. Wind speed and power are to be understood, as explained in the standard
IEC 61400-25 [20]. The scada-events are outlined in Table 4.

Table 4. Description of scada-events for a timestamp with power and wind speed values.

Scada-Event Power Wind Speed

High Wind ≤0 >cut out wind speed
Low Wind ≤0 <cut in wind speed
Production >0 >cut in & <cut out wind speed

Unspecified Downtime ≤0 >cut in & <cut out wind speed

With the values for wind speed and power given for each timestamp, a scada-event can be
deduced. If the scada-event is the same for several sequential timestamps they will be joined together
to one event. The beginning of the first timestamp indicates the start. The end of the last timestamp
indicates the end of the event. This is what is to be understood if in the following a scada-event is
mentioned. Within an averaging period the turbine could be both: Producing energy and consuming
energy e.g., due to a cable unwinding. Hence if the values for power are averaged, this information
can hardly be accessed. Nevertheless, the boundaries for wind speed and power for the different
scada-events are choosen according to Table 4.

4.2. Description and Standardization of Failures

4.2.1. Event Data: Service-Reports

The scada-events provide the information if the WT is in downtime. But it does not resolve the
question of why a downtime has happened. Several causes for downtime of a WT exist. It can be
due to a regulation action: e.g., load curtailment, noise reduction shutdown or bird conservation
actions. Furthermore, a downtime can occur if preventive or corrective measures are being performed
at the WT. If so a service report will be issued by the service provider to the operator. Within this
report, a detailed description of the work performed by the service team is written down. This text
will describe the type of maintenance measure and which component has been the subject of the
work. The service reports with a text description of the work performed are available for evaluation.
A service report is available if during a maintenance activity the onboard crane system of the WT can
be used for the carriage of materials for exchange, repair or enhancement of WT components or if only
persons are performing measures at the WT. If the material is too heavy to be lifted with the onboard
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crane, no service report is available for the evaluation, as described in this paper. Different enterprises
are involved and another form of documentation is used, which is not obtainable to the authors.

Since the text descriptions contained in the service report is hard to use for analysis described in
Section 5 they need to be standardized. This is going to be outlined in Section 4.2.2. Next to the text
description other information is also provided in the service-report. This information implies the start
and end of the measure at the WT, the start and end of the unavailability, the material consumption,
the technicians, the tools used, an identifier for the WT next to other details.

4.2.2. Standards

Two structures shall be introduced in the following: Reference Designation System for Power
Plants R© (RDS-PP R©) and Zustand-Ereignis-Ursachen-Schlüssel (Engl: State Event Cause Code) (ZEUS).
These structures will be used to classify the text description into standards.

RDS-PP R©

The standard RDS-PP R© aims at having a unique structure of WT systems and subsystems and a
hierarchically dependency of those systems amongst each other. An example: On RDS-PP R© level 1 all
of the components related to the WT and its subsystems will be referred to as wind turbine systems.
Beneath the wind turbine system on level 2, the yaw system, the drive train system and the rotor system
are structured next to others. Two advantages of the standard shall be mentioned: First, the standard
can be used to compare different WTs of different Original Equipment Manufacturers (OEMs) and
second the components can be grouped into subsystems and systems. The first one does not apply in
this paper since one WF with WTs of the same turbine type is the subject of consideration. Nevertheless,
the second benefit applies and is being used and described in Section 5.

ZEUS

ZEUS is introduced by the Fördergesellschaft Windenergie und andere Dezentrale Energien (FGW)
within the technical guideline TR7 [21]. ZEUS introduces several blocks that describe the state of
the turbine and the state of a component. With the combination of all blocks nearly every state of
the WT is defined. Each block raises a question that is answered by a certain code in the sub-block.
An example: In ZEUS Block 02-08 the question is raised “Which type of maintenance is active or will be
necessary to eliminate a deviation from the target state?”. This answer can be given by the ZEUS-code
02-08-01, which is corrective maintenance or by the ZEUS-code 02-08-02, which indicates preventive
maintenance. For a better understanding about the terminology of preventive and corrective see the
British Standards Institution: Maintenance–Maintenance terminology [22].

4.3. Selection of Failures

In order to investigate only the corrective maintenance events, filtering is done according to ZEUS.
Only those events are selected where a failure has happened or the measure to restore the WT to a
functional state is a corrective one. Those events are further used in Section 5. The detected anomalies
before such events will be evaluated. Therefore only the events with the ZEUS block shown in Table 5
are chosen.
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Table 5. Selection of events by ZEUS blocks.

Zeus Block Sub-Block Sub-Block Description

Which type of maintenance is active or will be necessary
to eliminate a deviation from the target state? 02-08-01 Corrective maintenance

How is the functional state of the element to be evaluated? 02-01-03
State after failure with

need for measures
How is the functional state of the element to be evaluated? 02-01-95 Uninvestigated fault
How is the functional state of the element to be evaluated? 02-01-96 Unresolvable fault
How is the functional state of the element to be evaluated? 02-01-97 Undefined fault
How is the functional state of the element to be evaluated? 02-01-98 Other fault

If an event fulfills one of the criteria shown in Table 5, it is selected. Thereafter it has to be
validated with the downtime events. This is described in the next chapter.

4.4. Validation of Failures with Downtime Events

Having created scada-events and a set of standardized failures (see Sections 4.1 and 4.2), it is
necessary to validate whether a failure resulted in a downtime of the corresponding WT. Therefore, the
start and the end of the unavailability as indicated in the service-reports are compared with the
beginning and the end of the scada-events. It is to be expected that the downtimes of the service
reports could be related to the scada events. Nevertheless, three different cases could be observed:
A partial linkage, a full linkage and no linkage at all. These three different cases can be seen in Figure 2.

Figure 2. Validation of failures.

If the downtimes do not match, but overlap, the start and the end of the scada event, as indicated
by the blue circles, are used within the clean failure dataset (e.g., partially linked Figure 2). If a service
report does not overlap with the scada event, the single events are excluded from the clean failure set
(e.g., no linkage in Figure 2).

As a summary, it can be stated that 35% of the events showed a full linkage, 41% showed
partially linkage and 24% could not be linked and, therefore, have been removed from further analysis.
No linkage is done if the WT is operating during the service. Furthermore, different entries for dates
are available: The date the service report is issued and the date the service duty has happened. If the
entry for the date of the service duty is not available the date of the issuing is used. This may lead to
no linkage of the scada-event with the report.

Some 1495 reports have been standardized. After filtering by ZEUS, 799 of those reports remain,
which are considered to indicate corrective maintenance.
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5. Evaluating the Failure Detectability of the Autoencoder

In this section, the trained AE is executed on a time window of seven days: The prediction period.
The maximum of the criticality, as described in Equation (7) is chosen to compare and to group the
different prediction periods. Two different scenarios are considered. At first the period of expected
normal operation (ENO) is discussed (see Section 5.1). At second, a period before the day of a known
historical failure (see Section 5.2). The result and the comparison of the two are shown in Section 5.3.

5.1. Anomalies during Expected Normal Operation

An assumption is to be made of what is considered to be ENO. A time of three weeks in which
the WT is in a normal OM the majority of the time. Therefore each day, the number of timestamps with
a normal OM is counted. If the number of normal OMs is greater or equal to 138 for every single day
within three weeks, a period of ENO is identified. Within those three weeks, operational modes that
indicate service or error could be present, e.g., a reset of the WT but not longer than for one hour a day.
Of those three weeks of ENO, the second week is selected as the period of prediction. For each WT
two of those periods are identified to have the same amount of events as described in the next section.

5.2. Anomalies before Known Failures

109 reports remain after filtering for the beginning of data acquisition of one year and seven days
before the failure has occurred. The evaluation is done for all of those remaining failures. The failures
are described briefly: The majority was detected in the rotor system, followed by the control system and
the converter system. These three systems are often ranked the highest in terms of failure occurrence.
This can also be seen in Pfaffel et al. [23]. The average downtime of the failures considered is close to
2.5 days. The shortest downtime has a value of around 30 min, the most extended downtime a value
of approximately 22 days. The anomalies before the 109 known failure are to be observed and the
criticality calculated. The last day of the prediction period contains the downtime of the failure.

5.3. Potential Detectability of Wind Turbine Failures

Before the detectability of the failures is discussed, the criticality is to be grouped into different
ranges. This is described in the next section.

5.3.1. Potential Scheduling Time

The ranges reflect the possible scope of action of the operators and are based on the authors’
interpretations. The interpretations are seen in Table 6. If the value for the criticality is 0, the failure
detectability is interpreted as no detection. If the criticality is greater than 432 in the prediction period
of seven days, the detectability can be construed as a reliable detection. The different ranges of the
criticality shown in Table 6 are further used to group the maximum of the criticality of the prediction
periods of the two different scenarios (see Sections 5.1 and 5.2). The results can be seen in Figure 3.

Table 6. Potential scheduling time.

Criticality
Share of

Standardized Failures
Interpretation

Interpretation in Time of
Constant Anomalies [Hours]

0 0 No detection 0
1–6 8.4 Spontaneous detection 0–1
7–72 55.8 Possible short term detection 1–6

73–144 17.9 Likely mid term detection 6–24
145–432 12.6 Expected long term detection 24–72

>432 5.2 Reliable detection >72
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Figure 3. Comparison of prediction periods.

Figure 3 shows the maximum of the criticality in the different prediction periods. The black bars
represent the prediction periods in which, on the last day, a failure has happened. The grey bars
represent the prediction periods in which the WT is in ENO. The maximum of the criticality in the
prediction period is grouped into different ranges (see Table 6) and divided by the total number of
prediction periods in the scenario (Failure or ENO). By doing so, the share of the prediction periods
can be displayed on the y-axis. In Figure 3 one can see that the black bars are more dominant at values
for a higher criticality. Grey bars are more present at values for a low criticality. This underlines the
capability that more anomalies are raised in periods where failure is about to happen. Furthermore,
if one only considers the grouped bars for the criticality of 72 or higher it can be concluded that the
black bars are almost double in their percentage value compared to the grey bars. It can be interpreted
as the probability of a failure to happen is two times higher than a period of ENO to appear. Almost
one-third of the prediction periods with a known failure are in this range with a criticality of 72
or higher.

It can be stated that more anomalies can be seen in periods where a failure has happened.
Nevertheless, some periods of ENO show a high criticality. Several reasons could explain such a
behavior: Within a reset of the WT some control parameters are changed or before the period of ENO
a longer service was conducted. This leads to a new WT behavior, which has not been seen in the
training, and therefore anomalies are detected.

In the next section the subsystems that are subject to expected long term detection and reliable
detection (ELT&RD) (see ranges in Table 6) are to be discussed. Furthermore, some of those prediction
periods are further investigated.

5.3.2. Potential Detectability of Wind Turbine Component Failures

Anomalies can be seen before failures have happened in different WT-systems. Figure 4 shows
the ratio of systems share. The proportion of failures in RDS-PP R© systems that are related to ELT&RD
is calculated. Similar, the proportion was calculated for all RDS-PP R© systems that are available for
evaluation after filtering (see Section 5.2). These two proportions are divided. The result will yield a
ratio for each RDS-PP R© system. It is displayed in Figure 4 on the y-axis and its calculation is given in
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Equation (8). The ratio indicates if the detectability of failures (ELT&RD) has increased or decreased if
compared to the share of all possible detectable failures.

Ratio =

SysELT&RD
∑n

i=1 SysELT&RD i
Sys

∑m
i=1 Sysm

(8)

where:

SysELT&RD Number of failures in specific RDS-PP R© system subject to ELT&RD
Sys Number of failures in specific RDS-PP R© system. All failures available for evaluation considerd.
Ratio Ratio of systems share
n Number of unique RDS-PP R© systems subject to ELT&RD
m Number of unique RDS-PP R© systems available for evaluation

On the x-axis, the systems on RDS-PP R© level 2 are visible: The central lubrication system (=MDV),
the generator transformer system (=MST), the rotor system (=MDA), the fire alarm system (=CKA),
the control system (=MDY), the converter system (=MSE), the environmental measurement system
(=CKJ) and the yaw system (=MDL).

It can be deduced that failures in the central lubrication system, the generator transformer system
and the rotor system are possible better to detect. Those systems are overrepresented in failures that
are considered to be ELT&RD. The ratio increases by around two. The opposite applies to failures,
which happen in the converter system (=MSE), the environmental measurement system (=CKJ) and the
yaw system (=MDL). Here a decrease of the ratio is seen. A ratio of one would indicate that the share
of systems (ELT&RD) compared to all systems considered did not change, yet this is not recognized.

In Figure 5, the development of the criticality over the timestamps in the prediction period is
visualized. On the last day of the prediction, failure is seen. The time of constant criticality indicates
the OM service, which happened after a failure is detected at the WT. The failures shall be discussed
briefly. An anomaly is almost present in every timestamp in the prediction period before a failure
showed up in the central lubrication system (=MDV). The amount of grease was low and therefore
had to be refilled. This caused a shutdown of the WT. Similar behavior of the criticality is seen
before a failure appeared in the rotor system (=MDA). Some adjustments of connectors needed to be
made. In the case of the failure in the meteorological measurement system (=CKJ) many anomalies are
detected as well. Here both of the anemometers had to be replaced during the service after the failure.

Figure 4. The ratio of Share of Systems with expected long term and reliable detection to all
possible detections.
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Figure 5. Development of criticality.

6. Discussion

The model of the AE was taken from Vogt et al. [12] and further developed. A hyper parameter
optimization (HPO) is not implemented for every model. Rather, the best parameters of one model are
selected to be valid for all other models as well. A HPO should be part and further explained in future
work. As for now, the false discovery rate is chosen to select the best value for the threshold. Part
of future research should probably be to apply and test different methods to calibrate the threshold.
Furthermore, different time windows for the prediction period need to be investigated. Additional
work should also focus on different imputation methods for different lengths of data gaps and
for sensors with varying characteristics in terms of the system inertia which they are measuring.
The implementation of an AE, based on the proposed methodology, on WT data is especially helpful
to detect anomalies that are rather dynamic. To also investigate long term trends, a system needs to be
combined with the AE developed.

By using an AE, it is possible to identify abnormal WT behaviour. Nevertheless, domain
knowledge is still needed to validate if an anomaly is likely to turn into a failure. Furthermore,
it is still required to identify which system, subsystem or component is the root cause for the detected
anomaly. Additional research will also focus on identifying not only the WT, which is critical, but
also the sensor or set of sensors that are most probably causing the anomaly. This will lead to ease of
decision making.

Three assumptions are to be mentioned:

1. It is to be expected that the WT is performing according to its design specification most of the
time and a training of the AE will represent normal behaviour.

2. It is expected that deviations from a normal state can be seen in the ten-minute-average data of
the sensors and the operational data, and this is indicated as an anomaly by the trained AE.

3. It is expected that the information in the service reports and the descriptions of the work
performed are correct and standardized correctly.

7. Summary and Outlook

The AE developed here shows a good possibility to detect historical failures in various
WT-systems. This can be deduced because many anomalies are seen before a failure has happened.
At first, the AE is developed, and secondly, the failures are structured and standardized according
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to RDS-PP R© and ZEUS. After doing so, those two approaches were linked and the detectability of
failures with the AE were validated on a set of standardized historical failures. Of all the failures,
around 35.7% were subject to likely midterm detection, which can be interpreted as at least six hours
of constant anomalies. About 17.8% of all failures are considered as expected long term detection,
which can be understood as at least 24 h of constant anomalies. About 5.2% can be detected reliably.
This can be interpreted as at least 72 h of constant anomalies. By standardizing the failures, we can
state which system failures are more easily detectable. These systems were as follows: The central
lubrication system, the generator transformer system and the rotor system.

The usage of an AE could help to identify failures and upcoming repair measures in various
WT-systems and thereby to increase the revenue and the uptime of the WT by a significant extent.
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Abbreviations

The following abbreviations are used in this manuscript:

AE Autoencoder
ANN Artificial Neural Network
CAE Contractive Autoencoder
CMS Condition Monitoring System
DAE Denoising Autoencoder
DDM Data Driven Model
ELT&RD Expected Long Term Detection and Reliable Detection
ENO Expected Normal Operation
FGW Fördergesellschaft Windenergie und andere Dezentrale Energien
HPO Hyper Parameter Optimization
LCOE Levelized Cost of Energy
MTTR Mean Time to Repair
NBM Normal Behaviour Model
OEM Original Equipment Manufacturer
OM Operational Mode
O&M Operation and Maintenance
ROC Receiver Operation Characteristic
RDS-PP R© Reference Desigantion System for Power Plants R©

SCADA Supervisory Control and Data Acquisition
SHM Structural Health Monitoring System
UCA Under Complete Autoencoder
WF Wind Farm
WT Wind Turbine
ZEUS Zustand-Ereignis-Ursachen-Schlüssel (Engl: State Event Cause Code)
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Abstract: A reliable fault monitoring system is one of the conditions that must be considered in the
design of large wind farms today. The most important factor for the fault monitoring should be the
accurate diagnosis criteria with sensitive fault characteristics. Most of the current fault diagnosis
criteria are obtained based on the average wind speed at the center of the hub which is not in
accord with the actual wind condition in nature. So, this paper utilizes an equivalent wind speed
(EWS), which can describe the actual wind speed spatiotemporal distribution on the rotor disk area
considering the effects of wind shear and tower shadow, to analyze the common mechanical and
electrical faults again. Firstly, the EWS model applicable to the 3-blade wind turbines is introduced;
then the new fault characteristics of the wind turbine rotor aerodynamic imbalance and the stator
winding asymmetry are theoretically analyzed based on the EWS model; finally, the simulation
platform is built in Matlab/Simulink for comparison and the simulation result is well consistent with
the theory analysis. The aim of this research is to find more accurate fault characteristics and help
promoting the healthy development of wind power industry.

Keywords: wind turbines; equivalent wind speed; rotor aerodynamic imbalance; stator winding
asymmetry; fault characteristics

1. Introduction

With the development of wind turbines (WT) in the direction of large-scale, the towers are getting
higher and higher, and the blade radius is getting longer and longer, which makes the influence of
wind shear and tower shadow effects on the aerodynamic load of the WT more obvious. Wind shear
describes the variation in wind speed with vertical elevation, whereas tower shadow reflects the
reassignment of wind speed due to the presence of a tower. Due to the factors such as wind shear and
tower shadow, the actual wind speed is different everywhere on the rotor disk area, and the difference
will change greatly with the WT geometry such as the blade radius and the tower outer diameter, as
well as the vegetation and other geography [1]. Therefore, the wind speed in nature has been changing
with time and space, which can be called the spatiotemporal distribution characteristic of wind speed.

As shown in Figure 1, an anemometer is usually installed near the hub center point O to detect
the real-time wind speed, and then the average value over a period of time is taken as the average
wind speed (AWS) at the center of the hub. However, the wind speed at this point does not completely
reflect the wind speed on the whole rotor disk area. In particular, the rotor dimension of the modern
WT is very large, and the wind speed differs across the rotor disk area and changes randomly. Thus,
the wind turbine drive torque, the pitch bending moment, and the yaw moment, and so on, will change
accordingly. The wind speed spatiotemporal distribution characteristics directly affect the aerodynamic
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load resulting in load fluctuation of the WT [2–4]. Besides, it will also affect the power output of the
wind turbine generator system (WTGS) [1,5–7]. The influence of wind shear and tower shadow effects
on power in terms of power fluctuation [1], power loss [5], and average output power [6] have been
investigated in detail and a frequency domain approach for evaluating the impact of tower shadow
and wind shear on the tie-line power oscillations was described in [7]. They concluded that both wind
shear and tower shadow were sources of periodic power fluctuations and average power loss.

Figure 1. Wind turbine schematic diagram.

From the above researches, it can be inferred that the WTGS fault characteristic may be influenced
by wind speed spatiotemporal distribution condition. However, this problem is seldom discussed in
previous studies. In [8], the impact of blade mass imbalance fault on the power characteristics of a
doubly-fed induction generator (DFIG) was analyzed considering the effects of wind shear and tower
shadow. In [9], the influence factors causing voltage flicker of WTGS were analyzed, including wind
shear, tower shadow, gearbox tooth, and blade break down. And a classifier algorithm which can
detect different causes of flicker was proposed. In [10], the torque and vibration characteristics of the
wind turbines drive train during voltage dips were investigated considering the wind shear and tower
shadow effects. The other similar researches about this topic are truly seldom reported by now.

Currently, most of the mechanical and electrical fault diagnoses for WT with DFIG are usually
based on the average wind speed at the center of the hub. Since the spatiotemporal distribution of
wind speed is not considered, it may cause the analytical method or the diagnosis result to deviate
from the actual situation, thus affecting the accuracy of the diagnosis. In order to better understand
the fault characteristics on the condition of the actual wind speed considering the spatiotemporal
distribution, two faults are selected from the common mechanical and electrical faults of the WTGS
for comparative analysis. These two faults are the rotor aerodynamic imbalance of WT and the stator
winding asymmetry fault of DFIG.

Aerodynamic imbalance means the aerodynamic torques of the three blades are unevenly
distributed, which is different from the blade mass imbalance in [8]. The reason may be a pitch
angle difference among the three blades, caused by manufacturing or control errors, or blade airfoil
changes due to icing on the blade and other factors. Aerodynamic imbalance can cause the main shaft
vibration and further aggravate the fatigue of the blade, bearing, gear, and other parts. At present,
the aerodynamic imbalance fault study is mainly focused on two aspects. The first is to analyze
the vibration characteristics of the WT to diagnose the aerodynamic imbalance fault [11,12], and the
second is to study the electrical characteristics under the aerodynamic imbalance fault [13,14]. These
researches on the aerodynamic imbalance fault are mostly based on the AWS at the hub center, and the
spatiotemporal distribution characteristics of the actual wind speed are less considered.

It is reported that about 38% of the WTGS faults are related to the stator according to the failure
statistics [15], and the stator faults is very critical because its important role in the WTGS. To avoid
severe damage to stator and the WTGS, the early fault detecting such as the winding asymmetry and
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resistance variations may have important significance. Because the early fault characteristic is little
evident, the diagnostic accuracy becomes very important. Stefani et al. [16,17] researched on the stator
winding asymmetrical fault based on the frequency analysis of the rotor modulating signals. Dai [18]
used the modified Hilbert–Huang Transform method to analyze the stator current in order to make the
fault characteristics more obvious. Williamson et al. [19] derived simple expressions for the frequencies
of the harmonic components in the steady state stator line current of a DFIG operating under various
conditions of winding asymmetry. These studies have helped us understand the characteristics of
stator winding asymmetry faults. However, they do not consider the spatiotemporal distribution of
actual wind speed. Although Gritli et al. [20] researched the stator winding fault by using wavelet
analysis under time-varying conditions, the wind shear and tower shadow were not considered.

A wind speed model named equivalent wind speed (EWS) considering the effects of wind shear
and tower shadow is established in our researches [21,22] based on the relevant researches [23–25].
However, these researches only study the establishment of the wind speed model. The rear drive trains
system, the generator and the control system are not taken into account in these researches. To this
end, the EWS model is added to the DFIG and its control system, and a complete WTGS model with
DFIG is built in this paper. Then the influence of the EWS on the mechanical and electrical fault of
the WTGS is studied. Since the motor current signature analysis (MCSA) method is widely used and
easier to measure, the DFIG current characteristics of the faults are analyzed mainly in the paper. The
main objective of the research is to provide theoretical support for optimizing the fault monitoring
system of the WTGS in the future.

2. Equivalent Wind Speed

Considering the effects of wind shear and tower shadow, the EWS of the 3-blade WT can be
expressed as the sum of the average wind speed at the hub, the wind shear component and the tower
shadow component:

Veq = VH + Vws + Vts (1)

where Veq is the equivalent wind speed (m/s); VH is the wind speed at the height of hub center (m/s);
Vws is the wind shear fluctuation component (m/s); and Vts is the tower shadow fluctuation component
(m/s).

According to the former research basis, the expression corresponding to the Vws and Vts can be
respectively expanded as [21–23]:

Vws = VH[
α(α− 1)

8
(

r
H
)

2
+
α(α− 1)(α− 2)

60
(

r
H
)

3
cos 3β+

α(α− 1)(α− 2)(α− 3)
576

(
r
H
)

4
cos 4β] (2)

Vts =
MVH
3R2

3∑
b=1

[ A2

sin2 βb
ln R2 sin2 βb+x2

x2 − 2A2R2

R2 sin2 βb+x2 ]

β1 = β β2 = β1 +
2π
3 β3 = β1 +

4π
3

(3)

M = 1 +
α(α− 1)R2

8H2 (4)

where R is the blade radius (m); r is the distance from the blade element to the hub center (m), as shown
in Figure 1, range from 0 to R; H is the hub height (m); α is the wind shear exponent; A is the tower
radius (m); x is the distance from the rotor disk plane to the tower center line (m); β is the azimuth
angle (rad); βb (b = 1,2,3) is the azimuth angle corresponding to the three blades (rad), and β1 = β, β2 =

β1 + 2π/3, β3 = β1 + 4π/3.
Substitute the Equations (2) and (3) into (1) and extract VH from the Equations, and we can get

the EWS expressions as follows:
Veq = WeqVH (5)
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Weq = 1 + [
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x2 − 2A2R2

R2 sin2 βb+x2 ]
(6)

Weq can be called the equivalent wind speed transform coefficient. The EWS model established by
Equations (5) and (6) can calculate the wind speed value at any point on the entire rotor disk area. It is
an accurate and practical wind speed calculation model. Applying it to the study of the fault diagnosis,
it can reflect the wind load conditions of the WT and the fault characteristics.

According to the parameters of a 3-blade 1.5 MW WT, the distribution map of the equivalent wind
speed transform coefficient is plotted, as shown in Figure 2. It can be seen from the figure that due to
the effects of wind shear and tower shadow, the wind speed on the rotor disk area is not uniform, and
there is obvious periodic fluctuation on the time axis, and the main frequency is three times of the rotor
rotating frequency.

Figure 2. Equivalent wind speed transform coefficient Weq.

In order to facilitate the subsequent analysis, the EWS calculation equation is simplified, and the
Fourier fitting is performed on the EWS curve corresponding to the WT whose blade radius is 35 m,
and VH is 11 m/s. The fitting curve and the original EWS curve are shown in Figure 3.

Figure 3. Original equivalent wind speed curve and the fitting curve.

The fitting curve is highly coincident with the original EWS curve, and the equation corresponding
to the fitting curve is:

V = a0 + a1 cos(ωt) + a2 cos(2ωt) + . . . . . .+ ak cos(kωt) k = 1, 2, 3 . . . (7)

The equation of the fitting curve contains only the constant term and the trigonometric term,
where the constant term a0 is close to the hub average wind speed VH = 11 m/s; the ω in trigonometric
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term has a value of 9.42, which is close to three times of the rotor rotating angular frequency (3ωw), so
the trigonometric term can be written as cos(3kωwt), and the more the number of trigonometric terms,
the higher the fitting accuracy of the fitted curve and the original curve. In the above figure, when the
number of trigonometric terms reaches 8, the fitting accuracy has reached 0.99. The Fourier fitting
is also performed on the other EWS curve corresponding to the WT of different parameters, which
is basically consistent with the above conclusion, but the number of trigonometric terms should be
adjusted according to the actual situation. Therefore, Veq can be approximated as:

Veq = VH +
n∑

k=1

Vk cos(3kωwt + φk) (8)

where Vk and ϕk are respectively the amplitudes (m/s) and the phase angles (rad) corresponding to the
k-th trigonometric term; and ωw is the rotor rotating angular frequency (rad/s).

The Equation (8) is only used to facilitate the following analysis, and the final simulation adopts
the Equations (1)–(6) to build the equivalent wind speed model.

According to the wind turbine aerodynamics theory, there is a proportional relationship between
the mechanical torque output by the wind turbine and the quadratic wind speed. So, combining the
Equation (8), the output mechanical torque Tm can be obtained as follows:

Tm = Tm0 +
2Tm0

VH

n∑
k=1

Vk cos(3kωwt + φk) +
Tm0

V2
H

[
n∑

k=1

Vk cos(3kωwt + φk)]

2

(9)

where Tm0 is the fundamental component of aerodynamic torque (N·m); Tm0 = 0.5ρπR3CpV2
H/λ; ρ is

the air density (kg/m3); Cp is the optimum power coefficient; and λ is the optimum tip speed ratio.
The third term in Equation (9) is also a polynomial containing cos(3kωwt) after expansion. Then

the expression of the mechanical torque obtained by combining the second and third terms is:

Tm = Tm0 +
n∑

k=1

Tk cos(3kωwt + φk) (10)

where Tk and φk are respectively the amplitudes (N·m) and the phase angles (rad) of the torque
oscillation components caused by the effects of wind shear and tower shadow in the EWS.

3. Rotor Aerodynamic Imbalance and Stator Winding Asymmetry

Taking two common faults as example, this paper focuses on analyzing the different points of fault
characteristics under different wind conditions of EWS and AWS, so that we can grasp the influence of
EWS on the mechanical and electrical fault characteristics.

3.1. Rotor Aerodynamic Imbalance

Based on the analysis above mentioned and the Reference [13], the mechanical torque under the
rotor aerodynamic imbalance and EWS can be expressed as (omitting the initial phase angle):

Tm = (Tm0 − Tim) +
n∑

k=1

Tk cos(3kωwt) + Ta cos(ωwt) (11)

where Tim is the constant variation caused by aerodynamic imbalance (N·m); and Ta is the amplitude
of the torque oscillation components caused by aerodynamic imbalance (N·m).
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For the convenience of calculation, the above mechanical torque is simplified as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
Tm = (Tm0 − Tim) +

n+1∑
k=1

Tk cos(ωkt);

ωk = 3kωw; (k = 1, 2, . . . n)
ωn+1 = ωw;
Tn+1 = Ta;

(12)

Then calculate the DFIG rotor electrical angular speed ωr according to the motion equation of the
DFIG [26],

ωr =
np

J

∫
(Tm0 − Tim − Te0)dt +

np

J

∫ n+1∑
k=1

Tk cos(ωkt)dt = ωr0 +
n+1∑
k=1

npTk

Jωk
sin(ωkt) (13)

where Teo is the electromagnetic torque of the DFIG (N·m); np is the pole pairs; and J is the equivalent
moment of inertia of the WT (kg·m2).

Let ω1 be the angular frequency of the grid, according to the speed-frequency relationship of the
DFIG, the angular frequency of the rotor current ωz can be obtained:

ωz = ω1 −ωr = ωz0 −
n+1∑
k=1

npTk

Jωk
sin(ωkt) (14)

where ωz0 = ω1 − ωr0, which is the fundamental frequency of rotor current (rad/s).
Then the DFIG rotor current ira under the EWS and aerodynamic imbalance can be obtained (the

detailed computation process can be found in Appendix A):

ira = Ir cos(ωz0t) − n∑
k=1

Ik sin(ωz0t + 3kωwt) − n∑
k=1

Ik sin(ωz0t− 3kωwt) − Ir1 sin(ωz0t +ωwt) − Ir1 sin(ωz0t−ωwt) (15)

where Ir is the amplitude of rotor current fundamental wave (A); Ik = IrnpTk/18Jk2ω2
w; Ir1 = IrnpTa/2Jω2

w.
As indicated in Equation (15), in addition to the fundamental current at frequency ωz0, there are

also modulation harmonic components at the frequencies of ωz0 + 3kωw, ωz0 − 3kωw, ωz0 + ωw and
ωz0 − ωw in the rotor current. In addition, it is necessary to notice that 3kωw and ωw are the main
modulation harmonic frequencies, but not only these two types of modulation frequencies in the
rotor current. After these harmonics appear, frequency modulation occurs between the two kinds of
harmonics, that is, new modulation frequencies appear in the current: 3kωw ±ωw. In the Reference [27],
it is studied that in the case of mass imbalance fault, many high-frequency small-amplitude components
appear in the current besides the main modulation frequency ωw. Therefore, in the case of EWS, the
harmonic component at the frequency ωz0 ± (3kωw ± ωw) in the current is composed of two parts. One
part is caused by aerodynamic imbalance; the other part is caused by the modulation between 3kωw

and ωw.
To obtain a steady electro-mechanical energy conversion, and keep the rotating magnetic field

between the stator and rotor relatively static, there should be modulation harmonic components at
the frequencies of ω1 ± 3kωw and ω1 ± ωw in addition to the fundamental frequency ω1 in the stator
current. The small harmonics at the frequencies of ω1 ± (3kωw ± ωw) will also be observed on the
condition of the aerodynamic imbalance fault under the EWS.

3.2. Stator Winding Asymmetry

First we analyze the stator winding asymmetry fault of the DFIG on the condition of constant
AWS at the hub centre. Firstly, an inverse sequence component at the frequency −ω1 in the stator
determines an inverse counter rotating magnetic field. Then the inverse sequence component produces
an harmonic component in the rotor at frequency (2 − s)ω1 (s is the slip ratio) and give rise to
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electromagnetic and mechanical interaction between stator and rotor, which determine the further
harmonic components both on stator and rotor [10]. As a consequence of this interaction, the following
stator current components ωss and rotor current components ωsr appear:

ωss = ±k1ω1 (k1 = 1, 3, 5 . . .) (16)

ωsr = (2k2 ± s)ω1 (k2 = 1, 2, 3 . . .) (17)

Then we will analyze the stator winding asymmetry fault of the DFIG on the condition of EWS.
According to the above analysis, the inverse sequence component at the frequency−ω1 is first generated
in the stator current when the stator winding asymmetry fault occurs, and then the corresponding rotor
current frequency ωz1 can be obtained under the EWS according to the speed-frequency relationship of
the DFIG and the Equations (10) and (13):

ωz1 = ω1 +ωr0 +
n∑

k=1

npTk

3Jkωw
sin(3kωwt) = (2− s)ω1 +

n∑
k=1

npTk

3Jkωw
sin(3kωwt) (18)

Then, with reference to Equation (15), we can learn that, in addition to the fault frequency (2 − s)ω1

caused by the stator winding asymmetry, there are also harmonic frequencies (2 − s)ω1 ± 3kωw caused
by the EWS in the rotor current. However, the harmonic analysis is not over yet. The harmonic
components in the rotor current will continue to induce harmonic at the frequency 3ω1 and 3ω1 ± 3kωw

in the stator current. Repeatedly, the harmonics in the stator and rotor currents will continue to
propagate according to this law, and finally the following harmonic frequencies in the stator and rotor
currents are generated:

ωsse = ±k1ω1 ± 3kωw (k1 = 1, 3, 5 . . .) (19)

ωsre = (2k2 ± s)ω1 ± 3kωw (k2 = 1, 2, 3 . . .) (20)

4. Simulation Analysis

In order to verify the correctness of the theoretical analysis described above, a simulation platform
of 1.5 MW WTGS with DFIG is built in the MATLAB/Simulink environment (MATLAB R2017a,
MathWorks Company, Natick, MA, USA). The sketch of the simulation platform is shown in Figure 4.
The simulation parameters are shown in Table 1.

Figure 4. Simulation platform.
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Table 1. Parameters of 1.5 MW doubly-fed induction generator (DFIG) wind turbine.

Parameters Value Parameters Value

Rated power (MW) 1.5 Stator resistance (p.u.) 0.023
Rated wind speed (m/s) 11 Stator leakage inductance (p.u.) 0.18
Optimum tip speed ratio 10 Rotor resistance(p.u.) 0.016

Optimum power coefficient 0.5 Rotor leakage inductance (p.u.) 0.16
Blade radius (m) 35 Pairs of poles 2

Tower average radius (m) 1.7 Inertia constant (s) 0.685
Centre height of the hub (m) 70 Air density (kg/m3) 1.225

The simulation platform mainly includes the EWS model, WT aerodynamics model, gearbox
model, DFIG model, and vector control model. Among them, the WT aerodynamics model includes
the blade element moment theory, the tower vibration model, and the coordinate transformation model,
etc. This aerodynamics model can calculate the aerodynamic torque and other parameters of the WT
output under the aerodynamic imbalance caused by the inconsistent pitch angle among three blades,
and the detail can be found in our article Reference [13].

As far as the simulation of stator winding faults, two methods are usually used. One method
is to simulate the stator inter-turn short circuit fault by changing the number of shorted turns, and
the other is to add an additional resistor or inductor in series with the stator winding to simulate the
winding asymmetry fault. Since the second method is simple and easy to implement, it is applied in
many situations. For example, References [16–18,20] all adopt the second method. So, in this paper,
the stator winding asymmetry fault is simulated by connecting an additional resistor in series with the
stator phase A. This method is only used for the simulation of stator winding asymmetry originating
from the resistance variations because of unreasonable structure design and electromagnetism thermal
field, et al. The stator inter-turn short circuit fault is not considered here.

4.1. Normal Condition Simulation

Firstly, the simulation of normal running condition is performed under two different kinds of
wind speed—AWS and EWS. The average constant wind speed at the hub centre is 12 m/s, and the
rotor rotating speed in the normal condition is 30 r/min (the corresponding rotating frequency P is
0.5 Hz). The parameters using in the EWS model are: wind shear exponent is 0.4; the distance from the
tower middle line to the blade is 4.5 m; tower radius is 1.7 m; blade radius is 35 m; the hub height is
70 m; the wind speed at the hub centre is 12 m/s. The comparison results are shown in Figures 5–8.

Figure 5 is the fast Fourier transform (FFT) spectrum of the mechanical torque output from the WT.
It can be seen from the figure that there are obvious harmonic fluctuation components in the torque
due to the influence of wind shear and tower shadow effects in the EWS, and the harmonic frequencies
are 1.5 Hz, 3 Hz . . . 3kP (k takes positive number). Besides, the harmonic with frequency of 3P (1.5 Hz)
is the main component. Figure 6 shows the FFT spectrum of the rotor rotating speed, which has the
similar result as the torque, and also has distinct harmonic components of 3kP.

Figure 5. Fast Fourier transform (FFT) of the wind turbine (WT) mechanical torque.

78



Energies 2020, 13, 356

Figure 6. FFT of the WT rotor rotating speed.

Figure 7 shows the power spectral density (PSD) analysis results of the stator current. On
the normal condition with EWS, there exists distinct harmonics in the stator current besides the
fundamental wave. The harmonic frequencies in red line around the fundamental frequency are
50 ± 3kP (1.5k). That is to say, the modulation frequency is 3kP which is three times of the rotor rotating
frequency. However, these harmonics are not present on the normal condition with AWS as shown in
the blue line in Figure 7.

Figure 8 shows the PSD analysis results of the rotor current. Similar to the analysis of the stator
current, the harmonic with modulation frequency of 3kP appear on both sides of the fundamental
frequency (10 Hz) of the rotor current. However, unlike the stator current results, the rotor current
harmonic amplitudes are relatively high compared with the fundamental amplitude. In the stator
current, the harmonic amplitude at frequency 50 + 3P is about 0.004 p.u., which is about 0.58% of the
fundamental amplitude. However, in the rotor current, the harmonic amplitude at frequency 10 +
3P is about 0.0335 p.u., which is about 4.55% of the fundamental amplitude. The reason may be that
the rotor side converter mainly controls the stator current, so the harmonic performance in the rotor
current is relatively obvious than that of the stator current. The similar effect can be observed in the
PSD spectrum. In Figure 7, the amplitude at the 51.5 Hz is about −24 dB. However, the amplitude at
11.5 Hz is about −14.75 dB in Figure 8, which is higher than that of the stator current.

Figure 7. Stator current comparison on normal condition.

Figure 8. Rotor current comparison on normal condition.
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4.2. Rotor Aerodynamic Imbalance Simulation

In this part, the rotor aerodynamic imbalance simulation is performed under AWS and EWS
respectively. Under each case, three aerodynamic imbalance scenarios are simulated with the pitch
angle of one blade adjusted by +1◦, +2◦, and +3◦, respectively, while the other two blades are kept
constant. The other running parameters are the same as the former mentioned in normal condition.
Figures 9 and 10 show the simulation results of the stator current and the rotor current when the pitch
angle is adjusted by +3◦.

Figure 9. Stator current comparison under the aerodynamic imbalance.

Figure 9 shows the analysis results of the stator current PSD. In Figure 9, the comparison of four
simulation results is given, including the aerodynamic imbalance under the EWS, the aerodynamic
imbalance under the AWS, the normal operation under the EWS and the normal operation under
the AWS.

It can be seen from Figure 9 that, on the condition of the aerodynamic imbalance under the AWS
(in blue line), the fault harmonic frequencies in the stator current are mainly 49.5 and 50.5 Hz. That
is to say, the modulation frequency is mainly the rotor rotating frequency P. The amplitudes at the
modulation frequencies of 2P, 3P, 4P, 5P, and 6P are relatively small and the other frequencies are
not observed in the figure. However, on the condition of aerodynamic imbalance under the EWS (in
red line), the main modulation frequencies in the stator current are 3P (1.5 Hz), 6P (3 Hz) . . . 3kP in
addition to P. The modulation frequencies such as 2P, 4P, 5P, 7P, 8P, etc. also can be observed, however
their amplitudes are relatively small compared with those of the main modulation frequencies. On
the normal condition under EWS (in black line), there are only the modulation frequencies of 3kP,
and on the normal condition under AWS (in green line), there is not harmonic frequency except the
fundamental frequency of the stator current.

Figure 10 shows a comparison of DFIG rotor current under the four simulation conditions as
mentioned above. It can be seen that, on the condition of the aerodynamic imbalance under the AWS,
the harmonic frequencies of the rotor current are mainly 9.5 and 10.5 Hz, i.e., the modulation frequency
is P. On the condition of aerodynamic imbalance under the EWS, the main modulation frequencies of
the rotor current include 3P (1.5 Hz), 6P (3 Hz) ... 3kP in addition to P. The modulation frequencies of
2P, 4P, 5P, 7P, 8P, etc. can also be observed.

However, unlike the stator current, the main harmonic amplitudes in the rotor current are relatively
high. On the condition of aerodynamic imbalance under EWS, the maximum harmonic amplitude (at
51.5 Hz) in the stator current is about 0.0044 p.u., which is about 0.66% of the fundamental amplitude.
However, the maximum harmonic amplitude (at 8.5 Hz) in rotor current is about 0.036 p.u., which is
about 5.7% of the fundamental amplitude. In the PSD spectrum of Figure 10, the harmonics amplitudes
with the modulation frequencies of P and 3kP are higher than those of the stator current in Figure 9.
The maximum harmonic at f + 3P is −23.56 dB in Figure 9, and the maximum amplitude at sf − 3P
is −16.51 dB in Figure 10. The comparison data is shown in Table 2. Consequently, the harmonic
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performance in rotor current is more obvious than that of the stator current on the aerodynamic
fault condition.

Figure 10. Rotor current comparison under the aerodynamic imbalance.

Table 2. Harmonic amplitude comparison between stator and rotor current.

Current
Ratio of the Maximum Harmonic
to the Fundamental Amplitude

Maximum Harmonic Amplitude
in PSD (dB)

stator current 0.66% −23.56
rotor current 5.7% −16.51

Figure 11 shows a comparison of the stator current PSD for three degrees of aerodynamic imbalance
under EWS. It can be seen from the figure that the curves under the three imbalance degrees are
basically consistent. The main difference is that the amplitude at the frequency f ± P increases as the
imbalance degree increases. However, the amplitudes at the frequency f ± 3kP do not change much,
mainly because they are caused by the effects of wind shear and tower shadow, and less affected by
the aerodynamic imbalance. The rotor current comparison has the similar characteristic as the stator
current under the three imbalance degrees.

Figure 11. Stator current comparison for three aerodynamic imbalance degrees.

4.3. Stator Winding Asymmetry Simulation

Through the rotor aerodynamic imbalance fault simulation, the influence of the EWS on the
mechanical fault characteristics of the WT is analyzed. Next, in order to analyze the influence on the
electrical fault characteristics, the DFIG stator winding asymmetry fault is simulated.

The stator winding asymmetry has been simulated by means of an additional resistor connected
in series with one stator phase winding and equal to the rated phase resistance Rs, and the resistances
of the other two phases remain unchanged. Then the simulations under the two kinds of wind speed
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are respectively performed, which are the stator winding asymmetrical faults under the EWS and the
conventional AWS. The simulation results are shown in Figures 12 and 13 below.

In Figure 12, the stator current PSD comparison of four cases is shown, including stator winding
asymmetry fault under EWS, stator winding asymmetry fault under AWS, normal operation under
EWS and normal operation under AWS. Figure 12a shows the result of the stator current PSD with
frequency in the range of 0–300 Hz. But since the harmonic frequencies are not clear in this figure, the
partial enlargement views of stator currents PSD are shown in Figure 12b,c with frequency ranges of
0–100 Hz and 120–180 Hz respectively.

There are two characteristics in the stator current PSD. Firstly, there is a clear difference between
the fault and the normal condition, i.e., the odd-numbered harmonic frequencies of 150 Hz, 250 Hz, etc.
exist in the stator current under the winding asymmetry fault, which is consistent with the theoretical
analysis as mentioned above. Although only the fault frequencies of 150 Hz and 250 Hz are given
in Figure 12a, there are other odd-numbered harmonic frequencies, which are not given because
their amplitudes are relatively small. However, there are not these fault harmonics on the normal
conditions. Secondly, there exists distinct difference between EWS and AWS on the condition of stator
winding asymmetry fault. In the case of winding asymmetry fault with EWS, there are harmonics with
modulation frequency of 3kP on both sides of the odd-numbered frequencies, while no such harmonics
appear around the odd-numbered frequencies under stator winding asymmetry fault with AWS.

Figure 12. Stator current comparison under the stator winding asymmetry: (a) PSD of the stator current
from 0 to 300 Hz; (b) PSD of the stator current from 0 to 100 Hz; (c) PSD of the stator current from 120
to 180 Hz.
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Figure 13 shows the rotor current PSD comparison of the four cases as mentioned above. Figure 13a
is the result of the rotor current PSD with the frequency in the range of 0 to 220 Hz. Figure 13b,c shows
the partial enlargement views of the rotor current PSD with the frequency from 0 to 30 Hz and 80 to
120 Hz respectively.

The fault characteristic in the rotor current is basically the same as the stator current. From
Figure 13a, it can be seen that the fault frequencies 90 Hz, 110 Hz, 190 Hz, 210 Hz . . . (2k ± s)f (f is
50 Hz, and s is the slip ratio of −0.2) appear in the rotor current in the case of stator winding asymmetry
fault except for the fundamental frequency of 10 Hz. However, there are not these fault frequencies
under the normal conditions. In addition, it also can be seen from Figure 13 that there are harmonics
with modulation frequency of 3kP on both sides of the fundamental frequency and the fault frequencies
(2k ± s)f in the case of stator winding asymmetry fault with EWS. However, in the case of stator winding
asymmetry with AWS, these modulation harmonics do not appear, and there are only fundamental
frequency and the fault frequencies of (2k ± s)f.

Figure 13. Rotor current comparison under the stator winding asymmetry: (a) PSD of the rotor current
from 0 to 220 Hz; (b) PSD of the rotor current from 0 to 30 Hz; (c) PSD of the rotor current from 80 to
120 Hz.
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5. Discussion

According to the analysis above mentioned, both the mechanical torque and the rotating speed of
WT include the periodic fluctuation with the frequencies of 3kP (P is the rotor rotating frequency, k
stands for positive integer) due to the effects of wind shear and tower shadow. Two typical mechanical
and electrical faults under the EWS and the AWS are mainly studied, and the comparison analysis
results are as follows:

Comparison results of the rotor aerodynamic imbalance simulation: in the case of AWS, the
fault modulation frequency in stator and rotor currents is mainly P; and in the case of EWS, the fault
modulation frequencies in stator and rotor currents are mainly P and 3kP. In addition, there exists
frequency modulation between P and 3kP. The harmonic performance in rotor current is more obvious
than that of the stator current on the aerodynamic fault condition.

Comparison results of the stator winding asymmetrical fault simulation: in the case of AWS, the
fault frequency in the stator current is mainly k1f (k1 stands for odd number, f is the grid frequency),
and the fault frequency in the rotor current is (2k2 ± s)f (k2 stands for positive integer); while, in the case
of EWS, the fault frequencies in the stator current include k1f ± 3kP and k1f, and the fault frequencies in
the rotor current include (2k2 ± s)f ± 3kP and (2k2 ± s)f. Similarly, the harmonic performance in rotor
current is more obvious than that of the stator current.

6. Conclusions

As wind turbines become large-scale, even small changes in wind speed or wind direction on
the rotor disk area may cause large fluctuations in aerodynamic load and mechanical torque, and
further affect the operation and the fault characteristics of the WTGS. Therefore, it is important to
study the distribution of the actual wind speed and then analyze the fault characteristics all over
again considering the spatiotemporal distribution of actual wind speed. This paper analyzed the new
characteristics of mechanical and electrical fault of WTGS with DFIG based on the EWS model, and
obtained some useful conclusions. In the future, the other kinds of faults of DFIG or the faults of
the other kinds of WTGS can be analyzed similarly. The research results are of great significance to
improve the fault diagnosis accuracy and the fault monitoring level of WTGS.
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PSD power spectral density
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Appendix A

The computation process of the rotor current in Equation (15) is shown as follows:

ira = Ir cos(
∫ t

0 ωzdτ)

= Ir cos
{∫ t

0 [ωz0 − np
J

n+1∑
k=1

Tk
ωk

sin(ωkτ)]dτ
}

= Ir cos[ωz0t +
n+1∑
k=1

npTk

Jω2
k

cos(ωkt)]

= Ir

{
cos(ωz0t) cos[

n+1∑
k=1

Wk cos(ωkt)] − sin(ωz0t) sin[
n+1∑
k=1

Wk cos(ωkt)]
}

≈ Ir

{
cos(ωz0t) − sin(ωz0t)[

n+1∑
k=1

Wk cos(ωkt)]
}

= Ir cos(ωz0t) − n+1∑
k=1

IrWk sin(ωz0t) cos(ωkt)

= Ir cos(ωz0t) − n+1∑
k=1

IrWk
2 [sin(ωz0t +ωkt) + sin(ωz0t−ωkt)]

= Ir cos(ωz0t) − n∑
k=1

Ik sin(ωz0t + 3kωwt) − n∑
k=1

Ik sin(ωz0t− 3kωwt) − Ir1 sin(ωz0t +ωwt) − Ir1 sin(ωz0t−ωwt)

where Wk = npTk/J(ωk)2.
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19. Williamson, S.; Djurović, S. Origins of stator current spectra in DFIGs with winding faults and excitation
asymmetries. In Proceedings of the 2009 IEEE International Electric Machines and Drives Conference, Miami,
FL, USA, 3–6 May 2009; pp. 563–570.

20. Gritli, Y.; Zarri, L.; Rossi, C.; Filippetti, F.; Capolino, G.A.; Casadei, D. Advanced diagnosis of electrical faults
in wound-rotor induction machines. IEEE Trans. Ind. Electron. 2013, 60, 4012–4024. [CrossRef]

21. Wan, S.T.; Cheng, L.F.; Sheng, X.L. Effects of yaw error on wind turbine running characteristics based on the
equivalent wind speed model. Energies 2015, 8, 6286–6301. [CrossRef]

22. Wan, S.T.; Cheng, L.F.; Sheng, X.L. Numerical analysis of the spatial distribution of equivalent wind speed in
large-scale wind turbines. J. Mech. Sci. Technol. 2017, 31, 965–974. [CrossRef]

23. Dolan, D.S.L.; Lehn, P.W. Simulation model of wind turbine 3p torque oscillations due to wind shear and
tower shadow. IEEE Trans. Energy Convers. 2006, 21, 717–724. [CrossRef]

24. De Kooning, J.D.M.; Vandoorn, T.L.; De Vyver, V.J.; Meersman, B.; Vandevelde, L. Shaft speed ripples in
wind turbines caused by tower shadow and wind shear. IET Renew. Power Gen. 2014, 8, 195–202. [CrossRef]

25. Kong, Y.G.; Wang, J.; Gu, H.; Wang, Z.X.; Xu, D.L. Dynamic modeling of wind turbine wind speed based on
wind shear and tower shadow effect. Acta Energ. Sol. Sin. 2011, 32, 1237–1244.

26. He, Y.K.; Hu, J.B.; Xu, L. Operation Control of Grid Doubly-Fed Induction Generator, 2nd ed.; Electric Power
Press: Beijing, China, 2014; pp. 52–54.

27. Sheng, X.L.; Wan, S.T.; Cheng, L.F.; Li, Y.G. Characteristics analysis of DFIG under the blade mass imbalance
fault. Acta Energ. Sol. Sin. 2017, 38, 1324–1332.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

86



energies

Article

Assessment of Early Stopping through Statistical
Health Prognostic Models for Empirical RUL
Estimation in Wind Turbine Main Bearing
Failure Monitoring

Jürgen Herp 1,*, Niels L. Pedersen 2 and Esmaeil S. Nadimi 1

1 The Maersk Mc-Kinney Moller Institute, University of Southern Denmark, 5230 Odense, Denmark;
esi@mmmi.sdu.dk

2 Diagnostics, Siemens Gamesa Renewable Energy, 7330 Brande, Denmark;
Niels.L.Pedersen@siemensgamesa.com

* Correspondence: herp@mmmi.sdu.dk

Received: 2 December 2019; Accepted: 20 December 2019; Published: 23 December 2019

Abstract: Details about a fault’s progression, including the remaining-useful-lifetime (RUL), are key
features in monitoring, industrial operation and maintenance (O&M) planning. In order to avoid
increases in O&M costs through subjective human involvement and over-conservative control
strategies, this work presents models to estimate the RUL for wind turbine main bearing failures.
The prediction of the RUL is estimated from a likelihood function based on concepts from prognostics
and health management, and survival analysis. The RUL is estimated by training the model on
run-to-failure wind turbines, extracting a parametrization of a probability density function. In order to
ensure analytical moments, a Weibull distribution is assumed. Alongside the RUL model, the fault’s
progression is abstracted as discrete states following the bearing stages from damage detection,
through overtemperature warnings, to over overtemperature alarms and failure, and are integrated in
a separate assessment model. Assuming a naïve O&M plan (wind turbines are run as close to failure
as possible without regards for infrastructure or supply chain constrains), 67 non run-to-failure wind
turbines are assessed with respect to their early stopping, revealing the potential RUL lost. These are
turbines that have been stopped by the operator prior to their failure. On average it was found that
wind turbines are stopped 13 days prior to their failure, accumulating 786 days of potentially lost
operations across the 67 wind turbines.

Keywords: wind turbines; condition monitoring; inference; neural networks; remaining-useful-lifetime;
main bearing

1. Introduction

Health prognostics in asset assessment, including remaining-useful-lifetime (RUL) estimations,
are key elements in operation, and maintenance (O&M) strategies. This can help to increase production
and/or reduce O&M costs. As wind power is a leading renewable energy source, availability,
reliability, and lifetimes are taken incrementally into account by investors. In this work, we focus
on slow developing faults, which, when not addressed, can cause unwanted or unnecessary costly
downtime [1–8]. SPecifically, we will focus on (i) investigate main bearing monitoring, (ii) give a full
account of the underlying neural network (NN) approach presented by Herp et al. [9] on different
timescales, (iii) present how this ties into O&M efforts, and (iv) compare expected main bearing RUL
with model predictions. The later will give raise to a discussion on early stopping of wind turbines
and potential waste of RUL (when O&M planning requires to stop the wind turbine ahead of time).
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Models for assessing a systems current and future condition are often data-driven, and thus
different approaches can be used depending on the type of data at hand. Trappey at al. [10] uses
a combined statistical and NN approach, in which principal component analysis is used to extract
relevant features. A NN was trained with back-propagation on these features to learn and predict
the condition of power transformers. You et al. [11] addresses the use of NNs, by including temporal
dependencies, they propose a diagnostic approach for electrical car batteries through the utilization
of recurrent neural networks (RNN). On the other hand, Herp et al. [12] proposes a pure statistical
approach based on the history and descriptive statistics of the observed data, using a Gaussian process
to predict the future of bearing failure time-series in wind turbines. Hong et al. [13] similarly addresses
the problem of bearing monitoring by extracting features and using an approach combining NN with
self-organizing map approach to estimate the confidence of the bearing health states. In contrast
to the aforementioned, Si [14] proposed an approach based on the time-series stochastic properties.
Assuming an underlying driving Brownian motion, a closed-form predictive distribution for the time
it takes the signal to reach a threshold can be calculated. Medical research uses survival analysis to
understand the relations between patients’ clinical features and the effectiveness of treatment options.
Khan et al. [15] and others like Katzman et al. [16] have recently shown that prognostic and health
management, and NNs can be combined to outperform existing state-of-the-art survival analysis
models. A comprehensive overview of advances in RUL prediction can be found in Si et al. [17],
Chapter 1. For a summary on wind turbine monitoring techniques, we refer to Márquez [18].

Catering to the need of health prognostics, the details of the model proposed by Herp et al. [9] are
inspired by concepts of the above mentioned work. It adopts the closed-form approach by Si et al. [17]
by assuming the RUL can be quantified by a closed-form expression and embeds it in a NN, to make
confidence calculations of the predictions easier. A Weibull distribution has been chosen as a lifetime
distribution, since literature already has shown its use in connection with NNs [19–22]. In contrast to
Ranganath et al. [19] deep exponential families model, this work will limit itself to Weibull distribution’s
only. Yang et al. [23] and Aggarwal et al. [24] developed similar Weibull based NNs and RNNs,
respectively, but focus amongst others on different disciplines than wind turbine monitoring.

For the sake of completeness, we refer the interested reader to Herp et al. [9] for a comparative
study between different RUL estimation frameworks in empirical bearing fault prediction, as this
study will not be concerned with the topic.

This paper is organized as follows: In Section 2, the methods for the RUL estimation are described in
detail. The presented methodology is applied in Section 3 showing the potential gain from re-evaluating
early stopping. A discussion on the results and the underlying assumption are provided in Section 4.
The paper is closed by a final remark in Section 5.

2. Methodology

As this study is concerned with both the empirical estimation of the remaining-useful-lifetime
of main bearings and the assessment of early stopping, both topics will have a dedicated section
of their own. Even if treated separately here, we will later show that these methods are very
much intertwined when it comes to monitoring and operation of one or more wind turbines.
In Figure 1 we present how a monitoring and operation work flow might look like in order to
make educated decisions based on estimations of the RUL. Fault monitoring is embedded in a
back-end operations monitoring framework, which facilitates fault detection. We will not spend
more thoughts on fault detection in this work and assume that one of the many fault detection
approaches described in the literature can be applied. On a fault monitoring level, upon having
collected data regarding the fault-to-be, we can distinguish between three main strategies for later
decision making. (1) Assessing the situation at the time of detection, draw a conclusion and decide
on an O&M action. Options (2) and (3) are assessments over time, where the aforementioned option
derives a new assessment at given condition monitoring (CM) points spaced out over the time until
failure, and the latter provides an assessment at any given time. For the remainder of this work we
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refer to, (1) Initial Assessment , (2) Discrete Assessment, and (3) Continuous Assessment•, collectively, as
Empirical Remaining-Useful-Lifetime Estimation. The conclusion of the assessments is then facilitated
again in the Operations Monitoring, while actions are left outside the monitoring framework as they
are a matter of O&M management. In the conclusion step, one would estimate the benefit of continuing
or stopping operations. We refer to this as Assessment of Early Stopping.

Fault Detection:
Detecting abnormality in wind

turbine main bearings that
leads to component failure.

Operations Monitoring

Data Preparation:
Acquire necessary data

for fault assessment and
remaining-useful-lifetime prediction.

Fault Monitoring

One CM
point

Initial Assessment

CMt=1
point

Discrete Assessment

CMt=2
point

· · ·

CMt=S≤T
point

CMt
points for

t = 1, . . . , T

Continuous Assessment

Conclusion:
Interpreting the results
from the assessment(s).

Action(s):
The operator decides what action(s) to
take for its O&M management plan(s).

Figure 1. High-level workflow for remaining-useful-lifetime O&M management.

2.1. Data and Notation

This study is concerned with two types of data, time-series data and event data. The time-series
data are composed out of a subset of SCADA data and other health indicators, while the event data
contains an event description together with its start and stop time. Since a main bearing failure will
be investigated as a case study, the SCADA and event data are associated with the failure (including
events for the initial damage detection, failure warnings, and failure alarms) and stems from 132 wind
turbines of the same type, of which 35 are operated until failure.

Regarding the time-series data, we let {x1, . . . , xT} be a process of measurement vectors,
xt ∀ t = 1, . . . , T, containing measurements for m variables, i.e., xt = [x1, . . . , xm]�. Successive samples
on an interval a to b are denoted x[a,b]. The feature space available in this study is the same as used
by Bach-Andersen et al. [25] and Herp et al. [9], namely, active power, generator rpm, gear box oil
temperature, ambient temperature, wind speed, nacelle temperature, and a bearing health indicator.
Apart from the bearing health indicator, all features are sampled each 10 min as averages of the past
10 min interval. The bearing health indicator is based on energy bands in vibration spectra and is
provided as an event-based measurement. For the remainder of this work, the SCADA and health
indicator data are re-sampled to hourly timestamps. The time-series data are the foundation for the
predictive models described in Section 2.2 and employed in Section 3.

The event data are a set of discrete data points where we let E = {E1, . . . , EK} be the set of all
events Ek ∀ k = 1, . . . , K, and we let T = {1, . . . , t, . . . , T} be the time at which an event can occur in the
reference frame of the time-series data. An outtake of these data is shown in Table 1. Starting with the
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initial detection of the damage, hundreds of events are recorded until failure. The failure of the wind
turbine of Table 1 is indicated by the red vertical line (see graph), and the event associated with the
failure is bearing overtemperature alarm. Wind turbines for which this event is recorded are referred to as
run-to-failure wind turbines. These wind turbines also contain the event bearing temperature warning,
shown by the orange vertical line in Table 1. Other combinations of events, different from bearing
overtemperature warning and bearing overtemperature alarm, might likewise carry valuable information
between the initial detection of the damage and the wind turbine failure. Considering a chain of
successive and/or simultaneous events, the dependency between two sets of events El ⇒ El′ will be
defined by:

El ⇒ El′ l �= l′ (1a)

El , El′ ⊆ E (1b)

El ∩ El′ �= ∅. (1c)

Table 1. Binary Event Mapping: Example of mapping from recorded event data into a binary array for
identifying states, including bearing temperature warning (-) and bearing temperature alarm (-).

Event Start Time Stop Time

E21 12 October 2014, 09:59:01 13 October 2014, 10:12:43
E1 12 October 2014, 15:39:06 13 October 2014, 10:22:43
...

...
...

E3 19 October 2014, 02:22:00 19 October 2014, 13:00:00
E10 19 October 2014, 02:42:59 19 October 2014, 13:00:00

⇓
Events

Sample E1 E2 · · · Ek−1 Ek Ek+1 · · · EK

t − 2 0 0 · · · 0 1 0 · · · 1
t − 1 0 0 · · · 0 1 0 · · · 1

t 0 0 · · · 0 1 1 · · · 0
t + 1 0 0 · · · 0 0 1 · · · 0
t + 2 1 0 · · · 0 0 1 · · · 1

⇓
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The found sets Ek can then be used to establish a state as defined later on in Equation (15).
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2.2. Empirical Remaining-Useful-Lifetime Estimation

As we are concerned with the time between detecting a failure and the failure itself, we let the
RUL be defined to be positive bound, i.e., RUL ∈ [0, ∞). Following the lead of probabilistic estimations
of the remaining-useful-lifetime in literature, this section provides the missing detailed account for the
underlying framework used in Herp et al. [9] for wind turbine bearing failure.

In this study, η(t) is referred to as the hazard function and H(t) is referred as to the cumulative
hazard function. Following textbooks on survival analysis [26], H(t) leads to a cumulative distribution
function for a positive random variable RUL:

P(RUL ≤ t) = 1 − exp
(
−
∫ t

0
η(w)dw

)
= 1 − e−H(t), (2)

and a probability density function:

P(t) =
∂

∂t
P(RUL ≤ t) =

∂

∂t

(
1 − e−H(t)

)
= e−H(t)η(t). (3)

As a consequence, for each cumulative distribution function, P(RUL ≤ t), there exists H(t) such
that H(t) = − log(1 − P(RUL ≤ t)). In terms of remaining-useful-lifetime, large values of the hazard
function indicate a higher chance of an failure to occur up to the current time, i.e., higher failure rate
in terms of fault prediction. For the remainder of the study, the focus will be on the right tail of the
distribution under consideration, which will define the RUL distribution [26]:

L(t) = 1 − P(RUL ≤ t) = e−H(t). (4)

As the time it takes to observe the remaining-useful-lifetime is the remaining lifetime of the
wind turbine itself, the true remaining-useful-lifetime, ˆRUL, cannot be observed until it is too late.
This premise is known as censored observations in survival analysis [26]. Let RUL be some positive
random variable indicating the remaining-useful-lifetime. An observation of RUL is said to be censored
whenever it has been observed point wise. In this framework one might distinguish between true

ˆRUL and observed RUL. The true ˆRUL is always contained in the observation. When ˆRUL equals the
observed value, the process is referred to as non-censored. More specifically we distinguish between
(i): right censored data Δ = 1, such that RUL is know to be above a threshold t (i.e., RUL ∈ (t, ∞)),
and (ii) non-censored Δ = 0, when ˆRUL equals the observed value (i.e., RUL = t). Censoring the
remaining-useful-lifetime of wind turbine prohibits simply using the mean value of the already failed
wind turbines, as this will lead to underestimating the RUL.

A full mathematical proof of the following description can be found in Patti et al. [27]. In Figure 2
the censoring idea is illustrated: the parametrized probability density function tightens when the
failure is observed or is pushed beyond the current observed point, if the failure is censored.

Under the assumption of non-informative censoring [26], the likelihood reads:

L = P(t)Δ
P(RUL > t)1−Δ (5)

= P(t)ΔL(t)1−Δ (6)

= e−ΔH(t)η(t)Δe−(1−Δ)H(t) (7)

= η(t)Δe−H(t). (8)

Thus, the log-likelihood can be written as:

logL = Δ log η(t)− H(t). (9)
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(a)

(b)

Figure 2. (a) Given the failure is observed (non-censored) it is desired to harden a distribution at the
time of failure. (b) A distribution is estimated based on the measurements up to time t. As the failure is
not observed yet (censored) the distribution is pushed beyond the point t into the unobserved future.

For non-censored and censored failures, the log-likelihood will always have a negative contribution
with increasing t, penalizing as time progresses. Following Herp et al. [9] we consider a Weibull
distribution, for its tractable properties, intuitive parametrization and use in other related studies [19–22]:

P(t) =
α

β

(
t
β

)α−1
e−
(

t
β

)α

(10)

P(RUL ≤ t) = 1 − e
(

t
β

)α

. (11)

Here, t ∈ [0, ∞), β ∈ (0, ∞), and α ∈ (0, ∞), where α and β are referred to as the scale and shape
of the distribution. Beside other features, such as analytic moments, the Weibull distribution has an
analytic hazard and cumulative hazard function, which can be obtained by Equations (2) and (3):

η(t) =
(

t
β

)α−1 α

β
. (12)

H(t) =
(

t
β

)α

(13)

The cost associated with the Weibull function is then given by Equation (9) and reads:

log(L) = Δ
(

α log
(

t
β

)
+ log(α)− log(t)

)
−
(

t
β

)α

. (14)

2.2.1. Initial Assessment

The initial assessment contains only one estimation of the remaining-useful-lifetime, based on the
descriptive statistics and maximizing the likelihood as described by Equation (14). Figure 3 shows the
Weibull model for run-to-failure wind turbines (bearing overtemperature alarm), wind turbines running
into bearing overtemperature warning, wind turbines excluded from the model construction (as they
do not run into any aforementioned event), are illustrated by their cumulative distribution as a scatter
plot (non-failing). For later comparison, a stopped by operator model is obtained for the non-failing
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wind turbines. Furthermore, the Kaplan-Meier [28] estimation (KM) is provided for reference, as it
makes no assumption with regard to the shape of the probability distribution.

Figure 3. Initial Assessment: Comparison of different models up to different events including
the cumulative distribution over wind turbines not running into an event. For comparison the
Kaplan–Meier (KM) estimation is provided for the non-failing wind turbines, including confidence
bound. δ is the mismatch between a non run-to-failure (non-failing) wind turbine and the bearing
overtemperature alarm (alarm).

2.2.2. State Abstraction and Discrete Assessment

The same principle as in Figure 3 applies to the discrete assessment. However, in order to
perform the discrete assessment, condition monitoring (CM) points will need to be taken into account.
How these CM points are extracted is described in this section.

Between initial detection and failure of a damaged bearing, the bearing undergoes transitions
from a minor fatigue to advanced fatigue and damage. In combination with Equation (1), this section
addresses how to identify individual stages of the bearing fatigue to lay the foundation of the discrete
assessment later on.

Consider an event Ek or set of events Ek, from a library of events E = {E1, . . . , EK} (abstracted by
Equation (1)), linked to the operation of a wind turbine at time t, to be dependent on the data collected
up to time t and a hidden state variable s(t), s(t) representing the current state of the wind turbine.
The probability for Ek can be given by:

P(Ek | s(t), x[1,t]) =
P(Ek, s(t), x[1,t])

P(s(t) | x[1,t])P(x[1,t])
, (15)

further, Sm is referred to as the hidden states, defined by the separability of the process {x1, . . . , xT}
into S ≤ T states. The transition between those states is called state transition, where s(t) is the length
of the current state with samples x[SS ,t], with SS being the time of the last state transition. Following
Herp et al. [29,30] and Prescott Adam et al. [31], a state in a set of time-series can be abstracted by
considering only the maximum likelihood of P(s(t), x[1,t]), where

P(s(t), x[1,t]) = ∑
(st−1)

P(s(t) | s(t−1))︸ ︷︷ ︸
conditional prior

P(xt | s(t−1), x[1,t−1])︸ ︷︷ ︸
sample model

P(s(t−1), x[1,t−1]). (16)
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Here the conditional prior and sample model are implicit depending on known hyper-parameters
β = [βc, βm], where βc and βm are the parametrization of the conditional prior and the sample model.
Thus, P(s(t) | s(t−1)) ≡ P(s(t) | s(t−1), βc) and P(xt | s(t−1), x[1,t−1]) ≡ P(xt | s(t−1), x[1,t−1], βm).

Given the nature of the data we are seeking a sample model that addresses changes in the first
and second moment of the time-series. This is achieved by classifying each s(t) by the two moments
E[x] and E[x2]. Given sufficient statistics for each s(t), a posterior distribution for xt is given for the
iterative update [32,33]:

μt =
μ0κ0 +E[x[1,t]]

κ0 + t
, (17a)

κt =κ0 + 1, (17b)

αt =α0 + t, (17c)

ξt =
t

∑
j=1

(xj −E[x])2, (17d)

γt =γ0 +
1
2

ξt +
κ0t(E[x[1,t]]− μ0)

2

2(κ0 + t)
, (17e)

with μ0, κ0, α0, γ0 being the previous statistics. A Student’s t-distribution can then be used for the
posterior distribution [34] with ν degrees of freedom and μ and σ as mean and variance, it follows that:

P(xt | s(t−1), x(1,t−1)) = St2αt

(
μt,

γt

αt

κt + 1
κt

)
. (18)

The conditional prior is chosen as a hazard function, as motivated in Section 2.2, such that

P(s(t) | s(t−1)) =

⎧⎪⎨
⎪⎩

η if s(t) = 1
1 − η if s(t) = s(t−1) + 1

0 else
, (19)

here η is a hazard function of a geometric sequence and given by the elapsed time since the last
state transition:

η =
1

E[s(t)]
. (20)

For the remainder of this work, the algorithm is implemented with a supervised probability
update as proposed by Herp et al. [29].

In order to quantify states, a piecewise constant regression for finite state numbers is performed
on the cumulative probability state transitions:

P̂(t) =
S+1

∑
s=2

αsχAs(t), (21)

s.t.

arg max
αs ,χAs

(P(t)− P̂(t))2

length(As) ≥ 5

where αs is a real number, the states cumulative probability, and As the interval of the sth sate, i.e.,
[Sm−1, Sm), χAs is an indicator function that is 1 if t ∈ A, and 0 otherwise. The constraint on As comes
from the delay of detecting a new state.
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In detail, the state abstraction for the health indicator can be seen in Figure 4. From top to
bottom the health indicator for a wind turbine is shown in (a), (b) shows the log-likelihood for the
state transitions (gray-scale) and its maximum likelihood, (c) shows the state transition probability
density function and cumulative density function, in addition the abstracted states in accordance with
Equation (21) are provided.

(a)

(b)

(c)

Figure 4. State Abstraction: (a) Wind turbine health indicator. (b) log-likelihood for state transition.
(c) Transition probability and states.

The state abstraction give us a measure for the length of each state. Given the time for each turbine
to any state transition, the RUL probabilities can be calculated equivalent to the initial assessment for
any combinations of state transitions. The implementation and results of this approach are discussed
in the case study of Section 3, providing the RUL probabilities from initial detection to any of the state
transition. Figure 10).

2.2.3. Continuous Assessment: RUL Recurrent Neural Network

We employ a recurrent neural network (RNN) for the continuous assessment for maximizing
the cost function given by Equation (14) at each t. In general, this is an optimization problem of
finding a function or distribution in the space of hazard function, F ∈ H, that maximizes the model’s
likelihood given historical data, x[1,t]. The space of all possible closed-from distributions in H is too
large to obtain solutions in an easy manner. Furthermore, as x[1,t] can contain any information at time t,
including information of the previous states [30] the optimization for all x is computational not feasible.
However, constraining the problem to a Weibull distribution and letting the Weibull distribution be
dependent on x[1,t], it then follows from Equations (12) and (13), as well as Equation (14) that:

arg max
α>0,β>0

logL(α, β, RUL, Δ, x[1,t]) =
t

∑
i=1

(
Δiα(x[1,i]) log

(
RUL

β(x[1,i])

)

+ Δi

[
log
(

α(x[1,i])
)
− log(RUL)

]
−
(

RUL
β(x[1,i])

)α(x[1,i])
⎞
⎠ (22)

This optimization is still not feasible, as for a large dataset, each parameter needs to be obtained
through consideration of all historic data. In the context of Figure 5, θ can be written as a vector
θ = [α, β]�. Omitting mathematical details on node level, which can be found in a wide range
of textbooks such as Goodfellow et al. [35], each node in Figure 5 outputs oi = g(xi, oi−1, ω0),
for i = 1, . . . , t, a function of the data xt, previous output oi−1, and the networks topology ω0.
The network’s output at each t will be of the form θ = m(xt, ot−1, ω) = [α, β]�, where m(·) is
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the mapping for the topology of the chosen RNN. Equation (22) is thus reduced to solving the gradient
by back-propagation for a set of optimal or suboptimal ω:

LSTM Node

...

LSTM Node

x1

xt

θ1

θt

o0

o1

ot−1

ot

Figure 5. Schematic drawing the recurrent neural network sequence: input feature, current, previous,
and future hidden states ot.

arg max
ω

logL(ω, RUL, Δ, x[1,t]) =
t

∑
i=1

(
Δi

[
αi log

(
RUL

βi

)
+ log(αi)− log(RUL)

]
−
(

RUL
βi

)αi
)

(23)

For the remainder of this study, we use a Long Short Term Memory (LSTM) RNN [35] and
maintain the topology, feature space, and optimization as in Herp et al. [9] (See Figure 6). The sequence
length is set to 7 days. An example on how predictions look like can be found in Figure 7, showing
the assumable ˆRUL and model prediction. The prediction is shown in terms of the first moment,
median, and arg max of the Weibull distribution at each time t. The distribution itself is illustrated as
shaded areas.

Dec Feb Apr Jun Aug Oct

Figure 6. Illustration of the RNN used to predict the RUL. Selected SCADA time-series are shown
as input [9].
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Figure 7. (a) Continuous prediction of RUL of a non run-to-failure wind turbine, compared to the
expected run-to-failure ˆRUL. (b) Mismatch between ˆRUL and the predictive distributions first moment,
median, and arg max.

3. Assessment of Early Stopping—A Bearing Failure Study

This section combines the afore mentioned methodology and applies it to 67 non run-to-failure
wind turbines. For each assessment, all turbines are investigated with respect to early stopping,
showing the lost remaining RUL after turbine operations were stopped. The remaining turbines are
used for model construction.

Consider the example of Figure 3 where models for the bearing overtemperature warning and bearing
overtemperature alarm are illustrated. Comparing each non run-to-failure wind turbine to any of the
event models shows a mismatch δ, which is defined as the distance between any given wind turbine
and the predictive models. This mismatch is interpreted as the lost remaining RUL.

Under continuous assessment, Figure 7 shows the mismatch between the presumably true ˆRUL
and the model prediction for a non run-to-failure wind turbine. In this case we consider an average
measure for each wind turbine:

D(turbine) ≡ 1
T

T

∑
t=1

δ
(turbine)
t , (24)

where

δ
(turbine)
t ≡ RUL(turbine)

t − ˆRUL(turbine)
t . (25)

D(turbine) will then be a measure of the specific turbine’s potential remaining RUL. In the following
we employ the methodology of this section in a case study of mean bearing failures.

When addressing whether or not to stop a wind turbine and perform maintenance is a topic on its
own. Many factors, e.g., weather condition, availability of equipment, spare parts, and manpower, have
to be taken into consideration when deciding and planing O&M tasks. In the following, we simplify
towards a pure time-based approach. Many wind turbines are stopped before they run into failure;
based on the proposed RUL estimations, the potential remaining time until failure can be estimated.
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3.1. Initial Assessment

Model construction can be facilitated up to different events, including bearing overtemperature
warning and bearing overtemperature alarm. For the wind turbines in this study, the respective models
are shown in Figure 3. Assuming that all turbines experience the same fault, the difference between the
two models (warning and alarm) should be an offset in the predictive horizon. However, variability in
environmental features and the bearing failure’s development can lead to changes of the time it takes
to undergo a state transition from the bearing overtemperature warning to the bearing overtemperature
alarm event. This is illustrated in Figure 8, labeled warning vs. alarm. The low curvature of
the graph indicates that the difference between the two models is relatively small, and relatively
constant throughout the RUL space. Given the limited number of wind turbines, that are operated
beyond RUL > 250 days and turbines that run into any event before RUL < 100 days, broader
confidence bounds can be observed in these RUL ranges. Besides the time between warning and alarm,
we can consider a model for the 67 non run-to-failure wind turbines, referred to as the stopped model
in Figure 3. A mismatch δ for this model with respect to the warning and alarm model is shown in
Figure 8. Comparing the models, turbines that have run 100 days, and were stopped too early would
have had 30 days left of operations until running into failure, i.e., the bearing overtemperature alarm.
Or if a more conservative stopping criterion is desired, 20 days until the bearing ovetemperature warning.
Variability in wind turbine operations leads to a point where the expected mismatch becomes negative;
in this regime, the wind turbine is operated at the right tail of the RUL probability curve of Figure 3.
An operator might interpret this as the time where the wind turbine has overextended the confidence
of continuing operations, when comparing to the ensemble of already failed turbines.

Figure 8. Comparison of initial assessment of RUL with the 67 wind turbines that did not run into
either bearing overtemperature events, bearing overtemperature warning, and bearing overtemperature alarm
models. 0.95 confidence bounds are provided.

The mismatch to failure over all individual wind turbines can be seen in Figure 9a as a histogram.
The largest mismatch is 57 days, while the smallest is −40 days. The mean value and median are
11 and 15 days, respectively. The bulk of turbines is concentrated in the quantiles between 3 and 23 days.
The combined mismatch accumulates to 782 days.
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(a) Initial Assessment

(b) Discrete Assessment
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(c) Continuous Assessment

Figure 9. Distribution over mismatch for the 67 wind turbines that did not run into either bearing
overtemperature events. (a) initial, (b) discrete, and (c) continuous assessment.
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3.2. Discrete Assessment

In its core, the discrete assessment with CM points at each state transition, is the same as the initial
assessment but applied at each CM point. As failure of a component can go through different stages,
the operator might want to re-evaluate when the component undergoes the next state transition.

The state detection and abstraction is performed as outlined in Section 2.2.2. As the bearing
failures in this case study are slowly developing faults, we impose a minimum state length of As ≥ 5
days, as seen in the constraint of Equation (21). This is done in order to prevent fast switching states in
case of random outliers.

In Figure 10, the the cumulative state lengths are shown for each turbine. For each state transition,
the RUL for that state is provided. This gives the operator information on when to expect the next state
transition of a damaged component. Remark: as the number of states increases, the models become
less defined as confidence bounds increase. This is caused by the limited sample size of turbines that
experience three or more states transitions.

(a)

(b)

Figure 10. (a) Cumulative state length of wind turbines, including best linear fit. (b) RUL probability
based on the length between each state transition.

The expected RUL is obtained by comparing the wind turbine’s cumulative state length with the
state length of states for wind turbines abstracted with the event pattern El ⇒ El′ , where El′ contains
the bearing overtemperature alarm. The mismatch to failure over all individual wind turbine can be seen
in Figure 9b as a histogram. The largest mismatch is 38 days, while the smallest is −15 days, the mean
value and median are 16 and 17 days, respectively. The bulk of turbines is concentrated in the quantiles
between 10 and 20 days. The combined mismatch accumulates to 836 days.

3.3. Continuous Assessment

As shown in Figure 7 the continuous assessment is concerned with the prediction of the RUL at
each time step. Focusing on either the first moment, median, or arg max of the Weibull distribution,
it becomes apparent that there is a discrepancy between the model’s prediction and expected ˆRUL.
This is the aforementioned mismatch δ

(turbine)
t and may differ for each wind turbine. Similar graphs

can be drawn for other turbines, with varying degrees of δ
(turbine)
t , containing also negative values of

δ
(turbine)
t . The average mismatch to failure over all individual wind turbines can be seen in Figure 9c

as a histogram. The largest mismatch is 41 days, while the smallest is −8 days; the mean value and
median are 11 and 12 days, respectively. The bulk of turbines are concentrated in the quantiles between
10 and 15 days. The combined mismatch accumulates to 739 days.
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4. Discussion

Common for all assessments is a high count of wind turbine mismatches at the respective mean
values. These peaks can contain more than twice the amount of wind turbines than their neighboring
bins, indicating not only the most likely mismatch, but also a firm consistency indicating a tendency to
stop too early. However, two points are worth mentioning, (i) the different assessments do not yield
the same results, and (ii) the accumulative mismatch is based on naïve O&M assumption.

4.1. Discrepancy Between Assessments

The discrepancy between the different assessments stem from the underlying nature of the
descriptive statistics. As the initial assessment applies for the total length of failure, no iterative
adjustment occurs in the monitoring effort, thus assessing wind turbines that are further into a fault
process are not presented by the initial assessment. On the other hand, as the name implies, it gives an
initial assessment of the expected length of the failure state and their relative probability based on an
ensemble of wind turbines.

A step closer to a real representation of the RUL is provided by the discrete assessment. While the
failure state can be split further into shorter states, the RUL and probability of failure is obtained by
propagating non run-to-failure wind turbines through the RUL probabilities for each state transition.
Besides, the discrete assessment can provide a measure of RUL until the next state transition, aiding an
operator to known when to stop a wind turbine’s operation for more conservative O&M strategies.
For both the initial assessment and discrete assessment, RUL of individual wind turbines and, from
there, the mismatch δ, are ensemble measures, i.e., when addressing the RUL of a single wind turbine
with respect to a cumulative distribution obtained by all other turbines that were undergoing the
same failure.

The initial and discrete assessments are in their core curve fitting problems for one or more
datasets of wind turbine RULs. When the number of CM points goes towards the number of sample
vectors, S → T, one can consider the discrete and continuous assessment as equivalent. While the
aforementioned assessment was an ensemble measure, the continuous assessment offers a real-time
monitoring approach for individual wind turbines, where the RUL is updated at each successive time
step. This makes the prediction of the RUL more and more reliable the closer a wind turbine is to
failure, but provides poor or misleading assessments early in the fault process, where predictions are
wide [9]. The further a wind turbine is in a fault state, a continuous assessment becomes more and
more desirable.

All together, when combined as proposed in Figure 1, the proposed assessment offers an operator
information at desired stages of a main bearing fault.

4.2. The Naïve O&M Assumption

The cumulative, potential lost RUL has to be looked upon with caution. Firstly, naïve O&M
assumption takes away any other consideration that might play a role in stopping a turbine,
and secondly, wind turbines might continue to operate reliably even if models suggest otherwise.
Apart from the predictive error due to model constraints, it becomes apparent that RUL, i.e., a measure
of time, is a difficult measure that is not easily related to the physical parameters of a wind turbine’s
operation. If a wind turbine is not operated due to lack of wind or other external factors, no matter
how good a model, predictions will underestimate the RUL in any of the suggested frameworks.

5. Conclusions

We have proposed three fault monitoring and assessment concepts, namely, initial assessment,
discrete assessment, and continuous assessment, showing that in any of the frameworks, wind turbines are
stopped earlier than necessary compared to a global ensemble. Based on the descriptive statistics of 67
non-run-to-failure wind turbines, wind turbines are stopped 13 days too early, prior to their failure,
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accumulating, on average, 786 of potentially lost days of operations under the naïve O&M assumption
made in this study. Future work will probably focus on the inclusion of supply chain and weather
constraints to represent a more realistic model mismatch behavior.
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Abbreviations

cdf cumulative distribution function
CM Condition Monitoring
KM Kaplan-Meier
NN Neural Network
O&M Operation and Maintenance
pdf probability density function
RNN Recurrent Neural Network
RUL Remaining-Useful-Lifetime
SCADA Supervisory Control and Data Acquisition

Nomenclature

a scalar
a vector
A matrix
xt sample vector
x[a,b] samples on the interval a to b
E set of all possible events
Ek kth event
El subset of E
RUL random variable for the remaining-useful-lifetime

ˆRUL real remaining-useful-lifetime
η hazard function
H cumulative hazard function
Δ ∈ {0, 1} censoring variable
L likelihood function
β = [βc, βm] hyper-parameter for conditional prior and sample model
P(s(t) | s(t−1)) ≡ P(s(t) | s(t−1), βc) independent conditional prior
P(s(t) | x[1,t]) probability distribution over the current state
P(xt | s(t−1), x[1,t−1]) ≡ P(xt | s(t−1), x[1,t−1], βm) sample model
δ mismatch between RUL and ˆRUL
D average mismatch
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Abstract: The fault diagnosis and prediction technology of wind turbines are of great significance for
increasing the power generation and reducing the downtime of wind turbines. However, most of the
current fault detection approaches are realized by setting a single alarm threshold. Considering the
complicated working conditions of wind farms, such methods are prone to ignore the fault, send
out a false alarm, or leave insufficient troubleshooting time. In this work, we propose a gearbox
fault prediction approach of wind turbines based on the supervisory control and data acquisition
(SCADA) data. A stacking model composed of Random Forest (RF), Gradient Boosting Decision Tree
(GBDT), and Extreme Gradient Boosting (XGBOOST) was constructed as the normal behavior model
to describe the normal conditions of the wind turbines. We used the Mahalanobis distance (MD)
instead of the residual to measure the deviation of the current state from the normal conditions of
the turbines. By inputting the MD series into the proposed change-point detection algorithm, we
can obtain the change point at which the fault symptom begins to appear, and thus achieving the
fault prediction of the gearbox. The proposed approach is validated on the historical data of 5 wind
turbines in a wind farm, which proves its effectiveness to detect the fault in advance.

Keywords: wind turbines; fault prediction; stacking model; normal behavior model; change-point
detection; SCADA

1. Introduction

In recent years, due to the increasingly serious energy crisis and environmental pollution, many
countries of the world have vigorously developed new energy sources. As green renewable energy,
wind energy has received great attention from countries all over the world. According to the 2018
annual report of the Global Wind Energy Council (GWEC) [1], the global offshore and onshore installed
capacity has reached 23,140 MW and 568,409 MW, respectively. In 2018, the new installed capacity of
onshore wind turbines reached 46,820 MW. GWEC expects the onshore market to install upwards of
50 GW per year until 2023. With the increase of the installed capacity of wind power, more urgent
requirements are put forward for the daily fault detection and operation and maintenance (O&M) of
wind turbines. Due to the remote location of the wind farm, the WTs are exposed to highly variable and
harsh weather conditions [2], which makes the O&M cost of wind turbines higher than other traditional
power generation methods. Especially when the wind farm is built at sea, desert, etc., its O&M costs
will be much higher. Therefore, it is necessary to vigorously develop wind turbine fault diagnosis
technology and to provide early warning of faults and achieve certain accuracy and practicability.
Currently, wind turbine manufacturers and research institutes are trying to make breakthroughs in the
fault diagnosis and O&M technology of wind turbines.

There are many sensors installed on the turbines to record the working conditions of each
component. According to the utility of the data recorded by sensors, the parameter system of the
wind turbine can be divided into the supervisory control and data acquisition (SCADA) system, which
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mainly consists of the performance parameters and the condition-monitoring system (CMS) based on
the vibration parameters [3]. For different fault modes, the parameters such as temperature, power,
speed, and blade angle of the turbine will not be the same. Therefore, the relationship between these
data and the fault can be explored through machine learning algorithms. SCADA and CMS systems
form a big data system for wind turbines. The advantage of big data is that as long as the amount of
data is large enough, by selecting appropriate data mining methods and optimizing the data mining
process, it is possible to predict unknown parameters and its regularity.

For the fault diagnosis of wind turbines, Professor Andrew Kusiak of the Intelligent Systems
Laboratory of the University of Iowa has made great achievements. Kusiak et al. [4] developed virtual
models of a wind turbine which were extracted by six machine learning algorithms. The power output
and rotor speed were selected as performance parameters to test the proposed methodology. In [5], a
three-level fault prediction methodology based on the SCADA data and status data of 4 wind turbines
was proposed. In order to predict the blade angle asymmetry and implausibility faults, an association
rule mining algorithm was applied and five classifiers were used to identify the best model [6]. Also,
the bearing faults were analyzed by building a normal behavior model based on the neural network
algorithms in [7]. The test results on five over-temperature events validated its effectiveness on bearing
faults prediction.

Generally speaking, the approaches for wind turbine fault detection/prediction through data
mining algorithms are divided into two major ways. One is through normal behavior modeling
(NBM) [8]. By selecting the historical SCADA data under normal conditions as the training set,
the normal behavior model of the key components of the turbines can be constructed. Support
Vector Machine (SVM) [9,10], neural network [11], and deep belief networks [12] are commonly used
algorithms in NBM. Then, according to the statistical characteristics of the normal conditions of the
wind turbine, an empirical threshold is set as an alarm line so that any fault deviates from the normal
conditions can be detected. Bangalore et al. [13] constructed an artificial neural network (ANN) normal
behavior model to predict the gearbox fault. During the anomaly detection stage, a Mahalanobis
Distance (MHD) method was presented to describe the deviation between the ANN model and the
operating condition. Finally, the case studies of four wind turbines illustrated the effectiveness of
the proposed approach. For other subcomponents of the turbines, such as the generator bearings
and slip rings, etc., the evolution of their faults develops faster than that of gearbox and thus it is
difficult to make timely intervention before the fault occurs. Therefore, it is particularly important to
achieve the fault prediction of these subcomponents through advanced analysis techniques. In [14],
a nonlinear state estimate technique (NSET) is proposed to construct the normal behavior model of
the generator temperature. In [15], the selected model is principal component regression and can
identify the incoming generator slip ring fault approximately one day in advance. In [16], the authors
proposed a model-based approach to predict generator bearing temperature and thus achieving the
early detection of bearing and gearbox faults.

The other way is a classification-based approach. The classification-based approach is to divide
the operating state of the wind turbine into different categories (label), such as normal operation,
shutdown, or a specific type of fault. Each sample in the training set consisting of SCADA historical
data has a label. Then the classifier after the training process can be used to determine the type of fault
of the turbines. Association rule is a commonly used algorithm. The authors in [6] used the Apriori
algorithm to identify the correlation from the database composed of fault categories, various operating
parameters, and history records and then identified the specific fault mode. Similarly, in [17], the
Apriori algorithm was applied to find the key event codes of wind turbines.

For the NBM approach, no matter which algorithm is used to establish the prediction model, most
of the approaches during the fault prediction stage are achieved by analyzing the residual and setting a
single alarm threshold. The authors in [18] used the Mahalanobis distance instead of the residual and
applied the Weibull distribution to obtain the threshold of the fault alarm. Wu et al. [19] developed a
normal behavior model for wind turbines gearboxes using echo state networks. The potential faults
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were detected through residual evaluation and dynamic threshold setting. However, using a single
alarm threshold or an adaptive threshold method often has a time uncertainty problem, that is, an
accurate time point at which the fault symptom begins to appear cannot be given. Moreover, an
inappropriate threshold setting may cause a false alarm or miss detection, which makes the fault
prediction based on SCADA data has the problems of low prediction accuracy and low computational
efficiency. In order to improve the reliability and accuracy of fault prediction, we propose a gearbox
fault prediction approach based on a stacking model and CUSUM (Cumulative Sum) control chart.
The framework of the proposed method can be divided into four parts, which are the data preprocessing,
feature selection, the normal behavior modeling process, and the fault prediction process, where
several algorithms or their combinations were applied. The main contributions of our work and the
functionality of these algorithms are summarized as follows:

1. During the data preprocessing process, we select the SCADA historical data under the normal
working conditions and apply the Density Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithm and the quartile method to recognize and filter out the three types of outliers
and abnormal data. The DBSCAN algorithm plays an important part in filtering out most of
the outliers and then the quartile method is applied for further preprocessing to improve the
data quality.

2. During the feature selection process, three data mining algorithms are used to select the features
most relevant to the gearbox oil temperature as the input variables of the model.

3. Based on the Stacking idea, a normal behavior model including Random Forest (RF), GBDT, and
XGBOOST is established to describe the temperature characteristics of the gearbox under normal
operation state. By comparing the performance of seven single models on three metrics, we
finally select three models, RF, GBDT, XGBOOST, as the basic models of our proposed stacking
model. The proposed stacking model trains three basic models in parallel which can avoid the
defect of a single machine learning model like overfitting and low prediction accuracy. The case
study illustrates the superiority and effectiveness of the proposed model.

4. The change-point detection algorithm based on CUSUM control chart is applied to detect the
change points in the MD series. Compared with the fault detection algorithm by setting a single
threshold, the proposed approach can accurately locate the time at which the fault symptom
begins to appear. A case study on five faulty turbines shows the proposed approach can predict
the faults 13 to 22 days in advance.

The rest of this paper is organized as follows: Section 2 briefly introduces three types of abnormal
data and illustrates the necessity of data preprocessing. Section 3 clarifies the structure of the proposed
approach. Section 4 introduces the data set used in this work and the entire process of normal behavior
modeling. In Section 5, we use the data of five turbines to test the performance of our proposed
approach and list the test results. Section 6 summarizes the full paper and points out the future
research direction.

2. Background Review

The complete wind turbine consists of the gearbox system, generator system, pitch system, yaw
system and other key components [20]. The gearbox is an important component of the wind turbine
transmission system. Its main function is to transmit the power generated by the blade under the
action of the wind to the generator and achieve a higher speed. At present, the gearbox manufacturing
technology is relatively mature and has high reliability, however, due to its frequent high-speed,
heavy-duty, and high-impact working environment, it is prone to suffer various faults within an
operational period of 5 years, and has to be replaced [21]. Moreover, the system shutdown caused by
gearbox failure takes the longest time and a gearbox replacement can cost up to 14.5 percent of the
wind turbine maintenance cost [20]. Therefore, gearbox fault prediction is necessary.
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Generally, gearbox faults can be reflected by the change of gearbox oil temperature. In [22], the
authors illustrated that the rise of oil temperature could indicate the development of the gearbox faults.
And an artificial neural network model was constructed to predict the oil temperature. In this work,
the gearbox oil temperature is modeled to describe the working status of the wind turbine.

The normal behavior modeling approach has high requirements for the quality of training data:
fault-free SCADA data must be accurately selected [23]. However, due to sensors’ accuracy degradation,
communication failure, and curtailment, the turbine can operate in different modes even under normal
conditions [24]. Figure 1 shows three common types of anomaly data in the power curve:

• The lower stacked abnormal data is represented as a horizontally dense data cluster in the scatter
plot, as shown in Type 1 in Figure 1. Type 1 indicates the points where the wind power output
from the wind turbine is 0 regardless of the wind speed. Such abnormal data appears due to
damage to the power measuring instrument or abnormal communication equipment, fault of the
wind turbine, etc. [25].

• Wind curtailment data. The “Wind curtailment” data appears as a horizontally dense cluster
of data in the scatter plot, typically in the middle of the curve, as shown in Type 2 in Figure 1.
Such anomaly data shows that the output power of the wind turbine does not change with the
change of wind speed. Wind curtailment is the reduction in electricity generation below what a
system of well-functioning wind turbines are capable of producing [26], which is usually enforced
by wind farms. The following are the main causes of “Wind curtailment”. First, China’s energy
structure is still dominated by thermal power generation, supplemented by new energy, so wind
power generation is only used as regulating power. Second, because of the excess capacity of
wind power, it is difficult to store large capacity wind power resources, so it is necessary to curtail
wind power. Finally, due to the instability of wind speed, the electric energy generated by the
wind turbine is also unstable. When the wind speed has a huge fluctuation, the grid-connected
cannot be performed forcibly, so the wind curtailment operation has to be carried out at this time.

• The dispersive anomaly data is randomly distributed around the curve, as shown in Type 3 in
Figure 1. The distribution of such anomaly data is irregular and is usually caused by sensor
accuracy degradation, instrument fault, or noise during the signal propagation.

Figure 1. Three common types of anomaly data in the power curve.

If these raw SCADA data are directly used for analysis and modeling, it will inevitably lead to a
decrease in prediction accuracy and difficulty in achieving research goals. Therefore, it is necessary to
preprocess the raw data collected by the SCADA system before establishing the normal behavior model.
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3. Framework for Proposed Fault Prediction Approach

The main idea of our proposed fault prediction approach is to fit the normal operating behavior
of wind turbines by establishing a normal behavior model of the gearbox oil temperature, and then
use the Mahalanobis distance, instead of the residual, to describe the deviation between the actual
measured value and the model output value. Finally, the Change-point detection based on CUSUM
control charts is applied to implement the gearbox fault prediction. The overall flowchart of the fault
prediction model proposed in this study can be divided into the training process and application
process, as shown in Figure 2. The training process deals with the necessary data preprocessing and
feature selection, which are performed based on the historical data collected by the SCADA system
to establish the normal behavior model of the gearbox. During the application process, the real-time
SCADA data is input into the normal behavior model after the same data preprocessing and feature
selection. There is a certain deviation between the predicted values of the model and the actual values
recorded by the SCADA system. The larger the deviation is, the higher the possibility of a fault
happens. In this work, we apply the Mahalanobis distance to describe this deviation. By inputting the
Mahalanobis distance series into the proposed Change-point detection algorithm, the time at which
the fault occurs and the time at which the fault symptom begins to appear can be obtained, and thus
the fault prediction can be realized.

Figure 2. Overview of the overall framework.

3.1. Data Preprocessing

From Figure 1, we can see intuitively that the three types of anomaly data points show obvious
outlier characteristics in the power curve. In this work, we apply the combination of DBSCAN and
the quartile method to identify the anomaly points and outliers. The case study of wind turbines
using SCADA data has validated this data cleaning method, which demonstrates its effectiveness
and generality.

DBSCAN is a typical density-based clustering algorithm, which is designed to discover the clusters
and the noise in a spatial database [27]. According to two input parameters, Eps and MinPts, the
algorithm divides the data to be clustered into three categories: core points, border points, and noise
points. A core point refers to the point in a cluster that there are at least a minimum number of points
in an Eps-neighborhood of that point. The Eps-neighborhood of border points contains fewer points
than core points. And the points not belong to core points or border points are defined as outliers
(noise), which are the anomaly data to be filtered in this work. Compared with the K-Means clustering
algorithm, the DBSCAN does not need to determine the number of cluster centers in advance and can
identify clusters of arbitrary shapes and has strong anti-noise ability.

The quartiles are a type of quantile which can be applied to check for outliers [28]. In this work,
we used the first quartile (Q1) and the third quartile (Q3) to achieve the further preprocessing of the
data after the DBSCAN method. The first quartile refers to the middle number between the smallest
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number and the median of the data set. The third quartile is defined as the middle value between the
median and the highest value of the data set. By calculating the Q1 and Q3, we can get the interquartile
range (IQR) which defined as follows:

IQR = Q3 −Q1 (1)

According to the IQR, we can get the normal data bounds expressed as follows:

[Fl, Fu] = [Q1 − 1.5IQR, Q3 + 1.5IQR] (2)

where Fl and Fu are the lower limit and upper limit of normal data, respectively. Any data lying
outside the defined bound can be considered an outlier. In this work, the quartile method is adopted
by dividing the wind speed data into different intervals and then to filter the active power data in each
interval correspondingly. The interquartile range is the same as the variance and standard deviation,
which can represent the dispersion of statistical data of a variable. But the interquartile range is
relatively robust statistics since the value of IQR does not change significantly with individual abnormal
data. However, this method has its limitations, that is, the method can correctly and effectively identify
these abnormal data only when the proportion of abnormal data to the total amount of data is small.

Hence, in this study, the combination of the DBSCAN and quartile method is applied for data
preprocessing. It can be seen from Figure 1 that the proportion of three kinds of abnormal data is
relatively large. If we user the quartile method directly, the abnormal data is bound to affect the
value of the IQR. Moreover, the density of these abnormal data is significantly less than normal data.
Therefore, in the data preprocessing stage, the DBSCAN is firstly used to identify and remove most of
the abnormal data, the SCADA data is further processed by the quartile method to improve the quality
of data cleaning.

3.2. Feature Selection

Feature selection is a significant part of the data mining process. As the input of the model,
features determine the quality of the model. Generally, feature selection is executed by selecting a
subset from many features or applying a suitable method to reduce the dimension. The purpose of
feature selection is to remove redundancy, reduce the number of features, improve model accuracy and
reduce run time. In this work, to establish the normal behavior model of the wind turbine gearbox,
the gearbox oil temperature is selected as the output variable. Three feature selection algorithms,
namely, filter model [29], wrapper model with recursive feature elimination (RFE) algorithm [30,31],
and RF model [32,33], are applied to select the features most relevant to the gearbox oil temperature as
the input variables of the model. These three algorithms are typical feature selection methods based
on how to generate feature subsets [34]. They will calculate the most relevant features according to
different rules, which can avoid the defect of a single method. By inputting the SCADA data with
whole 39 parameters as input variables, we obtained the top 10 most relevant parameters ranked by
each algorithm and finally choose 15 parameters as the input variables.

3.3. The Stacking Model

The oil temperature of the gearbox is affected by many factors including the working condition
and the inherent properties of wind turbines, thus making the status information complicated. To avoid
the defects of the single model, we propose a model based on the Stacking strategy by combining
three regressors for temperature predictions. At present, the machine learning model based on the
stacking strategy has been widely applied in Kaggle competition, sentiment classification [35], speech
recognition [36], and many other application scenarios. As far as we know, there are still no researchers
who have applied stacking strategy to wind turbine fault prediction.

In this work, a two-layer stacking model is proposed to construct the normal behavior model of
gearbox oil temperature as shown in Figure 3.
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Figure 3. Structure of the two-layer stacking model.

The first layer consists of three basic models, including RF [32], GBDT [37], and XGBOOST [38].
The idea of stacking is to train these basic models in parallel and combine them by training a meta-model
to output predictions based on the multiple predictions returned by these basic models [39]. For each
basic model, we use five-fold cross-training, which is similar to k-fold cross-validation, to generate
training data and test data for the meta-model in the second layer. Figure 4 describes the details of
this process.

Figure 4. Structure of the five-fold cross-validation process.

The training data is divided into five folds. In each training process, four folds are used for
training and the remaining one fold is used for making predictions for observations. In other words, the
five-fold cross-training consists in training on four folds in order to make predictions on the remaining
fold and that iteratively so that to obtain predictions for observations in any folds. By combining these
predictions of three basic models as new features, we can obtain the training data of the meta-model in
the second layer. Other than this, each basic model can produce five predictions of the original test
data. We take the average of these predictions as the test data for the meta-model. In the second layer,
with the training data and the test data produced by the cross-training process, the XGBOOST model is
trained as the meta-model and output the final predictions based on the test data.

The proposed stacking model acts as a normal behavior model to generate a prediction of the
gearbox oil temperature based on the given input features. In this work, by inputting the 15 features
we selected, the stacking model will output the prediction of gearbox oil temperature at this time. Its
superiority lies in the part that it can train three single machine learning models in parallel, which
greatly accelerates the training process. The performance of our stacking model on the test data has
validated its effectiveness.
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3.4. Fault Prediction Approach

3.4.1. Mahalanobis Distance Series

The Mahalanobis distance is an effective method for calculating the similarity of two unknown
sample sets. Compared to the Euclidean distance, the MD is scale-invariant and takes into account the
correlations of the data set. At present, the MD has been introduced into the field of wind turbine fault
detection to determine the fault alarm threshold [12,13]. In this work, we use the MD to quantify the
deviation between the test data (real-time SCADA data) and the normal behavior model. The MD for
the normal behavior model can be expressed as follows:

MDnori =

√(
Xnori − μnor

)
C−1

nor

(
Xnori − μnor

)T
(3)

where Xnori = [erri, MVi]. MVi represents the i-th measured value recorded by the SCADA system
during the five-fold cross-validation process and erri is the validation error; Cnor and μnor are the
covariance matrix and the mean value vector of Xnor; MDnori is the Mahalanobis distance of the vector
Xnori .

During the fault prediction stage, we input the real-time SCADA data into the normal behavior
model and calculate the corresponding MD series as the input of the subsequent change- point detection
algorithm. The MD in this stage is defined as follows:

MDtesti =

√(
Xtesti − μnor

)
C−1

nor

(
Xtesti − μnor

)T
(4)

where Xtesti = [erri, MVi] is consists of the test error erri and the measured value MVi during the fault
prediction stage; Cnor and μnor are the covariance matrix and the mean value vector obtained from the
normal behavior model. l; MDtest =

[
MDtest1 , MDtest2 , . . . , MDtestN

]
is the final MD series as the input

of the change-point detection algorithm.

3.4.2. Change-Point Detection

At present, most of the fault detection approaches of wind turbines analyze the residual series by
setting the single threshold or adaptive alarm threshold, which has the problem of time uncertainty.
In this work, we applied the change-point detection algorithm based on the CUSUM control chart to
analyze the MD series.

The CUSUM control chart is drawn by the cumulative sum of the difference between the observed
value and the target value. It is widely used in the field of economics because of its simple and intuitive
characteristics. If the statistical value is higher than the average value over a period of time, this
amount of data will continue to accumulate, and the CUSUM control chart will show a steady growth
trend and vice versa. Therefore, the CUSUM control chart can detect whether there is a change in
the series, but the detailed information of the change point, such as confidence level and confidence
interval, cannot be obtained only through the control chart [40]. Therefore, in this work, we propose a
fault prediction algorithm combining the CUSUM control chart and change-point detection, which can
accurately capture the small abnormal changes in the MD series. Algorithm 1 below describes the
calculation process of the algorithm.
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Algorithm 1: Change-Point Detection.

Data: Mahalanobis Distance Series MD and its length M; Confidence Level C; Number of
bootstrap samples performed N
Result: index of the change point
1 Calculate the average MD = MD1+MD2+...+MDM

M

2
Calculate the cumulative sums by adding the difference between the current value and the
average to the previous sum. Si = Si−1 +

(
Xi −X

)
for i = 1, 2, . . . , M and S0 = 0

3
Calculate the original Sdiff which defined as: Sdiff = Smax − Smin—where Smax = max

i=1,2,...,M
Si,

Smin = min
i=1,2,...,M

Si

4 for j in range (1, N) do
5 Generate a bootstrap sample of the original MD series, denoted MD j

1, MD j
2, . . . , MD j

M
6 Based on the bootstrap sample, calculate the bootstrap CUSUM, denoted Sj

0, Sj
1, . . . , Sj

M
7 Calculate the difference of the bootstrap CUSUM, denoted Sj

di f f

8
Compare each Sj

di f f with the original Sdiff, let X be the number of bootstraps for which

Sj
di f f < Sdi f f for j = 1, 2, . . . , N

9
Calculate the confidence level P that a change occurred as a percentage: P = 100 X

N % and
compare with the input confidence level C

10 If P > C, a change has occurred with a confidence level of C

11 Output the index of the change point m, let m be such that: |Sm| = max
i−0,1,...,M

|Si|

The input parameters of the algorithms are the MD series, its length and set a confidence level C
and the number of bootstrap samples performed N. The functionality of the proposed approach is to
find the possible change point in the MD series obtained from our normal behavior model and then
output the index of the change point with the given confidence level. In other words, the change point
output by our algorithm is calculated by a large number of repeated sampling and obtained based on
the probability. Our fault detection approach will perform bootstrap sampling N times on the original
MD series and will generate a new random sorted MD series each time. If the majority of the new
series are recognized as having change points, we are confident about the conclusion that there exist
change points in the original MD series. For example, if the algorithm finds that there are 900 new MD
series containing change points in the total 1000 times of bootstrap sampling, we can draw a conclusion
that the original MD series have change points with a confidence level of 90%. The final number of
change points depends on the confidence level we set. If we set a relatively low confidence level, there
is a high possibility that we will get many change points, which including the points at which the real
fault happened as well as the points turn out to be unreliable. To get more reliable results, we can set a
higher confidence level so that we will much more confident about the change points obtained from
our algorithms and they will be closer to the real conditions.

The principle of using the CUSUM control chart to judge whether a change has taken place in
the series is to generate new MD series by multiple sampling without replacement. If the maximum
difference of the cumulative sum of the new series is mostly smaller than that of the original series,
we have reason to believe that a change must have occurred in the original MD series. The more this
happens in N times sampling, the higher the confidence level of a change happens. Once a change has
been detected, it is also necessary to determine when the change occurred. In this work, we use the
binary search algorithm to specify the index of the change point. The original MD series is divided
into two parts based on the change point found by the change-point detection algorithm, similar to the
binary search algorithm, we iteratively execute the Algorithm 1 on each subseries until all the change
points that satisfy the confidence level are accurately found. Figure 5 is the flowchart of the entire
change-point detection process.
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Figure 5. The flowchart of the change-point detection process.

4. Modeling Normal Gearbox Behavior

4.1. Data Description

The SCADA data used in this work comes from 173 wind turbines in a wind farm located in
Ningxia, China. In this work, the SCADA data contains 37 parameters for each wind turbine with a
one-minute interval, which can be divided into four categories, including the condition parameters,
the health parameters, the performance parameters, and the controlling parameters [41]. We use
two types of wind turbines with rated powers of 1500 kW and 2000 kW as the research object, and
correspondingly establish two normal behavior models to fit the gearbox oil temperature under
normal working conditions of turbines. Table 1 shows the specifications of two types of wind turbines.
The SCADA data are re-sampled using the 5-min interval.

Table 1. Specification of two types of wind turbines.

Wind Turbine Parameters
Type

A B

Rated power 1500 kW 2000 kW
Cut-in, rated wind speed 3 m/s, 11 m/s 2.5 m/s, 10 m/s

Rotor diameter 88 m 115 m
Blade length 43 m 56.5 m
Hub height 80 m 90 m

Table 2 lists the detailed descriptions of the modeling datasets. A totally of 16 turbines were used
for modeling analysis. To depict the normal behavior of the turbines as completely as possible, we
used the SCADA data of five turbines to train the normal behavior model, and there were no gearbox
faults during the corresponding time interval. In addition, the historical SCADA data of turbines
#36 and #149 in a month period is selected to test the effectiveness of the normal behavior model we
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established. Finally, we use five turbines (#38, #58 for type A and #159, #173, #162 for type B) to test
our proposed fault prediction algorithm. According to the wind farm fault alarm record, these five
turbines experienced gearbox oil temperature exceeding limit faults during the selected time interval.

Table 2. Description of modeling datasets.

Type Dataset Turbines Considered Timestamps

A
Training #34, #35, #42, #44, #52 1 July 2018–1 January 2019

Testing normal behavior #36 1 July 2018–31 July 2018

Testing fault prediction #38 1 March 2018–4 April 2018
#58 1 April 2018–1 May 2018

Training #150, #152, #153, #156, #169 1 July 2018–1 January 2019

B Testing normal behavior #149 1 December 2018–30 December 2018

Testing fault prediction
#159 30 March 2018–30 April 2018
#173 1 April 2018–30 April 2018

#162 10 February 2018–18 March 2018

4.2. Data Preprocessing

After removing the duplicate and missing values in the original SCADA data, in order to accurately
describe the normal conditions of the wind turbines, a power curve is built from SCADA data where the
outliers are filtered out through the method we proposed above. In this section, we use the historical
data of turbine #159 during the half-year period to validate the performance of the proposed data
cleaning method. The result is provided in Figure 6.

 
(a) (b) 

Figure 6. Performance of the proposed data preprocessing method: (a) result of the DBSCAN and (b)
result of the quartile method after filtered out by the DBSCAN.

The DBSCAN method is firstly applied to identify and filter out most of the outliers as shown in
Figure 6a, and we additionally use the quartile method to further filter the SCADA data. Through the
combination of the DBSCAN and quartile method, we obtain the power curve seen in Figure 7. It is
not difficult to see from the figure that the data preprocessing method can filter out the outliers in the
power curve, that is, corresponding to the abnormal working conditions of the wind turbine.
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Figure 7. The power curve after data preprocessing.

4.3. Feature Selection

After deletion of the abnormal data of the turbines, three data-mining algorithms (filter model,
wrapper model with recursive feature elimination algorithm, and Random Forest) are used to select
the most relevant parameters for predicting the gearbox oil temperature. Considering that the rise of
oil temperature is a gradual process that cannot change in a sudden, the input parameters measured
at past intervals may influence the future state of the turbines [4]. In this work, we introduce the
gearbox oil temperature parameter at two past intervals, (t-1) and (t-2), into input parameters to
predict the oil temperature at time t. The time interval is 5 min. Table 3 presents the 10 most relevant
parameters of all 39 parameters. Based on the result of three feature selection algorithms, we finally
choose the following 15 parameters as the input variables for gearbox oil temperature prediction,
namely gearbox oil temperature(t-1), gearbox oil temperature(t-2), active power, gearbox bearing A
temperature, gearbox bearing B temperature, wind speed, generator speed, rotor speed, generator
stator L3 temperature, voltage phase C, generator torque, active consumption, generator bearing A
temperature, pitch angle, and rotor temperature.

Table 3. Result of the three feature selection algorithms.

No. Filter Wrapper RF

1 Gearbox oil Temperature(t-1) Active power Gearbox oil Temperature (t-1)
2 Gearbox oil Temperature(t-2) Active consumption Gearbox bearing A temperature

3 Gearbox bearing A
temperature Gearbox bearing A temperature Gearbox bearing B temperature

4 Gearbox bearing B
temperature Gearbox bearing B temperature Gearbox oil Temperature (t-2)

5 Wind speed Generator Stator L1 temperature Wind speed
6 Active power Generator Stator L3 temperature Active power
7 Generator speed Wind speed Rotor temperature
8 Rotor speed Gearbox oil Temperature (t-1) Voltage phase b, c
9 Generator torque Gearbox oil Temperature (t-2) Rotor speed

10 Generator Stator L3
temperature

Generator bearing A
temperature Pitch angle

4.4. Model Construction

In this section, the normal behavior model of gearbox oil temperature is constructed based on the
stacking strategy. We use the SCADA data of ten turbines to establish the stacking models of two types
of wind turbines, five for type A and the remaining five for type B, as shown in Table 2. To evaluate the
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performance of the proposed model, three metrics, mean absolute error (MAE), root mean square error
(RMSE), and coefficient of determination (R2), are applied, which are defined as follows:

MAE =
1
N

N∑
i=1

∣∣∣ŷi − yi
∣∣∣ (5)

RMSE =

√√√
1
N

N∑
i=1

(ŷi − yi)
2 (6)

R2 = 1−

N∑
i=1

(ŷi − yi)
2

N∑
t=1

(yi − y)2

(7)

where yi is the i-th measured value of oil temperature, ŷi represents the i-th prediction of the model
and y refers to the mean value of the measured values.

Furthermore, seven single machine learning models, including k-Nearest Neighbor (KNN),
Support Vector Machine (SVM), Decision Tree (DT), Adaboost, RF, GBDT, and XGBOOST, are applied
for comparison with the proposed stacking model. In particular, the latter three models are the basic
models of our proposed stacking model and the XGBOOST model is also selected as the meta-model in
the second layer. We set aside 15% of the training data as the test set. Table 4 lists the performance of the
models. We can observe that the three models, RF, GBDT, and XGBOOST, achieve better performance
than other single models, and the stacking model based on these three models achieves the best
performance with the highest R2 scores and the lowest MAE and RMSE.

Table 4. Performance of the models.

Model
A B

MAE RMSE R2 MAE RMSE R2

KNN 1.586 2.064 0.935 1.383 1.765 0.965
SVM 0.512 0.714 0.959 0.657 1.033 0.988
DT 0.644 0.948 0.928 0.416 0.662 0.985

Adaboost 0.689 0.845 0.943 0.675 0.893 0.991
RF 0.289 0.389 0.996 0.262 0.407 0.995

GBDT 0.266 0.381 0.997 0.279 0.408 0.995
XGBOOST 0.265 0.380 0.997 0.282 0.409 0.995
Stacking 0.219 0.352 0.998 0.254 0.376 0.997

4.5. Testing Normal Behavior Model

In this section, in order to evaluate whether the proposed model can accurately describe the
normal behavior of wind turbines, we select the historical SCADA data of turbine #36 (type A) and
#149 (type B) for a period of a month to test the two models constructed above. Table 5 shows the
metrics of the two normal behavior models on the test set. Figures 8 and 9 show the performance of
the two models on type A and B respectively, including the comparison of the measured value and the
model predictions, the Mahalanobis distance and the CUSUM control chart.

Table 5. Performance of the two normal behavior models.

Type Turbine MAE RMSE R2

A #36 0.440 0.589 0.972
B #149 0.343 0.435 0.998
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Figure 8. Testing normal behavior model results for Turbine #36.

Figure 9. Testing normal behavior model results for Turbine #149.

As can be seen from Figures 8 and 9, the predicted value of the model for the gearbox oil
temperature can accurately fit the measured value, and the gearbox oil temperature values fall within
the normal working range of (20, 75). The Mahalanobis distance values of the two turbines are
relatively stable, and correspondingly, there is no sharp change occurred in the CUSUM control chart.
This proves that the proposed model can accurately describe the temperature change of the gearbox
during normal operating conditions. Hence, it can be concluded that the normal behavior model we
built can be used for the modeling analysis of any turbines of the same type in the wind farm, which
means there is no need to establish a normal behavior model for each turbine.
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5. Testing Fault Prediction Approach

In this section, the proposed approach has been applied in five wind turbines (two turbines of
type A and three turbines of type B) to predict the gearbox fault. According to the fault alarm record
of the wind farm, the five turbines have suffered gearbox oil temperature over-limit fault during the
selected time period. First, the test data is input into the normal behavior model we established to
obtain the MD series on the test data set. Then, the change-point detection algorithm is applied to
analysis the MD series, and the time point at which the fault occurs and the time point at which the
fault symptom begins to appear can be obtained to achieve the fault prediction. In this work, the time
interval of the MD series is 5 min, the number of sampling is set to 1000, and the confidence level is
0.99 and 0.90 respectively. The test results of the fault prediction algorithm are as follows.

5.1. Test Results for Turbine #38

Figure 10 displays the fault prediction results of turbine #38, which consists of the gearbox oil
temperature curve, MD series, and CUSUM control chart in turn. There are two change points detected
by the change-point detection algorithm which were marked in the figure. The change point 1 indicates
that the fault symptom begins to appear at 11:42 on 15 March 2018, which is the 2148th sample point.
The change point 2 indicates the actual fault that happened at 11:24 on 29 March 2018, which is the
4015th sample point calculated by our algorithm. It can be seen from the temperature curve the
measured value has exceeded the upper limit at the corresponding time of change point 2, at which the
MD value also has a drastic increase.

Figure 10. Testing the fault prediction approach results for Turbine #38.

From Table 6, it is worth noting that the confidence level of change point 3 is 0.90, which means
we only get two change points under the confidence level of 0.99. The confidence level indicates how
confident the result is that the fault actually occurs or the fault symptom begins to appear. The change
point 1 occurred with 99% confidence. While the change point 3 occurred with 90% confidence.
That means in the 1000 times of bootstrap sampling, the change point 3 was detected at least 900 times
while the change point 1 and 2 were detected at least 990 times. Therefore, we are much more confident
about the change point 1 at which the fault symptoms begin to appear.
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Table 6. The information of the change points for Turbine #38.

Change Point Confidence Level Timestamp

1 0.99 15 March 2018 11:42
2 0.99 29 March 2018 11:24
3 0.90 25 March 2018 11:35

According to the fault alarm record of the wind farm, the gearbox oil temperature over-limit fault
did happen at 15:10 on 29 March 2018, which is almost consistent with the time point 2 calculated by
the change point detection algorithm. Although the gearbox oil temperature at change point 3 is close
to the upper alarm limit, no gearbox fault has occurred. Thus, change point 3 is only a potential change
point with a low confidence level. Therefore, we can achieve the fault prediction by sending out an
alarm signal at the time of change point 1 to arrange the operation and maintenance work. The case
study preliminarily verifies the effectiveness of our fault prediction algorithm to recognize the fault
symptoms, and thus send out the alarm signal 14 days in advance. Other than this, the proposed
change point algorithm can generate different results based on the confidence level we set. Generally
speaking, the lower the confidence level we set, the more change points been recognized. But quite
low confidence levels will lead to an unreliable result like a false alarm.

5.2. Test results for Turbine #173

Similarly, Figure 11 shows the fault prediction results of turbine #173. The fault symptom begins
to appear at 03:24 on 6 April 2018, with corresponding to the change point 1. The change point 2
indicates the fault finally happened at 08:32 on 19 April 2018. Table 7 lists the information about the
four change points. When the confidence level is reduced from 0.99 to 0.90, in addition to the original
change point 1 and 2, the algorithm also detects the change point 3 and 4. However, there is no fault
happened at the timestamp corresponding to change point 3 and 4.

Figure 11. Testing the fault prediction approach results for Turbine #173.
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Table 7. The information of the change points for Turbine #173.

Change Point Confidence Level Timestamp

1 0.99 6 April 2018 03:24
2 0.99 19 April 2018 08:32
3 0.90 9 April 2018 16:23
4 0.90 13 April 2018 21:05

According to the fault alarm record, turbine #173 had a temperature over-limit fault at 06:52 on
19 April 2018. We are much more confident about the change point 1 at which the fault symptoms
beginning to appear. Therefore, the fault prediction algorithm can detect the fault 13 days in advance.
Through the analysis of the above two turbines, we can find that the proposed algorithm can not
only identify the time of the fault happens but also accurately detect the time point at which the fault
symptom begins to appear with a certain confidence level so as to realize the fault prediction.

5.3. Test Results for Other Turbines

The proposed algorithm was applied to the other three wind turbines to prediction the gearbox
fault. All these three turbines have suffered gearbox oil temperature faults during the selected time
period. Table 8 lists the test results. It can be seen from the figure that the faults can be detected 16 to
22 days in advance. The difference in prediction results may be related to the type of wind turbines
and the severity of the fault.

Table 8. Prediction results for the other three wind turbines.

Wind Turbine Fault Prediction Date Fault Record Date Length of Prediction

#58 3 April 2018 19 April 2018 16 days
#159 30 March 2018 18 April 2018 19 days
#162 21 February 2018 14 March 2018 22 days

6. Conclusions

In this work, a gearbox fault prediction approach has been proposed by building a normal
behavior model and analyzing the MD series through the change-point detection algorithm. During
the modeling process, a data cleaning method composed of the DBSCAN and quartile was applied
to identify and drop out the anomaly data. Then, two stacking models were constructed for each
type of wind turbines by inputting 15 features to describe the gearbox oil temperature under normal
conditions. Compared with other single models, the stacking model can achieve better performance on
three metrics and can also overcome the defects of the single model, such as the over-fitting problem.

The effectiveness of the proposed approach was verified using the SCADA data of a wind farm
in Ningxia, China. Considering that there are a large number of wind turbines in the wind farm, we
use the SCADA data of five turbines for half a year period to establish the normal behavior model of
the turbines, so that the model can be used for fault prediction of all other turbines of the same type
without separately building models for each turbine. Finally, we verified the fault prediction algorithm
on two normal turbines and five fault turbines. The case study shows that the algorithm can detect the
fault symptoms 13 to 22 days in advance.

The proposed approach in this paper mainly has two aspects. The Mahalanobis distance, on
the one hand, is applied to quantify the discrepancy between the model output value and the actual
value of oil temperature. It can be seen from the MD figures that the series of turbines under normal
conditions is relatively stable and there is no large fluctuation. Contrary to this, the MD value of the
faulty turbines will have a drastic increase when the fault happens, which proves its rationality of
using MD to measure the deviation between the actual and normal conditions of turbines. On the
other hand, the change-point detection algorithm can not only identify the time point at which the fault
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occurs, but more importantly, it can detect the time point at which the fault symptom begins to appear,
thereby scheduling the operation and maintenance work in advance, and realizing the fault prediction.

In conclusion, we have proposed a fault prediction approach based on a stacking model and
change-point detection. The stacking model, as the normal behavior model to describe the normal
conditions of wind turbines, its prediction accuracy is obviously higher than that of other single models
and is especially suitable for dealing with the occasions with a large amount of data and complex
parameter relationships in wind farm. The stacking model can also be applied to power forecasting
and the power optimization of wind farms. In addition, compared to the traditional fault detection
approach by setting an alarm threshold, our approach is capable of providing more information on the
incoming fault. It can not only determine the time at which the fault symptoms beginning to appear,
for each change point, it also provides further information including a confidence level representing
the possibility that a fault symptom is about to appear. The higher the confidence level is, the more
we are confident about the fault prediction result. During the actual application stage, by setting a
proper confidence level in advance, the personnel of the wind farm can arrange the operation and
maintenance work at the corresponding time of the change point detected by the algorithm, repairing
the gearbox in advance, and achieving the goal of fault prediction.

It is worth noting that, unlike setting a single threshold for fault detection, we use the method of
change-point detection for the MD series to predict the fault. However, due to the inherent limitations
of the change-point detection algorithm itself and the complicated state of the turbines during actual
operation, it is also possible to detect the existence of change points in the MD series of a normal
turbine, which may lead to a false alarm. In this case, it is of vital importance to select the proper test
interval during the actual application stage. For example, in this paper, we use the SCADA data for
a period of a month for fault prediction. That is to say, the length of the MD series can significantly
affect the accuracy of the final detection result. Take Figures 8 and 10 as examples. They display the
test results on normal turbines and fault turbines respectively. There is an obvious difference between
their CUSUM control chart. The CUSUM chart of normal turbines (Figure 8) may fluctuate slightly
in the short term, but the trend in the one-month period is relatively stable, with its absolute value
fluctuating from 0 to 500. While for the fault turbines in Figure 10, the CUSUM chart has a steeper
trend and especially when the fault happens, there is a sudden change in direction of CUSUM with
their absolute values changing from 0 to 1600. In future work, the appropriate prediction interval
should be selected in the application process to reduce the false alarm rate. In addition, the proposed
approach will be applied for fault prediction of other components of the wind turbine.
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Abbreviations

CUSUM Cumulative Sum
NBM Normal Behavior Modeling
DNSCAN Density-Based Spatial Clustering of Applications with Noise
IQR Interquartile Range
RF Random Forest
GBDT Gradient Boosting Decision Tree
XGBOOST Extreme Gradient Boosting
MD Mahalanobis Distance
RFE Recursive Feature Elimination
KNN k-Nearest Neighbor
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SVM Support Vector Machine
DT Decision Tree
Adaboost Adaptive Boosting
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Abstract: Among the different maintenance techniques applied to wind turbine (WT) components,
online condition monitoring is probably the most promising technique. The maintenance models
based on online condition monitoring have been examined in many studies. However, no study has
considered preventive maintenance models with incorporated probabilities of correct and incorrect
decisions made during continuous condition monitoring. This article presents a mathematical model
of preventive maintenance, with imperfect continuous condition monitoring of the WT components.
For the first time, the article introduces generalized expressions for calculating the interval probabilities
of false positive, true positive, false negative, and true negative when continuously monitoring the
condition of a WT component. Mathematical equations that allow for calculating the expected cost of
maintenance per unit of time and the average lifetime maintenance cost are derived for an arbitrary
distribution of time to degradation failure. A numerical example of WT blades maintenance
illustrates that preventive maintenance with online condition monitoring reduces the average lifetime
maintenance cost by 11.8 times, as compared to corrective maintenance, and by at least 4.2 and
2.6 times, compared with predetermined preventive maintenance for low and high crack initiation
rates, respectively.

Keywords: condition monitoring; preventive maintenance; sensor; uncertainty quantification; false
positive; false negative; maintenance cost

1. Introduction

Currently, there is a global transformation of energy production toward renewable energy sources,
and wind power is a source that is developing at the highest rate. According to the authors of [1],
the overall capacity of all wind turbines (WTs) installed worldwide, by the end of 2018, was 597 GW,
of which 50.1 GW was added in 2018 alone. Thus, the increase in wind power amounted to 8.4%
in 2018. Wind power developed most rapidly in China and the United States, adding 21 GW and
7.6 GW in 2018, reaching 217 GW and 96 GW, respectively [1]. With such rapid growth of wind energy
production, special attention is given to the lowered cost of 1 kWh of produced energy. Thus, according
to IRENA [2], 1 kWh of energy produced by an offshore WT has decreased from 0.17 USD/kWh in
2010 to 0.14 USD/kWh in 2017. A significant reduction in the cost of produced wind energy can be
achieved by reducing the cost of operation and maintenance (O&M). Indeed, O&M costs for offshore
wind farms account for 25% of the total cost [3]. Therefore, many scientific publications have been
devoted to optimizing the maintenance of WT [4–10].
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When analyzing possible maintenance strategies for WT components, we use the terminology
of the standard EN 13306: 2017 [11]. By this standard, the following basic maintenance types can be
applied to WT components: preventive, predetermined, condition-based, corrective, and predictive.

Traditionally, preventive maintenance has relied on statistics data calculating such reliability
indicators as mean time to failure, and the cumulative distribution function of time to failure to
determine the optimum periodicity of component replacement. Preventive maintenance without
previous condition investigation is called predetermined maintenance [11]. The main effect achieved
when using predetermined preventive maintenance is reducing the probability of failure in the interval
between services. Today, however, preventive maintenance activities can be effectively improved by
using built-in sensors that can directly monitor the component condition. When using information
from sensors, the operator observes an approaching failure, which allows for planning the necessary
actions to replace the component and minimize potential losses.

Condition-based maintenance (CBM) is also preventive maintenance, but it includes a combination
of condition monitoring and corresponding maintenance actions. Condition monitoring can be either
scheduled or continuous. A distinctive feature of condition-based maintenance is the introduction of
a preventive or replacement threshold, which is different from the degradation failure threshold.

Corrective maintenance is carried out after failure occurrence and intended to restore the
component operability. Corrective maintenance is typically used for components which have failures
that are not safety-related and do not lead to significant economic losses. Corrective maintenance may
also use periodic inspections or continuous condition monitoring on the base of sensors; however,
maintenance actions are performed only after failure identification.

Predictive maintenance comprises condition monitoring and forecasting the future component
condition, where maintenance decision-making depends on the results of the prediction, so that the
component can be replaced or restored before its failure. Predictive maintenance can also be based on
periodic or continuous condition monitoring. However, the information obtained during monitoring
is used to estimate the remaining useful life and to plan maintenance actions.

Thus, all of the types of maintenance considered, except for predetermined, are based on varying
degrees of condition monitoring. The literature [12–14] gives a comprehensive analysis and discussion
of condition monitoring methods used for WT components. The authors of [15] present an in-depth
analysis of CBM strategies for offshore wind energy equipment. Currently, the most promising type of
condition monitoring is the use of sensors that provide reliable continuous measurements and targeted
evaluation of critical data. The use of sensors allows for avoiding manual inspections, reducing the
probability of failure occurrence, reducing the downtime, and helping to plan maintenance actions [16].
Therefore, we will further highlight the studies on the optimization of the maintenance of deteriorating
WT components using continuous condition monitoring.

Byon et al. [4] considered optimal repair strategies for WT that operate in different weather
conditions. It is assumed that the sensors are error-free, and instantaneously reveal the system
condition. Yildirim et al. [6] considered an integrated framework for wind farm maintenance that
uses real-time sensor data to improve wind farm maintenance and operational decisions. A dynamic
maintenance cost associated with preventive and corrective maintenance decisions is proposed.
The study performed by Canizo et al. [17] presented a big data analytical approach for predictive
maintenance of WT using a big data processing framework to generate predictive models based on
historical data. Interactive fault-tolerant monitoring predicts the state of WT every 10 minutes.
Fu et al. [18] considered a method for analyzing the reliability of a network monitoring wind
turbine blades based on wireless sensor networks. Krishna [19] considered a remote instrument
monitoring system, which is a dispatching control and data acquisition system based on a wireless
sensor network, with a set of sensors distributed throughout the turbines of wind power plants.
Nilsson and Bertling [20] presented a lifecycle cost analysis of different preventive and corrective
maintenance strategies of WT, where a condition monitoring system is used to improve maintenance
planning for a single WT onshore and a wind farm offshore. Kerres et al. [21] considered a model
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that is capable of estimating O&M cost for different maintenance strategies over the WT lifecycle.
Three simulated types of maintenance include run-to-failure maintenance, maintenance with annual
inspections of the gearbox and generator, as well as the installation of a vibration condition monitoring
system that detects 90% of the gearbox and generator defects. Van Horenbeek et al. [22] considered
a new concept of modeling various failure modes based on the P–F curve. The constructed stochastic
simulation model allows for quantifying the economic benefits of introducing an imperfect condition
monitoring system in the WT gearbox. Research proves that a condition monitoring system is
beneficial, in comparison to the current maintenance strategy. Kaiser and Gebraeel [23] considered
a sensory-updated predictive maintenance policy, which uses degradation models and sensor signals
to predict and update the residual life distribution. Bryant and John [24] considered an asset
management model of WT based on the method of modeling Petri nets. The condition monitoring
system continuously monitors WT components to capture early indication of component failure, so that
preventive maintenance can be planned. Besnard and Bertling [25] considered three maintenance
strategies of WT blades, including visual inspections, inspection with a condition-monitoring technique,
and online condition monitoring. The expected lifecycle maintenance costs associated with different
approaches are calculated and compared. Pattison et al. [26] considered a new architecture for the
implementation of reliability-centered maintenance of offshore WT. The architecture supposes three
integrated modules for intelligent condition monitoring, reliability, and maintenance modeling,
as well as maintenance schedules that provide cost-effective preventive maintenance management
of offshore WTs. Ghamlouch et al. [27] considered a preventive maintenance model for a system
subject to uncertainty due to the stochastic nature of the deterioration and production processes.
Shafiee and Finkelstein [28] considered an optimal proactive maintenance policy for continuous
monitoring systems prone to stochastic degradation. The task of proactive group maintenance
is performed when the degradation level of the subsystem exceeds the “alert” threshold (less than
the failure threshold), which reduces the probability of system failures. Shafiee et al. [29] considered
an optimal CBM strategy for a multi-blade offshore wind turbine system subjected to stress corrosion
cracking and environmental shocks. Wang et al. [30] considered a new model for diagnosing faults and
predicting the remaining useful life of WT components with limited degradation data. The model can
be used for predictive maintenance optimization of WT components. Marugan et al. [31] considered
a novel approach for false alarm detection and prioritization applied to a real dataset from a vibration
monitoring system of a WT. The studies [32–34] considered a preventive maintenance model where the
replacement can be corrective, due to a failure, or preventive, after a predetermined time τ, depending
on what occurs first. The model assumes that condition monitoring is perfect and immediately detects
any fault, and each faulty component is replaced with a new one.

Thus, to date, a significant number of articles [4,6,17–28,32–34] have been published in which
continuous condition monitoring is used to reduce maintenance cost or increase the availability of WT
components or other degrading systems. A common assumption in these publications is that condition
monitoring is perfect. However, the information received by the operator from the sensors is usually
distorted by noise and measurement errors [35]. Therefore, decisions made based on information
received from sensors may be erroneous, which may ultimately lead to significant economic losses.
Indeed, a false alarm can be associated with an unscheduled interruption in the operation of a WT for
a while, and result in carrying out unreasonable work. As shown in [22], the added economic effect
from the use of a perfect condition-monitoring system is €99,844 for one turbine. However, this effect
can be significantly reduced by false alarms and low detectability. The level of detectability depends
on the probability of a false negative that is associated with undetected failure, which may result in
significant economic losses, sometimes connected even to the destruction of WT equipment. Therefore,
when optimizing the preventive maintenance of the WT components, it is necessary to consider the
validity of the information received from the built-in sensors.

Table 1 shows the results of the analysis of maintenance models using continuous condition monitoring.
From Table 1, it follows that in almost all studies on maintenance optimization, the continuous condition
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monitoring is assumed to be perfect. Only the research performed by Van Horenbeek et al. [22] indicates
that the effect of using sensors is highly dependent on the performance of the condition monitoring system,
including the impact of false alarms.

This study proposes a new mathematical model of preventive maintenance of WT components on
the basis of imperfect continuous condition monitoring. For the first time, equations for calculating the
interval probabilities of a false positive, true positive, false negative, and true negative, are derived.
A numerical example illustrates that the probabilities of decisions made based on the sensor information
depend on both the noise and the degradation process parameters. Mathematical modeling of the WT
blades preventive maintenance is given. Numerical calculations show that preventive maintenance
with online condition monitoring of WT blades is much more effective than predetermined preventive
maintenance and corrective maintenance. The proposed mathematical model of preventive maintenance
based on imperfect condition monitoring can be used, not only for WT components, but also for some
other deteriorating systems.

Table 1. Classification of maintenance models on the basis of continuous condition monitoring.

Type of Maintenance Continuous Condition Monitoring Studies

Corrective
perfect [4,6,18,20,21]

imperfect -

Preventive
perfect [4,6,19–21,24–27,32–34]

imperfect [22]

Condition-based
perfect [28,29]

imperfect -

Predictive
perfect [17,23]

imperfect -

2. Quantification of the Uncertainty of Continuous Condition Monitoring

Let the state of the WT component be continuously monitored with the help of built-in sensors
in the interval (0, τ), where τ is the periodicity of preventive maintenance. Further, we suppose that
condition monitoring is imperfect, i.e., an operable WT component can be judged as inoperable at any
instant of the interval (0, τ), and vice versa, an inoperable WT component can be judged as operable.
We assume that a WT component is replaced at the time τ if the sensors do not indicate a failure during
the interval (0, τ) or at any instant of the interval (0, τ), if at that instant the sensors indicate failure.
Decisions made based on monitoring the condition of the WT component during the interval (0, τ) are
reduced to conducting a preventive or corrective maintenance. After any type of maintenance, the WT
component becomes as good as new. The trustworthiness of continuous condition monitoring results
has a significant impact on these decisions.

Let us consider the graph of decision-making when monitoring the condition of a WT component
in the interval (0, τ), which is shown in Figure 1. A priori, the WT component can be in the operable
state in the interval (0, τ) with probability P(τ) or the inoperable state with probability 1 − P(τ).
According to the results of continuous condition monitoring of the WT component in the interval (0, τ)
one of the following events may occur. The component will not fail, and the sensors will not give
an alarm (true positive—TP), the component will not fail, but the sensors will provide a warning (false
positive—FP), the component will fail, and the sensors will alarm (true negative—TN), and finally the
component will fail, but the sensors will not trigger an alarm (false negative—FN). The probabilities of
these events are marked as PTP(τ), PFP(τ), PTN(τ), and PFN(τ) in the graph of Figure 1.
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Figure 1. Graph of decision-making when monitoring the condition of the wind turbine (WT) component
in the interval (0, τ), where P(τ) is the probability that the WT component will be in the operable state
in the interval (0, τ), PTP(τ) is the probability that the component will not fail during the interval (0,τ),
and the sensors will not give an alarm (true positive), PFP(τ) is the probability that the component
will not fail during the interval (0,τ), and the sensors will give an alarm (false positive), PTN(τ) is the
probability that the component will fail, and the sensors will alarm (true negative), and PFN(τ) is the
probability that the component will fail, but the sensors will not trigger an alarm (false negative).

It should be noted that the probabilities indicated in Figure 1 are determined on a time interval (0,
τ) of continuous condition monitoring, i.e., these probabilities are interval probabilities, and do not
correspond to some point in time.

Let us determine the probabilities of a TP, FP, TN, and FN in the interval (0, τ). Assume that the
random variable H (H ≥ 0) denotes the time to failure of the WT component with a failure probability
density function (PDF) ω(η). The random variable H is the smallest root of the stochastic equation

X(t) − FT = 0, (1)

where X(t) is the stochastic process of the WT component degradation and FT is the degradation failure
threshold.

Since the sensors are assumed to be error-prone, the observed process Y(t) can be represented as
the sum of the degradation processes X(t) and noise e(t).

Y(t) = X(t) + e(t). (2)

Let us consider the random variable H*, which is the smallest root of the stochastic equation

Y(t) − FT = 0. (3)

The random variable H* is the occasional time until the stochastic process Y(t) crosses the failure
threshold FT. Figure 2 illustrates the difference between the realizations x(t) and y(t) of the stochastic
processes X(t) and Y(t), and realizations η and η* of the random variables H and H*. Equation (3) shows
that random variable H* is a function of random variable H and noise e(t). That is why the realizations of
time to failure η* and η do not match in Figure 2.

The presence of noise e(t) in Equation (3) leads to a random error in evaluation of time to failure,
which is defined as follows:

Δ = H∗ −H. (4)

Random variables H (0 <H <∞) and Δ (−∞ < Δ <∞) have an additive relationship. Therefore,
the random variable H* is defined in a continuous range of values from −∞ to∞.
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Figure 2. Possible realizations of the stochastic processes X(t) and Y(t), and the realizations η and η* of
the random variables H and H*.

Using the definitions of random variables H and H*, we formulate events related to FP, TP, FN,
and TN during the interval (0, τ) as follows:

FP(0, τ) = [(H ≥ τ)∩(H∗ ≤ τ)], (5)

TP(0, τ) = [(H ≥ τ)∩(H∗ ≥ τ)], (6)

FN(0, τ) = [(H ≤ τ)∩(H∗ ≥ τ)], (7)

TN(0, τ) = [(H ≤ τ)∩(H∗ ≤ τ)]. (8)

The probabilities of events (5)–(8) can be found by calculating the probability of hitting a random
point {H, H*} in a 2D domain created by the boundaries of variation of each random variable, and is
equal to 2-fold integral over this area. Let us denote the joint PDF of the random variables {H, H*}
as ω0(η,η∗). The event FP(0, τ) corresponds to the 2D domain with the following limits: τ ≤ H < ∞
and −∞ < H∗ ≤ τ. By integrating the PDF ω0(η,η∗) within the specified region, we determine the
probability of FP.

PFP(0, τ) = P[FP(0, τ)] =

∞∫
τ

τ∫
−∞

ω0(η,η∗)dη∗dη. (9)

We derive the probabilities of events TP(0, τ), FN(0, τ), and TN(0, τ) analogically to the probability
PFP(0, τ). Conducting some mathematical manipulations we obtain

PTP(0, τ) = P[TP(0, τ)] =

∞∫
τ

∞∫
τ

ω0(η,η∗)dη∗dη, (10)

PFN(0, τ) = P[FN(0, τ)] =

τ∫
0

∞∫
τ

ω0(η,η∗)dη∗dη, (11)

PTN(0, τ) = P[TN(0, τ)] =

τ∫
0

τ∫
−∞

ω0(η,η∗)dη∗dη. (12)
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As can be seen from (9)–(12), in order to find the probabilities FP, TP, FN, and TN, the joint PDF
ω0(η,η∗) should be known. Let us present the joint PDF ω0(η,η∗) as follows:

ω0(η,η∗) = ω(η)θ(η∗ |η ), (13)

where θ(η∗
∣∣∣η) is the conditional PDF of random variable H∗ provided that H = η.

From (4), when H = η, the random variable H* reduces to H* = η + Δ. Since between the random
variables H and Δ exists the additive relationship, the following equality thus holds:

θ(η∗ |η ) = f (η∗ − η |η ), (14)

where f (η∗ − η|η ) is the conditional PDF of the random error in evaluation of time to failure, provided
that H = η.

Substituting (14) into (13) gives

ω0(η,η∗) = ω(η) f (η∗ − η |η ). (15)

The relation (15) makes it possible to simplify (9)–(12). By substitution of (15) into (9), we get

PFP(0, τ) =

∞∫
τ

ω(η)

τ∫
−∞

f (η∗ − η |η )dη∗dη. (16)

Making the substitution δ = η∗ −η in the internal integral of (16) results in the following expression
for FP:

PFP(0, τ) =

∞∫
τ

ω(η)

τ−η∫
−∞

f (δ |η )dδdη. (17)

Accomplishing a similar change of variable in expressions (10)–(12), we get

PTP(0, τ) =

∞∫
τ

ω(η)

∞∫
τ−η

f (δ |η )dδdη. (18)

PFN(0, τ) =

τ∫
0

ω(η)

∞∫
τ−η

f (δ |η )dδdη. (19)

PTN(0, τ) =

τ∫
0

ω(η)

τ−η∫
−∞

f (δ |η )dδdη. (20)

As seen from (17)–(20), to calculate the probabilities of FP, TP, FN, and TN when performing
continuous condition monitoring of a WT component, the PDF ω(η) and f (δ|η) are supposed to be
known. We should also note that formulas (17)–(20) are generalized, i.e., they can be used for any
stochastic degradation process X(t) and any noise e(t).

3. Maintenance Model with Imperfect Continuous Condition Monitoring

Let us consider the mathematical maintenance model of a WT component in the interval (0, τ)
with imperfect continuous condition monitoring. Further, we consider the problem of minimizing the
expected maintenance cost per unit of time of a WT component for an infinite time horizon. The decision
to conduct a maintenance action on the WT component is based on information received from the
sensors. The decision to conduct corrective maintenance within the interval (0, τ) is made in the case of
failure detection, which corresponds to the occurrence of the TN(0, τ) event. In the case of the FP(0, τ)
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event occurring, the preventive maintenance is carried out. If the alarm signal does not appear in the
interval (0, τ), it means that a TP(0, τ) event occurred, or that the component failed, and an FN(0, τ)
event appeared. Since the time horizon is infinite, it is appropriate to choose the expected maintenance
cost per unit of time as the maintenance effectiveness indicator of the WT component. Since after
any type of maintenance, the WT component becomes as good as new, then according to the authors
of [34], the expected cost of maintenance per unit of time can be determined as the ratio of the average
maintenance cost for the regeneration cycle to the average duration of this cycle.

E[Cu(τ)] =
E[Ca(τ)]

E[TRC(τ)]
. (21)

The optimization problem is as follows:

τopt ⇒ min
τ

E[Cu(τ)], (22)

where τopt is the optimal periodicity of preventive maintenance.
The average maintenance cost for one regeneration cycle consists of two parts. The first part

determines the cost of maintenance for the case when a failure occurs in the interval (0, τ), i.e., H ≤ τ.
Let the failure occur at the moment H = η ≤ τ. Then the cost of maintenance includes the cost of
corrective repair if the sensors detect the failure, and the cost of losses due to unrevealed failure state
of the WT component if the sensors do not identify the failure.

E[Ca(τ)|H = η ≤ τ ] = CCMPTN(η, τ|H = η ) + CUF(τ− η)PFN(η, τ|H = η ), (23)

where CCM is the cost of corrective maintenance, CUF is the loss cost per unit of time due to unrevealed
failure, PTN(η, τ|H = η) is the conditional probability of TN in the interval (η, τ) provided that H = η,
and PFN(η, τ|H = η) is the conditional probability of FN in the interval (η, τ) provided that H = η.

Using (19) and (20) we determine the conditional probabilities PFN(η, τ|H = η) and PTN(η, τ|H = η)

as follows:

PFN(η, τ|H = η ) =

∞∫
τ−η

f (z |η )dz, (24)

PTN(η, τ|H = η ) =

τ−η∫
−∞

f (z |η )dz. (25)

The second part determines the cost of maintenance for the case when no failure occurs in
the interval (0, τ), i.e., H > τ. In this case, the cost of maintenance includes the cost of preventive
maintenance, either if the sensors incorrectly detect a failure in the interval (0, τ), or if the sensors do
not send an alarm signal in the interval (0, τ).

E[Ca(τ)|H = η > τ ] = CFP
PMPFP(0, τ|H = η ) + CTP

PMPTP(0, τ|H = η ), (26)

where CFP
PM and CTP

PM are, respectively, the cost of preventive maintenance due to the FP and TP
events, PFP(0, τ|H = η) is the conditional probability of FP in the interval (0, τ) provided that H = η,
and PTP(0, τ|H = η) is the conditional probability of TP in the interval (0, τ) provided that H = η.

The values of CFP
PM and CTP

PM may not match, because in the case of occurrence of FP, the preventive
maintenance is unscheduled, and in the case of TP, the preventive maintenance is scheduled.

On the base of (17) and (18), we determine the conditional probabilities PFP(0, τ|H = η) and
PTP(0, τ|H = η)

PFP(0, τ|H = η ) =

τ−η∫
−∞

f (δ |η )dδ, (27)
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PTP(0, τ|H = η ) =

∞∫
τ−η

f (δ |η )dδ. (28)

Applying the law of total expectation, we determine the average maintenance cost for one
regeneration cycle:

E[Ca(τ)] =

τ∫
0

E[Ca(τ)|H = η ≤ τ ]ω(η)dη+

∞∫
τ

E[Ca(τ)|H = η > τ ]ω(η)dη. (29)

Substituting (23) and (26) into (29) gives

E[Ca(τ)] = CCMPTN(0, τ) + CUF

τ∫
0
(τ− η)PFN(η, τ|H = η )ω(η)dη+CFP

PMPFP(0, τ) + CTP
PMPTP(0, τ). (30)

Let us now determine the mean time of the regeneration cycle. In deriving the expression for
E[TRC(τ)], we will consider that within the interval (0, τ), the maintenance is possible only due to
the occurrence of either an FP event or a TN event. Assume that H = η ≤ τ. Then, the conditional
mathematical expectation of the regeneration cycle is

E[TRC(τ)|H = η ≤ τ ] = ηPTN(η, τ|H = η ) + (τ− η)PFN(η, τ|H = η ). (31)

Now suppose that H = η > τ. In this case, we have

E[TRC(τ)|H = η > τ ] =

τ∫
0

zωFP(z |η )dz+τPTP(0, τ|H = η ), (32)

where ωFP(z
∣∣∣η) is the conditional PDF of an FP in the interval (0, z), 0 < z ≤ τ, provided that H = η.

The conditional PDF ωFP(z
∣∣∣η) is a derivative of the cumulative distribution function of the time

to a false alarm under condition that H = η

ωFP(z |η ) = d
dz

⎧⎪⎪⎪⎨⎪⎪⎪⎩
z−η∫
−∞

f (δ |η )dδ
⎫⎪⎪⎪⎬⎪⎪⎪⎭. (33)

Using the theorem on the derivative of an integral by a variable upper limit, we find

ωFP(z |η ) = f (z− η |η ). (34)

Substituting (34) into (32) gives

E[TRC(τ)|H = η > τ ] =

τ∫
0

z f (z− η |η )dz+τPTP(0, τ|H = η ), (35)

Using the law of total expectation, we determine the mean time of the regeneration cycle:

E[TRC(τ)] =

τ∫
0

E[TRC(τ)|H = η ≤ τ ]ω(η)dη+

∞∫
τ

E[TRC(τ)|H = η > τ ]ω(η)dη. (36)
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By substitution of (31) and (35) into (36), we have

E[TRC(τ)] =
τ∫

0
PTN(η, τ|H = η )ω(η)dη+

τ∫
0
(τ− η)PFN(η, τ|H = η )ω(η)dη+

∞∫
τ

τ∫
0

f (z− η |η )ω(η)dzdη+ τ
∞∫
τ

PTP(0, τ|H = η )ω(η)dη.

(37)

For the case when the condition monitoring is perfect, Equation (37) reduces to

E[TRC(τ)] =

τ∫
0

ω(η)dη+ τ

∞∫
τ

ω(η)dη, (38)

which coincides with the well-known expression [34].

4. Example: Preventive Maintenance of Wind Turbine Blades

4.1. Methods of Condition Monitoring of Wind Turbine Blades

Modern WT rotor blades are usually made of composite materials. Different types of damage may
occur in WT blades. The most common damages to the WT rotor blades are as follows [36]: cracks along
adhesive joints, cracks parallel to the fiber direction, cracks along the plane between plies, etc. The causes
of the defects that appear in WT rotor blades are analyzed in many studies, for example [36–39].
Blade cracks can be detected by periodical visual inspections, periodical inspections on the base of
nondestructive testing, or online condition monitoring using sensors. A detailed analysis of different
testing, inspecting, and online monitoring technologies for WT blades and other components is
described in [14,38,40,41]. As mentioned in many studies, online condition monitoring is a promising
technique for reducing the maintenance cost and downtime of WT [42–45]. The online monitoring
methods include the acoustic emission detection method, the thermal imaging method, the ultrasonic
method, the fiber optics method, and some others [38]. According to the authors of [38], ultrasonic
methods allow for the identification of cracks, several mm in size. Nowadays, optical fiber sensors are
widely used in different structural health monitoring systems [46–51]. The use of an online monitoring
system based on Brillouin optical time-domain analysis allows for detecting a crack as small as 1.5 cm,
when monitoring a wind turbine blade [52].

Further, we assume that one of the methods, as mentioned above, is used for online condition
monitoring of WT blade damages. Some forms of damage, once they have appeared in the composite
blade structure, will quickly spread and may overload other structural components that finally may
lead to a failure of the WT. The destruction of a WT blade usually leads to significant economic losses.

4.2. Crack Degradation Model

An increase in the size of the crack leads to a rise in the probability of failure of the WT blade.
The dependence of the length of a growing crack on time is a monotonic function. In the general case,
such a function is convex. The following random function can be used to approximate the monotonic
stochastic process of crack degradation:

X(t) = Atγ, (39)

where A is the random degradation rate of crack [cm/unit of time] and γ is the exponent of time.
If γ > 1, then the realizations of the random function X(t) have a convex shape.
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For calculating the average maintenance cost per unit of time we need to know the conditional
PDF of random error in evaluating the time to failure f (δ|η). Following the method described in [53],
and assuming that the noise e(t) is a white noise, we derive the following equation for the PDF f (δ|η):

f (δ |η ) = γ

(
FT
η

)∣∣∣∣∣∣∣
(
δ+ η

η

)γ−1
∣∣∣∣∣∣∣Ω
{

FT
[
1−

(
δ+ η

η

)γ]}
, (40)

where Ω(e) is the PDF of the random measurement error.
For the sake of simplicity, assume that the crack degradation function is linear, i.e., γ = 1. In this

case, from (40) we obtain

f (δ |η ) =
(

FT
η

)
Ω
(
−FT

η
δ

)
. (41)

In the case when the measurement noise is Gaussian white noise, (41) transforms into the following
equation:

f (δ |η ) =
⎛⎜⎜⎜⎜⎝ 1

σ2
e
√

2π

⎞⎟⎟⎟⎟⎠(FT
η

)
exp

⎧⎪⎪⎨⎪⎪⎩− 1
2σ2

e

[
(−FT)δ

η

]2⎫⎪⎪⎬⎪⎪⎭, (42)

where σe is the standard deviation of the measurement noise.
For a linear stochastic process of crack degradation, the PDF of the time to failure is given by [54]:

ω(η) =
m1σ

2
1η

2 + σ2
1η(FT −m1η)√

2πσ3
1η

3
exp

⎧⎪⎪⎨⎪⎪⎩− (FT −m1η)
2

2σ2
1η

2

⎫⎪⎪⎬⎪⎪⎭
⎛⎜⎜⎜⎜⎜⎜⎜⎝
∞∫

0

ϕ(a )da

⎞⎟⎟⎟⎟⎟⎟⎟⎠
−1

, (43)

where m1 and σ1 are the mathematical expectation and standard deviation of the random degradation
rate of crack, and ϕ(a ) is the Gaussian PDF of the random degradation rate of crack A

[
cm

unit of time

]
.

The distribution of A is truncated because negative rates are impossible.
The crack can begin its growth at any time during the lifetime of the blade. Thus, for determining

the average lifetime maintenance cost, the expected maintenance cost during the regeneration cycle of
the blade should be multiplied by the crack initiation rate (θ), and the lifetime of a WT (TLT).

E[CLT(τ)] = θTLTE[Ca(τ)]. (44)

4.3. Model Parameters

In determining the optimal periodicity of preventive maintenance, we mostly use the initial
data given in [25] for an offshore WT. As indicated in [25], even a small crack size of 20–30 mm
for the delamination may reduce the strength of the blades, and may finally be a reason for failure.
Further, we assume that FT = 60 cm. The cost of corrective maintenance due to catastrophic failure
is CCF

CM = €440, 400, which includes the cost of a new blade, the cost of production losses, the cost
of ordering a boat and crane, and the cost of installation. The cost of ordering an offshore boat and
inspection CM is assumed to be €12,500. The cost of corrective maintenance due to degradation failure
is usually significantly less than CCF

CM because the damaged blade can be repaired in situ. In calculations,
we assume that CCM = €100, 000. Furthermore, it will be shown that, for a degrading component,
a false alarm usually occurs when the value of the degradation parameter approaches the threshold FT.
Based on this we assume that losses due to an FP will include the cost of ordering an offshore boat,
the inspection cost, and the cost of in situ repair by patch technique because of advanced degradation.
Therefore, we assume that CFP

PM = €20, 000. The cost of preventive maintenance due to TP event at the
end of the interval (0, τ), we assume to be equal CFP

PM, i.e., CTP
PM = €20, 000. The loss cost per unit of

time due to unrevealed failure, we calculate assuming that, as in [25], the average power production is
2 MW and the price for electricity is 50 €/MWh. In this case, we calculate that CUF = 72, 000 €

month .
It should be noted that in 2018, the cost of electricity in Europe was significantly higher varying from
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100.5 €/MWh in Bulgaria to 312.3 €/MWh in Denmark [55]. Following study [25], we assume that the
crack initiation rate θ is in the range of 0.05–0.2 [1/year] and the lifetime TLT for one WT is 25 years.

Table 2 shows a summary of the model parameters.

Table 2. Model parameters.

Parameter Symbol Value

Cost of corrective maintenance due to degradation failure CCM [€] 100,000

Cost of corrective maintenance due to catastrophic failure CCF
CM [€] 440,000

Cost of preventive maintenance due to false positive CFP
PM [€] 20,000

Cost of preventive maintenance due to true positive CTP
PM [€] 20,000

Loss cost per unit of time due to unrevealed failure CUF
[
€

month

]
72,000

Cost of ordering an offshore boat and inspection CM [€] 12,500

Crack initiative rate θ [1/year] 0.05–0.2

WT lifetime TLT [year] 25

5. Results and Discussion

This section of the article presents the results and discussion of the preventive maintenance
optimization of WT blades on the basis of the mathematical model developed in Sections 2 and 3.

5.1. Investigation of Probabilities of Correct and Incorrect Decisions of Online Condition Monitoring

The probabilities of correct and incorrect decisions at the online condition monitoring of the
WT blades are calculated using formulas (17)–(20). As can be seen from (17)–(20), to calculate these
probabilities, PDF f (δ|η) and ω(η) should be known. Using expressions (42) and (43), let us investigate
the behavior of PDF f (δ|η) and ω(η).

Figure 3 shows a 3D presentation of the conditional PDF f (δ
∣∣∣η) , plotted by 3D Surface Plotter

when FT = 60 cm and σe = 6 cm.

Figure 3. A 3D presentation of the conditional PDF of error when evaluating the time to failure, depending
on the arguments δ and η.

As can be seen in Figure 3, the conditional PDF f (δ
∣∣∣η) flattens with an increase in the failure time

η, which indicates an increase in the variance of the error in evaluating the time to failure.
Figure 4a shows a plot for the conditional PDF of the measurement error in evaluating the time to

failure when η = 6 months. As can be seen in Figure 4a, the PDF f (δ
∣∣∣η) has a symmetric Gaussian
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distribution. For comparison, Figure 4b shows a plot for the PDF of the measurement error Ω(e).
By comparing the plots presented in Figure 4a and 4b, we can see that both PDFs are of the same
form, though the abscissa axis denotes the error in evaluating the time to failure for the PDF f (δ

∣∣∣η)
and the measurement error of sensors for the PDF Ω(e). Thus, the conditional PDF f (δ

∣∣∣η) allows the
conversion of sensor errors into errors in evaluating the time to failure of a WT component. Essentially,
this is the conversion of spatial characteristics (errors of sensors) into temporary characteristics (errors
in evaluating the time to failure). Knowledge of PDF f (δ

∣∣∣η) allows for calculating the probabilities of
the events FP, TP, FN, and TN during any interval of condition monitoring.

Figure 5a shows the plot of the PDF ω(η) when m1 = 5 cm
month , σ1 = 2.5 cm

month , and FT = 60 cm.
As can be seen in Figure 5, PDF ω(η) begins to grow sharply at η = 4.4 months and reaches a maximum
at η = 8.9 months.

Figure 5b shows the dependence of the probability of failure Q(η) as a function of time to failure.
As can be seen from Figure 5b, the probability of failure reaches 10% at η = 5.6 months, 25% at η = 8.9
months, and 50% at η = 12 months. From the graph in Figure 5b, we can see that the highest increase
in the probability of failure falls on the time interval of 5–12 months.

  

(a) (b) 

Figure 4. (a) The plot of the conditional probability density function (PDF) of the error in evaluating
the time to failure when η = 6 months; (b) The plot of the PDF of the measurement error of sensors.

  

(a) (b) 

Figure 5. (a) Probability density function of time to failure; (b) Probability of failure.

Figures 6–9 show the dependence of the probabilities of a FP, TP, FN, and TN on the length of the
monitoring interval τ when σe = 6 cm and the rest of data are the same as for Figure 5.
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Figure 6. The dependence of the probability of false positive on the length of the interval τ.

 

Figure 7. The dependence of the probability of true positive on the length of the interval τ.

 

Figure 8. The dependence of the probability of false negative on the length of the interval τ.
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Figure 9. The dependence of the probability of true negative on the length of the interval τ.

From the analysis of dependencies in Figures 6–9, we can draw the following conclusions:

1. All probabilities depend on the length of the monitoring interval τ;
2. The probability of an FP begins to go up remarkably at τ = 4 months and gets to 3.8% at τ = 9.5

months, and then slowly decreases to 1.6 % at τ = 18 months;
3. The probability of TP decreases slowly, reaching 98.5% at τ = 4.75 months, and then begins to

decrease rapidly, reaching 22.4% at τ = 18 months;
4. The probability of FN begins to increase remarkably at τ = 5.25 months reaching the maximum

value of 3.4% in the vicinity of the maximum of PDF of time to failure when τ = 10.6 months,
and then decreases reaching 1.8% at τ = 18 months;

5. The probability of TN begins to increase significantly at τ = 5.5 months when its value is 0.7%,
and then increases sharply reaching 74.2% at τ = 18 months.

The behavior of the curves in Figures 6–9 requires some explanation. The dependence of PFP(τ)

in Figure 6 is explained by the behavior of the sum of the crack size and sensor noise according to
Equation (2). When the crack size is small and far from the FT threshold, the probability that the sum
of the crack size and sensor noise exceeds the threshold FT is low. That is why for small crack size,
the probability of a false alarm is negligible. However, as the mathematical expectation of the crack
size approaches the FT threshold, the probability that the sum of the crack size and noise exceeds the
threshold FT increases. Therefore, the probability of a false alarm also increases, reaching a maximum
at τ = 9.5 months. When the mathematical expectation of the crack size exceeds the FT threshold,
the probability of a false alarm decreases, because most probably, the unit failed, and as is well-known,
the false alarms occur only for operable units.

Let us explain the dependence of PTP(τ) in Figure 7. When the crack size is small and far from the
FT threshold, the probability that the sum of the crack size and sensor noise is less than the threshold
FT is high. That is why, for small crack size, the probability of a TP event is high. However, as the
crack size rises toward FT threshold, the probability that the sum of the crack size and noise is less
than the threshold FT decreases. Therefore, the probability of a TP also decreases, reaching 22.4% at
τ = 18 months.

The dependence of PFN(τ) in Figure 8 is also explained by the behavior of the sum of the crack
size and sensor noise in respect to the threshold FT. When the crack size is small and far from the FT
threshold, the probability of failure is also small, according to Figure 5b. That is why the probability
that the crack size exceeds FT threshold, and that the sum of the crack size and sensor noise is less
than the threshold FT, is shallow. Therefore, for small crack size, the probability of an FN is negligible.
Beginning from τ = 5.25 months the probability of failure increases remarkably, which means that
an increasing number of realizations of the stochastic process X(t) exceed the threshold FT. However,
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for some of these realizations, the sum of the crack size and noise is less than the threshold FT,
which leads to false-negative events. The probability of an FN reaches the maximum at τ = 10.6
months where the increase in the probability of failure is the maximum. When the mathematical
expectation of the crack size moves up from the FT threshold, the probability of an FN decreases
because it is unlikely that the sum of the crack size and sensor noise will be less than the threshold FT.

The dependence of PTN(τ) in Figure 9 is opposite to that in Figure 7. When the crack size is small
and far from the FT threshold, the probability that the sum of the crack size and sensor noise exceeds
the threshold FT is low. That is why, for small crack size, the probability of a TN event is also low.
However, as the crack size rises, the probability that the sum of the crack size and noise is higher
than the threshold FT increases. Therefore, the probability of a TN also increases, reaching 74.2% at
τ = 18 months.

Thus, from the conducted numerical analysis of the behavior of the probabilities of correct and
incorrect decisions when continuously monitoring the condition of the blades, it follows that these
probabilities are not constant in time and should be considered when optimizing the periodicity of
preventive maintenance.

It should be noted that in the maintenance models with periodic condition monitoring,
the probabilities of an FP, TP, FN, and TN are considered in many studies, for example [56–59]. However,
in these mathematical models, the authors assumed that the probabilities of correct and incorrect
decisions had constant values and do not depend on time and parameters of the degradation process.

5.2. Investigation of the Expected Cost of Preventive Maintenance with Online Condition Monitoring

Figure 10 shows the dependence of the expected maintenance cost per unit of time on the
periodicity of preventive maintenance for the data given in Table 2.

As can be seen in Figure 10, the expected cost of maintenance per unit of time is a convex function
of the periodicity of preventive maintenance τ. When τ is small, the expected maintenance cost is too
high due to frequently conducted preventive maintenance. When τ is large, the expected maintenance
cost is also high due to dominated corrective maintenance cost CCM, which is significantly higher than
preventive maintenance cost CTP

PM. Optimal periodicity of preventive maintenance ensures the minimal
expected cost of maintenance per unit of time, providing a trade-off between the weighted cost of
preventive and corrective maintenance. Indeed, at the optimal periodicity of 6 months, the expected
maintenance cost per unit of time is minimal and equal to 3600 €/month.

 

Figure 10. The dependence of the expected cost of maintenance per unit of time on the periodicity of
preventive maintenance.
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The obtained result requires clarification. Modern WT are usually designed to work for 20–25
years [41,60]. Therefore, the optimal periodicity of preventive maintenance refers to the case of a crack
occurrence and its further growth in the WT blade. Calculating (30) for the data given in Table 2, we
obtain that the average maintenance cost E[Ca(τ)] for one regeneration cycle is €21,230. Substituting
θ and TLT from Table 2, and E[Ca(τ)] into (44) we calculate that the range of the average lifetime
maintenance cost for one WT blade is €26,540 to €106,160 depending on the crack initiation rate.

Let us compare preventive maintenance with online condition monitoring and predetermined
preventive maintenance without condition monitoring. With online condition monitoring, preventive
maintenance is only performed if a crack in the WT blade occurs and develops. If there is no crack,
then only online condition monitoring is performed. In the absence of an online condition monitoring
system, preventive maintenance should be carried out after a specified time interval, regardless of
whether there is a crack or not. Independently of the type of preventive maintenance, corrective
maintenance is accomplished after the failure occurrence.

A mathematical model of the predetermined preventive maintenance of WT blades is given in
Appendix A. Figure 11 shows the dependence of the lifetime maintenance cost on the periodicity of
preventive maintenance.

  

(a) (b) 

Figure 11. The dependence of the average lifetime maintenance cost on the periodicity of predetermined
preventive maintenance when CUF = 72, 000 €

month : (a) Initiation crack rate is 0.05 [1/year]; (b) Initiation
crack rate is 0.2 [1/year].

From Figure 11, we can draw the following conclusions:

1. The average lifetime maintenance cost is a convex function of the periodicity of predetermined
preventive maintenance;

2. The optimal periodicity of predetermined preventive maintenance decreases from 11 months to 8
months, when the crack initiation rate increases from 0.05 [1/year] to 0.2 [1/year];

3. The minimal value of the average lifetime maintenance cost increases with an increase in the
crack initiation rate. Indeed, when θ = 0.05 [1/year], then E[CLT(τ)] = €687, 200; when θ = 0.2
[1/year], then E[CLT(τ)] = €878, 500.

Comparing the results of calculations for preventive maintenance with online condition monitoring
and without it, we note that when using condition monitoring, the maintenance cost is many times less
(25.9 and 8.3, depending on θ). The reason for this is the fact that with online monitoring, preventive
maintenance of the blades is carried out in the presence of a crack. Without condition monitoring,
preventive maintenance is carried out after each interval τ, regardless of whether there is a crack or not.

The plots in Figure 11a,b match the case when the failure is unrevealed and CUF > 0. Let us
evaluate the average lifetime maintenance cost assuming that the failure is revealed, i.e., CUF = 0.
Figure 12a,b show the corresponding plots.
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(a) (b) 

Figure 12. The dependence of the average lifetime maintenance cost on the periodicity of predetermined
preventive maintenance when CUF = 0: (a) Initiation crack rate is 0.05 [1/year]; (b) Initiation crack rate
is 0.2 [1/year].

As can be seen in Figure 12a,b, over the interval (0, 8) months, the cost function decreases sharply,
and with τ > 8 months, the average lifetime maintenance cost slowly decreases reaching at τ = 60
months the values of €196,700 and €486,800 with θ = 0.05 [1/year] and θ = 0.2 [1/year], respectively.

It should be noted that when using corrective maintenance without condition monitoring and
CCF

CM = €440, 000 the average lifetime maintenance cost is €550,000 for θ = 0.05 [1/year] and €2,200,000 when
θ = 0.2 [1/year].

Table 3 shows a summary of the average lifetime cost calculations for different maintenance types
for WT blades.

Table 3. Summary of the average lifetime maintenance cost for different maintenance types.

Crack Initiation
Rate, θ [1/year]

Average Lifetime Maintenance Cost [€/blade]

Preventive Maintenance
with Online

Condition Monitoring

Corrective
Maintenance

Predetermined Preventive Maintenance

CUF = 72,000 [ €
month ] CUF = 0

0.05 46,700 550,000 687,200 196,700

0.2 187,500 2,200,000 878,500 486,800

From the analysis of Table 3, it follows that for any crack initiation rate, when using corrective or
predetermined preventive maintenance, the average lifetime maintenance cost is many times higher
than when using preventive maintenance with online condition monitoring.

In the numerical example, for simplicity, we assumed that the crack propagation model is linear. If the
crack propagation function is not linear, in this case, Equations (1)–(38) are valid for any stochastic process
of crack degradation and any measurement noise. The conditional PDF (40) is valid for any stochastic
degradation process that can be represented by the model (39). The PDF (42) and (43) can be used only
for the linear degradation model. The PDF of time to failure corresponding to the nonlinear model of
degradation (39), i.e., in the case when γ > 1, is given in [54]. It should be noted once again that the
proposed approach to optimizing preventive maintenance based on continuous condition monitoring is
not limited to the model of the degradation process (39). Equations (1)–(38) can be used for any model of
a stochastic degradation process. For example, there is a variety of stochastic processes suitable for the
description of crack growth. We can mention here the stochastic gamma process for modeling gradual
damage monotonically accumulating over time [61,62] and a class of increasing Markov processes [63,64].
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6. Conclusions

This article has proposed a new approach to optimizing preventive maintenance with online condition
monitoring, whichassumesthat thebuilt-insensorsareerror-proneandbasedonthe informationtheyprovide,
incorrect decisions when determining the condition of the WT component are possible. A mathematical
model has been proposed to evaluate the probabilities of correct and incorrect decisions made on the results of
continuous condition monitoring the deteriorating components of WT. Significantly, the article first has solved
the problem of interval evaluation of probabilities of such events as false positive, true positive, false negative,
and true negative for the case of continuous condition monitoring. It has been shown that probabilities of
correct and incorrect decisions depend on the interval of continuous condition monitoring and are functions
of the parameters of the degradation model. Furthermore, the probabilities of a false positive, true positive,
false negative, and true negative have been incorporated into the mathematical model of preventive
maintenance with continuous condition monitoring allowing to determine the average maintenance cost for
one regeneration cycle, the mean time of the regeneration cycle, the expected maintenance cost per unit of
time, and the average lifetime maintenance cost. The proposed mathematical equations for the expected
cost of preventive maintenance with online condition monitoring are valid for any stochastic deterioration
process and any measurement noise. The developed mathematical model has been examined on an example
of optimizing the preventive maintenance of WT blades. By numerical calculations, it has been shown that
with the optimal periodicity of preventive maintenance of 6 months the expected maintenance cost per unit
of time is around 3600 Euro/month; the average maintenance cost for one regeneration cycle is €21,230; and
the average lifetime maintenance cost for one WT blade is €26,540 to €106,160 for the lifetime of 25 years
and at the crack initiation rate lying in the range of 0.05–0.2 [1/year]. It has also been shown that optimal
preventative maintenance with online condition monitoring reduces the average lifetime maintenance cost
by 11.8 times compared with corrective maintenance without condition monitoring, and by at least 4.2
and 2.6 times compared with predetermined preventive maintenance for low and high crack initiation
rates, respectively.

The proposed mathematical model of preventive maintenance based on imperfect online condition
monitoring can be used for a wide range of deteriorating systems since the basic equations do not limit
the type of stochastic degradation process and the type of measurement noise.

Our future work will include an investigation of preventive maintenance of WT blades for the case
of the nonlinear stochastic process of crack propagation; application of the developed mathematical
model to some other components of WT; modification of the proposed maintenance model for case
of a minimal repair policy; and development of a predictive maintenance model of WT components
based on imperfect continuous monitoring.
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FN False negative
FP False positive
GW Gigawatt
kwh Kilowatt hour
MW Megawatt
MWh Megawatt hour
O&M Operation and maintenance
PDF Probability density function
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TN True negative
TP True positive
WT Wind turbine

Nomenclature

H random time to failure of a WT component
ω(η) probability density function of time to failure
Q(η) probability of failure
τ periodicity of preventive maintenance
X(t) stochastic process of a WT component degradation
e(t) stochastic process of noise
Y(t) sum of stochastic processes X(t) and Y(t)
FT degradation failure threshold
H* random time until stochastic process Y(t) crosses failure threshold FT
Δ random error in evaluation of time to failure
ω0(η,η∗) joint probability density function of random variables H and H*

P(τ) probability of failure-free operation of the WT component in the interval (0, τ)
FP(0, τ) a false positive event in the interval (0, τ)
TP(0, τ) a true positive event in the interval (0, τ)
FN(0, τ) a false negative event in the interval (0, τ)
TN(0, τ) a true negative event in the interval (0, τ)
PFP(0, τ) probability of a false positive in the interval (0, τ)
PTP(0, τ) probability of a true positive in the interval (0, τ)
PFN(0, τ) probability of a false negative in the interval (0, τ)
PTN(0, τ) probability of a true negative in the interval (0, τ)
θ(η∗

∣∣∣η) conditional probability density function of random variable H∗
f (δ|η) conditional probability density function of the random error in evaluation of time to failure
E[Ca(τ)] average maintenance cost for the time between renewals
E[TRC(τ)] average duration of the time between renewals (regeneration cycle)
E[Cu(τ)] expected cost of maintenance per unit of time
τopt optimal periodicity of preventive maintenance
CCM cost of corrective maintenance due to degradation failure
CCF

CM cost of corrective maintenance due to catastrophic failure
CUF loss cost per unit of time due to unrevealed failure
CFP

PM cost of preventive maintenance due to false positive
CTP

PM cost of preventive maintenance due to true positive
Ω(e) probability density function of the sensor random measurement error
σe standard deviation of the measurement noise
m1 mathematical expectation of the random degradation rate of crack
σ1 standard deviation of the random degradation rate of crack
A random degradation rate of crack
γ exponent of time
ϕ(a ) Gaussian probability density function of the random degradation rate of crack
θ crack initiation rate
TLT lifetime of a WT
CM cost of ordering an offshore boat and inspection

Appendix A

In the case of predetermined preventive maintenance, the average maintenance cost for the time between
renewals includes the expected cost due to corrective maintenance, preventive maintenance and the losses due to
unrevealed failure, i.e.,

E[Ca(τ)] = CCM

τ∫
0

ω(η)dη+ CUF

τ∫
0

(τ− η)ω(η)dη+CTP
PM

∞∫
τ

ω(η)dη, (A1)
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where 0 < τ ≤ θ−1.
If CUF = 0 in (A1), we obtain well-known formula in age replacement model [34].
If the predetermined preventive maintenance is carried out with periodicity τ, then the total number of

preventive maintenance cycles over the WT lifetime is

N =
TLT
τ

. (A2)

The average number of cracks in the WT blade during the service life is determined as the product of the
crack initiation rate and the lifetime, i.e.

ncrack = θTLT. (A3)

Based on (A1)–(A3), the average lifetime maintenance cost is given by

E[CLT(τ)] = ncrackE[Ca(τ)] + (N − ncrack)CM, (A4)

where CM is the cost of maintenance actions including ordering an offshore boat and inspection.
As seen from (A4), the average lifetime maintenance cost includes the cost of maintenance in the presence of

a crack and the cost of maintenance in its absence. If a crack appeared in each maintenance interval τ, then τ = θ−1,
N = ncrack and the second term in (A4) would be zero.
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Abstract: One of the greatest challenges of optimising the correct operation of wind turbines is
detecting the health status of their core components, such as gearboxes in particular. Gearbox
monitoring is a widely studied topic in the literature, nevertheless, studies showing data of in-service
wind turbines are less frequent and tend to present difficulties that are otherwise overlooked in
test rig based works. This work presents the data of three wind turbines that have gearboxes in
different damage stages. Besides including the data of the SCADA (Supervisory Control And Signal
Acquisition) system, additional measurements of online optical oil debris sensors are also included.
In addition to an analysis of the behaviour of particle generation in the turbines, a methodology to
identify regimes of operation with lower variation is presented. These regimes are later utilised to
develop a health index that considers operation states and provides valuable information regarding
the state of the gearboxes. The proposed health index allows distinguishing damage severity between
wind turbines as well as tracking the evolution of the damage over time.

Keywords: condition monitoring; condition based maintenance; wind turbine; oil debris monitoring;
gearbox

1. Introduction

In a world with an ever-increasing electric energy demand, wind energy is getting attention, and
has become the fastest growing renewable energy source because of its availability and abundance [1,2].
In this way, the global wind turbine installed power capacity is an increasing trend [3], and two
phenomenons are arising: wind turbine (WT) hub size is increasing; and, the fast expansion of wind
farms (WF) requires finding better settlements. Consequently, industries are expanding to inhospitable
locations, such as offshore hard-to-reach places [4] in a pursuit of better wind resources, as typically,
these locations provide higher wind power resources with less turbulence [5].

One of the biggest burdens wind farms face are the Operation & Maintenance (O&M) costs that,
as the authors of [1] state, can comprise 10–20% of the total cost of energy (COE) for wind project, and
reach up to 35% for a WT at the end of life, a figure that goes up to 30% in the case of big offshore wind
farms [6]. Furthermore, various works have related higher failure rates in bigger WTs as compared to
smaller ones [7–9]. Finding a positive correlation between average wind speed and failure rate that is
reinforced in offshore sites [8,10]. Therefore, it is necessary to assess the health state of the systems and
subsystems of WTs, in order to organise maintenance actions and reduce downtimes and losses due to
unforeseen stops. In this field, condition monitoring systems (CMS) are well known technology with
proven success for health status detection, fault identification and prediction [1,2,9]. Such technology
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allows identifying the state of the assets remotely, reducing considerably the need of visual inspections
on site, which is a costly matter mostly for offshore farms [11].

Particularly, gearboxes represent a delicate component of WTs [10]. The various failure statistic
analysis carried out lead to some controversy on its tendency to failure [12], as some of them have less
failures reported [8,12], whereas others find high failure rates related to gearboxes [13]. Anyway, most
of the studies associate the longest WT downtimes to this component [3,12] and emphasise the need of
proper monitoring techniques to avoid them. Additionally, it is considered one of the costliest parts
of the WTs [10] and although there are attempts to replace them with direct drives to reduce costs,
studies question this assumption, and still the majority of offshore wind turbines rely on gearboxes [14].
Consequently, their monitoring is of vital importance.

Gearbox and gearbox related subsystem condition monitoring (CM) has been broadly addressed
on the literature. For that purpose a wide variety of approaches have been tested, such as vibration, oil
debris monitoring (ODM), acoustic emissions and current signature among others. Vibration-based
CMS prevail over other kinds of sensors [2,9], with much research carried out on the field of signal
processing of vibration signals in time, frequency, time/frequency and order domains [3]. However,
some works find ODM techniques also interesting, for their higher correlation with wear creation [15],
or for the added value they have for monitoring both the oil quality and the state of the gearbox
parts [1,2].

Nevertheless, even if the advantages of CM are proven [2,11], its transfer from experimental tests
to real WT use cases is less known in the literature [16]. This is because the variability of operation
conditions of WTs affects the extraction of indicators while it specially damages the systems of WTs [2].
Most of the works presenting real in-service WT data are based on the use of SCADA (Supervisory
Control and Data Acquisition) data, which is readily available in general. Typically, it is used to
compare performances among WTs using power curves [17]. These benchmarking procedures are
usual for other O&M issues such as pitch misalignment correction [18,19] and the identification of
defective anemometers [20]. Additionally, temperatures from the SCADA have been modelled and
compared over time to use differences as alarms as the different works reviewed by the authors of [21]
show. However, the success of these techniques is limited [3]. Partly, because of external influences
(such as the outside temperature) that require the alarms to be manually supervised by operators [21].
Consequently, the inclusion of additional CM sensors in operating WTs is flourishing [9], and an
increasing number of works present findings from real cases of use:

• In the work by the authors of [22], two case studies are analysed: in the first one, physical
principles that relate the difference in temperatures with the efficiency, rotational speed and power
output are used, and the approach is validated by using the deviation of the temperature with
respect to power in order to foresee a failure; in the second one, vibration and particle counter
sensors are used and the evolution of the signals is studied before and after the replacement of a
bearing. They suggest using cumulative particle counts to better detect failures instead of direct
particle creation measurements and to combine various sensors in order to improve confidence in
the diagnosis.

• In the work by the authors of [23], they create a health indicator based on the centroids proposed
by a Self Organising Map in order to group WTs according to health status using SCADA data.
This way operators are given additional information regarding the health state of the WTs, and
can plan consequently.

• In the work by the authors of [16], current and vibration analyses are used to diagnose a turbine
drive train, they emphasise on the difficulty of using signal processing techniques that are
only proven at laboratory scale, and recognise the complexity of calculating the remaining
useful life (RUL) and establishing damage/healthy thresholds, especially with a lack of available
historical data.

• In the work by the authors of [24],the vibration signature of a sample of healthy wind turbines is
shown, most relevant indicators are identified on averaged power spectra and the dependence of
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amplitudes on the operation is studied. They conclude that the high impact of wind speed on
vibration amplitudes has to be taken into account to develop CMS.

• In the work by the authors of [14], the data gathered before and after a planetary gear was changed
due to spalling is examined. They integrate temperature, vibration and particle counter signals in
order to reduce false alarms, and prove the ability to distinguish healthy and warning states.

• In the work by the authors of [25], they suggest the use of moving averages (of both short and
long term trends) of ODM to generate a count rate propagation model. Then, they establish an
acceptance threshold based on the equivalent maximum angle of spall which is related to bearing
geometry; and, lastly, they estimate remaining useful life (RUL).

Most of the works related to on service WT utilise vibration and/or oil debris sensors [3,9].
The works based on ODM from the previously mentioned ones [14,22,25] agree on the same difficulties
for the development of ODM systems: the need of averaging or using cumulative values instead
of using directly particle generation rates; and the tendency of particle creation rate to vary with
operation. These findings are supported by the extensive work of the authors of [26], in which a
full-scale WT gearbox of 750 kW is tested with in-line and online sensors and samples taken along the
time. In their findings, the need of filtering influences caused by operational conditions is remarked;
they recommend to focus in trends instead of in absolute values, and suggest considering big particle
size (>14 μm) indicators in particular; also, they identify that damaged gearboxes have much higher
debris generation rates than healthy ones.

Taking into consideration the interest of having real on-service WT operation data analysed, and
that some of the limitations of ODM of WT are already identified on the literature, this work aims to
provide a better insight for the development of ODMs. For that purpose, the data obtained in three
WTs monitored with oil debris sensors are studied for a period of six months; the readings of the
sensor are compared to other traditional SCADA based monitoring techniques; and, lastly, a study of
the different operation states is carried out to determine which filtering criteria is better to develop an
health index that considers operating conditions.

2. Data and Methodology

2.1. Wind Farm and Turbines

This study analyses the data produced by 3 WTs which are located in the wind farms at Bayo and
Monteros, in Zaragoza (Spain). Both wind farms are close one another and undergo similar influences
of the wind. The natural barriers of the Iberian System mountain ranges in the south and the Pyrenees
mountain ranges in the north constitute a funnel effect that creates the meteorological occurrence
known as cierzo; a dry, usually cold and accelerated flux of air intensified by the natural funnel going
through the Ebro valley. Cierzo is more frequent during winter and the beginning of spring, and is
compensated by the antagonistic phenomenon known as bochorno, that goes in the opposite direction
to cierzo and tends to be softer. Additionally, these oposing phenomena provide the wind with copious
kinetic energy and make the region an interesting location for the exploitation of wind energy [27].

The WTs have a 58 m diameter rotor and three blades. Their rated power is 850 kW and cut-in and
cut-out wind speeds are 3 m/s and 20 m/s, respectively. They have planetary gearboxes with 1/62
transmission ratios coupled with asynchronous generators. The mineral lubricant is cleaned by offline
oil filters and the online oil debris optical sensors is installed in a bypass of the lubrication system.

Regarding the health status of the gearboxes, visual and endoscopic inspections carried out on-site
reveal different levels of damage. Two of the gearboxes show medium wear levels (WT 1 and WT 2)
with micropitting present in most of the gears, whereas the last one is diagnosed with medium–high
wear level showing greater surfaces damaged by micropitting in some gears and pitting in the sun
gear. However, no corrective actions have been recommended yet.
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2.2. Optical Oil Debris Sensor

Oil samples can be taken and analysed offline in laboratories, however, this procedure delays
the decision making process and requires to access the WTs. Therefore, online oil debris sensors
are an attractive way of determining the quality of the lubricant and safeguard the components of
the gearbox.

In particular, this work uses a optical oil debris sensor. This kind of sensors monitor the
fluid condition and contamination using optical technology by capturing high-resolution images
of the moving fluid, and later applying advanced processes of image digitisation and spectral
analysis. They detect, quantify and classify the particles bigger than 4 microns by size and/or shape,
in addition of distinguishing these particles from air bubbles [28]. Besides wind turbine lubrication
system monitoring, this kind of technology is well-suited for other industrial applications such as
automotive, steel sector, wastewater treatment or cement industries [29] as all of the previous use
lubrication systems.

2.3. Dataset

The study is based on a dataset consisting of six months long records of 3 WTs. The data records
are taken with one minute frequency from the SCADA. At the same time, additional measurements
provided by online optical oil debris sensors are taken. Variables from the SCADA represent the
operation of the WTs, whereas the ones provided by the sensor indicate the amount of particles of size
greater than 4, 6 and 14 micrometers (ISO.4, ISO.6 and ISO.14, respectively) present on the lubricating
oil according to the ISO 4406 standard [30]. These values of the oil sensor represent the particle
generation rate, as the oil is being continuously filtered. Details of the variables of the SCADA and the
oil debris sensor with the units of measurement are presented in the Table 1.

Table 1. Variables available in the dataset and measurement units by data source.

Source System Units of Measurement

SCADA

Pitch angle ◦

Gearbox temperature ◦C
Wind speed m/s
Generator speed rpm
Active power kW

Oil debris sensor
ISO.4 scale
ISO.6 scale
ISO.14 scale

For privacy reasons the data is shown in a normalised way along this work within a 0 to 1 range
corresponding to minimum and maximum values of each of the variables in the dataset.

2.4. Methodology

In order to gain better insight on the use of oil debris sensors to obtain health indicators, the
study has two parts: an exploration and correlation analysis stage, in which an overview of the data is
presented and some methods of the literature contrasted; and the comparison of operation regions
and health index (HI) development, where different operating regimes are compared and the most
appropriate one is chosen as the basis to develop a HI. The methods used in each of the parts are
presented below.

2.4.1. Exploration and Correlation Analysis

In an initial stage, various visualisation and correlation techniques are used:
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• Pearson correlation: Coefficient used to measure the degree of linear association between two
variables, presented in the work by the authors of [31].

• Spearman’s correlation: Nonparametric coefficient that reflects the degree of monotonicity
between two variables explained in the work by the authors of [32].

• Principal component analysis (PCA): PCA is a orthogonal transformation that turns a set
of variables into a set of linearly uncorrelated variables. This technique is widely used
for visualisation purposes in order to reduce multidimensional spaces to lower dimensional
representations with the minimum information loss [33].

• Exponential moving average: In contrast to regular moving average where the average of a
window of values in taken, this type of moving average is used when latest values are need to
have more importance. The implementation used in this work can be found on the work by the
authors of [34].

• Local regression (LOESS): This nonparametric method is used on local subsets of data.
The implementation is based on the work by the authors of [35].

• Decision trees: Decision trees are machine learning (ML) algorithms used for classification.
Their goal is to predict values of a target variable based on the inputs. Trees are built by splitting
input variables with criteria that maximise the probability of having instances of certain group
in each partition. The trees used in this work used Gini impurity index for partitioning and are
implemented in the work by the authors of [36], which is based on the work by the authors of [37].

2.4.2. Comparison of Operation Regions and Health Index (HI) Development

During the initial exploration, the influence of the operation in the particle creation rates is
detected; nevertheless, as there is no clear correlation identified between operation variables and
particle creation, it is decided to consider only the measurements that are taken under the same
operation conditions. Furthermore, a methodology is used to define which operating conditions are
the most appropriate for monitoring purposes. The following techniques were used.

• Operation region (OR) definition: In order to find the optimal instants for taking measurements,
several operating regions (OR) are explored. Each operating region is defined by a set of
rules/criteria, such as wind speed in range (x m/s, y m/s), active power equals nominal power,
etc. The ORs analysed in this work are suggested by experts in the domain, and are depicted in
the following Figure 1 with a short explanation added in Table 2.

• Operation states (OS): Instead of considering each time instant individually as a data point with
certain associated variable values (pitch angle, active power, ISO.4. . . etc.) groupings of data
points have been studied. These groups or operation states are generated considering the different
operation regions previously presented, and correspond to a set of chronologically continuous
points over time fulfilling the rules proposed by the OR. Every time the machine works under the
criteria of an OR we say it has entered in a new OS related to that OR, that lasts as long as the WT
keeps working under the constraints of the OR.

Table 2. Descriptions of the different operating regions.

Operating Region Characteristics

Nominal Stable power generation. Varying pitch

N. & low pitch
Similar to nominal, but more restrictive and not including high wind speeds,
delimited using pitch values.

Ramp to nominal Ranges from about the middle of the power curve to beginning of nominal operation.
Ramp Values taken only during the power ramp.
Pre-ramp Values taken before the generator speed ramp starts.
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Figure 1. Operation regions over active power against wind speed plot.

• Operation clustering: With the purpose of analysing the steadiness of the different OR the
following procedure was used in order to generate data cluster representing the variability of the
operation in each OS according to the different ORs.

1. Scale all the variables between 0 and 1 corresponding to the maximum and minimum values
of each variable.

2. Taking an OR (Example:Nominal) find the respective number of OS occurrences in the
dataset {OS}m

i=1, where m is the number of occurrences.
3. Create a matrix for each OSi where i = 1, 2, . . . , m :

OSi =

⎛
⎜⎜⎜⎜⎝

ai
11 ai

12 . . . ai
1p

ai
21 ai

21 . . . ai
2p

...
. . .

...
ai

ni1
. . . . . . ai

ni p

⎞
⎟⎟⎟⎟⎠ (1)

where p is equal to the number of sensors considered and ni is the length of the i-th OS;
therefore, these matrices contain the values of the p operation variables along the OS.

4. Then, the difference vector of each variable is calculated by OS. This vectors represent the
variability of the operation during the OS and give as a result the new matrix D:

Di =

⎛
⎜⎜⎜⎜⎝

di
11 di

12 . . . di
1p

di
21 di

22 . . . di
2p

...
...

. . .
...

di
ni−1,1 di

ni−1,2 . . . di
n−1,p

⎞
⎟⎟⎟⎟⎠ , i = 1, 2, . . . , m (2)

where djk = ai
j+1,k − ai

jk ,that is, each element of the difference vector is the difference
between the measurement in that instant (j) and the following measurement (j + 1), for
each j = 1, 2, . . . , (n − 1), k = 1, 2, . . . , p.
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5. Then matrix R is computed.

R =

⎛
⎜⎜⎜⎜⎝

r11 r12 . . . r1p
r21 r22 . . . r2p
...

...
. . .

...
rm1 rm2 . . . rmp

⎞
⎟⎟⎟⎟⎠ (3)

R is the result of computing the columnwise quadratic mean of the Di matrices, and
represents the average values of the variability considering both negative and positive
values. They are computed in the following way.

rik =

√√√√∑ni−1
j=1 djk

ni − 1
(4)

6. From the R matrix, two metrics are obtained:

(a) Centroid: The average position of the points contained in W. Computed as follows.

Centroid = (μ1, . . . , μp) (5)

where for all k = 1, . . . , p the average μk is calculated as follows.

μk =
1
m

m

∑
i=1

rik (6)

(b) Cluster dispersion: Mean of the variable variance value that represents how disperse
the cluster is; it is calculated as follows.

Dispersion =
p

∑
k=1

σk (7)

Each σk for k = 1, 2, . . . , p is the standard deviation computed in the following way.

σk =
1
m

m

∑
i=1

(rik − μk)
2

This procedure is repeated separately for each WT and OR. Therefore, there are five ORs by three
WTs, a total of 15 data clusters.

• Operation state and cluster metrics: From the clusters of data and the OS some metrics are
calculated that help identifying the most interesting OR. These metrics are as follows.

– Weekly occurrence ratio: Average number of times per week the WT enters in an OS as
defined in the OR.

– Steadiness: The euclidean distance from the centroid (or mean point) of a cluster to the total
steadiness (no variation) point.

– Dispersion: Indicates how spread the data points within a cluster are. Defined previously in
Cluster dispersion.
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3. Results

As in Section 2.4, results chapter is divided in two parts. The first part, Section 3.1, explains the
exploratory analysis that is carried out over the dataset and the relations found between the variables.
The second part, Section 3.2, shows the steps that were taken in order to identify the best conditions
for obtaining measurements along the time in order to obtain a health index of the gearboxes.

3.1. Exploration and Correlation Analysis

Taken a sample of the whole dataset, Pearsons and Spearmans correlations are studied. In order to
identify any possible difference between power generation and during no generation, correlation is also
measured in separate samples. However, no significant correlations (neither Pearsons nor Spearmans)
are found between operation variables and particle generation data. Regarding the operational
variables, some show high degree of association because of the control system. Furthermore, the
association of the same variables among WTs over overlapped time spans yields high correlation
which means they face similar environmental conditions (wind). However, this is not the case of ODSs,
that do not correlate from one WT to another. Nevertheless, in light of the strong correlations between
particle indicators (ISO.4, ISO.6 and ISO.14), and following the advice provided by the authors of [26],
it is decided to follow the study using ISO.14 indicator as only indicator for particles in order to
simplify the study.

After the brute correlation study, the variables are visually studied against the wind speed in
Figure 2. The different variables of the SCADA data plotted against the wind speed show the typical
patterns that can be found in wind turbines, and are extremely similar one to another. The greatest (but
yet small) differences are found in gearbox temperature, suggesting there could be some differences in
the cooling system or on the efficiency of the gearboxes.

Figure 2. SCADA variables against wind speed by WT. (a) Active power against wind speed, (b) pitch
angle against wind speed, (c) generator speed against wind speed and (d) oil temperature against
wind speed.

As the signals of the ODSs are discrete, much noisier and is almost impossible to visualise
anything in the raw measurements, the measurements are given some pretreatments by averaging the
values in 0.33 m/s wind speed bins, which creates the pattern visible in Figure 3c.
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Figure 3. Averaged values of gearbox temperature, active power and ISO.14 in 0.33 m/s wind speed
bins. (a) Gearbox temperature. (b) Active power. (c) ISO.14.

Averaged values show great differences between the particle creation rates among WTs. At the
same time, the influence of operation over particle generation is visible. Interestingly, the behaviours
do not coincide exactly between WTs: WT 1 and WT 3 show big similarities, with high wear creation
with low wind speeds and lower wear creation at medium speed or nominal operation; meanwhile,
WT 2 shows a different pattern, as its wear creation increases proportionally with wind speed.
These differences in the behaviours of the WTs regarding particle creation and operation are also
present in the averaged values of wear generation during power production and no power production
(including: idling, generator turning without active power generation and idling because of overload)
as Figure 4 demonstrates.

Figure 4. Boxplots of ISO.14 particle creation rates during different operations.

Again, WT 2 does not act as the other WTs. In any case, the previous figures suggest the particle
creation is greater during no power generation, meaning braking and acceleration could be causing
higher particle creations. Furthermore, there is a clear distinction in the mean level of particle creation
rates that match the visual diagnostics of the gearboxes, showing higher values in WT 3, and lower
values for WT 1 and WT 2. This variation of particle levels that indicates disparate damage severity,
is complex to detect by just paying attention to the the SCADA variables. As Figure 3a,b shows,
the same binned in variables typically used for condition monitoring by benchmarking (Active power
and gearbox temperature) are not sufficiently different in order to make comparisons between turbines
and determine whether WTs could be damaged. Whereas these differences are clearly visible in the
binned ISO.14 values (Figure 3c).
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This fact is clearer when cumulative particle creations are used. Instead of using raw signals,
using cumulative particle rates provides a better insight of the degradation process, as it allows us
distinguishing changes in the slopes. In Figure 5, we see clear and increasing differences between
WTs in the trends generated when plotting cumulative particle creations against cumulative power
generation. If cumulative temperature is observed, the differences among WTs, even if existent,
are quite small which reduces the possibility to correctly diagnose failures using only SCADA data.
Additionally, the presence of similar shapes for the three turbines in both temperature and particle
creation and considering the same periods of time are studied indicate some common factor could be
causing the sharp increase in the middle of the curves, which is visible in both variables.

Figure 5. Cumulative values against cumulative active power. (a) Temperature. (b) ISO.14.

In order to reproduce previous findings in the literature, it is decided to analyse braking and
acceleration registered in the SCADA data. For doing so, the Generator speed of five days of operation
is taken and it is manually labelled adding “braking”, “boosting” or “other” labels. Then, five lagged
variables of the generator speed, a exponentially smoothed generator speed (using a bin size of 15) and
a difference vector are created. With this data a decision tree is trained using the default parameters for
classification cases and it is used to segment the remaining generator speed data in brake/boost/other.
With the data split in these groups, it is possible to study the sequences occurring in the data. Boosting
and braking sequences are studied by measuring the spearmans correlations of the ISO.14 variables
with the smoothed generator speed. In Figure 6 the distribution of the correlations obtained by WT
is presented.

Figure 6. Density plot of the spearman correlation of ISO.14 in respect to the exponentially smoothed
generator speed by wind turbine, vertical lines represent quartiles. (a) WT 1, (b) WT 2 and (c) WT 3.
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The distribution of the correlation shows here different behaviours. In the braking sequences, WT 1
and WT 3 (Figure 7a,c) have bimodal distributions with a minor mode in strong positive correlation
values and the major mode in very strong negative correlation values. This implies that there is a
predominant tendency to create more particles during stops (speed decreases and particle generation
increases), but is not always the case, as in some cases the correlation is positive (speed decrease with
particle decrease). In WT 2 the opposite behaviour is identified, even if the correlation distribution is
also bimodal, the major mode is on positively correlated values, meaning in this WT there is a tendency
to decrease particle generation when the generator is stopping. Regarding the boosting sequences, the
overall correlation values are quite low, which implies there is no clear relation between the increasing
speed and the particle creation. The predominance of the major mode in very negative correlation
values together with the quartile lines so far from the 0 value indicates braking generate an increase in
particle creation, at least for turbines WT 1 and WT 3.

Taking WT 3, boosting and braking sequences were analysed in depth. The following Figure 7
presents two examples of sequences with strong spearman correlation values with negative and
positive correlation.

Figure 7. Examples of OSs showing high spearman correlation between ISO.14 and smoothed generator
speed. (a) Positive correlation. (b) Negative correlation.

Interestingly, despite the there is a clear unbalance in the number occurrences, stopping can lead
to both an increase or a decrease in particle generation. Note that the generator speed decreases faster
than the ISO.14 level, and the nature of the exponentially smoothed speed is more similar to the one of
the ISO.14 variable that is more influenced by the inertia of the system than generator speed.

The same procedure is followed for boosting, in this case, considering predominant correlation is
near 0 (meaning there is no monotonicity) examples with low correlation are also studied. Figure 8
displays occurrences with high positive correlations (a), highly negative correlations (b) and no
correlation (c).

With the uniform distribution of correlation for boosting cases and the different cases shown
in Figure 8 there is no way of identifying an expected behaviour of the particle generation during
boosting sequences. Furthermore, Figure 8c reveals an unexpected behaviour during idling. As the
sensor is giving high ISO.14 particle levels. This fact occurs mostly in WT 3 but is also reported in
WT 1, but with a lower frequency. Off-line oil filters should operate continuously regardless of the
operation of the machine, but this finding suggest the filter could be stopping in certain situations,
which explains also the big difference of particle generation found in Figure 4.
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Figure 8. Boosting examples with disparate spearman correlation values between ISO.14 and smoothed
generator speed. (a) Positive correlation. (b) Negative correlation. (c) No correlation.

3.2. Comparison of Operation Regions and Health Index (HI) Development

At this point the influence of operation over the particle creation is evident; therefore, it is decided
to isolate measurements taken under similar conditions to compare them along the time and use
these filtered measures to build a HT. For this purpose, the procedure explained in Section 2.4.2 is
carried out. The operational data is taken, different operation regions are defined one by one as
explained in Figure 1 , the operation states produced in each turbine are generated and once all
WT have been processed, the OSs are studied. Considering that there could be a delay between
operation conditions and the effect of those conditions on the oil debris content, it is decided to remove
occurrences (Operation States) shorter than a minimum length. In order to define the most appropriate
minimum required duration, the following table, Table 3, is created, where the effect of filtering with
different duration is presented.

Table 3. Weekly OS frequency of different minimum times by each wind turbine (WT) and operation
region (OR).

Turbine OR >5 >10 >15 >30 >45

WT 1 N. & pitch 179 64 30 8 3
WT 1 Nominal 1073 532 357 189 113
WT 1 Ramp-to-nominal 2204 1159 794 417 294
WT 1 Pre-ramp 1119 367 155 25 9
WT 1 Ramp 3451 1906 1380 757 481

WT 2 N. & pitch 44 15 6 2 2
WT 2 Nominal 985 507 339 183 128
WT 2 Ramp-to-nominal 1833 1057 758 427 297
WT 2 Pre-ramp 1040 325 140 29 5
WT 2 Ramp 3316 1893 1340 744 502

WT 3 N. & pitch 262 103 50 21 11
WT 3 Nominal 1144 600 410 206 127
WT 3 Ramp-to-nominal 2191 1159 820 453 320
WT 3 Pre-ramp 1299 403 174 19 3
WT 3 Ramp 3282 1840 1339 754 511

The time filter reveals that most occurrences have very short duration, as moving the filter from 5
to 10 min reduces the number of occurrences to a half in most of the ORs. Furthermore, very restrictive
ORs, such as N. & pitch, are less present in the database, and the ones with wider limits (that also
coincide with the most frequent wind speeds) are more present in the dataset. Considering longer OSs
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should reduce the amount of noise created by previous operation regimes, while there should be a
sufficient week rate in order to obtain enough indicators over time, it is decided to keep OSs that last
longer than 10 min.

Following with the procedure, once data matrix R is obtained for each WT, it is possible to see
the different clusters that are created and represent the variability of the measurements. Figure 9
represents the two principal components of the operational variables in the dataset (pitch angle,
gearbox temperature, wind speed, generator speed and active power) that are generated in WT 1 using
PCA algorithm. The variability retained by each dimension is displayed in the axes. It is interesting
to see the representations that the different ORs take. The first principal component (Dim 1) mostly
contains pitch difference, generator speed and gearbox temperature. Most of the clusters have great
part of the variation related to this feature, whereas in the second component (Dim 2), wind speed,
active power and generator speed are causing most of the variation, and this dimension affects mainly
Ramp and Ramp-to-nominal clusters that show very high dispersion.

Figure 9. Example of the PCA obtained from the different OR and RMS (root mean square) values of the OS
generated in WT 1.

The steadiness point, that is, the point with no variation is also represented on the graphs as a
star. The euclidean distance to that point (the steadiness) is measured and the results presented in the
following Table 4:

Table 4. Steadiness of the different OR by WT.

N. & Pitch Nominal Ramp to Nominal Pre-Ramp Ramp

WT 1 2.00 × 10−3 1.50 × 10−3 1.50 × 10−3 3.00 × 10−4 1.10 × 10−3

WT 2 1.40 × 10−3 1.00 × 10−3 1.10 × 10−3 4.00 × 10−4 1.00 × 10−3

WT 3 2.00 × 10−3 1.50 × 10−3 1.50 × 10−3 4.00 × 10−4 1.10 × 10−3

Average 1.80 × 10−3 1.30 × 10−3 1.40 × 10−3 4.00 × 10−4 1.10 × 10−3

There are extreme differences regarding how much operation variables vary during the OSs. From
the least steady OR (Ramp-to-nominal) to the steadiest one (Pre-ramp) the distance is ten times bigger,
meaning the Pre-ramp operation regime is much steadier than the Ramp-to-nominal OR.
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Regarding the variation of the clusters, that is, how close from the centroid the data-points are,
the results displayed in Table 5 are obtained.

Table 5. Variation of the ORs by WT.

N. & Pitch Nominal Ramp to Nominal Pre-Ramp Ramp

WT 1 7.56 × 10−5 4.64 × 10−5 7.58 × 10−5 6.96 × 10−6 5.76 × 10−4

WT 2 1.98 × 10−5 2.78 × 10−5 6.19 × 10−4 9.03 × 10−6 5.36 × 10−4

WT 3 7.31 × 10−5 5.51 × 10−5 6.80 × 10−4 9.32 × 10−6 6.34 × 10−4

Average 5.62 × 10−5 4.31 × 10−5 6.86 × 10−4 8.44 × 10−6 5.82 × 10−4

The smallest variation values are obtained by Pre-ramp OR, with clear difference to with the rest
of the ORs.

Considering the information provided by the frequency study, the PCA visualisation, distance
to steadiness and centroid variation, which OR should be chosen for HI purposes is determined.
N. & pitch is discarded because of it low occurrence frequency, Ramp and Ramp-to-nominal show
high dispersion, which means there are operational fluctuations in the ORs they delimit. Between
Nominal and Pre-ramp ORs, according to steadiness and dispersion criteria Pre-ramp should be
chosen, therefore, it is decided to consider the measurements taken under Pre-ramp OR.

Taking the Pre-ramp OR, the ODM variables as well as the other SCADA variables are averaged
with the RMS (root mean square) value of each OS. Figures 10 and 11 display the RMS values obtained
from the OSs generated using these points. Over the points, the coloured curves represent the fitting
provided by the LOESS algorithm using a high span fraction (0.75) in order to retain the trend instead
of local variations. The grey shade represents the 95% confidence interval of the fitted curve.

Note that power generation stays under very strict limits, shows almost no variation along the
time and, besides the latest trend values (that have less data points), almost no difference between
turbines. Similarly, temperature shows higher variation but the trend keeps very stable along the
time. Interestingly, the differences in temperature that are visible do not match the expectations: WT 1
and WT 2 (diagnosed with medium wear wear level) have higher temperature values than WT 3
(diagnosed with medium–high wear level). Regarding particle generation, it is possible to see the
sudden increase WT 2 and WT 3 have could be related to the same increase of OSs with higher Active
power production (Figure 10b). The differences in trend values do correspond to the damage levels of
the gearboxes, showing that WT 3 is in a worse condition than the rest of the turbines.

Figure 10. RMS values of different variable OSs throughout the time, generated using type Nominal OR.
Curve is obtained by local regression (LOESS) smoothing. (a) Gearbox temperature. (b) Active power.
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Figure 11. RMS values of ISO.14 variable and smoothed trend fitted with LOESS.

Lastly, the comparison of the evolution of the particles in different ISO particle size (Figure 12)
demonstrates the correlations among ISOs that are found in the correlation analysis. ISO.14 shows the
greatest difference between WTs, which means it could reflect the damage status in a more accurate
way, and therefore it is better suited for comparison purposes. However, the contrast between WTs
is clearly visible also in the rest of the ISOs. The scale of the figure is ranged between 0 and 25 ISO
values and thresholds proposed by laboratory experience are included for both warnings (20/18/15)
and danger (21/19/16) for ISO 4/6/14, respectively. Note that, even if the trends are far from reaching
the thresholds, the real-time measurements surpass the thresholds more than once. This means that
operation variation can cause great spikes in the particle generation rate and, in order to obtain an
overview of the condition of the gearbox, it is required to focus on the trends instead of in instantaneous
values. Considering ISO.14 keeps under very low values, the state of the gearbox could be considered
yet to be healthy. Either if the smoothed trend would reach values close to the thresholds or it would
increase sharply, gearbox should be considered in danger.

Figure 12. LOESS smoothed particle generation rates (ISO 4, 6 and 14) of Pre-ramp ORs by WT. The
horizontal lines at the top represent warning and danger thresholds for the different particle sizes.
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4. Discussion and Future Outlook

This study presents the data obtained through the monitoring of three WTs with oil debris optical
sensors during six months. In this way, turbines with gearboxes in different stages of deterioration are
presented and compared. Initially, an attempt to correlate the operation of the WTs and ODSs has been
carried out. After that, a way to identify repeatable and steady operation regimes has been used as a
basis for developing a health indicator.

Different works have shown in-service oil debris monitoring in the literature [22,25] or have
studied the relation of the operation in behaviour of ODSs in full scale test rigs [26]. Nevertheless,
this work is particular as it presents both: first an study of the influence of the operation on debris
generation; and then, it proposes a method for the identification of the optimal instants to obtain
measurements considering operation.

The number of studied turbines is reduced and the installation of the lubrication systems is
equal according to our knowledge. However, two clear behaviours have been discovered during the
exploratory phase: two of the turbines show similar trends whereas another one seems to behave in a
completely different way. Therefore, the results here displayed should be understood in this context.

We have faced difficulties when working with the noise of raw ODS’s measurements that are
also reported in other works [22,25,26], and using the techniques already present in the literature
(cumulative particle rates [22,25]) has been useful to reduce the noise. In comparison to the sole use
of variables that are directly obtained from the SCADA (active power and generator temperature),
significant improvement has been detected when using ODSs, as they show greater differences between
the health status of the gearbox. This fact validates the thesis of the need of including additional
sensors for defining with higher accuracy the damage levels of the systems [22].

Due to the varying operation and the difference behaviours of WTs, it has been difficult to find
clear correlations between operation and particle creation. ISO measurements are highly correlated
among themselves, but it is difficult to find association to other operation variables. Only in a detailed
inspection of braking and acceleration periods, contrarily to what is reported in the literature [26],
a general tendency to increase particle generation has been detected when generator is braking,
whereas no increase has been detected during acceleration. Furthermore, some periods of high particle
creation have been identified when the generator is idling, this phenomenon could be caused by
different behaviours of the oil filtering system, but this assumption has not been proved.

In concordance to the findings of the authors of [26], gearboxes that are more deteriorated (the case
of WT 3) have shown a tendency to generate more particles rates than gearboxes in better condition
(WT 1 and WT 2). This fact is clearly visible in the cumulative particle creation or the binned ISO
against wind speed plots. Also, the pattern of particle generation that is visible in the binned wind
speed of WT 1 and 3 reminds the Stribeck curve, which could explain the high particle creation rates
at low speeds and the high rates at higher speeds. Furthermore, the differences in particle creation
rates are more evident when considering bigger particle size (ISO.14), as the authors of [26] stated.
Nevertheless, the sensor in WT 2 provides patterns that differ from the sensors in WT 1 and WT 2.
Considering how close the patterns are in WT 1 and WT 3, two hypothesis could be possible: either
sensor is not working correctly; or the lubrication system is affected by factors not included in the
SCADA.

Regarding the development of the HI, in contrast to the proposals of other works in the literature
that make trends over the whole data [25], our method considers the operation regime in which the
measurements are taken and uses only measurements that are obtained under the same circumstances.
On the one hand, this leads to have periods of time without indicators, but this issue has been
considered by choosing ORs with high number of occurrences. On the other hand, an analysis of the
operation has been carried out to identify instants with lesser variation in the operation, which should
provide more stable measurements and less influenced by the operation. However, using smoothing
techniques has still been necessary in order to make trends visible.
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According to the analysis of the operation, the WTs tend to move fastly from one OR to another,
as the high number of short OSs reveals. Regarding the steadiness of the different ORs analysed, in
the pre-ramp zone the operational variables remain more stable than in the rest of ORs that are in the
power ramp, as they show a bigger distance to steadiness point.

As the authors of [16] recognise, establishing limits for admissible and nonadmissible damage is
one of the biggest challenges in in-service machinery. The limits proposed in this work are based on
laboratory experience but might need to be readjusted by interacting with bigger WT databases, as
there is no total failure record in the dataset under study.

Lastly, even if ODSs have been demonstrated capable of detecting diverse levels of damage in
gearboxes, with the current analysis it is not possible to determine which component of the gearbox is
really damaged, which is possibly to do with other sensors such as vibration sensors. In order to detect
the root cause of the damage with ODS, a characterisation of the kind of particles would be needed,
including shape and elemental composition in addition to the particle count and size. Without these
requirements, visual inspection will be needed to determine which component is exactly damaged.

The findings of this work suggest a promising future for optical oil debris sensors in the field
of WT monitoring. At the same time, the need of being aware of all the details of the case study is
also concluded, as there are some inconsistencies that are not explainable by the sole analysis of the
SCADA and ODS data, but might be explainable if more details of the installation of the sensors and
the WT itself were made available. In this regard, improving the cooperation and trust between WT
owner and researchers would be a key factor for doing better analyses.

The addition of more monitored turbines to the study as well as prolonging the studied period of
time would validate the results and determine whether one of the groups is just anomalous for external
reasons (such as unreported differences in the systems), or there are really other turbines in which the
oil debris follows the same behaviours. In this same line, it would be interesting to keep observing the
differences in the HI that are proposed while visual inspections are done periodically in order to prove
the validity of the approach for diagnosing the state of the turbine and also to learn to adjust the limits
of admissible/nonadmissible thresholds of particle generation before having severe damages.

Furthermore, using the characterisation of the generated debris in order to related the visual
inspections with the results provided by online sensor would give and additional value to the
monitoring, as the root cause of failure could be identified. Also, adding vibration sensors in order to
determine which source of data could provide better insight, more valuable information or identifying
possibilities of synergy would be of interest.
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Abstract: Pitch system failures occur primarily because wind turbines typically work in dynamic
and variable environments. Conventional monitoring strategies show limitations of continuously
identifying faults in most cases, especially when rapidly changing winds occur. A novel
selective-ensemble monitoring strategy is presented to diagnose the most pitch failures using
Supervisory Control and Data Acquisition (SCADA) data. The proposed strategy consists of five
steps. During the first step, the SCADA data are partitioned according to the turbine’s four working
states. Correlation Information Entropy (CIE) and 10 indicators are used to select correlation signals
and extract features of the partition data, respectively. During the second step, multiple Small-World
Neural Networks (SWNNs) are established as the ensemble members. Regarding the third step, all
the features are randomly sampled to train the SWNN members. The fourth step involves using
an improved global correlation method to select appropriate ensemble members while in the fifth
step, the selected members are fused to obtain the final classification result based on the weighted
integration approach. Compared with the conventional methods, the proposed ensemble strategy
shows an effective accuracy rate of over 93.8% within a short delay time.

Keywords: pitch system; dynamic fault monitoring; selective ensemble learning; small-world neural
network (SWNN); reliability

1. Introduction

Doubtless, safe operation of the pitch system is a key to ensure power stability and reliable braking
of wind turbines [1]. The dynamic turbulence or unsteadiness gusts not only provide power for the
pitch system, but also produces the most stress or dynamic loading on the blades [2]. Historically, pitch
system faults are largely caused by dynamic loading situations due to uncertainty in the wind resource
intensity and duration [3,4]. Such situations have frequently led to tragic accidents, as well as casualties
and asset losses. The pitch system, therefore, has to frequently change blade angles and adjust blade
speed to avoid being destroyed [5]. It is worth mentioning that a wind turbine has four working states:
start-up, wind speed regulation, power regulation, and cut-out. The level of the wind speed is the
decision-maker for state transitions, which leads to the coordinated action of the pitch system. When
the wind speed varies over a wide range, the state switches and the pitch system will have an increased
ability to ensure the safety of the turbine. Conversely, when the wind speed fluctuates within a small
range, the state is locked, and the pitch system also performs small movements frequently to capture
the maximum wind energy. Whether it is a large movement or a small one, the pitch movement often
lags behind the wind speed [6]. Once a failure occurs, it is difficult to find it timely and accurately.
The existing Supervisory Control and Data Acquisition (SCADA) system can send an alarm after the
faults, but it has no intelligent monitoring function to provide an early warning and accurate location
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information before the fault. The current way relies on operators to detect abnormal situations and
make corrective decisions based on enough safety intelligence.

Generally, fault monitoring approaches are divided into model-based methods and data-driven
methods. The model-based methods use explicit system dynamic models and control theories to
generate residuals for fault monitoring. Alternatively, the data-driven methods use data mining
techniques to capture discrepancies between observed data and that predicted by a model. Such
discrepancies will reflect whether the machine is in normal or failure mode, which requires a classifier
to judge. Recently, some Artificial Intelligent (AI) classifiers, such as neural networks [7–12], machine
learning methods [13–15], and deep learning methods [16,17], have been widely applied in classifying
the incipient faults of wind turbines. These methods are really very effective for some faults within a
certain working state, but it seems impossible for them to diagnose other faults under other working
states. Considering actual demand, it is necessary to establish a systematic fault monitoring system
that covers multiple dynamic working states. Moreover, a targeted analysis of what types of faults will
occur in different states is critical to build the monitoring system.

Fortunately, an ensemble learning technique is a better method in solving the above problems and
Boosting and Bagging are two common approaches of ensemble learning. Boosting [18] is a cascade
training method that uses the same data to train the ensemble members one-by-one. It requires a
strong dependency from a series of ensemble members. Specifically, if the former members are not
well trained, the latter members will be affected and show bad performance. Moreover, Boosting
is easy to be interrupted during training when there is a small interference, leading to the overall
failure of the training [19]. Bagging is a separate training approach [20] that requires multiple single
ensemble members to perform the same task [21,22]. Using this training mode, the ensemble members
are homogeneous or heterogeneous, and their alternative algorithms, such as support vector machine
(SVM), artificial neural networks (ANN) and naive Bayes [23], should be as simple and effective as
possible. More importantly, the final result of the ensemble learning is a comprehensive decision
output which is obtained by fusing the results of the multiple ensemble members based on a certain
combination method [24]. The use of an ensemble learning technique in monitoring pitch failures is
still rare, however. Pashazadeh fused Multi-Layer Perceptron (MLP), Radial Basis Function (RBF),
Decision Tree (DT), and K-Nearest Neighbor (KNN) classifiers can be used together to detect early
faults in wind turbines [25]. Dey compared three cascade fault diagnosis schemes to address the
issue of fault detection and isolation for wind turbines [26]. Concluded from the above-limited
applications, the ensemble learning technique is indeed an efficient strategy to identify failures and
improve classification performance. Additionally, the neural networks are often used as the alternative
algorithms of the ensemble members, because the neural network is a “universal approximator” and
has better capabilities in processing multidimensional nonlinear data [27–29].

To achieve the higher fault diagnosis performance, the ensemble learning should have three basic
principles. First, there must be enough data to train the ensemble members. The training data in
this paper are recorded from a wind farm SCADA system for one year, and the Bootstrap sampling
method is used to create samples by varying the data to solve the shortage problems in some data.
Second, ensemble members should have different classification characteristics, which are not only
diverse but also complementary. The small world neural networks (SWNN) [30] are suitable to be the
ensemble members because they are semi-random neural networks and easily can achieve excellent
performance [9,31]. The probability p is used to describe the degree of random reconnection of the
SWNN’s structures. Most noteworthy is that the SWNNs randomly can produce diverse networks with
different structures when probability p is a deterministic value. Additionally, the SWNNs are rather
easy to be trained by forwarding propagation and error feedback when using the same initial values.
Third, a wise ensemble strategy also is required, depending on the types of ensemble members [32].
Usually, for the ensemble members based on neural networks, the ensemble strategies use voting,
weighted voting or meta-learning methods to obtain the final ensemble outputs [33]. An advantage is
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the ensemble members are independent and irrelevant, which is helpful to improve the classification
efficiency and accuracy.

Consequently, a five-step selective ensemble strategy for dynamic fault monitoring of a pitch
system is proposed. Taking the first step, the fault-causing data are partitioned according to the
working states of the wind turbines, the Correlation Information Entropy (CIE) method is used to select
correlation signals from the SCADA system and 10 indicators are designed to extract features of the
partitioned data. Multiple SWNNs are established as ensemble members in the second step. During
the third step, the features are randomly sampled to train the ensemble members. Regarding the fourth
step, an improved global correlation method is used to select appropriate ensemble members. The
selected members are fused to obtain a final result based on weighted integration approach in the fifth
step. The final result is called the ensemble output. Considering testing and validation purposes, two
case comparisons are used to verify the effectiveness of the proposed ensemble strategy.

The remaining Sections are organized as follows: Section 2 gives the fault analysis of the pitch
system under different working states; Section 3 describes the novel selective-ensemble monitoring
strategy and the entire process of its five steps; Sections 4 and 5 give comparison examples to
demonstrate the effectiveness of the proposed ensemble model. Finally, Section 6 concludes this paper.

2. Dynamic Fault Analysis of the Pitch System

To gain a proper grasp of the failure regularity, estimates from statistics provide all pitch fault
information to support the establishment of the fault monitoring strategy. The pitch fault information
includes fault types, the number of faults, and the working state of the wind turbine when a fault
occurs. The structure of the pitch system is first given, then the pitch fault information is recorded
from a real wind farm. More details about the information analysis can be seen in the following.

2.1. Pitch System

Figure 1 shows an example structure of the pitch system, where a pitch system is installed in the
hub of a wind turbine. The pitch system consists of one central controller and three pitch devices
(the #1, #2 and #3 pitch device). The central controller is the command center of the pitch system,
which is used to control three pitch devices, respectively. Normally, three pitch devices are relatively
independent and each one has its own individual actuator. The three pitch devices, in practice, usually
are working synchronously, therefore, the #1 pitch device is chosen as an example to describe typical
pitch control operations.

Figure 1. The structure of the pitch system in a wind turbine.

Regarding Figure 1, the #1 pitch device consists of a shaft controller, AC motor, battery, redundant
encoder, and two limit switches. The AC motor executes the pitch actions after instructions are sent
from the shaft controller. These actions occur in conjunction with other subsystems, such as the servo
motor driver, brake resistor, gearbox, rotary photoelectric encoder, blade angle encoder, and limit
switch. Electrical switch failures are the common type of faults in the pitch system due to the frequency
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response needed by this complex system, however, only a few electrical switch faults can be indicated
by the SCADA system, most of them are unrecognizable and without any alerts.

2.2. Fault Rules

This part collects 12-month pitch fault information from 30 2 MW-wind turbines in a real wind
farm. The information includes the fault types, the number of faults and the working states of the
wind turbine. Usually, the operation of wind turbines can be divided into 4 working states according
to the level of the wind speed [34]. Figure 2 shows an example layout of the four working states in
a wind turbine. The 1st working state is the start-up and grid-connected stage of the wind turbine.
Demonstrated in this state, the wind speed is so small that the pitch angle keeps to the minimum and
the generator speed rises steadily. The wind turbine cuts into the 2nd working state, as the wind speed
increases, to capture the maximum wind energy. The 3rd working state is the constant power control
stage where the pitch system needs to constantly adjust the pitch angle to ensure that the wind turbine
works at the rated power. During the 4th working state, the wind speed is too high, and the wind
turbine will cut out and shut down.

Figure 2. State partition and fault statistics for the 30 2 MW wind turbines.

Figure 2 also shows the average wind power curve of 30 2 MW-wind turbines and the fault statistics
under different wind speeds. Taken from the statistical results shown in Figure 2, the distribution of
pitch faults is directly related to the working states of the wind turbine. Once the working state is
determined, in other words, the corresponding fault types also are determined., The random variation
of wind speed, however, necessarily determines that the wind turbine must be switched frequently
under different working states. It directly leads to the understanding that a certain fault easily might
occur in one particular working state, while it might occur rarely in other ones, therefore, the SCADA
data used to diagnose faults also need to be classified according to the working states.

The SCADA data is composed of multi-dimensional signal sources which are collected by multiple
sensors. To accurately locate a fault, the most appropriate SCADA signals should be found first. The
SCADA system can record more than 100 signals at the same time, and the highest recording frequency
can reach 60 times per second. When all the signals are used for analysis and processing, the calculation
is unimaginable. Additionally, faults cannot be accurately located, mainly due to the strong coupling
between SCADA signals. When a fault occurs at a certain location, for example, multiple signals might
alert at the same time. It also is found that there are very complex connections between SCADA signals
and turbine components. Such connections will be reconnected with the change of working states.
It is difficult to determine faults simply by analyzing the hardware structure of the wind turbines,
therefore, it is important to find the correlation signals closely related to the faults, which is particularly
helpful for the accurate identification of the pitch failures. A detailed explanation will be reported in
the next section.
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Taking the above considerations, Table 1 illustrates nine types of frequent faults (F1–F9) and one
fault-free case (F10) which are the diagnostic targets of this paper according to the statistical analysis.

Table 1. Fault list.

Fault No. Fault Name

F1 Pitch brake fuse
F2 Pitch control box connection
F3 Pitch drive error
F4 Pitch position error delay
F5 Pitch access time
F6 Pitch rationality
F7 Pitch stop time
F8 Pitch converter communication
F9 Synchronization of pitch position
F10 Fault-free

3. Selective Ensemble Monitoring Strategy Based on Small-World Neural Networks

A novel ensemble monitoring strategy is proposed to diagnose pitch faults by using
multi-dimensional SCADA data. Such a strategy is a distributed diagnostic system, which takes four
working states of the wind turbines as four parallel models. Each parallel model is a five-step selective
ensemble model of SWNNs, in which the five steps are data partition, SWNN members’ creation,
SWNN training, ensemble members’ selection, and ensemble output, respectively. It is noteworthy
that, in the first step, the original SCADA data are divided into four sub-datasets according to the four
working states of the wind turbine. To facilitate the description of the next steps, the architecture in
the 2nd working state is selected as an example to display the proposed ensemble strategy, which is
shown in Figure 3.

Figure 3. A five-step selective ensemble strategy for dynamic fault monitoring of pitch system in the
2nd working state.
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3.1. Data Partition

Data processing is the decisive step in ensuring that the ensemble strategy can achieve excellent
results. Section 3.1.1 shows the original SCADA data is first partitioned into four subsets based on the
four working states, respectively. Section 3.1.2 explains how a Correlation Information Entropy (CIE)
method is used to select correlation signals that are related to the faults from the multi-dimensional
SCADA signals. Section 3.1.3 discusses 10 indicators which are designed to extract fault-causing
features and normal features from the correlation signals.

3.1.1. Data Classification Based on the Dynamic Working States

To establish the distributed diagnostic system, the original SCADA signals are divided into four
groups based on the four working states of wind turbines. Figure 4 gives the process of the data
classification, where the wind speed is the decision-maker for state transitions. The labels of 1st,
2nd, 3rd and 4th represent the four working states respectively, and C(v) is the division criterion
which is calculated by Equation (1). The divided signals are used for further data processing and
feature extraction, because it avoids confusion with other irrelevant data, especially at the beginning of
data processing.

C(v) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1, 0 < v(t) < 3m/s,
2, 3m/s ≤ v(t) < 12m/s,
3, 12m/s ≤ v(t) < 25m/s,
4, 25m/s ≤ v(t)

(1)

where, v(t) is the current wind speed, and C(v) is the division criterion.

Figure 4. Data classification according to the working states.

3.1.2. Correlation Signals Selection under Dynamic Working States Based on CIE

Following the data partition, there are still many signals remaining and, as mentioned at the
end of Section 2, not all of these signals are associated with the faults in a certain working state. It is
necessary, therefore, to find the correlation signals related to the faults from the multi-dimensional
SCADA signals. The Correlation Information Entropy (CIE) method is used to complete the above task.

CIE is an effective feature reduction approach. It can accurately measure the correlation between
multiple signals on the basis of the high reliability with low calculations. Suppose that P is the SCADA
output sequences of N signals within T time. Prior to computing, each signal should be centralized
and normalized to ensure that all values are in the same order of magnitude. The centralized and
normalized values are obtained by Equations (2) and (3), respectively.

ŷn(t) = yn(t) − 1
N

N∑
n = 1

yn(t) (2)
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yn(t) =
ŷn(t)√

N∑
n = 1

(ŷn(t))
2

(3)

P can be expressed as Equation (4):

P =
{
yn(t)

}
1≤n≤N,1≤t≤T, P ∈ RT×N (4)

where, P is the SCADA output sequences of the nth signal, yn(t) is the output value of the nth signal at
time t (t = 1, 2, 3, . . . , T). R is a matrix of real numbers.

Subsequently, the correlation matrix Q is generated by P. It contains the correlation information
between N signals, which can be expanded as Equation (5):

Q = PTP =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 q12 · · · q1N

q21 1 · · · q2N
...

...
. . .

...
qN1 qN2 · · · 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ = I + R̃, R ∈ RN×N (5)

where, PT is the transposition matrix of P. qij (qij ∈ [0, 1], i � j, i = 1, 2, . . . , n, j = 1, 2, . . . , n) donates the
correlation degree of the ith signal to the jth signal. The 1 in the principal diagonal of Q represents the
self-correlation coefficient of the signals. I is the autocorrelation matrix, and R̃ is the co-correlation
matrix that implies the overlap information of all signals.

The above correlation information in the Q is the correlation degree between any two signals.
Next, calculate the contribution of one signal to all signals. The λR

i , λI
i and λR̃

i denote the eigenvalues
of Q, I and R̃, respectively. The CIE is defined as Equation (6), and its range is between [0, 1]. It is worth
noting that the larger the correlation degree between signals, the smaller the corresponding CIE.

CIE = −
N∑

i = 1

λR
i

N
logN

λR
i

N
(6)

To find the appropriate SCADA signals related to the pitch system, the following example lists
15 initial signals in Table 2 and uses CIE to calculate the correlation of all the signals. Additionally, the
15 initial signals are all captured from different working states and each one contains 2000 samples of
normal data. Figure 5 shows the CIE results of the 15 signals for different working states:

Table 2. Signal list.

Signal No. Signal Name

1 Wind speed
2 Active power
3 Reactive power
4 Power factor
5 Wind direction angle
6 Generator speed
7 Generator electrical power
8 Rotor speed

9, 10, 11 Pitch angle of the 3 blades
12 Generator stator temperature

13, 14, 15 Blade root moment of the 3 blades
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Figure 5. The Correlation Information Entropy (CIE) results of 15 initial signals.

Viewing Figure 5, select the signals with their CIEs below 0.3 as the appropriate signals in different
working states. The 1st and 4th working states have no appropriate signals because the pitch system is
not working and is not associated with the monitoring signals. Found in the 2nd and 3rd working
states, 7 signals and 8 signals are selected as the appropriate signals respectively, where the signal
numbers are 2, 3, 4, 5, 7, 8, 12 and 5, 6, 7, 9, 10, 11, 12, 15. Form these selected signals into two sets of
X2 = {2, 3, 4, 5, 7, 8, 12} and X3 = {5, 6, 7, 9, 10, 11, 12, 15}, in which X2 and X3 represent the 2nd and 3rd
working states, respectively. Note that the 2nd and 3rd working states will continue to be studied in
the following work, while the 1st and 4th working states are beyond the scope of this paper.

3.1.3. Discretized Fault Feature Extraction

Extracting fault features from the appropriate signals mainly is to find the changing characteristics
from the time series. Specifically, it is the process of using discrete values to describe a limited sequence.
A sliding window is used to intercept data from the appropriate signals. The abscissa of the window is a
certain period of time, and the ordinate is the value of the signal. The intercepted data is called a “run”.
Each run should have a label, which is a normal label or a fault label. Moreover, 10 kinds of time-domain
indicators (TDIs) are designed to calculate the features of the run. The 10 TDIs are independent
but closely related, which are shown in Table 3. Actually, the runs with normal labels are the vast
majority, and the runs with fault labels are the minority. This imbalanced distribution is undoubtedly
counterproductive to further classification. A combination method combining over-sampling and
under-sampling [33] is used in this case to expand the number of fault runs.
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Table 3. 10 time-domain indicators.

TDI Meaning Function

T1 =

√
1
N

N∑
i = 1

x2
i

Root mean square value The validity of data and size of the noise

T2 = 1
N

N∑
i = 1

(
xi −

(
1
N

N∑
i = 1

xi

))2
Variance Dispersion of data

T3 = 1
N

N∑
i = 1

(xi−xi)
4

((1/N)
∑N

i = 1 (xi)
2)

2 ,

xi = 1
N

N∑
i = 1

xi

Kurtosis index Sharpness or flatness of data

T4 = max|xi |
T1

Peak index The ratio of peak to the root mean square value

T5 = max|xi |
(1/N)

∑N
i = 1 |xi | Impulse index Degree of data mutation

T6 = max{xi} −min{xi} Peak to peak value Mutation degree of the peak value

T7 =

(
1
N

N∑
i = 1

(√|xi|
))2

Square root amplitude Amplitude variation of data

T8 = 1
N

N∑
i = 1
|xi| Average amplitude Amplitude size of data

T9 = T1
T8

Waveform index Waveform Amplitude of Data

T10 = max|xi |
T8

Abundance index Proportion of peak data in magnitude

According to the correlation signals selection in Section 3.1.2, the signals of X2 = {2, 3, 4, 5, 7, 8,
12} and X3 = {5, 6, 7, 9, 10, 11, 12, 15} are selected as the appropriate signals for future diagnosing of
the pitch failures. Taking the 2nd working state as an example, the process of discretizing feature
extraction for the seven signals in X2 is described as follows:

(1) Define a new dataset Xt, including the X2 = {2, 3, 4, 5, 7, 8, 12} and the label set of yn(Fi).

Xt =
{
xn(t)

}
, n = 2, 3, 4, 5, 7, 8, 12 (7)

xn(t) = [xn(1), xn(2), ..., xn(t), yn(Fi)] (8)

where, t is the sampling size; n is the nth signal, which is shown in Table 2. xn(t) represents the tth
value in the nth signal. yn(Fi) is the label information, Fi is the fault types which are shown in
Table 1.

(2) Calculate the features of the signals based on the 10 TDIs separately, then combine the features to
obtain a simplified discrete data matrix of Xn(II), which is defined as Equation (9).

(3) Repeating the above two steps, the feature matrix of the 3rd working state can be calculated
simultaneously. The discrete data matrix Xn(III) is described in Equation (10).

Xn(II) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
T2

1 T2
2 · · · T2

10
T3

1 T3
2 · · · T3

10
...

...
. . .

...
T12

1 T12
2 · · · T12

10

y2(Fi)

y3(Fi)
...

y12(Fi)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
7×11

(9)

Xn(III) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
T5

1 T5
2 · · · T5

10
T6

1 T6
2 · · · T6

10
...

...
. . .

...
T15

1 T15
2 · · · T15

10

y5(Fi)

y6(Fi)
...

y15(Fi)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
8×11

(10)

Considering Xn(II) and Xn(III), n represents the nth signal in X2 and X3, respectively. The row
vector represents the feature vector of the nth signal, including 10 TDI values and a label value. The
column vector represents all correlation signals information for the 2nd and 3rd states. Specifically,
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there are 70 TDIs and 7 label values in the 2nd working state, 80 TDIs and 8 label values in the 3rd
working state. These TDIs and label values will be used to train SWNNs.

3.2. SWNN Members Creation

Generally, if the ensemble members are accurate and diverse, the ensemble model will be more
accurate than any of its individual members [28], however, for neural network ensemble members,
one drawback is that the initial situations almost determine the effect of the network. Such situations
include initial parameters, training data, topology, and the learning process. Fortunately, SWNNs have
been optimized in these initial situations and are well suited to be the ensemble members.

The SWNN is a middle ground neural network between regularity and disorder networks [9,35].
The probability p (0 < p <1) is used to probe the intermediate region. When p = 0 or p = 1, the SWNN
are completely regular or completely random. While p increases from 0 to 1, the SWNN becomes
increasingly disordered and all connections between neurons are rewired randomly. Additionally,
once the number of input, output and hidden layer neurons of the network are determined, there
will be a definite value of p to enable the whole network to achieve the highest clustering with the
shortest characteristic path length. Quite the opposite, the SWNN also can randomly reconstruct
diverse networks with different structures under the same value of probability p. Compared with the
traditional neural networks, the SWNN easily can obtain various network structures by modifying
p values rather than setting a large number of initial values or changing the number of neurons
or layers.

The SWNN’s structure, topology and the detailed training formulas are based on the existing
study [9]. Figure 6 shows the example SWNN structure of the ensemble model in the 2nd working
state, where the red thick lines are the rewiring edge, and the dashed lines are the rewired edges. The
detailed parameters of the SWNN will be set in Section 4.

Figure 6. SWNN ensemble members in the 2nd working state.

When constructing the SWNN ensemble members for the 2nd working state, the number of input
neurons is 70, which matches 70 TDIs in Equation (9). Three hidden layers are selected with 70 hidden
neurons in each layer, and the activation function is a Logistic function. The number of output neurons
is 10, representing 10 kinds of fault labels in Equation (9). Similarly, when constructing the SWNN
ensemble members for the 3rd working state, the number of input hidden neurons are 80 to correspond
the 80 TDIs in Equation (10). The training process of the SWNN will now be introduced.
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3.3. SWNN Training

The SWNN ensemble members will be trained using different datasets. SWNN is a multi-layer
forward neural network, which is trained by leaping forward-propagation and backward-propagation.
Equation (11) shows the weight matrix of the SWNN, where the values on the diagonal line represent
the weights of the regular network, while those not on the diagonal line represent the weights of random
reconnection. The reconnection weights will determine the way of propagation, where Equation (11)
gives the matrix space:

W =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0
0 W23 · · · W2(w−1) W1(w)
...

...
. . .

...
...

0 0 0 W(w−2)(w−1) W(w−1)w
0 0 0 0 W(w−1)w

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(11)

During the forward-propagation stage, suppose that P samples are given to the input layer of
the SWNN, and the network outputs are obtained based on the weight vector W. The purpose is to
minimize the error function Etotal that is defined as:

Etotal =
1
2

P∑
s = 1

|Ys −Vs|2 (12)

where, Ys is the actual output and Vs is a desired one.
During the back-propagation stage, the gradient descent method is used to obtain the optimal

solutions. The direction and magnitude change Δwij can be computed as:

Δwij = −∂Etotal
∂wij

(13)

Each SWNN is trained by different datasets for training the ensemble members. Such datasets
will be explained in the Experimental validation section. The above two stages are executed during
each iteration of the back-propagation algorithm until Etotal converges.

3.4. Selecting Appropriate Ensemble Members

Following training, each individual SWNN member has generated its own result, however, if there
are a great number of individual members, a subset of representatives to improve ensemble efficiency
needs to be selected. Existing research has proven that the selective ensemble technique can discern
many members from all to achieve better classification accuracy [29]. An improved global correlation
based on the Pearson Correlation Coefficient is proposed to select the appropriate SWNN members.

Suppose that there are n ensemble members (f 1, f 2, . . . , fn), and each member has p forecast values.
Then the total error matrix Etotal can be represented by Equation (14):

Etotal =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e11 e12 · · · e1n
e21 e22 · · · e2n
...

...
. . .

...
ep1 ep2 · · · epn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
p×n

(14)

where, p = 10 represents the fault types in Table 1. epn is the pth classification error of the nth

ensemble member.
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According to the Etotal, the mean ei and the covariance Vij are described by Equations (15) and
(16), respectively.

ei =
1
p

p∑
k = 1

eki (i = 1, 2, ..., n) (15)

Vij =
1
p

p∑
k = 1

(eki − ei)
(
ekj − ej

)
(i, j = 1, 2, ..., n) (16)

where, i and j (i, j = 1, 2, . . . , n) represent the ith ensemble member fi and the jth ensemble member fj.
Then, the correlation matrix R can be calculated by Equation (17):

R =
(
rij
)
, rij =

Vij√
ViiVjj

(i, j = 1, 2, ..., n) (17)

where, rij is the correlation coefficient that describes the degree of correlation between fi and fj. Vii and
Vjj are the variances of the two members, which comes from the autocorrelation coefficient rii = 1 and
rjj = 1 (i, j = 1, 2, . . . , n).

Further extended to calculate the global correlation, let ρfi denote the correlation between fi and
(f 1, f 2, . . . , fi-1, fi+1, . . . , fn). R is a symmetric matrix whose expansion is shown in Equation (18):

R =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 r12 r13 · · · r1 j
r12 1 r23 · · · r2 j

r13 r23 1
. . .

...
...

...
. . . . . . rij

r1 j r2 j · · · rij 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
n×n

(18)

Subsequently, the correlation matrix R is represented by a block matrix as shown in Equation (19):

R→
[

R−i ri
rT

i 1

]
(19)

where, R−i denotes the correlation matrix of lacking member fi, and the transformation of R is shown
in Figure 7:

Figure 7. Transformation of correlation matrix R.

Then, the plural-correlation coefficient can be calculated by Equation (20):

ρ2
i = rT

i R−iri (i = 1, 2, ..., n) (20)
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Regarding a pre-specified threshold θ, if ρ2
i < θ, the member fi is removed from the member group,

otherwise, the member fi is retained. The procedure is shown in Figure 8. Additionally, the retained
members can be re-selected by repeating the process until more satisfied members are obtained.

Figure 8. Procedure for selecting ensemble members.

3.5. Integrating the Multiple Members into an Ensemble Output

During the previous steps, several appropriate ensemble members of SWNN have been selected.
Regarding the subsequent task, a final decision value is obtained by combining the results of the
selected members based on the weighted integration method.

Suppose that there are m members retained, the outputs of the members could construct a column
vector fi according to the fault types in Table 1. fi can be represented as Equation (21):

fi = [ f 1
i , f 2

i , ..., f k
i ]

T
(21)

where, i = 1, 2, . . . , m stands for the ith ensemble member. f k
i (k = 1, 2, . . . , p) is the predictive probability

of the kth output neurons in the ith member, whose ranges is in [0, 1]. All the outputs, therefore, can be
constructed by a matrix f :

f =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
f 1
1 f 1

2 · · · f 1
m

f 2
1 f 2

2 · · · f 2
m

...
...

. . .
...

f p
1 f p

2 · · · f p
m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
p×m

(22)

Take out the row vectors from f and one-by-one and calculate the weight values of each row. Then,
the calculated weight values are reconstructed into a row vector of

[
wk

1 wk
2 · · · wk

m

]
. Expand each

wk and construct a weight matrix w with k rows. The above processes are shown in Equations (23)
and (24).

wk
i =

f k
i∑m

i = 1 f k
i

⇔
[

wk
1 wk

2 · · · wk
m

]
(23)

w =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
w1

1 w1
2 · · · w1

m
w2

1 w2
2 · · · w2

m
...

...
. . .

...
wk

1 wk
2 · · · wk

m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
k×m

(24)

Combine the w and f to calculate the ensemble outputs of F with the results obtained by
Equations (25) and (26).

F =
[

f 1 f 2 · · · f k · · · f p
]

(25)
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f k = [ f ]k ×
[
wT

]k
(26)

where, f k (k = 1, 2, . . . , p) is the integrated probability of the kth classification, whose ranges also are in
[0, 1]. Set a threshold σ = 0.5. When f k ≥ σ, let f k = 1. When f k < σ, let f k = 0.

To summarize, the multistage reliability-based SWNN ensemble model can be concluded in the
following steps:

(1) Pretreat the original SCADA data and extract its features to construct n training datasets, TR1,
TR2, . . . , TRn.

(2) Train n SWNNs ensemble members with n training datasets.
(3) Select m appropriate members based on a weighted integration method.
(4) Fuse multiple SWNN members’ outputs into an aggregated value.

4. Experimental Validation

Actual data is used to train the ensemble model of SWNN and then applied to detect nine kinds
of the abrupt and incipient faults. The training data is originated from the SCADA systems of 30
2MW-wind turbines in a wind farm for one year.

4.1. Case Preparation

Thirty SWNN members are established, respectively, for the 2nd and 3rd working states of the
wind turbines, and their parameters are as shown in Table 4:

Table 4. Structure information of SWNN members.

Working
State

Ensemble
Members

Input
Neurons

Hidden Neurons
× Layers

Output
Neurons

Probability
p

Reconnection
Number

2nd 30 70 70 × 3 10 0.08 1232
3rd 30 80 80 × 3 10 0.08 1600

Notably, for meeting the reliable performance, 26,000 runs of time-series datasets were captured
to collect the training (TR), validation (VA) and testing (TE) data. Each run contains 3600 consecutive
samples, whose sampling time is 1 second. The three types of data are distributed in accordance with
the following principles:

(1) The TE data should not overlap with others, so 6000 runs were selected at first for the final test of
the SWNN members.

(2) The remaining 20,000 runs were divided into 90% TR data and 10% VA data, using a bootstrap
sampling method, and there were 12,640 runs and 7360 runs, respectively.

(3) The abnormal runs will account for one tenth of the TR, VA and TE data respectively, and the
abnormal runs also need to be allocated averagely in the TR, VA, and TE data.

(4) Repeat sampling 30 times to get 30 groups’ datasets for each working state, then the 30 groups’
datasets are used to train the 30 SWNN members, respectively.

Table 5 shows an example data distribution in Group 1 for the 2nd and 3rd working states, in
which the F1–F9 are the labels of the 9 fault types, and F10 is the label of the fault-free.
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Table 5. Data distribution of time-series runs in Group 1.

Working
State

Data
Runs

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 Total

2nd
TR 154 139 150 134 143 141 139 145 128 11,367 12,640
VA 84 70 74 85 91 84 83 78 80 6631 7360
TE 67 65 68 72 71 61 79 52 68 5397 6000

3rd
TR 140 142 133 145 151 128 135 142 140 11,384 12,640
VA 80 83 84 71 74 93 86 80 79 6630 7360
TE 63 70 71 68 61 65 72 57 79 5394 6000

4.2. Error Analysis

Subsequent to training the SWNN members, Figure 9 gives the calculation results of the Normalized
Global Correlation (NGC) for a total 60 SWNN members, in which Figure 9a,b represent the 2nd and
3rd working state, respectively. Ranking the testing values of NGC, the first 8 SWNN members are
selected to construct a selective ensemble model for each working state. Furthermore, the selective
ensemble model is used to predict and classify 10 types of faults, and the fault prediction distribution
and the classification rate are shown in Figure 10 and Table 6, respectively.

Figure 9. Normalized Global Correlation (NGC) of the ensemble members.

 
Figure 10. Fault prediction distribution of selective ensemble model.
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Table 6. Correct classification rate of selective members.

Working
State

Data
Case

Ensemble Members’ Number Ensemble
Rate1 2 3 4 5 6 7 8

2nd
TR 98.45% 98.05% 97.9% 97.5% 97.5% 97.39% 97.34% 97.28% 98.20%
TE 92.70% 90.78% 95.26% 93.51% 93.35% 92.88% 92.51% 92.41% 93.84%

3rd
TR 98.71% 98.58% 98.44% 98.44% 98.39% 98.34% 98.31% 98.26% 98.63%
TE 94.47% 93.85% 93.22% 93.22% 92.87% 92.64% 93.12% 92.55% 94.11%

Figure 10 illustrates, the fifth fault has the lowest accuracy while among the other types of faults
there are also many cases of misclassification and missed judgment. Table 6 shows, in the 2nd and 3rd
working states, the training accuracy and testing accuracy of the 8 SWNN classifiers are over 97% and
92%, respectively. It can be illustrated that the SWNNs are close to each other in classification accuracy,
which benefits from its special network structure, i.e., the homogeneous but structurally stochastic
structure. Additionally, the SWNN ensemble model has a higher accuracy rate (93.8%) than that of the
SWNN members. It proves that SWNN is very suitable as the ensemble members, and the proposed
selective SWNN ensemble model can detect nine pitch faults effectively.

5. Comparison Validation

The proposed selective SWNN ensemble model is compared with three existing methods for
online fault detection. The false alarm rate (FAR), the missed fault rate (MFR), and the mean fault
diagnosis delay (MFD) are used as the evaluation indices to evaluate the performance of these models.

5.1. Comparison Approaches

Three comparison approaches are TRSWA-BP Neural Network (TRSWA-NN) [12],
SWPSO-Support Vector Regression (SWPSO-SVR) [36] and SWPSO learning vector quantization
(SWPSO-LVQ), which are presented briefly. They have shown good performance in wind power
prediction and fault diagnosis of wind turbines, which are compared based on the former captured data.

TRSWA-NN: This neural network’s learning process is based on an efficiency tabu, real-coded,
small-world optimization algorithm (TRSWA), which combines EMD (empirical mode decomposition),
PSR (phase space reconstruction), and EMD-based PSR to detect and isolate the faults of wind turbines.

SWPSO-SVR: This scheme uses the combination of support vector regression and small-world
particle swarm optimization for fault detection and isolation in wind turbines.

SWPSO-LVQ: This scheme combines the LVQ network based on the small-world particle swarm
optimization for detection and isolation, which has a good performance for all of the faults.

5.2. Evaluation Indices

The evaluation indices contain false alarm rate (FAR), missed fault rate (MFR) and mean fault
diagnosis delay (MFD). The three indices are calculated as follows:

FAR = li,10
/ 10∑

j = 1

l j,10 (27)

MFR =
10∑

j = 1,i = 1

l j,i
/ 10∑

j = 1

l j,i (28)

MFD = tfault occurrence − tfault detection/isolation (29)

where, lj,i is the number of samples from the ith class but classified to the jth class. MFD represents the
delay time between the fault occurrence and fault detection/isolation.
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5.3. Comparative Analysis

The same datasets above will be applied to train the three models and the proposed selective
SWNN ensemble model. Monte-Carlo analysis [37] is used to calculate the indices and to test the
robustness of the comparison approaches. Particularly, a rigorous test simulation based on 10,000 runs
has been executed, during which realistic wind turbine uncertainties have been considered. Table 7
shows the performance of the selective SWNN ensemble model against other approaches.

The results from Table 7 show the overall efficacy of the proposed ensemble SWNN model.
Particularly in the neural network-based approaches of the ensemble SWNN model, TRSWA-NN and
SWPSO-LVQ, it seems to achieve interesting results with quite low FAR, MFR and MRD for all the
fault cases. More specifically, when identifying the first 7 faults, the maximum FAR and MFR of the
ensemble model are 0.037 and 0.031, respectively, and the maximum MFD is not more than 1.3 s; while,
when identifying the 8th and 9th faults, the FAR and MFR are about 0.1 and 0.08, and the minimum
MFD is 8.5 s. There are many differences between the two situations, meaning that the ensemble model
has good accuracy and can maintain a fast corresponding speed for diagnosing the first 7 pitch faults,
but it is not ideal for the latter 2 faults. The same situation occurs in the TRSWA-NN and SWPSO-LVQ
models, which can easily monitor the first 7 faults. SWPSO-SVR has a very small MFD in diagnosing
all kinds of the 9 faults, however. The SWPSO-SVR has no better FAR and MFR, which means it cannot
guarantee high fault recognition accuracy when dealing with multi-dimensional and large amounts
of SCADA data. Conversely, compared with TRSWA-NN and SWPSO-LVQ, the selective SWNN
ensemble model also shows the optimal results with smaller FAR, MFR and MFD, especially when
identifying and classifying the first seven pitch faults.

Table 7. Comparisons of the presented method and other approaches.

Fault Case Index
Selective SWNN
Ensemble Model

TRSWA-NN SWPSO-SVR SWPSO-LVQ

1
FAR 0.012 0.021 0.034 0.018
MFR 0.009 0.019 0.048 0.013

MFD(s) 0.08 0.12 0.02 0.11

2
FAR 0.018 0.043 0.021 0.031
MFR 0.021 0.024 0.043 0.033

MFD(s) 0.1 0.23 0.02 0.3

3
FAR 0.008 0.01 0.011 0.005
MFR 0.005 0.008 0.02 0.009

MFD(s) 0.03 0.06 0.01 0.08

4
FAR 0.037 0.042 0.113 0.068
MFR 0.031 0.034 0.09 0.073

MFD(s) 1.3 3.7 0.5 1.8

5
FAR 0.021 0.022 0.081 0.035
MFR 0.017 0.026 0.09 0.01

MFD(s) 0.13 0.11 0.02 0.15

6
FAR 0.011 0.015 0.065 0.045
MFR 0.012 0.017 0.055 0.033

MFD(s) 0.08 0.12 0.03 0.08

7
FAR 0.019 0.035 0.057 0.04
MFR 0.022 0.018 0.055 0.017

MFD(s) 0.1 2.3 0.01 0.18

8
FAR 0.08 0.062 0.153 0.091
MFR 0.072 0.04 0.181 0.08

MFD(s) 8.5 4.8 0.8 3.8

9
FAR 0.11 0.12 0.135 0.108
MFR 0.067 0.094 0.19 0.124

MFD(s) 11.8 8.3 1.5 6.9

185



Energies 2019, 12, 3256

6. Conclusions

Fault diagnosis of wind turbines, as a basic research project, plays a major role in today’s electricity
markets. The five-step ensemble strategy proposed is a novel technique that uses the small-world
neural networks as the ensemble members to improve monitoring reliability and classification accuracy.
Compared to the conventional methods, the proposed method can be summarized as follows:

(1) The proposed selective SWNN ensemble strategy provides a comprehensive monitoring
mechanism for most fault types under different working states of the wind turbines.

(2) The proposed selective SWNN ensemble strategy decomposes the dynamic monitoring into
four distributed ensemble models, and each model contains multiple SWNNs to selectively
output multiple judgment results. These results can be coordinated to provide consistent fault
classifications at a fixed prediction horizon. The classification performance is effective and
accurate. Specifically, the proposed method under different working states shows an average
training accuracy and testing accuracy of over 97% and 92%, respectively, when detecting the
most pitch failures.

(3) The proposed selective SWNN ensemble strategy reveals stronger adaptability and sensitivity
than that of the single SWNN, especially when classifying and identifying the abrupt and incipient
faults, with a higher accuracy rate of over 93.8%. Additionally, it is able to use a short delay time
while achieving a lower false alarm rate and lower missed fault rate than the conventional models.

Future works focus on: (1) Regarding data processing, the ratio of normal samples to abnormal
samples needs to be studied. Such ratio will play a decisive role in the final classification results.
(2) Concerning terms of ensemble member optimization, a deep small-world neural network will
be proposed to diagnose the fault of wind turbines. It will be compared with other deep learning
algorithms, such as the Convolutional Neural Network (CNN), the Long Short-Term Memory (LSTM)
and the Recurrent Neural Network (RNN).
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Abstract: Wind energy is one of the fastest growing energy sources in the world. It is expected
that by the end of 2022 the installed capacity will exceed 250 GW thanks to the supply of large
scale wind turbines in Europe. However, there are still challenging problems with wind turbines.
In particular, off-shore and large-scale wind turbines are required to tackle the issue of maintainability
and availability because they are installed in harsh off-shore environments, which may also prevent
engineers from accessing the site for immediate repair works. Fault-tolerant control techniques have
been widely exploited to overcome this issue. This paper proposes a novel fault-tolerant control
strategy for wind turbines. The proposed strategy has a hierarchical structure, consisting of a pitch
controller and a wind turbine controller, with parameter estimations using the adaptive fading
Kalman filter technique. The pitch controller compensates any fault with a pitching actuator, while the
wind turbine controller computes the optimal reference command for pitching behavior so that the
effect of the fault with a pitch actuator can be minimized. The performance of the proposed approach
is demonstrated through a set of simulations with a wind turbine benchmark model.

Keywords: fault-tolerant control; Kalman filter; model predictive control; wind turbines

1. Introduction

The demand for sustainable and economical renewable energy has been increasing. Wind energy
is considered as one of most important renewable energy sources thanks to the fact that wind is an
infinite and free source of energy without harmful waste. According to the WindEurope report [1],
11.7 GW of wind power was newly installed in 2018 and there is a total 189 GW of installed wind
energy capacity in Europe. This will exceed 250 GW by the end of 2022.

Today, wind turbines are responsible for a large part of the energy production. The high reliability
of wind turbines is critical to reduce the cost of operation and maintenance [2,3]. However, wind turbines
operate in harsh environments, which causes failure of subsystems, including actuators and sensors.
Failure of subsystems or components may result in a change of the overall system structure and
performance, either slowly or significantly. Therefore, an appropriate compensation of failure
following an early diagnosis has significant impacts on the whole structural safety and the stable
energy generation.

The pitch control system plays an important role for the operation of wind turbines. The main
purposes of the pitch control include limiting the wind power capture in cases of high wind speed
conditions, mitigating the operational load, stalling, and braking in control region 3 with effective wind
speeds of 12.5–25 m/s, and stopping the wind energy generation in cases of low wind speed conditions
in control region 2 with effective wind speeds of 3–12.5 m/s [4]. Therefore, any fault with the pitch
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control system may cause serious problems, such as asymmetric loads for blades, fluctuations in the
speed of generator and power generation, and degradation of the stability of the wind turbine [5,6].

Recently, researchers have paid attention to fault tolerance control techniques for wind turbines.
Fault-tolerant control can be used to improve the reliability of a wind turbine system in harsh operating
environments and to guarantee the graceful degradation of performance, even in the event of faults
with system components. Some important works include linear parameter variable control [7],
adaptive gain sliding mode control [8], fuzzy-based adaptive control [9,10], and nonlinear geometric
approach [11]. In previous work [7], the linear matrix inequality is used for active fault-tolerant
control, while the bilinear matrix inequality is applied to passive fault-tolerant control. In another
study [8], a sliding mode fault-tolerant controller based on gain adaptive control was designed along
with the robust sliding mode observer for states, unknown outputs, and sensor faults. In previous
work [9,10], fuzzy model reference adaptive control for failure of the torque actuator in a wind turbine
was proposed. In another study [11], an active fault-tolerant controller using the nonlinear geometric
approach was presented.

The model predictive control (MPC) technique systematically handles constraints and optimizes
the controller to satisfy the control objectives [12]. Also, MPC has an implicit capability of fault-tolerance
in terms of the prediction of models, constraints, and objective functions [13]. Many researchers
have published MPC-based fault-tolerant control for wind turbines [14,15]. In a previous study [14],
MPC worked as the nominal controller in normal conditions, while it worked as the pre-compensator
in the presence of a fault. In another study [15], MPC was used to accommodate faults with a pitch
actuator and a generator torque actuator using the Laguerre function for parameterization of control.
Most of the existing research used an objective function that involves the effect of a fault. How to
properly adjust the objective function of MPC in response to faults is an interesting research topic [16].
However, it is hard to find publications addressing the design of fault-tolerant MPC cooperating with
a fault detection and diagnosis (FDD) module that provides the MPC controller with information
regarding faults.

This paper presents a novel fault-tolerant control strategy for wind turbines with a hierarchical
architecture in which MPC is cooperated with a FDD module using online estimations of fault
parameters. Since MPC can effectively deal with the variation in parameters by using an internal
model, the proposed strategy employs MPC as the baseline controller for both the pitch system and
the wind turbine. The proposed method comprises two different control modes: (a) fault-tolerant
control with the pitch system only; and (b) fault-tolerant control with the pitch system and the wind
turbine. The performance of the proposed method is compared with proportional-integral (PI) control
and sliding mode control through a set of simulations with a wind turbine benchmark model.

2. Statement of Wind Turbine Problem

In this work, we consider the wind turbine control system benchmark model, which was
provided by kk-electronics for the IFAC Fault Detection, Supervision and Safety for Technical Processes
(SAFEPROCESS) conference (Figure 1) [17]. The benchmark model represents a horizontal-axis wind
turbine with a three-bladed rotor. The model was obtained through a standard approach given in
the literature [18]. The wind turbine control system consists of seven subsystems: a wind model,
aerodynamics, a drive train, a generator-converter unit, a pitch system, and a tower. In this paper,
only necessary parts, including aerodynamics and a pitch system, are presented.
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Figure 1. Wind turbine control system model [18].

2.1. Description of Wind Turbine Aerodynamics Model

The aerodynamic equations of wind turbines are given in previous work [4,19]. The power
available from the wind passing through the entire swept rotor can be expressed as

Pw =
1
2

.
mv2

r =
1
2
ρπR2v3

r (1)

where Pw is the power available from the wind (W),
.

m is the mass flow rate of the wind, vr is rotor
effective wind speed (m/s), ρ is air density (kg/m3), and R is the radius of rotor disc (m). Only a portion
of power available Pw is converted to the rotor power, which is represented by the power coefficient,
Cp, depending on the tip-speed ratio (λ) and the blade pitch angle (β). The power extracted from the
available power Pw is given by.

Pa(t) = Pw(t)Cp(λ(t), β(t)) (2)

The tip-speed ratio is defined as the ratio between the tip speed of blades and the rotor effective
wind speed

λ =
ωr(t)R
vr(t)

(3)

where wr(t) is rotor speed (rad/s). The power coefficient Cp has a theoretical upper limit of 16/27 ≈ 0.593,
known as the Betz theory. The aerodynamic torque (Ta) acting on the rotor is defined as

Ta(t) =
Pa(t)
ωr(t)

=
1

2ωr(t)
ρπR2v3

r Cp(λ(t), β(t)) (4)

In the benchmark model, the blade pitch actuation system has three identical hydraulic actuators.
Each hydraulic pitch system is modeled by a second-order system

β(s)
βre f (s)

=
ω2

n

s2 + 2ζωns + ω2
n

(5)

where βref, ωn, and ζ are the reference pitch angle, the natural frequency, and the damping factor of the
pitch actuator, respectively.

The pitch control system plays an important role in generating the reference pitch angle to manage
the power generation from the wind. At wind speeds below the rate value (<12.5 m/s), the reference
pitch angle is set to zero. When wind speeds are above the rate value (>12.5 m/s), the pitch control
system aims to keep the generated power around the rated value by adjusting the reference pitch angle.
Therefore, this work focuses on the design of fault-tolerant control that can compensate for the effect of
the fault with the pitch system.
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2.2. Model of Pitch Actuator System Fault

In the benchmark model for a 4.8-MW wind turbine [17], each of the pitch systems is actuated
with an identical pitch actuator and assumed to have the same dynamic behavior as described in
Equation (5). To facilitate the subsequent controller design, the state space model of the pitch system is
rewritten as follows: ⎡⎢⎢⎢⎢⎣ .

β
..
β

⎤⎥⎥⎥⎥⎦ = [
0 1
−ω2

n −2ςωn

]⎡⎢⎢⎢⎢⎣ β.β
⎤⎥⎥⎥⎥⎦ +

⎡⎢⎢⎢⎢⎣ β.β
⎤⎥⎥⎥⎥⎦βre f

y =
[

1 0
]⎡⎢⎢⎢⎢⎣ β.β

⎤⎥⎥⎥⎥⎦ (6)

Each actuator has the physical constraints, the min/max magnitudes, and the rates, given as
(−2 deg, 90 deg) and (−8 deg/s, +8 deg/s). Each pitch system may have faults due to hydraulic leakage,
which will result in the change in dynamics; that is, the variations of ωn and ζ. This kind of fault
is modeled as a convex combination of values at the nominal condition and the low-pressure fault,
as follows [8]:

ω2
n = ω2

n0 + (ω2
n f −ω2

n0) f

ςωn = ς0ωn0 + (ς fωn f − ς0ωn0) f
(7)

where ζ0 and ωn0 are the nominal values of ζ and ωn, and ζf and ωnf are their values at a low pressure
fault; f represents the fault indicator. That is, f = 0 denotes the normal pressure ζ0 = 0.6 rad/s and ωn0

= 11.11 rad/s, and f = 1 denotes the low-pressure fault with ζf = 0.9 rad/s and ωnf = 3.42 rad/s [17].

3. Design of Hierarchical Fault-Tolerant Model Predictive Control

3.1. Control Principle for Wind Turbines

The goals of control for wind turbines are classified into two groups according to the wind speed
rate value. For the above wind speed rate value (>12.5 m/s in the benchmark model), the controller
aims to regulate the generate power (Pg) around the rated power and also to protect the generator
from the limited rotation speed due to the excessive aerodynamic torque. On the contrary, for the
below wind speed rate value (<12.5 m/s in the benchmark model), the wind turbine controller aims
to drive the turbine rotor speed at the optimal rotating speed by regulating the pitch angle, βr = 0.
The regulation of Pg is achieved by regulating Tg (see Equation (4)). Therefore, the control inputs of the
wind turbine system are Tg,ref and βref. In this paper, two types of fault-tolerant MPC are designed: one
for the generator system (Tg,ref) and another for the pitch system (βref).

3.2. Fault-Tolerant Model Predictive Control for Wind Turbines

The structure of the proposed fault-tolerant control strategy is illustrated in Figure 2. In this
strategy, notice that fault accommodation occurs in two places: one is in the pitch system controller
(local controller) and the other is in the wind turbine system controller (global controller). For this reason,
the proposed method can be seen as “fault-tolerant control with a hierarchical structure”. In practice,
the fault-tolerant MPC for the pitch system compensates for the effects of faults in the pitch system as
much as possible using online estimations of fault parameters. If the performance degradation persists,
then the fault-tolerant MPC for the wind turbine system attempts to meet the overall performance
requirements. This judgment is made by the FDD manager based on information of the wind turbine
condition, including the fault index, the power generation, the generator speed, etc. The local FDD
module provides specific information regarding faults, such as the fault index and estimations of fault
parameters using the adaptive fading Kalman filter algorithm [20,21]. Online estimations of fault
parameters and the decision regarding the fault-tolerant control form the FDD algorithm, which will
be discussed in a separate paper. An extensive survey of FDD can be found in previous work [22].
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Figure 2. Hierarchical structure of the proposed fault-tolerant control.

3.2.1. Design of Fault-Tolerant MPC for the Pitch System

The purpose of the fault-tolerant MPC for the pitch system is to control the pitch system, even if
any fault with the pitch actuator occurs, so that the discrepancy between the response of a nominal
system and the response of a faulty system can be minimized. The fault-tolerant MPC for the pitch
system can be formulated as follows if accurate estimates of the parameter are available:

min
Δβre f

J(k) =
Np∑
i=i
‖ β̂(k + i

∣∣∣k) − βs(k + i
∣∣∣k) ‖2Q +

Nu∑
i=i
‖Δβre f (k + i)‖2R

subject to :
pitch system model in Equation (5)
βmin < βre f < βmax

Δβmin < Δβre f < Δβmax

(8)

where β̂, βs and Δβre f denote the estimated pitch angle, the pitch angle set-point given from the wind
turbine system controller, and the variation in the pitch angle reference, respectively. Np is the length
of the prediction horizon, Nu is the length of the control horizon, and Q and R are weighting matrices.
When solving the optimization problem given in Equation (8), all of the system parameters are updated
via the adaptive fading Kalman filter algorithm to reflect the effect of the fault with the pitch system at
every sampling time.

3.2.2. Design of Fault-Tolerant MPC for the Wind Turbine System

The main purpose of the fault-tolerant MPC for the wind turbine system is to meet the operating
requirements of the wind turbine and to generate the maximum electric power available at the current
wind speed, which often varies. Furthermore, to achieve the capability of fault tolerance, the wind
turbine system controller must be able to compensate for the effect of a fault that cannot be completely
compensated by the fault-tolerant MPC for the pitch system. The wind turbine should be maintained
at maximum power while not exceeding the safe electrical and mechanical loads. These requirements
can be expressed in the optimization problem as follows:

min
Δβs

J(k) =
Np∑
i=i
‖ y(k + i

∣∣∣k) − r(k + i
∣∣∣k) ‖2Q +

Nu∑
i=i
‖Δβs(k + i)‖2R

subject to :
wind turbine model in Section 2
βmin < βs < βmax

(9)

where Np and Nu are the lengths of the prediction horizon and the control horizon, respectively.
Here, y is the output vector of the wind turbine system, r is the reference vector, which may change
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according to the wind speed; Δβs is the variation of the pitch angle set-point, and Q and R are weighting
matrices. The output vector y and the reference vector r are defined as

y =
[ .
ωg Tg

]
, r =

[
0

Pre f
ηgωre f

]
(10)

where
.
ωg is time rate of the change of the generator angular speed, Tg is the current generator torque,

Pref is the power generation reference (it is a constant value, which is 4.8 MW in this paper), ηg is
a coefficient, and ωg is the current generator angular speed at the given sampling time. Table 1
summarizes the control parameters for MPC.

Table 1. Model predictive control parameters for implementation.

Parameters Notation Value

Sampling Period - 0.01
Prediction Horizon Np 20

Control Horizon Nu 2
Output Constraint Min/Max βmin/βmax −2/90

Output Constraint Rate Up/Down Δβmin/Δβmax 8/−8
Input/Output Weight R/Q 0.1/1

4. Simulation Results

4.1. Wind Turbine Benchmark Model

The effectiveness of the proposed method is verified through simulations with the wind
turbine benchmark model in both the nominal case and the fault case with a pitch fault. The wind
turbine benchmark model, which is developed in the MATLAB/Simulink® (R2014A, MathWorks,
Natick, MA, USA) programming environment, was introduced in the design competition by IFAC
SAFEPROCESS [17]. In the benchmark model, a basic PI controller for pitch control is implemented
with proportional gain of 4 and integrator gain of 1 [6]. To evaluate the performance of the proposed
approach, sliding mode control (SMC) for a wind turbine is also implemented [23]. Simulations
were performed for three cases, which are: (a) no FTC for the wind turbine system, FTC for the
pitch system; and (b) FTC for both the pitch and the wind turbine system. The parameters and
variables used in the wind turbine benchmark model and fault-tolerant MPC are summarized as follows:

Symbol Description

β blade pitch angle for [◦]
.
β change of pitch angle [◦/s]
βs set-point of pitch angle for pitch controller [◦]
βre f reference of pitch angle for pitch system [◦]
β̂ estimation of pitch angle [◦]
ω̂n estimation of natural frequency pitch system [rad/s]
ς̂ estimation of damping factor pitch system [rad/s]
f estimation of fault index for pitch system [rad/s]

Pre f rated power generation (4.8 × 106) [W]
Tre f rated generator torque [Nm]
ωre f rated generator angular speed (162) [rad/s]
Pg current generated power [W]
Pg,e error of generated power (Pre f−Pg) [w]
ωg current generator angular speed [rad/s]
ωg,e error of generator angular speed (ωre f−ωg) [rad/s]

194



Energies 2019, 12, 3097

4.2. Simulations for Healthy/Fault-Free Condtion

Simulations are carried out to compare the performance of the reference PI controller and the
proposed MPC for the healthy condition. The simulation is executed using the actual wind data that
are provided with the benchmark model. Figure 3 is the actual wind profile of each blade (blade 1,
blade 2, and blade 3) used throughout the simulations. For a more realistic model of aerodynamics,
the wind profile includes the effects of tower shadow and wind shear. The simulation results are given
in Figures 4 and 5.

Figure 3. Actual wind profile of each blade, including the effects of tower shadow and wind shear.

 
(a) (b) 

Figure 4. Simulation results with healthy conditions: (a) power generation; (b) generator speed.

 
(a) (b) 

β 
°

β 
°

β 
°

β
β

β

Figure 5. Simulation results with healthy conditions: (a) pitch angle; (b) pitch angular rate (top: PI;
mid: SMC; bottom: MPC).

The responses with both controllers look similar. The power generation is well controlled near
the rated power limit, which can be observed in Figure 4a. Table 2 summaries the simulation results.
Three metrics are employed to compare the performance of the different control methods: (1) the sum
of squared power generation error (Pg,e) = Pg,e Pg,e; (2) the sum of squared generator speed error (ωg,e);
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and (3) the sum of squared second blade pitch rate (
.
β2) to measure the energy consumption by actuators.

As shown in Table 2, the MPC shows a better performance than PI and SMC. The MPC is superior to PI
in all performance indices, the power generation, and the energy consumption. In particular, the level
of energy consumption with MPC shows an outstanding result.

Table 2. Controller performance in healthy conditions (the numbers in parentheses denote normalized
values with respect to the PI controller).

Controller
∫

(Pg,e(t))
2dt [1016]

∫
(ωg,e(t))

2dt [106]
∫
(

.
β2(t))

2
dt [102]

PI 1.0380
(1)

2.6868
(1)

1.2618
(1)

SMC 1.1479
(1.11)

3.0746
(1.14)

79.2850
(62.8)

MPC
0.97361
(0.938)

2.5886
(0.963)

0.5745
(0.455)

4.3. Simulations for Faulty Condtion

The simulation results with faults of the pitch system are presented in Figures 6 and 7. The fault
occurs in the hydraulic pumps driving the pitch actuators for blades 2 and 3, and they occur abruptly
at approximately t = 200 seconds. The same wind profile shown in Figure 3 is used. Note that PI
and SMC controllers present the instability at t = 300 and 650 s, respectively. This behavior may be
related to the relatively low wind speed at t = 300 s and the pitch actuation fault. Figure 6a shows
the power generation curve. It can be observed that the power output with PI or SMC and MPC are
quite different under the pitch actuation fault. In the results with SMC, it is obvious that the model
uncertainties due to the pitch system fault are larger than the robust region of SMC. The power output
with MPC tracks the rated value well, but there is a large variation in the power output curve for the PI
and SMC controllers. These results are reflected in the generator speed curve, shown in Figure 6b.
This is related to the sluggish response of the pitch system because of the fault and the decrease of
the wind speed around t = 300 s. Finally, the proposed MPC outperforms the PI and SMC controllers
with respect to the input actuation cost, as shown in Figure 7b. Although there is considerable activity
in the pitch system in response to the fault, the PI and SMC controller do not work properly. Table 3
summarizes the performance metrics. As mentioned, PI and SMC show poor control performance.
On the other hand, MPC shows a better performance than PI or SMC due to its intrinsic robustness.

 
(a) (b) 

Figure 6. Simulation results with fault conditions: (a) power generation; (b) generator speed.
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Figure 7. Simulation results with faulty conditions: (a) pitch angle; (b) pitch angular rate (top: PI; mid:
SMC; bottom: MPC).

Table 3. Controller performance in faulty conditions (the numbers in parentheses denote normalized
values with respect to the PI controller).

Controller
∫

(Pg,e(t))
2dt [1016]

∫
(ωg,e(t))

2dt [106]
∫
(

.
β2(t))

2
dt [104]

PI 1.3809
(1)

5.7436
(1)

1.0195
(1)

SMC 1.7812
(1.29)

8.4175
(1.47)

0.8687
(0.852)

MPC 0.9736
(0.705)

2.6120
(0.455)

0.3444
(0.338)

4.4. Simulations with Fault-Tolerant Control in Faulty Condtions

In this section, simulation results for fault-tolerant control in the pitch system fault are presented.
The same fault scenario as described in the previous section is used to verify the effectiveness of the
proposed fault-tolerant control strategy. In this section, two fault-tolerant strategies are evaluated,
which are divided into FTC with the pitch system only and FTC with both the pitch system and the
wind turbine system.

4.4.1. Fault-Tolerant Control with Pitch System Only

First, fault-tolerant control of the pitch system is considered. When the fault occurs, the change of
parameter values due to the pitch system fault is estimated by using the adaptive fading Kalman filter.
Then, MPC is re-synthesized based on the new set of pitch system parameters. The simulation results
are given in Figures 8 and 9. To highlight the effectiveness, the simulation results with and without
FTC are compared. Unfortunately, fault-tolerant control with the pitch system only does not work
effectively. As shown in Figure 8, the power generation curves and the generator speed curves for the
two controllers are similar. There is only slight improvements when FTC is applied. Moreover, Table 4
shows that the improvements are achieved at the expense of pitch actuation energy. The overuse of
the faulty pitch system may cause other problems, such as the reduction in remaining useful lifetime
(RUL). Therefore, it is concluded that fault-tolerant control with the pitch system only is not reasonable.
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(a) (b) 

Figure 8. Simulation results with fault-tolerant control with pitch system only: (a) power generation;
(b) generator speed.
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Figure 9. Simulation results with fault-tolerant control with pitch system only: (a) pitch angle; (b) pitch
angular rate (top: fault-tolerant with MPC (FT-MPC); bottom: nominal MPC).

Table 4. Controller performance with and without fault-tolerant control (the numbers in parentheses
denote normalized values with respect to the MPC).

Controller
∫

(Pg,e(t))
2dt [1015]

∫
(ωg,e(t))

2dt [106]
∫
(

.
β2(t))

2
dt [103]

Nominal MPC 9.7363
(1)

2.6120
(1)

3.4449
(1)

FTC with pitch system only 9.7085
(0.997)

2.5649
(0.982)

6.2457
(1.81)

FTC with pitch and wind
turbine systems

9.6849
(0.995)

2.5407
(0.973)

1.6201
(0.470)

4.4.2. Fault-Tolerant Control with Pitch and Wind Turbine System

This section presents the simulation results of the proposed MPC with both the pitch system and
the wind turbine system. The results are compared with and without reconfiguration. In Figures 10
and 11, the power generation curves and the generator speed curves for the two controllers are similar.
However, notice the important difference in Figure 11. Figure 11a shows the individual blade pitch
angle without and with fault-tolerant control, respectively. A significant difference between the two
control methods is evident. In the nominal MPC method, the three pitch actuators are used equally to
control the aerodynamic force, even though blades 2 and 3 have faults. This difference occurs because
the nominal MPC controller does not have any information about the pitch system condition.
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(a) (b) 

Figure 10. Simulation results with fault-tolerant control with pitch and wind turbine systems: (a) power
generation; (b) generator speed.

 
(a) (b) 
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°
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Figure 11. Simulation results with fault-tolerant control with pitch and wind turbine systems: (a) pitch
angle; (b) pitch angular rate (top: FT-MPC; bottom: nominal MPC).

In contrast, FTC with both the pitch system and the wind turbine system increases the movement
of healthy blade 1 to regulate the power generation, instead of blades 2 and 3, which are faulty.
Therefore, this approach is more reasonable than FTC with the pitch system only. The results are
summarized in Table 4. All performance indices show the benefit of FTC with the pitch system and the
wind turbine system. The power generation and the generator speed regulation are slightly better
than FTC with the pitch system only. Notably, the pitch actuation energy cost of blade 2 is reduced
by more than 50% compared with the nominal MPC method. It is expected that saving the pitch
actuation energy cost of the faulty pitch system will extend its RUL, which will lead to the lower
maintenance costs.

4.5. Discussion

As shown in Tables 3 and 4, the proposed MPC shows better performance than existing methods in
the case of a pitch system fault. Especially, the hierarchical (or two-stage) fault tolerant control strategy
reduces the pitch actuation energy cost more than 50%. This will extend the remaining useful lifetime
(RUL) of the pitch system, and thus reduce the maintenance costs. However, the large difference in
pitch angles between the blades may cause a problem with asymmetric loads and fatigue. To tackle
this problem, it is required to design a MPC optimization cost function covering the unbalanced load
mitigation problem [24].

5. Conclusions

Wind turbines must satisfy a high degree of reliability to guarantee unrelenting power generation,
while reducing the operational and maintenance costs. However, the harsh operating environments of
wind turbines can cause failure of subsystems, including actuators and sensors. In this paper, a novel
fault-tolerant control strategy for wind turbines has been proposed. The proposed strategy has a
hierarchical structure, which consists of two fault tolerant controllers: one for the pitch system at the
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lower level, and another for the wind turbine system at the higher level. The proposed control strategy
is based on the model predictive control (MPC) technique, thanks to its advantage in dealing with the
model variations and the uncertainty caused by faults. A set of simulation results with a benchmark
model demonstrated the performance of the proposed method in comparison with the existing PI and
SMC controllers.
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Abstract: Optimization of the maintenance policies for offshore wind parks is an important step
in lowering the costs of energy production from wind. The yield from wind energy production is
expected to fall, which will increase the need to be cost efficient. In this article, the Markov decision
process is presented and how it can be applied to evaluate different policies for corrective maintenance
planning. In the case study, we show an alternative to the current state-of-the-art policy for corrective
maintenance that will achieve a cost-reduction when energy production prices drop below the current
levels. The presented method can be extended and applied to evaluate additional policies, with some
examples provided.

Keywords: maintenance planning; maintenance strategy; maintenance; corrective maintenance;
repair; offshore wind energy; maintenance scheduling; optimization; modeling

1. Introduction

Offshore wind energy is an established form of energy generation in Europe and is globally
gaining interest in countries all around the world, especially in East Asia. However, in most places,
electrical energy produced by offshore wind farms (OWFs) is still more expensive than other electricity
generation methods. Many improvements have already been achieved for different factors influencing
the cost of electricity generated from wind. The size of the wind turbine support structures has been
optimized, by e.g., minimizing the use of expensive materials. Turbine efficiency has been improved by
e.g., optimizing the shape and materials of turbine blades. The overall production of a wind farm can
be improved by studying wake effects and optimizing the control of individual turbines. Within the
offshore wind research community, the optimization of operation and maintenance has recently been
gaining interest from researchers all around the world. One reason for this is the high share of operation
and maintenance cost in the overall energy costs up to a third of the price of electricity produced is
due to operations and maintenance [1]. Reducing these operation and maintenance costs will improve
the total cost of energy production and help achieve cost competitiveness with other generation
methods, such as onshore wind or solar energy. Different groups have developed simulators that
model the operation of OWFs, as reviewed in [2]. With these simulators, the researchers are able to
investigate different maintenance scheduling policies by comparing the simulation results of different
policies. Existing models depend almost exclusively on Monte Carlo simulations, i.e., running a large
number of simulations with the same inputs, in order to investigate uncertainties and variations in
different inputs and variables (wave heights, wind speeds or failure occurrence) used. Additionally,
different policies can only be evaluated manually, by implementing each strategy individually in the
model. Some exceptions to the dependency on Monte Carlo simulations are some newer approaches,
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using stochastic models [3] or genetic algorithms [4]. The influence of uncertainties on the optimal
scheduling of corrective maintenance has been investigated for the repair time [5], and the weather
forecast [3,6].

In this paper, we present a method that can be applied to compare different maintenance
scheduling policies for an OWF at a given location (with known weather) for a specific failure type
with a known repair time. In contrast to most of the existing tools and models, no simulations are
required and expected values for different performance indicators [7], like downtime or production
losses can be compared for the different policies. With the presented method, including uncertainties
is straightforward—it can be included directly into the model as opposed to running Monte Carlo
simulations with different parameters, as has been done by most of the existing models. Uncertainty in
the sea state is included in the presented case study. Section 2 explains the details of the method used
and gives the details about the mathematical structure. Implementation of the method is explained in
Section 3. Section 4 presents a case study applying the presented method. Discussions and an outlook
on alternative policies that could be evaluated with this framework are given in Section 5.

2. Methodology

2.1. Markov Decision Process

The method we present in this paper is based on a Markov decision process (MDP). A MDP
is a stochastic control process that can be seen as an extension of a Markov chain, adding actions
and rewards [8]. The MDP can be described as a 5-tuple: (S ,A,P ,R, γ), where S is a set of states,
A a set of actions, P the transition probabilities between states, given actions, R a real-valued reward
(or penalty) function that calculates the reward (or penalty) of any given state and γ a discount factor.
As the name suggests, this process assumes the Markov property, therefore the effects of an action
taken in a state only depend on that state and not the prior history of the process. An example of
a Markov decision process is presented in Figure 1. In the present framework, the set of states S
includes an finite number of states—in the example in Figure 1, six states are shown. (Infinite sets of
states are possible in the framework of Markov decision processes. For more information about the
mathematical concept, please refer to the literature, e.g., [8].) Each state can be described by one or
multiple properties. These can be e.g., a location (distance from some fixed point), reward given in
the respective state, or, in the case of offshore wind farm maintenance, the status of the turbine, a sea
state observation, or the time needed to complete a repair. Each state differs from all other states in at
least one characteristic, so no duplicates exist. The actions in the MDP can be either deterministic or
stochastic. Deterministic actions lead to a (fixed) new state that the process will continue in after the
current state. A stochastic action specifies a probability distribution over the next states. The transition
probabilities between states depend on the action undertaken in that state and specify the new state,
subject to that action. Therefore, for each state and possible action in that state, there is at least one
positive transition probability to another state. For each state and action, the transition probabilities
sum to one. A deterministic action is a special case of a stochastic action, with exactly one positive
transition probability equal to one. The example in Figure 1 includes two stochastic actions and the
associated transition probabilities. The reward function is a real valued function, assigning a value to
each state and action combination. When a negative value is assigned by the reward function, it is
often called a penalty function instead. In the example in Figure 1, each of the six states has one of two
reward values, namely 1 and 0.
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Figure 1. An example of a Markov decision process (left). The blue hexagons represent the states,
with their rewards indicated in blue boxes next to the state. Orange circles indicate the two actions
that can be taken in each state. Subject to the action, the transition probabilities are indicated with
green arrows and the value displayed next to the arrow. Transition probabilities following action a1 are
shown in light green, while transition probabilities following action a2 are shown in dark green. The
policies “choose action a1 in all states” (upper) and “choose action a2 in all states” (lower) are presented
by their transition matrices (right).

In addition to the Markov decision process that describe how the system works, our setup contains
a set of policies Π. A policy π ∈ Π is a mapping from S to A, and can be understood as a decision
makers rule for choosing one of the possible actions a ∈ A in each state. In order to follow a policy, one
must (a) determine the current state s, (b) determine the action to be executed in that state a = π(s),
(c) determine the new state s′ and continue, alternating (b) and (c). The goal of using a MDP is of
course to find an optimal (or at least better than existing) maintenance strategy. In the framework of
the MDP, this is done by finding an optimal policy π. In order to evaluate a policy (and ultimately
finding the optimal policy), it is necessary to determine expectation of the total reward gained by
following it (in order to optimize it). Intuitively, one could try to sum all rewards obtained in the
MDP when following the policy, but this can quickly become overwhelming. (Typically, summing all
rewards will yield an infinite sum, namely for all MDPs with either infinite state space or for MPDs
with infinite horizon. For more information about these cases, refer to e.g., [8].) The solution is to use
an objective function to map the sequence of rewards to (single, real) utility values. Options to obtain
an objective function are (1) setting a finite horizon, (2) using discounting to favour earlier rewards
over later rewards and (3) averaging the reward rate in the limit.

Instead of optimizing the policy, in some cases, it might be desirable to compare different policies
with each other. When combining an MDP with a fixed policy that chooses exactly one action for each
state, the result is a Markov chain. This is because all of the actions are defined by the policy and one
is left with the transition probabilities between states. One example of a resulting Markov chain is
visualized in Figure 2. In this Markov chain, the value of each state Si can be calculated based on the
reward R(Si) of that state and based on the values of the states that can be reached. It is calculated as

V(Si) = R(Si) + ∑
j

PijV(Sj), (1)
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where Pij is the transition probability between state Si and state Sj from P . The equations in (1) are
known as Bellman equations, named after Richard Bellman. We can solve the linear equation system
(LES) defined by the transition probabilities and reward function to find the values V (Si) for each
state. When comparing two policies, one can look up the value of a specific state one is interested in,
usually a ‘starting’ point. In the case of OWF maintenance, this could e.g., be a state in which a failure
occurs and the value could then be representative of the time it takes for this failure to be corrected,
with a penalty incurred for each step taken without resolving the failure. A case study comparing
different policies is presented in Section 4.
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Figure 2. An example of a Markov chain (MC), as the result of selecting one policy in the setup
of Figure 1 (left). The policy displayed on the right-hand side is the optimal policy for this MDP,
when starting in S1. The transition probabilities for the MC are shown in the matrix (right).

In the example shown in Figure 1, a possible policy would be to always choose action a1.
The corresponding Markov chain is presented on the right-hand side of the figure in the form
of its transition probabilities. The rewards (presented in the figure in blue next to the states) are
R(S1) = R(S2) = R(S3) = R(S4) = 1, and R(S5) = R(S6) = 0. In order to calculate the value of
each of the states, we solve the equation system defined by the Bellman Equation (1):

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

V(S1)

V(S2)

V(S3)

V(S4)

V(S5)

V(S6)

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1
1
1
1
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

+

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 0.3 0.7 0 0 0
0 0.3 0.7 0 0 0

0.4 0 0 0.6 0 0
0 0 0 0 0.6 0.4
0 0 0 0 0 0
0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

V(S1)

V(S2)

V(S3)

V(S4)

V(S5)

V(S6)

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

−1 0.3 0.7 0 0 0
0 −0.7 0.7 0 0 0

0.4 0 −1 0.6 0 0
0 0 0 −1 0.6 0.4
0 0 0 0 0 0
0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

V(S1)

V(S2)

V(S3)

V(S4)

V(S5)

V(S6)

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

−1
−1
−1
−1
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.
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The values of the states are then⎛
⎜⎜⎜⎜⎜⎜⎜⎝

V(S1)

V(S2)

V(S3)

V(S4)

V(S5)

V(S6)

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

5.05
5.05
3.62

1
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.

If one is interested in comparing the value of a specific state under two different policies,
the calculation is repeated for that policy and the values compared. It is also possible to find the
optimal policy without comparing the values based on the resulting Markov chains. In order to find
the optimal policy, we define the optimal value function V∗ by the recursive set of equations

V∗(Si) = R(Si) + maxa∈A

[
∑

j
P(Sj|Si, a)V∗(Sj)

]
, (2)

so the optimal value of a state Si is the reward in the state, plus the maximum over all actions we could
take in the state. This is a the generalized form of the Bellman Equation (1) for policies. In the example
shown in Figure 1, the possible actions are a1 and a2. The idea behind this maximum is that in every
state we aim to choose the action that maximizes the value of the future. The optimal value function
V∗ can be found by e.g., value iteration. When V∗ is known, the optimal policy π∗ can be found by
picking the action that maximizes the expected optimal value:

π∗(Si) = argmaxa∈A

[
∑

j
P(Sj|Si, a)V∗(Sj)

]
. (3)

In the example shown in Figure 1, the optimal policy is to conduct action a1 in states S1 and S4,
and a2 in states S2 and S3. Figure 2 shows the Markov chain corresponding to the optimal policy.

2.2. Probabilistic Weather Input

In the modeling of offshore wind farm maintenance, the uncertainty in the local weather, and more
specifically the wave height, is often included. In the given framework, the local weather can be
included into the model by adding a sea state (wave height) property in the definition of the states.
Some of the existing maintenance approaches [2] use Markov chains to model the weather. Similar to
these approaches, transition probabilities between different wave height bins can be used in the
MDP. Given some source of historical weather data, the wave height data are sorted into so-called
“bins”-categories summarizing wave heights in a given interval. The size of these bins should be
adjusted based on the application, for offshore wind farm maintenance 0.4 m is a useful interval
step [5]. Then, the probabilities to transition from one bin to all other bins are calculated based on the
number of occurrences of transitions between these bins in the given data source. In order to be able to
investigate seasonality, one can calculate separate matrices for e.g., each month of the year.

2.3. Repair Time Modelling

Another factor that influences the decision-making in offshore wind farm maintenance is the
time it takes to bring a wind turbine component that has failed back to an operational state.
Throughout this article, we will use the term “repair time”. This repair time is the cumulative amount
of time spent during maintenance actions, and we assume a fixed repair time, without uncertainty.
The repair time should not be confused with the time between a failure and its resolution, which we
will refer to as “downtime”. The repair time can be included into the MDP as a parameter to the states.
During maintenance, the MDP will move from states with a high remaining repair time, to states with
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a lower remaining repair time, until a state with no remaining repair time is reached, where the process
will stop.

2.4. Calculation of Production Loss

We want to use the MDP to evaluate different policies for offshore wind farm maintenance.
One aspect to compare is the production loss of a turbine or wind farm under a given policy.
The production loss can only be estimated, as explained in [7], as we cannot measure the absence
of production. Therefore, a method to estimate the production loss is needed. Given information
about the wind speed from e.g., measurements and a knowledge about how the power production
dependents on the wind speed, it is straightforward to find an estimate of the production losses.
One could include the wind speed as a parameter into the states of the MDP as was done with the
wave height. As we do not need to use the wind speed as a decision criterion for the policies, we use
a matrix with conditional probabilities of wind speed values given a wave height, similar to how it
has been presented in [5]. Given some source of weather data, the wind speeds are first sorted into
bins—a bin size of 1 m/s is sufficient for production loss calculations. For each state in the MDP
with a given wave height parameter, the conditional probability for each wind bin is populated in
a matrix that can later be used to look up these values. The expected production loss for each state
in the MDP can be calculated based on these relative probabilities and a power curve for the turbine
type of interest. A power curve can be either obtained directly from the manufacturer or a linearized
power curve can be used, based on the turbine model. If one does not have information about an
actual turbine model, reference turbines like [9] or [10] can be used. In order to obtain the (expected)
production loss, the production values for each discrete wind speed bin, as obtained from the power
curve, are weighted (multiplied) with the (conditional) probability from the matrix. The sum of these
weighted production values is then the production loss for the state. For a state Si, given n discrete
wind speed steps with conditional probabilities P(uk|Si) for k = 1 . . . n, and a power curve p(·) the
expectation of the production loss L(Si) is

E(LSi ) =
n

∑
k=1

p(uk)P(uk|Si). (4)

3. Implementation

In order to use the presented method to evaluate different maintenance policies, it is necessary
to implement it in a programming language. The resulting program can then be used to evaluate
well-known policies and compare them to alternative options. In our analysis, the implementation
was conducted in Python 3.

In order to define the MDP, we define the states, actions, policies and the reward function. The set
of states S can be generated, by defining the composition of a state and then generating a list of
possible states. A state could e.g., be a tuple of several parameters Si = (p1(i), p2(i), p3(i)), where each
of the parameters can take different values (e.g., p1(i) ∈ {0, 0.4, 0.8, 1.2, . . . , 10.0, 10.4} a wave height,
p2(i) ∈ {5, 4, 3, 2, 1, 0} the number of remaining repair hours, and p3(i) ∈ {‘at shore’, ‘offshore’} the
vessel location). The different actions a ∈ A, will have different outcomes depending on the state.
Possible actions for an implementation for the offshore wind maintenance planning could be “go out
to the wind farm”, “repair the turbine”, and “return to shore”. As described above, each policy π ∈ Π
is a set of rules, defining which action should be taken in which state. It can be implemented as a set of
conditional expressions ensuring that only transitions between states which correspond to the actions
defined by the policy are possible. When investigating multiple policies with similar rules, a high
level policy can be implemented first, and the characteristic parameter changed for each individual
policy in the evaluation. The reward function is a function assigning a real value to each state. It is also
possible for the reward value to be dependent on the action taken to reach the state. Implementation of
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this reward function highly depends on the structure of the states; in most cases, it will be a function
depending on one or more parameters of the state.

In order to calculate the value of a policy, the first step is to define the equation system resulting
from plugging the policy into the MDP, thereby forming a Markov chain. The LES has been observed
to follow some rules and the matrix defining it can be produced following these steps:

1. Find the number of states n, and find a mapping of the states, assigning each of them a natural
number, effectively applying an order to the states.

2. Create the (n × n) matrix containing the transition probabilities for the investigated policy.
3. Calculate the entries of the reward vector, where the i-th entry corresponds to R(Si).
4. The matrix P and vector R define an equation system

(P − In)V = −R,

which can be solved using a linear algebra routine in e.g., Matlab or Python. Depending on the
structure of the matrix and vector, different algorithms might be used to achieve fast computation.

5. In order to investigate different properties of a policy, the same matrix is used in a LES combined
with different reward functions for each property.

4. Case Study

4.1. MDP Definition

In this case study, the states S ∈ S of the MDP are tuples of the form S =

(location, wave height, repair time left, steps waited), where ‘location’ can take on either of the values
‘port’ or ‘turbine’. The significant wave height (‘wave height’) takes values in steps of 0.4 m between
0 m and 10.4 m. The ‘repair time’ starts off with an initial value, specific to the turbine component that
is investigated. The values for repair time are taken from [11], the most recent source for offshore wind
turbine failure and repair data. Different components and types of repairs have been investigated in
this case study, each with a distinct mean time to repair and worker requirement. For the example of the
major blade repair, with 21 h mean time to repair, the values for the ‘repair time’ range from 0 to 21 h
in steps of 1 h. For other components and repair times, the values have a different range. The steps are,
however, set to 1 h, for all repair types and components investigated. This results in a different number
of states for different types of repair. The ‘steps waited’ also take steps of 1, starting at 0 and ranging
up to 3 depending on the maintenance policy. A summary of the parameters for the states is shown in
Table 1. The set of actions A = {stay, wait, reset wait time, go out, repair, return}, where the actions
‘wait’ and ‘reset wait time’ are only used in some of the policies. How the actions are used in the
different policies is detailed below in Section 4.4, a summary of the possible actions is provided in
Table 2. The transition probabilities between states P depend on the transition probabilities of the
significant wave height values. These probabilities are calculated based on the weather data from
FINO 1 [12]. More details on how the probabilities are calculated are given in Section 4.2. The reward
function R is used to evaluate different aspects of the maintenance policies. To evaluate the influence
of the policy-change on the expected downtime of the turbine, a penalty is used for the steps it takes
to end up in a repaired state. To calculate the expected production losses, the reward function R
represents a penalty of the production losses. These are calculated based on the correlation of wind
speeds and wave height and a linearized power curve for the NREL 5 MW turbine [9]. The details
of this calculation are presented below in Section 4.3. Discounting is not used in this case study and
hence the discount factor set to γ = 1. To evaluate a maintenance policy, we investigate the value
of the initial states. These states are those in which the failure occurred and hence the repair has not
started. As we assume cumulative repairability (i.e., when a repair has to be interrupted, progress is
kept and the repair can be continued at a later stage), these are all states with the initial repair time
values. Since the failure can occur at any wave height, multiple states with this repair value exist.
These are weighted with their probability of occurrence and the values summed before reporting.
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Table 1. The different parameters of the states and their possible values.

Parameter Possible Values Comment

Location {port, turbine}
Wave height [m] {0, 0.4, 0.8, . . . , 10, 10.4}
Repair time [h] {0, 1, 2, . . . , max − 1, max} maximum (max) depends on component

Steps waited {0, 1, 2, 3} depends on strategy

Table 2. The different actions and how they influence the parameters of the next state.

Action Parameters for Next State

stay
wait steps waited +1

reset wait time steps waited = 0
go out location = turbine
repair repair time −1
return location = port

4.2. Weather Input

In this case study, the weather data used to calculate the transition probabilities between wave
heights (and subsequently states) comes from the FINO 1 measurement campaign. The data from the
FINO 1 measurements have some missing observations. Additionally, the wind speeds are provided in
10 min aggregated means while wave height measurements are provided for 30 min intervals, which is
not convenient for the calculation of production losses (Section 4.3). The transition probabilities
have therefore been calculated based on the interpolated time series also used in [13,14]. In order to
calculate the transition probabilities, the significant wave height is categorized in steps of 0.4 m first.
This means that all wave height observations between 0 m and 0.4 m will be collected in one so-called
bin. The same is done for the values between 0.4 m and 0.8 m, and so on. We have chosen to calculate
separate matrices with the transition probabilities for each month, by sorting the data beforehand.
This has the advantage that we can investigate and observe how the season affects the optimal policy.

4.3. Calculation of Production Loss

As described above in Section 2.4, the expected production loss for each state is calculated based
on probabilities of the wind speed given the sea state, and a power curve. The probabilities are based
on data from the FINO 1 measurement campaign. The same 1 h-interpolated FINO 1 data [13] that was
used to calculate the wave height transition probabilities was used. For each observation point, a wave
height value and a wind speed value are known. The wave height and wind speed are then categorized.
For the wind speed, the step size is 1 m/s, so each observation for wind speeds between 0 m/s and
1 m/s will be collected together. The same is done for wind speeds between 1 m/s and 2 m/s and so
on. The wave heights are categorized as described in Section 4.2. Then, the conditional probabilities of
these wind speeds subject to the wave height at the same point in time are gathered. For the calculation
of the production loss, information about the power curve is needed in addition to the weather. In our
case study, a linearized power curve is used for the NREL 5 MW turbine [9], as was also done in [5].
The linearized power curve is based on the cut-in and cut-off wind speed as well as the wind speed
where the rated power (5 MW) is reached. When solving the MDP, the production loss values are used
to calculate the reward of each state. The weighted values of the initial states are then summed and
reported, as described above in Section 4.1. The loss of production is calculated in terms of electric
power (kWh). If one is interested to compare this directly to the cost of maintenance, the energy needs
to be valued in terms of money. This can be done by either using a (variable) electricity market price or
a (fixed) feed-in-tariff.
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4.4. Policies

This section presents the different maintenance policies that are investigated and compared in
the case study. As described in Section 2, a single policy assigns an action a ∈ A to each state S ∈ S .
A summary of all policies, with different parameters is shown in Table 3. For each policy, the possible
actions under this policy are listed.

Table 3. Names of the different policies investigated in this article, as well as the maximum number of
steps that can be waited under this policy and the possible actions.

Policiy Name Max (Steps Waited) Possible Actions

go-right-away 0 stay, go out, repair, return
wait-1-step 1 stay, wait, reset wait time, go out, repair, return
wait-2-steps 2 stay, wait, reset wait time, go out, repair, return
wait-3-steps 3 stay, wait, reset wait time, go out, repair, return
0.8 m-limit 0 stay, go out, repair, return
1.2 m-limit 0 stay, go out, repair, return
2.0 m-limit 0 stay, go out, repair, return
2.4 m-limit 0 stay, go out, repair, return
2.8 m-limit 0 stay, go out, repair, return

4.4.1. Go-Right-Away

In order to be able to conduct maintenance, a vessel has to be at the turbine and the wave height
needs to be below a defined threshold of 1.6 m. This is a value, based on the often presented wave
height limit of 1.5 m for vessel access [15], modified to fit the wave height resolution of the case study.
In this strategy, as soon as the wave height is below the threshold of 1.6 m, the vessel is sent to the wind
turbine. We assume a travel time of one step (1 h) in this case study, which might be short compared to
some wind farms. However, since we are using weather data from FINO 1, which is next to the Alpha
Ventus wind farm in the North Sea, we are already assuming a wind farm relatively close to shore
which will have a shorter travel time. Once the vessel reaches the turbine, repair is conducted if the
wave height is still below the threshold. As soon as the wave height crosses the threshold, the repair
is interrupted and the vessel returns to port. We assume that the repair is cumulative, i.e., when the
repair is interrupted, it can be continued at a later stage without any loss of progress. The return to
port takes one step (1 h) again. As soon as the wave height crosses below the limit again, another
access is made until the turbine is repaired. We do not take into account any restrictions to the working
time of the maintenance crew or vessel crew, so it is possible to have one access and conduct the full
repair without ever returning to port. This is a simplification that could be justified, if the boat has
living quarters and enough personnel on board to rotate in shifts. Figure 3 shows a decision diagram
for this policy. In every state of the Markov decision process, the diagram can be used to find the action
that the policy prescribes for that state. In Figure 4, a minimal MDP is shown for this policy. Here,
two steps of repair are required and two wave heights are considered, namely below and above the
limit. The probability to stay below the limit is denoted as P(−,−), the probability to change wave
height from below the limit to above the limit is denoted as P(−,+) and so on. Assuming the state
is (‘port’, ‘above limit’, ‘2’), the first check is whether the repair time is greater than zero, which it is.
The next check is whether the vessel is at the turbine, which it is not. Thus, the next inquiry is whether
the wave height is below the limit, which it is not. The action is then ‘stay’. The state will be the
same in the next step with a probability of P(+,+) and will change to (‘port’, ‘below limit’, ‘2’) with
a probability of P(+,−). In this state, the action will be ‘go out’.
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Figure 3. The decision tree for the original (go-right-away) policy. This assessment is conducted for
each state and influences the transition probabilities in the MDP, by choosing an action for each state.
An example of how the policy is applied can be seen in Figure 4.
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Figure 4. A minimal example of the process for the original (go-right-away) policy. Here, only two
steps of repair are shown. The process starts in states with repair time (rt) equal to 2 h (rt = 2), which is
then reduced to 1 h (rt = 1) and finally 0 h (rt = 0). The wave height (hs) is categorized as being below
(<) or above (≥) the threshold (limit), and transition probabilities are adjusted to accommodate this
simplification. P(+,−) is the probability to get from a wave height above threshold (hs ≥ limit) to
a wave height below threshold (hs < limit). With ‘start’, we mark the states in which a maintenance
decision maker would start the decision of when to repair, i.e., the point in time when the failure
occurs/is reported. The decision taken in each state is marked in red, next to the respective state.
How the decision is made, based on the state and maintenance policy can be understood from Figure 3.
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4.4.2. Wait-n-Steps

An alternative to accessing the wind farm as soon as the wave height is below the threshold
is to wait a certain number of steps in good weather, before going out with the vessel to conduct
maintenance. The intuition behind this policy is that, if the sea has been calm for several time-steps,
it is more likely to stay calm (i.e., below the wave height limit) due to persistence. Waiting a certain
amount of time in good weather assures that the observation below the limit was not just an outlier
and one can avoid interrupting the maintenance operations. In the investigated policies, the number
of waiting steps is fixed and independent of the observed wave height in the state. In our case study,
we investigated wait-times of one step, two steps and three steps. Each step represents 1 h. The other
aspects of the strategy remain as before. Again, the repair is assumed to be cumulative, so, if the repair
is interrupted, progress is kept and it can be continued and completed at a later stage. The maintenance
is aborted and the vessel returns to shore as soon as the wave height is above the threshold. The time
it takes to access the turbine and return to port respectively is one step (1 h). The decision diagram for
this policy is shown in Figure 5.
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Figure 5. The decision tree for the wait-n-steps policy. First, the decision maker checks, whether a repair
is necessary (repair time > 0). Depending on the location (at turbine), a wait-time check is conducted.
This depends on the number of wait steps specified by the policy (1 h, 2 h, 3 h). Finally, the weather is
checked and the correct action chosen for this state. This assessment is conducted for each state and
influences the transition probabilities in the MDP, by choosing an action for each state.

4.4.3. Different-Limits

The third type of policy that is being investigated in this article has a second wave height
threshold. One limit (new) is used for the decision of going out to the wind turbine and the other
(original) threshold of 1.6 m is used for the decision to start and continue the repair. It is also used
for triggering a possible return of the vessel to the harbour. We investigate both lower (stricter) and
higher (laxer) wave height limits for access (new limits), specifically we investigate the limits 0.8 m,
1.2 m, 2 m, 2.4 m, and 2.8 m. The repair is again assumed to take a fixed amount of time and can be
completed by accumulating enough maintenance (repair) actions. Again, as soon as the wave height
is above the (original) wave height threshold, the repair is aborted and the vessel returns to shore.
The decision tree for this policy is identical to the one of the go-right-away policy shown in Figure 3,
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only that the weather check uses a different threshold in a port and at the turbine. The go-right-away
policy is a special case of this strategy, where both limits are 1.6 m.

4.5. Repair Data Input

For the repair time values, data from [11] are used. They present the mean time to repair [h],
number of workers needed and mean annual failure rates for 19 wind turbine components. For each
component, three types of failures are distinguished, namely ‘major replacement’, ‘major repair’ and
’minor repair’. Each of these have their own values, leading to a total of 57 different combinations of
component and repair type, with specific repair time and worker requirements. We have investigated
some selected turbine components and failure types, namely major gearbox replacement, major blade
repair, and minor electrical repair. The repair time value is used to generate the possible states for the
MDP, whereas the worker requirement is used for cost calculations. The values that have been used
are summarized in Table 4.

Table 4. Turbine components that are investigated in the case study and their repair parameters.

Component Cumulative Repair Time [h] Average Number of Workers Needed

Gearbox, major replacement 231 17.2
Blade, major repair 21 3.3

Electrical, minor repair 5 2.2

4.6. Cost Data Input

The costs for vessel and workers are dependent on the number of accesses, the total operation time
(travel time and working time combined), the vessel charter costs, the vessel hourly costs, the number
of workers needed for the repair, and the worker hourly wages. In the case study, these costs are
all set according to values from the literature, provided in Table 5. In order to value the production
losses in terms of money, the market price for electricity or feed-in-tariffs can be used. Since the
price of electricity varies a lot, both between seasons, time of the day and countries, not a single
“correct” electricity price can be used to analyze the production losses. In order to show the variation
in electricity prices and their influence on the optimal maintenance policy, we include an analysis of
the corrective maintenance cost in the case study. In order to gain some insight into the electricity
prices in Europe, we used [16,17].

Table 5. Input used to calculate the maintenance cost.

Hourly vessel 287.5 € calculated from daily cost from [13]
Hourly worker 55.3 € calculated from annual worker salary

Mobilisation vessel 1000 € arbitrary (similar to number from [18])

4.7. Results

In this section, some aspects under which the different maintenance policies have been compared
are presented. Some of these aspects are similar to the key performance indicators presented in [7].

4.7.1. Repair Actions

The number of repair actions with each policy can be used as a control in order to detect possible
mistakes in the implementation of the strategy. All policies include cumulative repair, no degeneration
and the work is not continued after the repair is completed. Therefore, the expected repair time
calculated and returned by each maintenance policy should be equal to the repair time needed to bring
the investigated component back to a state as-good-as-new. Due to memory and rounding errors,
this differs insignificantly between policies, in the magnitude of 10−10 h in our study.
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4.7.2. Downtime

The expected downtime of a maintenance action or repair can be used to evaluate a maintenance
policy. The downtime of a turbine is defined as the time the turbine is in a non-operational state caused
by either a fault, or by a maintenance action. With an increase in downtime, the time-based availability
of the turbine is reduced, often leading to lost production and a lower energy-based availability [7].
The downtime will incur production losses and the decision maker is therefore most likely interested
to reduce it. In order to calculate the expected downtime for a policy, the reward function of the
MDP is modified such that every step the process takes (i.e., every transition from one state to the
next) gets a penalty of 1, representing the time that is lost in this step. When the MDP is then solved,
thus the value of each state is calculated, and the average of values of the starting states weighted
by the probability of occurrence gives the expected downtime until the cause of downtime (in this
case a failure) is resolved. The starting states are those states with a repair time equal to the expected
repair time and can be understood as the time of occurrence of the failure. The turbine downtime is,
unsurprisingly, higher for the more restrictive policies. For the ‘wait-n-steps’-policies, downtime is
always higher than for the original ‘go-right-away’ strategy. For the ‘different-limits’ policies, those
with a less restrictive limit are observed to have a slightly lower downtime than the original strategy.
Due to the threshold for access being less restrictive, the vessel is more often at the turbine location.
It can be avoided to “waste” one time step of calm weather for the access. This increases the likelihood
of the vessel being already at the turbine location when the weather is calm enough to conduct a
repair and therefore a faster resolution of the failure. For policies with a stricter limit than 1.6 m, the
downtime increases, depending on the repair time and month, to up to three times the downtime of
the original policy. Figure 6 shows the downtime for each policy and each month for the major gearbox
replacement with a repair time of 231 h.

Figure 6. Downtime of the wind turbine due to a major gearbox replacement for different policies.
Policies with a less restrictive wave height threshold for the vessel access have a lower downtime than
more restrictive policies.
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4.7.3. Production Losses

The second aspect that is used to evaluate a maintenance policy is the production lost due to the
downtime of the turbine. As explained in Section 2.4, we calculate the production loss based on the
wave height in each state. In the MDP, the expected production loss for each policy can be calculated,
by using the lost production as ‘reward’ in the process. Then, the value of the starting states represents
the production loss that can be expected by using the evaluated policy. Results for the production loss
are shown in Figure 7, for a minor repair of the electrical system. It can be observed that the policies
with a laxer wave hold threshold for vessel access have a slightly lower production loss than the
original policy. The more restrictive policies on the other hand lead to an increase in lost production,
up to more than three times the values of the original policy. For the calculation of the losses in terms
of monetary value, different electricity prices have been used in this case study, based on data from
Eurostat [16] for various countries. These results are shown combined with other maintenance costs
below in Section 4.7.5.

Figure 7. Lost production in kWh for a minor repair of the electrical system, with a repair time of 5 h.
The policies with a higher (less restrictive) wave height threshold for vessel access show slightly lower
losses in production than the original ‘go-right-away’-policy.

4.7.4. Number of Vessel Accesses and Returns

Another aspect that can be used to compare different maintenance policies is the number of
vessel accesses. This number is of interest, since usually each vessel mobilization induces a fixed
cost for the maintenance provider or wind farm operator. Hence, the decision maker is interested in
keeping the total number of vessel mobilizations low, while still trying to conduct a repair as fast as
possible. The number of vessel accesses for each policy can be monitored, again by modifying the
reward function. The reward is set to 1 for each state in which the selected action is ‘go out’. Each time
a vessel is sent from the port to the turbine, the reward will increase by one and after the process has
finished, the expected number of vessel accesses can be calculated in the same way as the number of
repair actions or downtime. As the MDP is stopped as soon as the repair is complete, the number of
vessel returns will always be one less than the number of accesses, and can be calculated by following
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the same logic as for the vessel accesses, switching the action from ‘go-out’ to ‘return’. The number
of accesses needed before a completed repair implies vessel and worker costs. Figure 8 shows that
the policies with a wave height threshold of 1.6 m (‘go-right-away’ and ‘wait-n-steps’) perform very
similar in terms of number of vessel mobilizations. The policies with a more restrictive wave height
threshold (0.8 m and 1.2 m) show fewer vessel mobilizations. The policies with a higher threshold for
waves (2 m, 2.4 m, 2.8 m) show very high numbers of vessel mobilizations, up to 10-times the values
of the ‘go-right-away’-policy. This is likely caused by the wave height limit for repairs, which remains
at 1.6 m also for those policies. When the vessel goes out in harsher weather than is allowed during
repairs, and this weather persists for longer than the travel time, the vessel has to return to port right
away and no repair can be conducted.

Figure 8. Total number of vessel accesses until the major blade repair is completed—for different policies.

4.7.5. Total Cost of Maintenance

The results for the total cost calculation are naturally the most complex, as they combine the cost
calculations with the production losses. In the given framework with cumulative repair and no penalty
for an unsuccessful repair attempt, one expects that the ‘go-right-away’ strategy will be the cheapest
option, as this strategy leads to the fastest resolution of the failure. Our case study confirms this
under the current electricity prices and assumed worker and vessel costs. Figure 9 shows the example
of a major blade repair, and the total cost of maintenance for different policies. Should, however,
the electricity price drop, and reach levels below 2.4 Euro-cent, the ‘wait-1’ strategy surpasses the
original (go-right-away) strategy, as the avoidance of unnecessary vessel mobilizations will outbalance
the losses due to turbine downtime. This can be seen from Table 6, for the major gearbox replacement for
the month of June. As the production losses highly depend on the repair time and weather, no universal
“cut-off” point between policies exists, but has to be investigated on an individual basis. Should the
current trends of dropping yield for the electricity producer continue, we expect to see novel policies
surpassing the cost-performance of the current state-of-the-art policy.
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Figure 9. Results for the total costs for the major repair of a turbine blade. We assume an electricity
price of 30.84 Euro-cent (Germany second half 2017 from [16]. The original strategy is the cheapest
option independent of the season.

Table 6. Electricity price at which a break-even is reached between two policies in €. A value is
calculated for each month of the year, for the major gearbox replacement, with a repair time of 231 h.
This comparison is not complete and solely meant as an example to show that novel policies indeed
become cheaper than the original policy for low enough electricity prices.

Month simple = wait1 simple = wait2 simple = wait3 wait1 = wait2 wait1 = wait3 wait2 = wait3

1 0.0117 0.0114 0.0110 0.0110 0.0106 0.0103
2 0.0163 0.0153 0.0144 0.0143 0.0134 0.0125
3 0.0118 0.0108 0.0099 0.0098 0.0090 0.0082
4 0.0211 0.0192 0.0175 0.0173 0.0158 0.0142
5 0.0193 0.0178 0.0164 0.0163 0.0150 0.0137
6 0.0247 0.0228 0.0212 0.0210 0.0194 0.0178
7 0.0180 0.0168 0.0157 0.0156 0.0146 0.0136
8 0.0175 0.0158 0.0143 0.0141 0.0127 0.0113
9 0.0113 0.0104 0.0096 0.0095 0.0088 0.0081
10 0.0095 0.0086 0.0078 0.0077 0.0070 0.0063
11 0.0075 0.0070 0.0066 0.0066 0.0061 0.0057
12 0.0223 0.0209 0.0196 0.0195 0.0182 0.0169

5. Discussion

The most important takeaway from this paper should be the methodology that has been presented.
The Markov decision process is a powerful tool and yet so versatile that it can be modified to fit
a multitude of use cases. Uncertainties in different parameters can be included, by adding a parameter
to the state, representing e.g., the probability of a successful repair, or the occurrence of a new failure.

The results presented in the case study Section 4.1 show that the Markov decision process is a valid
approach to assess different maintenance policies for offshore wind farms. It has shown that, depending
on the circumstances, the current state-of-the-art maintenance policy is indeed optimal. We have further
shown that, with an electricity price below 3 Euro-cent, the ‘wait-1-step’-policy becomes better than the
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original strategy in the given framework. This is assuming a crew transfer vessel with the presented values
for maintenance costs can be used for the given repair and weather probabilities based on FINO 1 [12].

According to Fraunhofer ISE [17], the wind specific electricity prices in Germany are currently
between 8 and 14 Euro-cent, while consumer end prices for electricity were at 31.23 Euro-cent in
Germany in the second half of 2018 according to Eurostat [16]. This shows that only a small fraction of
the end-consumer price is paid to the wind farm operator, roughly between 26–46% of the consumer
end price goes to the energy producer in Germany. Fraunhofer ISE [17] predict the prices in Germany
to further drop to around 5 to 11 Euro-cent by 2030.

When applying these percentages to other European countries, like Lithuania with an electricity
price of 0.1097 Euro-cent in the second half of 2018 [16], a yield of 3–5 Euro-cent becomes realistic.
This is without the prediction of a drop in the share of the percentage of the electricity price that goes
to the producer. Factoring that into the previous calculation, a yield between 1.8–0.3 Euro-cent for
Lithuania in 2030 can be predicted. Therefore, wind farm operators might soon be interested to look
beyond the state-of-the-art strategy and investigate other policies.

Another aspect to consider is the limitation of this study concerning different vessel types.
A gearbox replacement usually requires a lifting vessel with a crane, which generally have higher
mobilization and hourly hire rates than the ones investigated in the current framework. In reality,
the maintenance policy of waiting for a persistently calm sea might therefore already be economically
viable in some cases for the current electricity prices.

A similar argument can be observed for wind farms that are far offshore, with longer travel
times. The example presented here was based on FINO 1 [12] data, a measurement mast close to
the Alpha Ventus wind farm very close to the coast. With an increasing travel time, the cost of a
failed maintenance attempt (an unnecessary vessel mobilization) increases and it is expected that
another policy than ‘go-right-away’ will be economically better and possibly already for current
electricity prices.

The Markov decision process can be used to study and compare many different maintenance
policies that have not been discussed here. It is also very straightforward to use the same process
for wind farms with a longer travel time, other site-specific weather conditions, turbine types or cost
numbers. Some examples for investigations in the future include:

• Maintenance policies taking into account work-time restrictions or shift lengths.
• Policies including multiple vessels.
• Policies including different vessel types.
• Investigations of multiple failures or turbines.
• A framework that takes into account incomplete repair actions or loss of repair progress in case

of interrupted maintenance.
• Wind farms further from shore, with a longer travel time and harsher weather.

6. Materials and Methods

Wind and wave data from the FINO 1 project are provided by the Bundesministerium
für Wirtschaft und Energie (BMWi), Federal Ministry for Economic Affairs and Energy and
the Projektträger Jülich, project executing organization (PTJ). They can be downloaded from
http://fino.bsh.de/ by users from Europe, for research purposes.

The implementation of the method, as used for the case study, is freely available from
https://github.com/helenese/MDP, licensed under Creative Commons Attribution—NonCommercial
4.0 International (CC BY-NC 4.0).

7. Conclusions

In this article the Markov decision process (MDP) has been presented as a useful method for
offshore wind farm maintenance modeling. The method can be adapted to fit many use cases and
uncertainties can be included without relying on Monte Carlo simulations. The case study has
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validated the use of this concept and further indicates that under a hypothetically, lower electricity
price alternative policies for the scheduling of repair will become more efficient than the current state
of the art.
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Abstract: Wind power, as a renewable energy for coping with global climate change challenge, has
achieved rapid development in recent years. The breakdown of wind turbines (WTs) not only leads
to high repair expenses but also may threaten the stability of the whole power grid. How to reduce
the operation and the maintenance (O&M) cost of wind farms is an obstacle to its further promotion
and application. To provide reliable condition monitoring and fault diagnosis (CMFD) for WTs,
this paper presents a comprehensive survey of the existing CMFD methods in the following three
aspects: energy flow, information flow, and integrated O&M system. Energy flow mainly analyzes
the characteristics of each component from the angle of energy conversion of WTs. Information flow
is the carrier of fault and control information of WT. At the end of this paper, an integrated WT O&M
system based on electrical signals is proposed.

Keywords: condition monitoring; fault diagnosis; survey; wind turbine (WT); electrical signal

1. Introduction

1.1. Background

The global desire for clean energy is driving the rapid development of wind power, and wind
turbine (WT) manufacturing techniques have made tremendous progress in recent decades. As shown
in Figure 1, the reports show that the installed capacity of wind power in the United States and P.R.
China accounted for more than half of the total worldwide in 2017. Furthermore, the USA wind
power market surged in 2017 with 9598 MW of new capacity added, bringing the cumulative total to
89,077 MW as shown in Figure 2 [1]. Meanwhile, China surpassed the United States in cumulative
installations in 2017, and the latest data show that China led both offshore and onshore wind energy
installation in 2017 [2]. The rapid increase of installed capacity of WTs has brought hope for solving
the problem of fossil energy shortage, especially the utilization of offshore wind energy.

Despite the rapid development of WTs, the operation and the maintenance (O&M) techniques of
WTs are lagging behind, and little research has been done. Compared with traditional steam turbines
and hydraulic turbines, WTs are usually located in remote and harsher environments with high
humidity, high salt-fog, large temperature fluctuation and even snow-covered conditions. Long-term
and large-scale load fluctuations also bring great uncertainty to prognostic and health management of
WTs. The WT is complex in structure, and its nacelle is located above a tower hundreds of meters high
and difficult to access. The O&M data from the first-line wind farms show that the high failure rates of
WTs seriously squeezes the economic benefits of the wind farm. The condition monitoring and fault
diagnosis (CMFD) technique of a wind farm is the core issue of timely discovery of incipient faults and
arranging scheduled maintenance to reduce the O&M cost of the wind farm.

Energies 2019, 12, 2801; doi:10.3390/en12142801 www.mdpi.com/journal/energies223
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Figure 1. Annual and cumulative growth in USA wind power capacity [1].

Figure 2. Annual and cumulative growth in USA wind power capacity [2].

1.2. Overview of the Survey

This paper introduces the related techniques of the WT CMFD from a comprehensive perspective.
Energy flow, information flow, and an integrated WT O&M system based on electrical signal are
discussed in detail in this paper. In the design and the production stage of WTs, the fault modes and
the fault characteristic parameters of each component of WTs need to be considered beforehand. Firstly,
the various components of the WT are divided into wind energy subset, mechanical energy subset,
and electrical energy subset from the perspective of energy flow. As the highlight of the paper, the
failure modes and the characteristic parameters of each component are considered comprehensively.
Secondly, the various signals of the WT are divided into vibration, torque, electrical, temperature,
and acoustic emission (AE) from the perspective of information flow. The intrinsic link between the
fault information carriers is discussed and summarized in detail. Thirdly, since the electrical signal
is non-intrusive in nature, it is not necessary to add redundant sensors to convert other signals into
electrical signals during fault diagnosis. The electrical signal is the optimal fault information carrier
in the O&M information flow of the wind farm. A wind farm O&M method based on the electrical
signals is proposed.

Compared with the existing literature survey, the contribution of this paper is to focus on the
intrinsic link between the various components of the energy flow and the various fault information
carriers of the information flow. The manifestations of each faulty component in each fault information
carrier is discussed and summarized in detail. Considering that the purpose of all sensors is to convert
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other kinds of signals into electrical signals, the O&M methods based on electrical signals can directly
skip the sensor link, thus the wind farm O&M based on electrical signals with the integration of control
and fault diagnosis is emphasized and separated into a single section.

2. WT Component

WTs are a complex and highly coupled power conversion system from wind energy to mechanical
energy to electrical energy. In order to obtain maximum wind energy and ensure safe and stable
operation of WTs, many sensors and auxiliary equipment are installed in the nacelle of WTs, which
increase the complexity of WT. Figures 3 and 4 show the typical structure of WTs. The difference
between two structures is that doubly fed induction generator (DFIG) WTs have drivetrain gearboxes,
and the generator is directly connected with the blades in a permanent magnet synchronous generator
(PMSG). The components of WTs can be divided into three subsets: wind energy subset, mechanical
energy subset, and electrical energy subset according to energy flow. The blades are rotating devices
that are exposed to the outside and directly capture wind energy. The tower is the supporting device
for the entire WT nacelle and blades. The harsh environment will cause cracks from the point to the
surface of the tower and may even cause the entire tower to fall down. The pitch system and the yaw
system are auxiliary devices for adjusting the pitch angle and the nacelle direction in order to obtain
maximum wind energy. These devices are all a subset of the wind energy in the energy flow. Both
the shaft and the gearbox are mechanical drivetrain in the nacelle, which belong to the subset of the
mechanical energy in the energy flow. Since the vibration sensor is easily attached to the surface of the
mechanical drivetrain, the vibration signal is generally preferred in the industry for fault diagnosis.
However, unfortunately, the narrow nacelle of the WT creates obstacles to the installation of sensors. A
generator and its auxiliary power electronic device transform mechanical energy into uniform and
standard electric energy belonging to the electric energy subset of energy flow. Since there is a steel
shell on the outside of the motor, it is not advisable to go deep into the motor for monitoring, which
would probably cause damage to the electromagnetic reaction. In addition, the more widely used a
power electronic device is, the more fragile it will be, which poses a challenge for the fault diagnosis of
the electric energy subset.

 
Figure 3. Doubly fed induction generator (DFIG).
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Figure 4. Permanent magnet synchronous generator (PMSG).

The CMFD is an effective way to realize intelligent O&M and reduce the cost of wind power.
Condition monitoring is a process of monitoring the operation parameters of electromechanical systems.
By monitoring the change of parameters and analyzing the physical relationship between parameters
and faults, the diagnosis and the prediction of faults can be realized in a timely manner. The wind
farm supervisory control and data acquisition (SCADA) system is a remote O&M cloud platform
realizing the functions of monitoring, controlling, recording, and statistics of the operation status of
each important unit and accessory systems [3,4]. Vibration, electric, AE, temperature, and oil are all
possible information carriers of fault parameters. The existing condition monitoring techniques are
mainly divided into two parts: offline condition monitoring and online monitoring. Offline condition
monitoring requires the WT to be separated from the working condition in order to extract fault
information. The advantages of online condition monitoring over offline condition monitoring are
obvious—online condition monitoring is performed, whereas the WTs are in service. This reduces the
loss of energy production costs in the process of WT condition monitoring. At the same time, it should
be emphasized that online monitoring is to extract fault parameters during the operation of WTs. How
to extract small fault from massive data under normal conditions is still a great challenge. The harsh
environment of the wind farm combined with variable speed and variable load conditions poses a
severe challenge to improving the signal-to-noise ratio (SNR) of online monitoring and to achieving
decoupling between fault and normal conditions.

As shown in Figure 5, data surveyed from three wind farms of Europe show the average annual
failure of each WT component and the average time of each failure. From this, a conclusion was drawn
that the failure rates of blades, generators, electrical system, electrical control, and gearboxes are higher.
When WT fault occurs, yaw system, blades, drivetrain, and gear box failures often lead to a long
downtime of WT. The components with high failure rate and long downtime caused by each failure
are the core issues of CMFD for WTs.
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Figure 5. Annual failure rate and downtime per failure for surveyed wind farms in Europe [5].

3. WT Energy Flow

3.1. Wind Energy Subset

Components used to capture wind energy or serve wind energy in WTs belong to the wind
energy subset in the energy flow. Blades, pitch systems, yaw systems, and towers are indispensable
components. Components belonging to the wind energy subset are exposed to the wild, resulting
in inevitably higher failure rates. Moreover, due to the change of wind speed and the inertia of the
rotation of its own blades, the working condition is unstable. These characteristics of the wind energy
subset components bring new challenges to CMFD of WTs, which are discussed below.

3.1.1. Blade

The blade is a device for WTs to capture wind energy. It is the only mechanical component that is
widely oscillating and exposed to the outside for all components of the WT. Exposed to the natural
environment, the blade is prone to various faults due to the influence of aerodynamic and adverse
environmental factors [6,7]. The imbalance of blades threatens the stability of the whole WT and can
even lead to the collapse of the wind tower. In recent years, as the focus of wind energy development
has shifted from land to sea while bringing more clean energy, it has also led to the size of blades
becoming larger and larger [8]. With high wind speed and high salinity and humidity, the risk of
failure of larger blades increases exponentially. The maintenance cost of offshore WTs is high, and the
blades damaged seriously need to be repaired by transporting ships back to factories. The CMFD of
offshore wind farms have a broader application prospect.

The imbalanced fault of the blade is found by using the frequency spectrum of the vibration
signal [9–12]. The imbalanced faults of WT blades can also be monitored by analyzing the frequency
spectrum of the shaft torque [13]. Although the generator of a WT is far from the blade in the drivetrain
chain, it can also analyze the health of the blade by analyzing the power spectrum [14]. More directly,
the researchers used fiber bragg grating (FBG) sensors to monitor the probable unseen crack faults in
the blades [15,16].

Although researchers all over the world have proposed various methods to deal with WT blade
failures, the challenges are still great. For example, the measurement of shaft torque needs a torque
sensor, and the measurement power needs to simultaneously sample the three-phase voltage and
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the current of the stator, thus the calculation ability and the storage space are big challenges. The
blade fault monitoring is greatly affected by the surrounding environment and working conditions.
The data collected by the strain sensor are non-periodic, and it is difficult to form a unified fault
diagnosis standard.

3.1.2. Pitch System and Yaw System

In order to obtain the maximum wind energy and realize the real-time tracking of wind direction,
WTs are equipped with a yaw system and a pitch system. An example of energy conversion for WTs is
shown in Figure 6.

Figure 6. Energy conversion of WTs

The pitch system is a device to control the rotation of the blade around the hub, while the yaw
system is a device to control the rotation of the nacelle around the tower [5]. The pitch system and the
yaw system structures are similar to the main system of WTs, which consists of a motor, a deceleration
gearbox, and a bearing. Therefore, most of the CMFD methods applied to the main drive system are
applicable to the pitch system. A data-driven fault diagnosis technique is introduced to solve the pitch
system fault of WTs [17]. Aiming at the special working conditions of variable speed and variable load
in the pitch system, researchers proposed a gear fault diagnosis technique based on an order tracking
algorithm [18]. The research on CMFD of pitch bearing with high failure rates has not been reported
yet. Similar to the failure causes of the pitch system, installation misalignment, encoder failure, and
lack of lubricant all could lead to yaw system failure. By using power curve copula modeling, the fault
diagnosis of the pitch and the yaw system is realized [19]. There has been little research on CMFD
of the yaw system until now. With the increase of WT capacity, the weight of nacelle increases, thus
the research on CMFD of the yaw system deserves more attention. The problem faced by the pitch
system and the yaw system is that the actual working condition is variable speed and variable load.
The frequency of the fault signature in the spectrogram causes aliasing due to this special condition.
The traditional steady-state analysis method is difficult to apply to this special working condition. The
small space in the WT nacelle and the hub limits the installation of the sensor, thus the sensorless fault
diagnosis techniques of the pitch system and the yaw system is the direction of the effort.

3.1.3. Tower

The tower is the support component of the whole nacelle. Long-term exposure to the outside
world and the fluctuation of wind speed will usually affect the stability of the tower, which also
threatens the stability of the upper nacelle and the blades. The vibration signals collected in the SCADA
system are used to monitor the health of WT towers. Based on the data transmitted from the strain
sensor directly installed on the tower, the cloud platform for wind farm O&M can monitor the subtle
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changes of the tower in time [20,21]. Researchers introduced the method of measuring strain and
bending deformation of a WT tower based on FBG to evaluate the load on the tower in real time [22].
This method not only realizes fault diagnosis but also estimates the tower condition of WT, which
greatly reduces the threshold of tower design and wind farm construction cost. Early tower failures
may even lead to tower collapse if they are not detected in time when there is a strong wind. Because
the collapse of towers is usually sudden, timely detection of early micro-faults is the key to CMFD of
WT towers.

3.2. Mechanical Energy Subset

The mechanical energy subset includes two components, the shaft and the gearbox, which together
create the tie between the wind energy and the electrical energy that can be used by human beings.
Meshing and friction of mechanical components are collectively the process of transmitting energy, but
once the mechanical components are subjected to more than the load they can bear, cracks and fracture
will occur.

3.2.1. Shaft

Shaft is the connecting device between the hub, the gearbox, and the generator, which plays
the function of energy flow transmission. The shaft constantly collides and rubs against various
components during the journey of sharing energy. The change of wind speed causes the rotation
speed of the shaft to follow the change, which leads to a large fluctuation of force in the transmission
process and greatly increases failure rates. There are few studies on CMFD of WT shafts. By using the
characteristic parameters corresponding to the faults in vibration and AE, the fault condition of the
shaft is detected [23]. When the shaft is imbalanced, the load torque of the generator will fluctuate
periodically. Experiments proved that load torque of the motor could be used to monitor the health
of the shaft [24]. However, it should be noted that the load of the motor is greatly affected by the
fluctuation of wind speed, and the diagnostic results are greatly affected by the working conditions.
Similarly, acoustic signals are used to monitor the cracked shaft [25]. Generator current signals are
used to monitor the misalignment of the shaft [26]. The difficulty of CMFD regarding shafts lies in
the fact that shafts are usually used in conjunction with gearboxes or bearings, and it is difficult to
determine the specific source of faults in actual working conditions.

3.2.2. Gearbox

A gearbox is a drivetrain device to realize speed matching between blade and generator. Due to
the gears being relatively fragile and the fact that subtle faults are difficult to detect, the gearbox is
considered to be the component with the highest failure rates, which often puts doubly fed induction
WTs at a disadvantage when competing with permanent magnet direct drive WTs. Installation
dislocation, fatigue wear, and lack of lubricant can affect the working conditions of the gearbox.
Compared with the fault of the generator body, the gear fault has its own characteristics [27,28].
Because it is a drivetrain component between mechanical components and electric components,
it is possible to monitor the condition based on vibration, electrical signals, AE, and temperature
signal [6,29].

The influence of the torque fluctuation caused by gear failure on the stator current of the generator
is analyzed. After fast Fourier transform, the fault gear can be converted into a fault sideband in the
current spectrum. The fault sideband interval is fcc.

fcc =

⎧⎪⎪⎨⎪⎪⎩ f | f = k fs ±
I∑

i=1

pi fsh,i±
J∑

j=1

qj fm, j; pi, qj = 0, 1, 2, . . .

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (1)
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where fs is the fundamental frequency, k is a positive integer representing the fundamental and the
possible harmonics of the current, fsh,i is the rotating frequency of the ith shaft in the gearbox, fm, j is the
jth gear meshing frequency, and I and J are the numbers of the shafts and the gear pairs in the gearbox,
respectively. When a gear failure occurs in the drivetrain chain, the corresponding side frequency
band in the spectrum will be significantly strengthened. Similar to the characteristic frequency in the
current, the characteristic frequency fgb in the vibration signal can be expressed as:

fgb =

⎧⎪⎪⎨⎪⎪⎩ f | f =
I∑

i=1

li fsh,i±
J∑

j=1

mj fm, j; li, mj = 0, 1, 2, . . .

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (2)

By comparing the characteristic frequencies of the current signal with those of the vibration signal,
it can be found that the current signal is affected by the fundamental wave, which leads to the low SNR
of the fault characteristic frequency. However, at the same time, it should be noted that the vibration
signal needs to be equipped with sensors, and the sensor itself has the risk of failure. In the case of
gearbox failure, noise will be generated, and friction will also lead to temperature rise. AE signal and
temperature signal are also worth considering [30,31].

3.3. Electrical Energy Subset

The capture of wind energy and the transmission of mechanical energy are all for the production
of electrical energy. The generator and its auxiliary power electronic devices are indispensable for the
electrical energy subset. The CMFD for the electrical energy subset components determines whether a
qualified electrical energy can be produced.

3.3.1. Generator

A typical WT generator is shown in Figure 7. Several surveys of fault types of induction motors,
conducted by IEEE-IAS [32–34], EPRI [35], and Allianz [36], are compared in Table 1. Generator
components can be divided into four parts: bearing, stator, rotor, and others. Because the existing WT
is rarely a squirrel cage structure, the rotor fault is not considered here. The motor bearing fault and
the stator inter-turn short circuit fault are selected as two typical motor faults for detailed analysis.

Front end 
Rotor 

Stator Rotor  Rear end cover Brush  Brush cover 

Base Collecting ring 

Figure 7. Typical WT generator structure.
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Table 1. Percentage of failure by component in induction motor.

Major Components
IEEE-IAS

% of Failures
EPRI

% of Failures
Allianz

% of Failures

Bearing related 44 41 13
Stator related 26 36 66
Rotor related 8 9 13

Others 22 14 8

Generator bearings are composed of an inner ring, an outer ring, a ball, and a cage. The
characteristic frequencies of each part are explained in detail elsewhere [37].

fo = 0.5·N· fr·(1− Db· cosθ
Dp

) (3)

fi = 0.5·N· fr·(1 + Db· cosθ
Dp

) (4)

fb = 0.5·N·Dp

Db
· fr·(1− (Db· cosθ

Dp
)

2
) (5)

fi = 0.5· fr·(1− Db· cosθ
Dp

) (6)

where fo, fi, fb, and fc are the fault characteristic frequencies of the outer race, the inner race, the ball,
and the cage faults, respectively, fr is the rotational frequency of the bearing, N is the number of balls,
Db and Dp are the ball diameter and the ball pitch diameter, respectively, and θ is the ball contact angle
with the races.

The CMFD of WT bearings is mainly based on vibration signals [38–40]. A bearing fault diagnosis
technique based on electrical signals was developed recently. The stator current signal of the generator
is used to monitor the WT bearing [41]. The difficulty of bearing fault diagnosis is that the bearing
is composed of many parts that interact with each other. Bearing faults are often not single but are
superimposed on each other, thus it is difficult to analyze the characteristic frequencies. It is also
necessary to consider how to improve the SNR when using electrical signals.

Generator stator is the static part of the generator. The stator consists of three parts: stator core,
stator winding, and machine base. The main function of the stator is to produce a rotating magnetic
field for the pushing rotor. The stator inter-turn short circuit fault is one of the most representative
stator faults. Because of the internal fault of the generator, the CMFD based on electrical signals
becomes the first choice. The stator current waveform of the generator is extracted to judge whether
the stator is healthy or not [42–44]. For example, consider that a researcher proposes the negative
sequence component method to extract the characteristic parameters of stator inter-turn short circuit
fault and carry out the relevant theoretical derivation [42]; another group proposes to monitor the
stator winding faults of doubly fed induction WTs by using the rotor side current spectrum signal and
finds the characteristic frequency, which is not affected by load conditions [43]. Stator reactive power
is used to solve this problem [44]. The fault characteristic frequencies fω in electrical signals can be
expressed by the following formula:

fω =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ f | f =

[
k± n(1−s)

p

]
fs

; k = 1, 3; n = 1, 2, . . . , (2P− 1)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (7)

where p is the number of pole pairs, fs is the fundamental frequency, and s is the slip. The stator
inter-turn short-circuit fault can cause temperature rise and noise, and some literature has carried out
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research based on this phenomenon [45]. The difficulty of stator faults lies in how to find incipient
faults and arrange scheduled maintenance.

3.3.2. Power Electronic Device

WTs are often located in a harsh environment with high temperature heating, oil and water
pollution, and dust, which not only affects the performance of the power electronic device but also
easily leads to device failure. Unlike the simple and reliable mechanical components discussed above,
power electronic devices are more precise and fragile, and slight changes in the environment will
affect the working condition [46]. Figure 8 shows the structure and the fault proportion of the power
electronic device.

Figure 8. WT power electronic device and fault proportion.

Power electronics devices are used to connect the power generated by DFIG to the grid [47,48]. From
Figure 8, a conclusion was drawn that capacitors, printed circuit boards (PCBs), and power semiconductors
[e.g., insulated gate bipolar transistor (IGBT) modules] are the three main reliability-critical components.
In power electronic devices, CMFD based on vibration and AE signals is obviously not applicable.
Electrical signals and temperature changes due to faults have become better choices [49–51]. The types
of capacitor faults can be divided into numerical deviation, excessive leakage, short circuit, and even
explosion. The types of PCB faults can be divided into fixed faults, bridge faults, delay faults, crosstalk
faults, etc. [52]. WTs, especially permanent magnet direct drive WTs, which need full power IGBT
energy change modules, call for a high reliable quality of power electronic devices. High power IGBT
module failure risks are higher. The failure mechanism of an IGBT module of the converter mainly
includes aluminum bond line shedding, weld layer fatigue, bond line root fracture, and aluminum oxide
reconstruction [53].

In view of the severe reality of low reliability and high maintenance costs of WT power electronic
devices, how to evaluate its power electronic module and how to evaluate the residual life of its power
electronic module are the keys to condition-based O&M [54]. The mechanical vibration of WTs and
the random fluctuation of wind speed will affect the reliability of the power electronic devices. For
power electronic devices, researchers lack a deep understanding of their pre-failure aging mechanism,
thus the condition monitoring technique reflecting their health level has been stagnant. At present,
many engineers and designers often give priority to the reliability improvement methods, such as
the crimping packaging technique, fault tolerance, and built-in redundancy, while ignoring condition
monitoring as a standby option. The main principle of condition monitoring based on electrical signals
is that the end characteristics of IGBT are closely related to its failure degree. A paper published
by researchers shows that the three electrical parameters of gate valve voltage, transconductance,
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and on-voltage drop can be used as characteristic parameters of IGBT condition monitoring [55].
With the development of the power electronic power system and the deep integration of power
electronics and power grids, the monitoring of power electronic devices such as converters has become
increasingly prominent.

4. WT Information Flow

During the operation of WTs, there is not only the conversion of energy forms but also the
transmission of information flow for O&M. The information caused by mechanical failure will be
transmitted to the torque signal and the electrical signal along with the flow of energy, which is called
information flow. At the same time as mechanical vibration, nonlinear changes in the parameters (such
as AE and temperature) are caused, and fault diagnosis based on these signals is also a possible choice.

4.1. Strain

Strain sensor is a kind of sensor based on measuring the strain produced by the force and the
deformation of the object. FBG is the most commonly used sensor. It is a kind of sensor that can
transform the change of strain on mechanical components into an electrical signal. When a crack occurs
in the blade or the tower, the strain sensor detects the stress change at a certain point and converts it into
an electrical signal. FBG strain sensor is used to diagnose the fault of WT blades [15,16]. Relevant work
describes the usage of strain sensors to detect the health of wind towers [21]. In order to ensure the
safety of the tower in a wind field, the monitoring method based on the strain sensor can monitor the
status of the tower in real time without excessive design margins, thus saving on construction costs [22].
For those components that are not covered by CMFD based on electrical and vibration signals, such as
the blade and the tower faults, the CMFD based on strain signal becomes a better choice. However, the
CMFD based on strain signal is affected by the environment and the working conditions. Other key
problems are that it is difficult to establish a unified standard and there is a lack of theoretical support.

4.2. Vibration

Vibration signal is the most widely used and mature CMFD signal in the industry. After decades
of development, CMFD techniques based on vibration signals have formed their own standards
(ISO10816). The acceleration sensor is the most widely used vibration sensor, which converts the
received acceleration signal into an electrical signal and transmits it to the data acquisition system.
Sensitivity, frequency range, and test environment are all factors to be considered in selecting sensors.
A scientist illustrated the gearbox fault of WTs in detail and introduced the relevant algorithms for
gearbox fault in the WT industry [29]. The test of a WT drivetrain system based on the National
Renewable Energy Laboratory (NREL) WT test platform was carried out completely [29]. The
algorithms used include frequency domain and cepstrum analysis, time synchronization average
narrowband and residual methods, and methods based on analysis and spectral kurtosis. Similarly, the
health of gearboxes was evaluated based on the RMS and the peak values of vibration signals [56,57].
Researchers used a decision tree for feature selection, the optimal priority tree algorithm and the
function tree for algorithm and feature classification, and subsequently proposed a better fault diagnosis
algorithm for WT blades [58]. By analyzing the difference between vibration signal and other signals, a
result was proposed and verified by experiment using empirical mode decomposition and wavelet
transform [59]. Finally, the related work to improve the SNR was carried out. By using binary empirical
mode decomposition, the SCADA system extracted the fault feature of the vibration signal to realize
the fault analysis of the WT shaft [60]. Although the theory, the algorithm, and the experience of CMFD
based on vibration signal are relatively mature, their shortcomings are obvious. The acquisition of
vibration signals requires the installation of redundant sensors, which increases the cost and occupies
the already narrow space. At the same time, the vibration signal is relatively isolated and can only
be measured at a single point. It is difficult to form a comprehensive, systematic, integrated, and
interactive O&M system.
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4.3. Torque

When a mechanical fault occurs in a component of a WT, a periodic fluctuation of fault torque
may occur on the shaft. The periodic torque fluctuation on the shaft provides the possibility of CMFD
based on the torque signal. Torque signal was used to detect the blade imbalance fault of WT. Using
the shaft torque observer, the healthy condition of WT was judged [61]. Analyzing the causal chain
between vibration signal, torque signal, and electrical signal, researchers put forward the practical
significance of using torque to monitor the fault of WTs. The limitations and the shortcomings of the
torque signal have some similarities with the vibration signal. Similarly, special sensors need to be
installed, which increases the cost of O&M and occupies narrow space. The bigger problem of the
torque signal is affected by the normal working conditions. The proportion of fault torque is not high,
thus it is difficult to detect the incipient fault. At the same time, if the voltage and the current signals
are used to calculate the torque signal, the accumulative error between the signals will greatly hurt the
signal accuracy. The accuracy of the torque sensor is worse than that of the vibration signal, which is
the reason why the practical application of the torque signal is rare.

4.4. Temperature, Oil, and AE

When mechanical or electrical faults occur, kinetic energy and energy can be converted into
heat energy, resulting in abnormal temperature rise. Therefore, monitoring temperature signal to
achieve CMFD of WTs has become a choice. The non-linear relationship between temperature and
faults is analyzed based on data and realizes the prediction of early faults [62,63]. The usage of the
intelligent system of predictive maintenance allows the health of the WT gearbox and generator to
be monitored through temperature signal [64,65]. By detecting the change of temperature signal, the
misalignment of the shaft can be detected [66]. Researchers achieved non-intrusive thermal monitoring
by signal injection without needing redundant thermocouples, which has a certain reference value
for thermal protection of WTs [67]. The biggest challenge facing the temperature signal is that it is
greatly influenced by the surrounding environment. Environmental temperature, humidity, and other
conditions are obstacles to its application. How to eliminate the influence of the environment usually
needs to be combined with other collected signals. How to clarify the relationship between fault
signal and temperature rise and eliminate the environment is a hot research topic to be addressed
in the future. Oil is used in WTs for lubrication, hydraulic pressure, etc. The monitoring of these
components cannot make use of electrical signals, and there is no periodic vibration in the fault, thus it
is unrealistic to use vibration signals. The monitoring of oil-related parameters has become a possible
choice. Monitoring the leakage of hydraulic oil of the pitch system is a method to know its health [68].
The quality of oil is a tool to realize online monitoring of the WT gearbox [69]. Similarly, gear wear can
also be known by detecting the quality of the oil [70]. By monitoring the particulate contaminated
areas of lubricants, researchers were able to predict the remaining useful life of WTs [71]. The aspect
that restricts monitoring based on oil signal is that oil is not widely used, and there is no uniform
standard for the quality of oil. As a by-product of vibration signals, AE is also a useful method for fault
prediction and diagnosis. A method for predicting the residual life of the gearbox and the shaft by
combining AE with vibration signal was proposed [23]. AE can also be used to monitor the sound when
the gearbox fails individually [31]. The advantage of AE is that it does not need to be close to the fault
components, and it is a non-invasive methods of fault detection. At the same time, the shortcomings
of AE are obvious, and the diagnosis results are greatly affected by surrounding noise. Moreover,
it is difficult to determine the fault source when fault information occurs in AE. The characteristic
parameters of each fault component based on AE also need to be further studied. Temperature, oil,
and AE signal based CMFD of WTs are all by-products of vibration faults, thus they are classified into
one category.
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5. WT Algorithm Flow

The algorithm applied to CMFD of WTs is a means to improve the SNR and find fault information
as soon as possible. When the monitored components are in a working state, how to eliminate the
influence of operating conditions on fault information extraction and realize online monitoring requires
the intervention of an algorithm. After more than a hundred years of development, researchers have
proposed a variety of algorithms. Finding fault diagnosis algorithms for wind turbines is discussed in
this section.

5.1. FFT and Wavelet Transform

In 1965, J. W. Cooley and J. W. Tukey proposed a fast algorithm for computing discrete Fourier
transform [72]. Fast Fourier transform (FFT) greatly simplifies the calculation of discrete Fourier
transform and promotes its practicality. FFT is used to analyze vibration signals to judge the main
bearing faults of WTs [73]. Rotor fault is detected by FFT through the current waveform of the
generator [74]. By using FFT to analyze the blade angle collected by the encoder, researchers realized
the diagnosis of the blade crack fault [75]. FFT is the basis of modern signal processing. It extends the
time domain signal to the frequency domain signal and analyzes the fault characteristics from another
aspect. Wavelet transform is a new transform analysis method compared with FFT. It inherits and
develops the idea of short-time Fourier transform localization and overcomes the shortcomings of
window size not changing with frequency. It can provide a “time–frequency” window that changes
with frequency. It is an ideal tool for signal time–frequency analysis and processing. Its main features
are that it can fully highlight the characteristics of some aspects of the problem by transformation, can
localize the time (space) frequency analysis, and can gradually refine the signal by scaling translation
operation. Finally, it achieves time subdivision at high frequency and frequency subdivision at low
frequency and can automatically adapt to the requirements of time–frequency signal analysis, thus
focusing on arbitrary details of the signal. It solves the difficult problem of Fourier transform and has
become a major breakthrough in scientific methods since Fourier transform. Wavelet transform is used
to monitor generator stator winding faults and rotor imbalance faults [76]. Researchers proposed the
concept of the wavelet energy transfer equation to analyze vibration signals for monitoring bearing
faults [77]. The problem of wavelet transform is that the selection of wavelet bases is very difficult, and
different wavelet bases have great influence on the results. At the same time, time–frequency analysis
based on wavelet transform is not suitable for variable speed and variable load operation.

5.2. Order Tracking (OT)

For conventional vibration, frequency is usually used to describe the number of times of vibration
in a second, which is called vibration frequency. The order represents the number of times an event
occurs for each rotation of a rotating component (360 degrees). We define order tracking O as:

o =
60× f

n
(8)

where f is the fault information carriers collected, and n is the instantaneous speed of the rotating
component. Because the instantaneous speed n is divided in the definition, the effect of speed variation
is eliminated. Order tracking (OT) transforms the time domain signal into the angle domain signal
and successfully realizes the fault diagnosis under variable speed and variable load conditions. The
relevant schematic diagram is shown in Figure 9 below. OT needs to use the time domain signal
and the instantaneous speed signal. Current signal is used to estimate instantaneous speed for the
OT algorithm [39]. Vibration signal is divided by instantaneous speed to get the order signal, which
successfully solves bearing fault diagnosis. The highlight of literature [78–80] is that, for the first time,
the concept of order tracking was introduced into the current signal, and the SNR was successfully
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improved by converting the current to the rotor side. The unsteady state fault diagnosis based on OT
is also the focus of future research.

f

Figure 9. OT equal angular interval sampling.

5.3. Artificial Intelligence (AI)

As a new hotspot, artificial intelligence (AI) has its own application in the field of CMFD of
WTs. The ultimate help of big data and AI is to make the construction of a wind farm more perfect
and replace possible extensive management modules with big data and AI methods. Therefore, the
intelligent management of the whole life cycle digital module of a wind farm can be realized, and a
wise forward operation and a wise rear operation can be realized. The health evaluation system of
WTs based on an artificial intelligence algorithm was constructed [81]. Broader research of CMFD for a
machine based on artificial intelligence was systematically introduced [82]. The intelligent O&M of
WTs based on current signal was developed and applied to real wind farms [83]. For the fault diagnosis
of WT bearing, support vector machine (SVM) can be used to predict its remaining useful life [84].
Similarly, the k-means algorithm can also be used to predict the remaining useful life of WTs [85].
Additionally, the k-nearest neighbors (kNN) algorithm has application in gearbox fault of WTs [86]. AI
algorithms are just emerging, and many theories need to be studied urgently. At the same time, we
need to pay attention to whether or not the research of the algorithm is flawed, and the mechanism
and the reasons behind the algorithm are still worthy of our great attention.

6. Wind Farm Integrated O&M System Based on Electrical Signal

6.1. Theory Analysis

Above all, a comprehensive discussion about the techniques of CMFD of WTs based on multiple
signals was carried out. It is noteworthy that they all convert fault information into electrical signals
and store them in the data acquisition system. If the electrical signals can be collected directly for CMFD,
additional sensors can be removed to realize CMFD of WTs without sensors. Another advantage of
CMFD based on electrical signals is obvious, which is that it can realize the integration of the control
system and the fault diagnosis system, reducing cost and occupy less space. Therefore, the CMFD
system of WTs based on electrical signals is the goal researchers need to strive for. Especially in recent
years, the rise of flexible WTs provides a broad space for integrated O&M of WTs based on electrical
signals. The stator current signal of the motor is used to estimate the instantaneous mechanical speed
under variable speed and variable load conditions [39]. A method of fault diagnosis of bearing based
on the EEMD method using the stator current of the motor was introduced [41]. The fault of stator
winding could be diagnosed by the stator current waveform signal [42]. Researchers used the rotor
current signal of the motor to diagnose the inter-turn fault, eliminate the influence of the fundamental
wave of the stator current, and significantly improve the SNR [43]. By reactive power monitoring, the
inter-turn short circuit faults could be found [44]. A method of fault diagnosis of bearing based on
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current-demodulated signals was introduced [87]. Researchers collected the voltage and the current
signals of generators and improved the SNR of gearbox faults by using the new algorithm [88]. As
for the fault of the generator body, fault monitoring is usually carried out by using its own electrical
signals. It is noteworthy that the existing monitoring of power electronic devices is mainly based on
electrical signals [46,47,52].

The CMFD technique of WTs based on electrical signals is the most promising and worthy of further
study. The advantages of CMFD based on electrical signals are not necessary for redundant sensors to
achieve the coordination of the fault diagnosis system and the control system and multi-dimensional
input to realize the mutual monitoring of sensors themselves. For the fault of the motor body, it can be
monitored well because of its strong relationship with the electric signal. The results of CMFD based on
electrical signals are not very good for blades and towers, which are weakly connected with electrical
signals. In addition to eliminating the influence of fundamental wave by using the rotor current signal,
other methods to improve the SNR by eliminating fundamental wave and clutter wave influence are also
the focus of future research work. From the point of view of energy flow and information flow, potential
causal chains of CMFD of WTs were revealed. Aiming at an electric signal that can realize the integration
of the control system and the fault diagnosis, this paper makes a detailed analysis and elaborates upon
it. The corresponding WT flow chart is shown in Figure 10. Taking energy flow, information flow and
algorithm flow as the main lines, the O&M of wind farms are divided into three parts.

Figure 10. WT causal chains and monitoring components.
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6.2. Experimental Setup

The theory of integrated O&M of WTs based on electrical signals was put forward, and many
works in this field were carried out. Electrical signal was the only signal we needed to collect. Vibration
signal was used as a comparison signal. Rogowski coils are used to collect current signals, and voltage
probes are used to collect voltage signals. Relevant work proved the validity of the proposed theory as
shown in Figure 11 [88]. Because the WT nacelle is tens of meters or even hundreds of meters high,
coupled with the harsh environment of the wind farm, a special data acquisition (DAQ) system for
such conditions has been developed. If necessary, the DAQ system can also be combined with the
control system to realize on-line CMFD of WTs. Based on this, a complete integrated O&M system of
wind farms based on electrical signals has been built.

Figure 11. Typical electrical CMFD system for the WT gearbox.

In addition, we provide the safety chain of WT fault diagnosis in actual wind farms. The flow
chart is shown in Figure 12.

Figure 12. WT causal chains and monitoring components.
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From the figure above, we can see that the pitch system affects the safety chain of the main control
system through the contact of the K4 relay in each pitch cabinet, and the safety chain of the main control
system influences the pitch system through the coil of the K7 relay in each pitch cabinet. The safety
chain of the pitch and the safety chain of the main control are independent and interactive. When a
node in the safety chain of the main control system is disconnected, the relay-115K3 coil of the safety
chain to the pitcher loses power, and its contacts are disconnected. The coil of the K7 relay in each pitch
cabinet loses power, and the pitch system enters the mode of emergency shutdown. When the pitch
system fails (such as loss of OK signal of pitch converter, action of 90 degree limit switch, etc.), the
pitch system cuts off the power supply of the K4 relay, and the contact of the K4 relay is disconnected,
which makes the relay-115K7 coil of the self-pitching safety chain lose power; consequently, its contact
is disconnected, and the whole safety chain of the main control system is disconnected. At the same
time, the safety chain to the pitch relay-115K3 coil loses power, thus its contact is disconnected, the coil
of the K7 relay in each pitch cabinet loses power, its contact is disconnected, and the control system
of the blade without fault in the pitch system enters the mode of emergency shutdown. This design
makes the safety chain link, which can maximize the protection of the WT.

In the actual connection, the nodes in our security chain are not really connected in series but are
connected by the relationship between “and” in the security chain module. Each input is logically high
level 1. After several signals are connected, its output must be high level 1, but as long as one input
signal becomes low level 0, its output must be low level 0. Logical output is actually controlled by
the output module of the safety chain, which controls the -115K3 and the -106K4 relays, respectively.
The input is realized by the actual switch contacts and Boolean variables in the program. The actual
switching state of the switch contacts is collected by the input module of the safety chain module. The
Boolean variables in the program are controlled by the program. The corresponding logic structure of
the WT safety system is shown in Figure 13.

Figure 13. Logic structure of the WT safety system.

7. Conclusions and Discussion

In view of the predicament of high O&M costs of WTs, this paper comprehensively investigates
the existing CMFD techniques of WTs. Especially in recent years, with the rapid development of
offshore WTs, the cost of damage and replacement of important components of offshore WTs is even
higher than the construction of new WTs. This paper explains the CMFD of WTs from three aspects:
energy flow, information flow, and integration of the WT control system and fault diagnosis based on
electrical signals. In view of the internal relationship of the WT structure, the concepts of energy flow,
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information flow and algorithm flow are proposed in this paper. Energy flow is a form of energy in
WTs, which is divided into a subset for capturing wind energy, a subset for transferring mechanical
energy, and a subset for generating electrical energy. Energy flow is the purpose and the fundamental
significance of WTs. In order to realize the energy flow and the safe operation of WTs, the control and
monitoring system of WTs based on information flow is indispensable. In order to improve SNR of
information flow, algorithm flow is essential. A sensor is an indispensable component for acquiring
information of WTs. Providing special sensors for CMFD systems is not only expensive but also takes
up limited space. Therefore, a sensorless and non-intrusive WT CMFD system based on electrical
signals is the direction of our efforts.

Through the above discussion, the CMFD of WTs is shown from three aspects of energy flow,
information flow and algorithm flow. A CMFD system for WTs O&M based on electrical signals is
proposed. The corresponding conclusions are as follows:

1. Wind farms are generally located in remote areas with harsh environments. WTs have complex
structures, and nacelle is difficult to access. The high failure rates of WTs call for more advanced
techniques for CMFD of WTs.

2. The purpose of WTs is to realize the conversion of wind energy to mechanical energy and then to
electrical energy by energy flow. In order to better control and monitor the WT, the acquisition of
information flow based on sensors is indispensable. In order to improve SNR of information flow,
algorithm flow is essential.

3. The CMFD based on electrical signals can use the signals acquired by the control system to realize
sensorless CMFD of WTs and integration of control system and fault diagnosis, which is the
direction of future efforts.
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Abstract: Wind power penetration has increased rapidly in recent years. In winter, the wind turbine
blade imbalance fault caused by ice accretion increase the maintenance costs of wind farms. It is
necessary to detect the fault before blade breakage occurs. Preliminary analysis of time series
simulation data shows that it is difficult to detect the imbalance faults by traditional mathematical
methods, as there is little difference between normal and fault conditions. A deep learning method
for wind turbine blade imbalance fault detection and classification is proposed in this paper. A long
short-term memory (LSTM) neural network model is built to extract the characteristics of the fault
signal. The attention mechanism is built into the LSTM to increase its performance. The simulation
results show that the proposed approach can detect the imbalance fault with an accuracy of over
98%, which proves the effectiveness of the proposed approach on wind turbine blade imbalance
fault detection.

Keywords: imbalance fault detection; LSTM; attention mechanism; blades with ice

1. Introduction

As a clean and renewable energy, wind power has developed rapidly in recent years [1]. With
the increasing penetration of wind power, the problems of high maintenance costs of wind turbines
and high failure rate have been highlighted [2,3]. Forty percent of the maintenance cost of a wind
farm is related to wind turbine component failure [4,5]. Wind turbines are generally installed on the
mountain or along the coastline, thus it is difficult to obtain the daily operating state of wind turbines.
Wind turbine failure mainly includes the mechanical failure of the gearbox, various bearing and
rotor [6], breakage of blades [7], an abnormal working state of generator and power electronics [8],
etc. When the wind turbines fail, the fault of which will arise power oscillation in the power system.
These problems lead to high maintenance costs and damage to the power grid. Therefore, it is
necessary to diagnose the potential danger of wind turbines to avoid more serious accidents before the
wind turbine has a devastating failure [9,10].

Traditional fault diagnosis methods are sensor-based monitoring. Installing a large number of
sensors in different parts of the wind turbine increases the investment cost. Therefore, it is necessary
to apply a more effective data-driven method in fault diagnosis to reduce the investment costs [11].
Various methods have been proposed in literature to solve this problem: Fault detection based on
the improved temporal constraint network method [12], the history-driven differential evolution
approach [13], cointegration residuals analysis [14], generator current signals [15], and machine
learning method [16], etc. The machine learning-based approach has especially been applied in many
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fields in recent years. Deep learning (DL) is one of the most important parts of this hot topic. Google’s
AlphaGo [17] and AlphaGo Zero [18] use the deep neural network to train themselves, and have had
great breakthroughs in recent years. Because of the great learning ability of DL, it can also be applied
in a power system.

Since 2006, DL has appeared as a new research field in machine learning research field [19].
DL can be used to extract the features of a large number of data [20–22]. Due to the high calculation
costs and the features being difficult to be extracted, it is not applicable to obtain the features by
using traditional mathematical methods [21]. Various DL-based approaches have been proposed
in literature for wind turbine fault detection due to the strong feature extraction ability of DL [23].
In general, the fault detection of the DL-based approach consists of two steps: First, one extracts the
fault features by neural network, and second, one realizes the classification based on the extracted
features [24]. Reference [25] applied the sparse auto-encoder in fault detection of the wind power
system transmission line, which realized the wind farm transmission line faults identification, with an
accuracy of 99%. A neural network-based approach for gearbox bearings fault detection was proposed
in [26]. Study [27] successfully applied an auto-encoder-based method in wind turbine gearbox fault
diagnosis. Convolutional neural network is used in fault detection of the wind turbine gearbox [28].
A deep auto-encoder-based method for wind turbine blade breakage diagnose is proposed in study [29],
and the accuracies of the detection results reach 100%. All these prove that the application of DL in a
power system is feasible. The imbalance fault caused by icing on wind turbine blades is difficult to
detect. It is necessary to find a feasible method to detect the fault.

This paper proposes a new method for the wind turbine blade fault detection by combining long
short-term memory (LSTM) with the attention mechanism. The contributions of this paper are as
follows:

(1) This paper proposes a data-driven method to solve the imbalance fault detection of wind turbine
blades which considers the imbalance faults caused by the ice accretion.

(2) A novel method based on LSTM and attention mechanism is proposed to solve the problem of
wind turbine blade imbalance fault diagnosis, and it overcomes the problem that traditional
methods have in extracting fault features.

The rest of this paper is structured as follows. Section 2 presents the working condition and the
imbalance fault of wind turbine. The deep learning framework and the fault diagnosis method are
shown in Section 3. Section 4 presents the case study of this research. Finally, the conclusion and
summary of this paper is shown in Section 5.

2. Wind Turbines Imbalance Fault

The imbalance fault of wind turbine blades accounts for the majority of the wind turbine failures [4].
Under ideal conditions, the quality of the three wind turbine blades is equal. However, the mass of the
wind turbine blades is imbalanced in real-world scenarios due to various factors. For example:

(a) Due to the technical problems in the production process, there are some mass errors among
the blades.

(b) Wind turbines are usually installed at heights of tens or even hundreds of meters and the locations
are usually at the peaks of mountains or offshore. Wind turbine blades will be corroded by exposure
to harsh environments for a long time, which causes the imbalance of wind turbine blades.

(c) In addition, in dusty or extreme cold weather conditions, wind turbine blades will be covered
with dust or ice. When the dust or ice accumulates to a certain level, the imbalance fault of wind
turbines will occur.

This paper assumes that the imbalance faults of a wind turbine are caused by the wind turbine
blades, which are covered with ice. Wind turbines operate at variable wind speed conditions and the
wind speed curve is shown in the following Figure 1.
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Figure 1. The variable wind speed of test data.

In this research, in order to obtain the data of the wind turbine under different conditions, a 2MW
wind turbine with a doubly fed induction generator (DFIG) was built by G. H. Bladed simulation
software to verify the proposed method [30,31]. Figure 1 shows that the wind turbines were operating
under the variable wind speed which ranges from 4 to 11 m/s. Under this condition, the output power
curves of the wind turbine in normal state and fault state are shown in Figure 2.

Figure 2. The output power curves of the wind turbine: Blue line represents the output electrical power
of normal state under the variable wind speed. Red line presents the output electrical power of blade
in iced fault state under the variable wind speed.

It shows that the trends of the two curves are almost the same and it is difficult for traditional fault
analysis methods to distinguish the difference between normal state and iced state. Compared with
the traditional mathematical methods, this study adopts a neural network, which has proved to be
effective in extracting features and detecting the imbalance faults of wind turbine. At the same time,
the method of neural network could also reduce the calculation costs.

3. Deep Learning Framework and Training Process

A DL framework is shown in this section. Traditional DL mainly includes the following basic
network frameworks: fully connected neural network (FNN), convolutional neural network (CNN)
and recurrent neural network (RNN) [20]. RNN has advantages in processing time series data, LSTM is
an improved version of RNN and is good at extracting long-term dependency features. LSTM is used
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to extract features in the proposed approach of this paper. Compared with ordinary neural networks,
LSTM network can solve the vanishing gradient problem [32]. In addition, LSTM is outstanding in
feature extraction from temporal dependencies data [33]. When processing the time series data, LSTM
has high efficiency in the field of machine learning [34,35]. But with the length of data increasing,
LSTM has difficulty in feature extracting [33]. In order to enhance the learning ability of LSTM, this
study adds the attention mechanism after LSTM. The attention mechanism helps LSTM learn the
temporal dependencies data [36].

The DL framework proposed in this paper contains two parts: LSTM and attention mechanism.
The details are described in the following subsections respectively.

3.1. Recurrent Neural Network (RNN)

RNN is a neural network with a special structure. Compared with FNN and CNN, RNN can be
regarded as a network with memory. It stores the features of the previous moment which is used as
the next moment’s input. Thus RNN can better obtain the characteristics of time series data than CNN
and FNN.

A simple RNN include 3 layers: Input layer, hidden layer and output layer. The standard RNN
structure is shown in Figure 3:

Figure 3. A simple unfold recurrent neural network (RNN) structure.

Where it represents the input vector at the t-th moment. In hidden layers, every cell A has an
activation function. At each time step of the model, the RNN cell outputs an eigenvalue, which will be
sent to the next cell. The specific function of RNN is shown in Equations (1) and (2):

h′t = W× it + R× ht−1 + b, (1)

ht = sigmoid(h′t), (2)

where h′t represents the hidden state of the neural network at time t; W, R and b represent the weight
matrices and the bias vector, respectively. ht is the output of the t-th RNN cell and sigmoid is the
activation function. Because of this structure, RNN has memory function that can memorize the
features of the time series data.

The learning ability of RNN decreases with the increase of dimension and amount of data,
however, LSTM can solve this disadvantage of RNN.

3.2. The Overall Framework

In Section 2, preliminary analysis shows that the features of the fault data are not obvious enough.
In order to detect the fault effectively, the combination of LSTM and attention mechanism to realize
wind turbines imbalance fault detection and classification is a feasible option.

In order to make the neural network more sensitive to the wind turbine imbalance faults, this
paper also considers other parameters of wind turbines, not including power and current, which
are shown in Equation (3), where v is the hub wind speed magnitude, ω is the rotor speed, p is the
electrical power, i is the turbine current and tm is the generator torque. The v, ω, p, i and tm are all
column vectors. In order to obtain the torque information during wind turbine blade rotation and
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better reflect the operation characteristics of the wind turbine, the sampling time interval of wind
turbine data in this research is 0.08 s.

Xt = [v ω p i tm], (3)

The overall structure of the imbalance fault detection is shown in Figure 4. It shows that the
attention mechanism is added after the output of LSTM cells, and the softmax function completes the
fault detection.

Figure 4. The overall structure of the imbalance fault detection.

3.2.1. LSTM

Since standard RNN just thinks about neighboring states, if the state is too far from the current
RNN, the data may be forgotten which could lead the neural network loss learning ability. However,
the LSTM doesn’t have that problem. Compared with RNN, LSTM has added three special gates in its
cell, the forget gate, input gate and output gate. The inner structure of LSTM is shown in Figure 5.
The most important part to the LSTM network is the cell state Lt [37]. The LSTM can control the three
gates to decide whether the outside data should be written in the cell or not.

Figure 5. The inner structure of long short-term memory (LSTM), where a circle with a σ represents
an activation function and a circle with a x represents multiply function. It, Ft, Ot are the output
information of input, forget and output gates; and these three control value are all connected with the
input Xt and the output of the previous moment Yt−1.

The functions of these three gates are shown in Equations (4)–(6), respectively,

It = σ(Wi ×Xt + Zi × Yt−1 + bi), (4)

Ft = σ
(
Wf ×Xt + Zf × Yt−1 + bf

)
, (5)

Ot = σ(Wo ×Xt + Zo × Yt−1 + bo), (6)
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where the activation function σ is sigmoid function, and Wi, Wf, Wo, Zi, Zf and Zo are the weight of
each gate respectively, the shapes of which are all matrices, and bi, bf, bo are the biases vector of these
three gates. The input data Nt is show as Equation (7),

Nt = th(Wt ×Xt + Zt × Yt−1 + bt), (7)

where th is the activation function, tanh, Wt and Zt are the weight matrices, and bt is the input biases
vector. After obtaining the three gates state and the input information, the intermediate variable Mt

can be described as below:
Mt = It ×Nt, (8)

where × denotes matrix multiplication. The state value of input gate, It, is range from 0 to 1, it
determines proportionately how much input to pass to the next step. Therefore, the LSTM cell
information Lt and the output state Yt can be formulated as Equations (9) and (10). Like It, the state
value of forget gate and output gate, Ft and Ot, both range from 0 to 1.

Lt = Mt + Ft × Lt−1, (9)

Yt = th(Lt) ×Ot, (10)

After getting the output information of the LSTM, they all will be sent into the attention mechanism
for further processing. Attention mechanism multiplies different time series data by a weight coefficient
then obtains the final dynamic characteristics.

In this research, the updating of training parameters is based on gradient descent method and the
specific algorithms are shown as below:

Wnew = Wold − lr· ∂E
∂Wold

, (11)

Znew = Zold − lr· ∂E
∂Zold

, (12)

bnew = bold − lr· ∂E
∂bold

, (13)

where Wnew and Znew represent the new weights Wi, Wf, Wo, Wt or Zi, Zf, Zo, Zt after updating of the
neural network. Similarly, bnew represents the new bias of the network. Wold, Zold and bold are the
weights and bias of the previous training. lr is the learning rate of the neural network and E is the loss
function value. In this research, the loss function of the model is sparse softmax cross entropy with
logits [38]. This loss function is a combination of softmax and cross entropy functions. Comparing
with softmax cross entropy with logits and cross entropy, the calculation speed of the selected function
is faster.

3.2.2. Attention Mechanism

When dealing with long input sequence, only the output of the LSTM neural network, yt, is used
as the information representation of the entire input sequence, that means all information of the input
sequence is compressed into a fixed length vector. As the length of the input sequence continues to
increase, the ability of the overall model to process information will be limited and weakened. In order
to solve this problem, this research has introduced the attention mechanism in the decoding phase.
Attention mechanism can be considered as a simple three-layer neural network, which includes input
layer, hidden layer and output layer. The input in this paper is the last layer’s output of a multi-layer
LSTM, which is a vector and the length of this vector is equal to the time steps of LSTM.
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Attention mechanism has great advantages on time series learning, and the core goal of attention
mechanism is turning the fixed output Yt into a dynamic context vector Ct. Its characteristic equation
can be broken down into the following three steps:

1. The first step is calculating the parameter at i-th time, ui,t, which is described as Equation (14):

ui,t = VT × tanh(Wa × Yt + ba), i, t = 1, 2, · · · , n_steps, (14)

where ui,t is a model which scores how well the input of i-th moment and the output of t-th moment
match, VT, Wa, ba. are the pending training parameters, and tanh is the activation function.

2. The second step is normalizing the data obtained at step one, then getting the weight score αi,t of
each state, which is shown as Equation (15),

αi,t =
eui,t∑n_steps

k=1 eui,k
, i, t = 1, 2, · · · , n_steps, (15)

where αi,t is a weight coefficient, which is the normalized probability distribution of ui,t at each
time step based on Equation (14).

3. Obtaining the dynamic characteristics vector Ct by multiplying the output of LSTM by the
probability, which is shown in Equation (16),

Ct =

n_steps∑
t=1

αi,t·Yt, i, t = 1, 2, · · · , n_steps, (16)

After getting the dynamic context vector Ct, the process of decoding is almost the same as the
traditional sequence classification based on LSTM.

3.3. The Training Process

The training process of the algorithm is shown as in Table 1. All parameters have been described
in the previous subsection.

Table 1. The training process of the algorithm of the neural network.

Algorithm Training Process of the Network

Input: The parameters of the wind turbineXt.

Output: The kind of imbalance faults and the accuracies of network.

1 Randomly initialize the weights W and biases b of the network model.
2 for i in max-iterations:
3 Obtain the accuracy and loss value of training network.

4
Error back propagation (E), update the weights and biases based on gradient descent

method:
Wnew = Wold − lr· ∂E∂Wold

, Znew = Zold − lr· ∂E∂Zold
, bnew = bold − lr· ∂E∂bold

5 for i%200 = 0:
6 Test and obtain the kind of faults, accuracies and error value of network.
7 end

8 end

More details regarding the working principle of the proposed method can be described as follows:
Firstly, the raw data of wind turbine under normal and imbalance fault operation state are generated
by simulation software. The shape of raw data is a two dimensional matrix: [v ω p i tm], which has
been described in Equation (3). But the shape of input data of LSTM must be a three-dimensional array,
so that the first task of the model need to do is reshape the raw data into a three dimensional array of
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shape [batch size, time step, n-inputs], where batch size and time step are the training parameters of
the neural network and can be adjusted, and n-inputs represents the number of different kinds of wind
turbine operation data, which in this paper is five. After the raw data has been reshaped, one then
mixes fault data with normal data as the dataset of the model. The dataset will be randomly divided
into a training set and testing set. Finally, after learning the features of these dataset, the model can
classify the fault signals and normal signals by sparse softmax cross entropy with logits function.

4. Case Study

This paper uses the G. H. Bladed software to simulate the wind power generator with different
kinds of imbalance fault, then collects the main information by this software to do the following data
processing. This study randomly chooses the 80% of each dataset as a training set, and the remaining
20% of the dataset is divided into 10% for the validation set and 10% for the testing set.

Hardware environment and software platform: The training of network is completed on a PC
with Intel(R) Core i9-7900X @ 3.30GHz CPU, 64G DDR4 RAM and Nvidia GeForce RTX 2080 Ti (11GB
VRAM). And the software platforms are WINDOWS-10 (Professional) operating system and Pycharm
3.6 (64 bit). This paper uses the GPU version of TensorFlow to build the LSTM neural network and
accelerate the hardware.

Data pre-processing: Firstly, add different labels to the different imbalance faults data obtained
from G. H. Bladed. Then divide the data into appropriate time-step length as a batch.

4.1. Experimental Results

Figure 6 shows that the imbalance fault occurs at the 10,000th sampling points and disappears at
the 20,000th points. Figure 7 shows that when the imbalanced fault is detected, the model gives a pulse
signal with a value of 1. When the fault disappears, the value of the pulse drops to 0. Because of signal
transmission and data calculation, there will be a short time (1.8 s) delay which is shown in Figure 7.

Figure 6. Imbalance fault occurs from the 10,000th to 20,000th sampling points.

In order to prove the feasibility of the proposed method, this paper provides the detection results
under different imbalanced fault conditions. The number of iced wind turbine blades ranges from one
to three and the mass of ice is also variable. The detection results of network under one wind turbine
blade iced condition are shown in Figure 8, and the parameter of imbalance fault is obtained every 200
iterations. The fault detection accuracy of the neural network is more than 99%. The result shows that
the proposed DL-based approach is effective in detecting the wind turbine fault.
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Figure 7. The fault is detected by the proposed model.

Figure 8. The accuracy and loss value of the neural network.

The accuracies of a neural network with 256 attention size and the accuracy of LSTM without
attention mechanism are shown in Figure 9. It can be observed that LSTM combined with attention
mechanism can increase the convergence rate. In the early stages, the accuracy of the neural network
with attention mechanism hardly changes but the accuracy of the network without attention mechanism
slowly rises. As the attention mechanism can hold more features of the time series data, when the
network finds the best gradient descent direction, the accuracy of the neural network with attention
mechanism rises rapidly. Finally, the accuracy of the network model with attention mechanism is
higher than the LSTM without attention mechanism. It proves that the performance of the neural
network can be improved by adding attention mechanism.

The accuracies of neural network with different attention size are listed in Table 2. With the
increase in attention size, the accuracies of neural network increase. The results in this research show
that the best attention size of LSTM combines with attention mechanism is 256, the accuracy of which
reaches 99.8%.
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Figure 9. The accuracy curves: The red curve is the accuracy of model with 256 attention size, and the
blue curve is the accuracy of LSTM without attention mechanism.

Table 2. The accuracies of models with different attention size.

Attention Size Iced Number Accuracy

50
One blade

Two blades
Three blades

98.8%
99.2%
99.0%

128
One blade

Two blades
Three blades

98.7%
99.0%
98.3%

256
One blade

Two blades
Three blades

99.6%
99.8%
99.3%

The accuracies of the neural network with different time-step are shown in Figure 10. It can be
observed that in the early stage of the learning process, the accuracy of model with one time-step
rises rapidly; but in the end, the accuracy of model with only one time-step is much lower than
others with a larger time-step. The reason for this phenomenon is that the datasets are temporal
dependencies and only one time-step leads the neural networks can’t obtain the temporal correlation
characteristics commendably.

The accuracies of models with different time-step length are listed in Table 3. With the increase of
time-step, the accuracy of network also increases.

The accuracies of models with different batch size are listed in Table 4. It shows that the highest
accuracy of neural networks with batch size of 48 is not more than 88%. Because the batch size of the
dataset will determine the direction of gradient descent, a too small batch of dataset will make the
direction of gradient descent uncertain, which decreases the learning ability of the neural network.
When the batch size of the model increases, the accuracy improves significantly.
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Figure 10. The accuracies of neural network with different time-step under two blades with ice
accretion condition.

Table 3. The accuracies of models with different time-step.

Time-Step Iced Number
With Attention

Mechanism
Without Attention

Mechanism

1
One blade

Two blades
Three blades

87.5%
83.5%
86.9%

83.4%
85.5%
85.6%

48
One blade

Two blades
Three blades

97.2%
99.0%
99.2%

93.4%
95.6%
94.9%

96
One blade

Two blades
Three blades

99.6%
99.8%
99.8%

98.1%
98.3%
98.6%

Table 4. The accuracies of models with different batch size.

Batch Size Iced Number
With Attention

Mechanism
Without Attention

Mechanism

48
One blade

Two blades
Three blades

87.5%
85.4%
83.3%

81.2%
77.1%%
79.2%

2048
One blade

Two blades
Three blades

97.8%
98.6%
99.1%

94.1%
94.3%
97.3%

4096
One blade

Two blades
Three blades

98.1%
99.8%
100%

97.9%
98.2%
98.8%

It can be observed from Tables 3 and 4 that time-step and batch-size are important parameters for
neural network: When their values are too large, the memory is heavily occupied and the training time
of neural networks increase significantly. The best time-step and batch size of the model in this paper
are 96 and 4096 respectively.

When the mass of ice accretion of the wind turbine blades increases, the features of imbalance
fault of wind turbine blades are becoming more and more obvious. Compared with 15 kg, the accuracy
curves of model with 15 kg and 30 kg ice accretion of each blade are shown in Figure 11. It shows that
the accuracy of 30 kg ice accretion of each blades reaches 100%.
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Figure 11. The accuracies of models under different mass of ice accretion condition: (a) 15 kg ice on
each blade, (b) 30 kg ice on each blade.

4.2. Methods Comparison

In order to prove the validity of the method proposed in this paper, this simulation compares
the proposed method with standard RNN network. Take the icing on the surface of two blades of a
wind turbine as an example, the results of a standard RNN compared with the LSTM with attention
mechanism (LSTMAM) are shown in Figure 12.

Figure 12. The accuracies of recurrent neural network (RNN) and LSTM with attention mechanism
(LSTMAM) with different Batch size.

It is obvious that in Figure 12, no matter how the batch size increases, the accuracies of RNN
are no more than 74%; but the lowest accuracy of the proposed method is 87.5%. This paper also
compares the proposed method with other methods, such as support vector machines (SVM) and
Gaussian processes classification (GPC). Take the icing on the surface of two blades of a wind turbine
as an example, the results are shown in Table 5. It shows that the accuracies of SVM and GPC are
much lower than LSTMAM. Because traditional SVM and GPC are applicable to a small-scale dataset,
but when the dimension and complexity of data increase, it is difficult to classify the faults by these
methods. The results show that the proposed method outperforms various benchmark methods.

Table 5. The accuracies of different methods.

Approach Accuracy

RNN 71.3%
SVM 65.0%
GPC 48.3%

LSTMAM 99.8%
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A high sampling frequency is required in this research. When the imbalance fault occurs, the
variation will occur on the low speed shaft torque and the rotating frequency of shaft is called 1 P [39].
Meanwhile, there is the fluctuation on aerodynamic torque on hub and effect on rotor speed caused by
tower shadow. The spectra of the shaft torque or the output electric power of wind turbine with three
blades will have fluctuation at 3 P frequency, which is three times the shaft rotating frequency. It is
necessary to judge the frequency of 1 P and 3 P to detect whether the wind turbine has imbalance fault.
The rotor speed of the wind turbine shown in this research is from 9 to 18 r/min, which corresponds to
the 1 P and 3 P oscillation frequency from 0.15 to 0.3 and 0.45 to 0.9 Hz respectively. And the sampling
frequency in this research is 12.5 Hz. According to Nyquist Sampling Theory [40], if the sampling
frequency is too low, it is difficult to observe 1 P and 3 P frequency, which leads to inaccurate or the
inability to detect the fault by the proposed method.

The noise of raw data can influence the learning of neural networks, which makes the model
misjudge the signal. There are some artificial intelligence methods which can deal with the noise
problem and with relatively mature technology, such as the auto-encoder [41], variational auto-encoder,
stacked denoising auto-encoder [42], etc. These methods can effectively improve the robustness of the
model to the noise.

5. Conclusions

This paper proposes an DL-based method which combines LSTM and an attention mechanism
for wind turbine imbalance fault detection and classification. Compared with the standard LSTM,
combining the LSTM and an attention mechanism can improve the learning ability and the convergence
rate. This paper not only analyzes the voltage and current signals, but also considers other factors, such
as wind speed and the torque of the hub in the dataset. Furthermore, compared with standard RNN,
SVM and Gaussian Processes classification methods, the proposed method has a better performance in
imbalance fault detection. The simulation results show that the proposed method is feasible in wind
turbine blade imbalance detection and the highest accuracy of the proposed method is 100%.
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Abstract: The growth in the wind energy sector is demanding projects in which profitability must
be ensured. To fulfil such aim, the levelized cost of energy should be reduced, and this can be
done by enhancing the Operational Expenditure through excellence in Operations & Maintenance.
There is a considerable amount of work in the literature that deals with several aspects regarding the
maintenance of wind farms. Among the related works, several focus on describing the reliability of
wind turbines and many set the spotlight on defining the optimal maintenance strategy. It is in this
context where the presented work intends to contribute. In the paper a technical framework is proposed
that considers the data and information requisites, integrated in a novel approach a clustering-based
reliability model with a dynamic opportunistic maintenance policy. The technical framework is
validated through a case study in which simulation mechanisms allow the implementation of
a multi-objective optimization of the maintenance strategy for the lifecycle of a wind farm. The proposed
approach is presented under a comprehensive perspective which enables the discovery an optimal
trade-off among competing objectives in the Operations & Maintenance of wind energy projects.

Keywords: maintenance management; wind turbines; clustering; reliability; dynamic opportunistic
maintenance; simulation

1. Background and Introduction

The attention drawn by renewable energy has increased considerably over recent years.
This increasing importance has nurtured an important growth, which is especially prominent in
the wind energy sector [1]. Wind energy is one of the main sources of power generation in Europe with
a vast majority of installed capacity in the form of onshore Wind Farms (WFs) [2]. For the profitability
of wind energy projects to be ensured, it is essential to reduce the levelized cost of energy (LCoE) to its
minimum [2,3]. Aiming at increasing the energy yield of WFs, the LCoE should be reduced, and this
can be done by directly addressing the Capital Expenditure (CAPEX) and the Operational Expenditure
(OPEX) of the projects [2].

The scope of the research here presented abides in OPEX reduction; more specifically, this paper
is intended to reduce the Operations and Maintenance (O&M) costs. How to reduce the O&M costs
has become an ongoing challenge for WFs; the figures associated with these costs are notorious [4,5]
and may rise by up to 32% and 12–30% for offshore and onshore WFs, respectively [6,7]. However,
aiming at lowering the LCoE by reducing O&M costs is a two-fold challenge since it also entails
minimizing the lost energy production [8] for the entire lifecycle, which oscillates around 20 years
perspective [9]. According to the International Renewable Agency, the costs associated with O&M
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account for up to one quarter of the proportion of the LCoE, with 80% of this expenses directly
attributed to maintenance [10–12].

In view of the maintenance role in the LCoE and thus in the profitability of WFs, it is important
to consider models for optimization of O&M plans and decisions [2]. The evolution of maintenance
models and methodologies have kept pace with the constant technological evolution of Wind Turbines
(WTs) [3]. According to [3], the goal of all the approaches and methodologies is determining the most
adequate maintenance plan, the management of the resources, and the aspects related to Reliability,
Availability, and Maintainability (RAM) of the WTs.

Within such context, the WF operators are bound to develop new techniques and decision-support
tools for optimal maintenance strategies, if they strive to maximize the profitability of the investment [8].
Accordingly, maintenance management discipline acquires a highly significant position since it provides
a comprehensive perspective for the management of WTs, allowing for optimal maintenance strategies
which reduce maintenance costs while maximizing availability [3,5].

The decision-making process in the asset management field has been divided into strategic (long-term),
tactic (medium-term), and operational (short-term) to achieve excellence in maintenance [13–15]. It is the
purpose of the research in this paper to address the different aspects of the maintenance decision-making
process. This is done by answering the research question of whether it is possible to achieve maintenance
excellence for the lifecycle of WFs by a maintenance strategy which considers the different behaviors of the
WTs and integrated business-related objectives.

Aiming at providing an answer for the aforementioned research question, a technical framework
for managing maintenance is proposed in the paper. The framework is a comprehensive proposal
that considers different aspects regarding the maintenance of a WF. Within the possibilities offered
by the current trend for big data, certain key aspects to create a failure database are integrated in
the framework, which enables a clustering approach based on the failure behaviors of the different
failure modes of each WT. This approach supports an opportunistic maintenance policy with dynamic
thresholds that regard not only to the reliability of the assets but also business considerations. Besides,
the framework also incorporates the strategic view through a Life-Cycle Cost (LCC) perspective
integrated by means of a multi-objective optimization and supported by simulation techniques that
provide valuable information to find an attractive trade-off between cost and performance.

1.1. Related Works

In the context of maintenance, several studies have proven the utility of reliability approaches to
optimize it [5,16,17]. If seeking to take forward a reliability study, the information needed as an input
to the decision should be at hand, in the right format, and on time [18]. The idea of a common database
in the wind energy sector is not novel. In [19] the objectives of a RAM database can be seen and in [10]
different sources of WT data are analyzed. The challenges faced when building such database with
quality data have been addressed by the integration of data coming from different sources [4,10,19,20].
Nonetheless, to translate the data into information and exploit its inherent value, it is essential a correct
assessment of the failure process and therefore the selection of the proper time-to-failure model, which
will enable optimization of the maintenance plan [21].

The reliability study of a WF and the creation of the failure database involves combining data
from similar assets, in this case WTs. This combination of data is known as data-pooling, and in [21],
as well as in [22], several conditions to be met by the equipment subject to data-pooling are stated.
Nonetheless, this may lead to combining data from assets with unlike behaviors. The heterogeneity in
the failure behavior among WTs may be caused by the presence of different models of WTs, which
entail different technical solutions [23]. Moreover, this multiplicity in the failure frequencies may also
be the result of the different operational conditions of the assets [16,17,24,25].

To deal with the diversity in failure behaviors when managing a considerable number of assets,
similarity-based approaches have been proposed in recent research works [26–28]. The work in [27]
where a spectral clustering approach is proposed to later address the maintenance optimization
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problem to all the assets belonging to the same cluster is especially interesting. Another interesting
work is the research in [29], which provides a very similar approach using a different clustering
algorithm. In the wind energy sector, and with the purpose of enhancing maintenance management,
approaches based on clustering concepts and algorithms can also be found in the recent literature.
A fuzzy clustering approach based on Mahalanobis distance is proposed in [30] for warnings and failure
detection and it is applied to a real WF. Another interesting proposal is the cluster analysis combined
with Frequent Pattern Mining presented in [31] for WT fault detection. In addition, it has also been
proposed along with Artificial Neural Networks in [32] for developing optimal maintenance strategies.

The selected approach highly conditions the adequacy of the maintenance strategy [33]. In the
case of WTs, it is important to select one that takes into account the multi-component nature of the
turbines [34,35]. The WTs are composed of several subsystems with dependencies among them that
can be classified as (i) economic, where the simultaneous performance of maintenance activities
implies different economic consequences that implement them individually [36]; (ii) structural,
where maintenance actions on one system may imply maintenance activities on others [37]; and (iii)
stochastic, where the failure hazard of two different systems are not independent [38]. In this context,
opportunistic maintenance policies are the most suitable, and therefore they have been widely
researched [33].

Opportunistic maintenance policy makes the most of short-term situations to perform the
maintenance of non-failed systems when a failure has already happened in another one, grounding
its decision on a threshold regarding a system’s age, reliability or health condition [5]. Opportunistic
maintenance has proven its utility in the sector through several works in the recent literature [39],
and it has been highly related to multi-criteria approaches [40]. The consideration of opportunistic
maintenance under a multi-criteria perspective allows the handling of some main conflicting objectives
such as maintenance cost, availability, or manager preferences [41]. This advantage is especially
beneficial in the wind energy sector where it is important to bear in mind the maximization of revenue,
power, and reliability, and the minimization of Operations and Maintenance costs [42]. Some of the
latest research in the wind energy sector is in this area. The application of opportunistic maintenance
in [43] takes advantage of low wind-speed periods to perform corrective actions. The research in [44]
provides an opportunistic maintenance policy based on remaining useful life estimation according to
condition-monitoring data. The opportunistic maintenance is also proposed with different types of
maintenance actions, e.g., the works in [34,45–47]. In addition, the authors of [48,49] integrate the
opportunistic maintenance policy with multi-objective optimization.

1.2. Overview

Given the importance of the reviewed works in the literature of the Wind Energy sector, it is the
scope of this paper to provide a managing framework that supports the maintenance management of
WF operators. The proposed framework is a cross-functional value proposition that starts by considering
the requisites of the failure database to later define a maintenance policy. The opportunistic maintenance
policy will be supported by a clustering approach that allows the addressing of different behaviors of the
WTs within the same WF. Besides, the framework is considered under a lifecycle perspective integrated
through simulation techniques and multi-objective optimization algorithms.

The proposed framework is presented in the following Section 2. An initial and brief introduction
is first provided along with a representation according to IDEF0 methodology, then every function is
explained in detail in each corresponding subsection. The principles of the creation of a failure data
base for the study is explained in Section 2.1, the reliability considerations of WTs are presented in
Section 2.2, and finally, the opportunistic maintenance policy is explained in Section 2.3. In Section 3
the case study is presented, Section 3.1 describes the development of the case study and the initial
assumptions and then Section 3.2 consists of the results obtained in the implementation of the
framework. Finally, Section 4 summarizes the main conclusions obtained through the research

263



Energies 2019, 12, 2036

process, its output represented as the framework, and the application to a real case study in the
wind energy sector.

2. Framework and Methods

The proposed technical framework, Figure 1, is a comprehensive integration of different technical
solutions and methods to ease maintenance management. The framework proposes an initial data
treatment, considering different information sources, to create a RAM database that will enable
modeling of the reliability of WTs. To undertake the reliability modeling, a clustering algorithm
is proposed along with the Kullback–Leibler Divergence measure, which approach addresses the
difficulty derived from the heterogeneity in the failure behaviors of the WTs. The reliability models,
which describe the failure behaviors within the WF, as well as data from the RAM database and
information regarding the cost structure, will serve as input for the methods proposed for defining
an optimal maintenance strategy. These methods regard multi-objective optimization algorithms
and simulation software under both a lifecycle perspective and governed by the principles of
opportunistic maintenance.

Figure 1. Technical framework.

The technical framework is represented in Figure 1 following the IDEF0 methodology [50],
it consists of three functions: RAM database creation, Reliability modeling, and Maintenance strategy
definition. The functions are associated with interfaces represented by arrows, which have been
referred to as INCOMs [51]: Inputs (I) of the function box enter from the left, they are transformed into
Outputs (O) leaving the box by means of the Mechanisms (M), which enter though the bottom and
refer to tools, algorithms, or resources that enable the function; and the Controls (C) enter the box from
the top and constrain the function.

In particular, Inputs and Outputs of the herein-depicted framework pertain to data and decisions,
whereas Mechanisms correspond to specific algorithms, models, and means that allow creation of
the RAM database, to model the reliability of WTs and to select the optimal maintenance strategy.
The function application is constrained by the Controls, which in this research represents business
aspects, data requisites, or maintenance process specificities. By defining the INCOMs in such manner,
the technical framework flow can be conceived as a flow in which the output of a function constitutes
the input of another until an optimal maintenance strategy is reached. In the successive subsections,
each one of the functions with their corresponding INCOMs is thoroughly explained, besides Table 1
gathers all the mathematical symbols utilized in the subsections.
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Table 1. Nomenclature.

Reliability Modeling

β
Shape parameter of Weibull
distribution di Diagonal entries of Degree matrix

α
Scale parameter of Weibull
distribution I Identity matrix

γ Euler–Mascheroni constant Lsym Graph Laplacian matrix
Γ Gamma function λ1, ..., λC Graph Laplacian matrix eigenvalues
W Similarity matrix ū1, ..., ūC Graph Laplacian matrix eigenvectors
wij Entries of the similarity matrix U Matrix of eigenvectors

dKL(μi‖μj)
Kullback–Leibler Divergence among
two distributions uic Entries of U matrix

d sym
KL

Symmetric Kullback–Leibler
Divergence T Transformed U matrix

D Degree matrix tic Entries of T matrix

Maintenance Strategy Definition

ka Time value for money constant GPt Generated power in t
qc Restoration factor of CM NT Number of MTs
qpr Restoration factor of PM cdisp Cost of dispatching a team

cc Corrective cost θt
Binary variable for corrective dispatch
of MT

cpr Preventive cost γt
Binary variable for preventive
dispatch of MT

cna Opportunity cost for not-produced
energy cteam Cost of MT

cp Penalty cost DRT Dynamic reliability threshold
zhikt Binary variable for CM SRT Static reliability threshold
yhikjt Binary variable for PM Twt Available working time of MTs
mc Maintainability of corrective actions t Time period (days)
mpr Maintainability of preventive actions

2.1. RAM Database Creation

Information is an essential pillar in every decision-making process and it is highly conditioned
by the characteristics of the data it comes from. In the decision-making process, to select the optimal
maintenance strategy herein presented, the information utility will be highly conditioned by the
quantity and quality of the available data (Constraints C1 and C2). As stated by [21], many data are
recorded for maintenance management purposes rather than reliability; hence, the information content
may be misleading without the proper scrutiny and cleaning. In the proposed technical framework,
building up the RAM database from the data coming from the SCADA (Supervisory Control And
Data Acquisition) and the CMMS (Computerized Maintenance Management Software) systems
is considered.

• SCADA Data (Input I1): this data is intended to provide feedback of a high-level overview of the
performance of the WTs. The data coming from the SCADA system can be categorized into three
types of information recorded in time intervals: operational data, availability data, and alarms
data. The operational data usually pertains to different variables which characterize the operation
of the WTs, e.g., power output, wind speed, temperature of components, or environmental
conditions. Availability is a measure of the total time the WT is operational and ready to produce
power, independently of external factors such as the weather, the grid state, or maintenance
activities. In addition, the data coming from the alarms is sensor information which indicates the
state of the WTs and have an associated severity level and usually are responsible for triggering
corrective maintenance actions.
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• CMMS Data (Input I2): generally the operators of WFs keep track of the maintenance actions
performed in the WTs in a variety of forms. This record of maintenance activities is usually known
as Work Orders or Maintenance Logs. The work orders may be handwritten in predefined forms,
but presently it is more common to find the data as digital work order inputs which have detailed
information regarding the materials and resources consumed.

To construct a proper RAM database from this data, it is essential to invest a considerable
amount of effort in filtering the data, bearing in mind the objective of the data. Therefore, a proper
determination of failure modes underpins the data-quality enhancement (Mechanism M1). As the
data comes from two different sources, it is essential to match the information contained in both.
With that aim, the identification of the patterns that link SCADA information with the maintenance
work orders of the CMMS (Mechanism M2) is proposed. Once the data is properly filtered according to
the failure mode definition and the coherence among the two sources of data is ensure, it is possible to
calculate the Time Between Failures (TBF) for the failure modes of the WTs (Mechanism M3).

2.2. Reliability Modeling

Considering that the database contains the failure information (output from previous functional
box O1) with certain quality (Constraint C3), it is possible to address the modeling of the reliability
following a spectral cluster approach, which is proposed to address the differences in the failure
behaviors of the same failure mode in each WT (Constraints C4 and C5). The methodological process
followed in this functional unit is represented in Figure 2.

Figure 2. Methodological process of the Reliability Modeling functional box.

For every failure mode, the process considers fitting a Weibull distribution to the TBF data for
each WT (Mechanism M4). With the Weibull distributions of each WT and failure mode, it is the
purpose of the algorithms herein presented to cluster them following a similarity-based approach
inspired by the work in [26,27].

It is possible to measure how similar two probability distributions are according to the
Kullback–Leibler Divergence (Mechanism M5), which can be calculated by Equation (1) in the case of two
Weibull distributions being γ ≈ 0.5772 the Euler–Mascheroni constant and Γ =

∫ +∞
−∞ tz−1e−tdt z ≥ 0 the
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gamma function. Nonetheless the Kullback–Leibler Divergence is a non-symmetric measure which can
be converted to symmetric by Equation (2) and therefore the similarity among two Weibull distributions
can be described in a generic and symmetric form by Equation (3). Expressing similarities in such way
allows the definition of a similarity matrix W in which each element is wij.

dKL(μi‖μj) = log

(
βiα

β j
j

β jα
βi
i

)
− (βi − β j)

(
log(αi)−

γ

βi

)
+

(
αi
αj

)β j

Γ

(
β j

βi
+ 1

)
− 1 (1)

d sym
KL =

1
2
(dKL(μi‖μj) + dKL(μj‖μi)) (2)

wij =
1

1 + d sym
KL

(3)

From the similarity matrix W of size [N, N] it is possible to construct the graph G = (V, E) where
each of the nodes vi represents the baseline Weibull distribution of certain failure mode of each turbine,
and each edge eij is the similarity between two distributions based on the Kullback–Leibler Divergence.
Having defined such a graph, the problem is finding the partition of the graph such that the weights
of the edges are small and large for intercluster and intracluster connections, respectively. To fulfil
such an aim, the spectral clustering approach is proposed, therefore it is necessary to compute the
normalized Graph Laplacian matrix. From W the degree matrix D is calculated, which is a diagonal
matrix whose diagonal entries are defined according to Equation (4), and then the normalized Graph
Laplacian matrix is calculated as described in Equation (5), where L = D − W and I is the identity
matrix of size [N, N].

di =
N

∑
j=1

wij, i = 1, ..., N (4)

Lsym = D
−1/2

L D
−1/2

= I − D
−1/2

W D
−1/2

(5)

To extract the information of the graph, the C smallest eigenvalues λ1, ..., λC are selected
along with their corresponding eigenvectors ū1, ..., ūC, with C the desired number of clusters.
The relevant information is considered by transforming matrix W into a reduced matrix U of size
[N, C]. The columns of U are the C eigenvectors ū1, ..., ūC which contain the information regarding the
similarities among the i-th baseline distribution and others. It has been proven that it is possible to
enhance cluster properties of the data by normalizing the rows of the matrix U and forming matrix
T [52], where every element is computed following Equation (6).

tic =
uic(

C
∑

c=1
u2

ic

)0.5 , i = 1, ..., N , c = 1, ..., C (6)

Once the matrix T is obtained, a k-medoids algorithm (Mechanism M6) is proposed as
an unsupervised clustering to partition the dataset into C clusters, which has proven to perform
better for large datasets and to be more stable against possible outliers [53].

By repeating these calculations for every failure mode, it is possible to address the definition of
the maintenance strategy of a WF. The effectiveness of the maintenance strategy is expected to increase
since the WF is now characterized by different clusters (Output O4) of every failure mode, with their
corresponding reliability model (Output O5) which directly tackles the issue of heterogeneity in the
failure frequencies.
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2.3. Maintenance Strategy Definition

The clustering and their corresponding reliability models will support the definition and
optimization of the maintenance strategy. In line with the insights provided in the literature review,
opportunistic maintenance management is especially suitable for the wind energy sector, since it
takes advantage of short-term information and dependencies among the WTs to make optimal
maintenance decisions. Accordingly, the framework proposes to implement a reliability-based dynamic
opportunistic maintenance policy (C8) summarized in Figure 3, which as well as considering the
economic dependencies of WTs, enables taking advantage of more favorable weather conditions
to enhance WF production outcome. To fulfil this aim, based on the concept of dynamic reliability
thresholds—acting as decision variables of the maintenance model—maintenance activities are fostered
at low wind-speed periods, and hindered at high wind-speed periods, thus limiting the production
losses caused by maintenance downtimes.

While the interested reader may address the dynamic opportunistic maintenance policy in [5],
the building blocks of the multi-level maintenance optimization model developed for this research are
summarized as follows (the definition of the intermediate variables of the model is in Table 2):

• Problem definition. The wind farm (WF) to be considered in the case study involves the
maintenance of H wind turbines (WTs) and their systems (i = 1,2,...,N), connected in series. Each of
the systems might fail in k different failure modes (FMs), which are classified according to their
consequences and require different corrective maintenance (CM) activities (k = 1,2,...,K). Likewise,
WF managers may decide to maintain the WTs’ system before failure occurrence, where per-FM
different preventive maintenance (PM) levels can be performed (j = 1,2,...,J). This classification
depends on the restoration factor (q). If the PM activity restores the system to a state in which its
operating and reliability behavior is as good as new, i.e., replacement activities, it is considered to
be perfect maintenance ( j = J). On the contrary, when PM activity partially restores the condition
of the system to an operational condition worse than the new one but better than just before the
performance of maintenance, it is considered to be imperfect maintenance (see [54] for further
information), with j = 1 the most imperfect repair.

• Objective functions. The main objectives pursued by the maintenance strategy are defined.
They should be aligned with the objectives of the business (C9) and should consider the
whole lifecycle of the assets. In the case of WFs, special emphasis is placed on optimizing
the OPEX (considering time value of money by means of ka) and production losses entailed by
the maintenance strategy (See Equations (12) and (13)). The core parts of these indicators are:

– Corrective and preventive cost (I3), subjected to the restoration effect (q) of the maintenance
activity carried out, as in [34,49]. They consider the materials and tools needed to perform
them (cc

ik, cpr
ik ), as well as the opportunity cost that they entail, represented by the amount of

power that could not be produced because of performing such maintenance activities (cna).
Likewise, in the case of CM, failures usually avoid distribution of the committed energy,
entailing a penalty cost (cp).

zhikt·
[
cc

ik · (qc
ik)

2 + mc
ik · GPt · (cna + cp)

]
(7)

yhikjt·
[

cpr
ikj·
(

qpr
ikj

)2
+ mpr

ikj · GPt · cna
]

(8)

– Maintenance resources cost (I3). They consider the number of maintenance teams hired (NT)
and the cost entailed by dispatching them to the WFs

(
cdisp
)

either preventively (γt) or
correctively (θt).

(γt + θt) · cdisp (9)

NT · cteam (10)
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– Production losses. They consider the maintainability (O3) of PM and CM activities (mc
ik, mpr

ik )
as well as the power that would have been generated (GPt).

GPt·
(

mc
ik · zhikt + mpr

ikj · yhikjt

)
(11)

• Maintenance strategy. An imperfect maintenance strategy where decisions are triggered by
dynamic reliability thresholds is defined (see Equation (14)):

1. DRTikt, if the reliability of any of the FMs (O5) is below this threshold, a maintenance team
is compulsorily dispatched to the WFs to perform PM.

2. SRTikjt, once a maintenance team is dispatched to the WF, either preventively or correctively,
and according to the reliability of the specific FM (O5), it determines whether PM level j
should be performed during period t for preventing FM k of system i.

• Capacity constrains (C8). Maintenance teams’ availability and their working time
(
Twt) is defined

(see Equation (15)).
• Maintenance process constraints (C7). Only one maintenance task per WT and time period is

allowed (see Equation (16)).

Once the building block of the model has been defined, the mathematical formulation of the
model is expressed in the following equations regarding the objective functions (OF), the constraints
of the model, and the intermediate binary variables (in Table 2).

OFOpex = min

[
∑

t
(γt + θt) · cdisp + ∑

h
∑

i
∑
k

∑
t

zhikt

[
cc

ik (q
c
ik)

2 + mc
ik · GPt (cna + cp)

]
+

∑
h

∑
i

∑
k

∑
j

∑
t

yhikjt

[
cpr

ikj

(
qpr

ikj

)2
+ mpr

ikj · GPt · cna
]
+ ∑

t
NT · cteam

]
·(1 + ka)

−t

(12)

OFLP = min ∑
t

GPt·
(

∑
h

∑
i

∑
k

mc
ik · zhikt + ∑

h
∑

i
∑
k

∑
j

mpr
ikj · yhikjt

)
(13)

S.T.
0 ≤ DRTikt ≤ SRTik1t ≤ ... ≤ SRTikjt ≤
≤ ... ≤ SRTikJt ≤ 1 iεI, kεK, jεJ; tεT

(14)

∑
i

∑
k

∑
j

mpr
ikj · yikjt + ∑

i
∑
k

mc
ik · zikt ≤ NT · Twt ∀tεT (15)

∑
j

yhikjt + zhikt ≤ 1 hεH, iεI, kεK, tεT (16)

zhikt, yhikjtε {0, 1} hεH, iεI, kεK, tεT, ∀j = 1, 2

Table 2. Intermediate binary variables used in the model.

zhikt =

⎧⎪⎨
⎪⎩

1 i f CM k is per f ormed in system i
o f WT h in period t

0 otherwise

θt =

⎧⎪⎨
⎪⎩

1 i f a MT is correctively dispatched to WF
in period t

0 otherwise

yhikjt =

⎧⎪⎨
⎪⎩

1 i f PM j is per f ormed in FM
k o f system i o f WT h in period t

0 otherwise

γt =

⎧⎪⎨
⎪⎩

1 i f a MT is preventively dispatched
to WF in period t

0 otherwise
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Due to the numerous stochastic processes that must be considered within maintenance
management models, such as repair processes or climate conditions, it is difficult to solve them
analytically. Therefore, in line with previous research [46,49,55], the analytically derived model
has been implemented in a simulation model (M7) that enables both the maintenance processes
characterization and its optimization. The specific simulation and decision processes, as well as the
restrictions considered, may be addressed by the reader in the flowchart of Figure 3.

As may be noticed, maintenance decisions are triggered according to the dynamic reliability thresholds
(conditioned by weather conditions), which define the maintenance strategy (C6). Whenever a maintenance
activity is performed, their reliability is updated, as are the values of the OF considered (C9). Likewise,
specific maintenance processes (C7) and available resources (C8) are considered to analyze whether
maintenance activities may be triggered. Such decision processes are repeated for each time period,
until the end of the WT lifecycle, where the final OF are achieved.

Since more than one objective is pursued by the modeled maintenance problem, i.e., minimizing
OPEXs and production losses, multi-objective optimization algorithms (M8) must be implemented to
solve them. To this respect, the multi-objective meta-heuristic NSGA II [56] has been implemented,
which offers high-quality non-dominated solutions and diversity on the Pareto Front [57].

Figure 3. Dynamic Opportunistic Maintenance simulation flowchart.

In this context, the optimal maintenance strategies will be found by a joint use of the simulation
model developed and the NSGA II optimization algorithm. While the former allows evaluation of
the outcome of the selected maintenance strategy according to the OF, the latter will guide what
maintenance strategies should be selected following the logic underlying behind the algorithm.
Once the optimization process is finished, the aforementioned Pareto Front will be obtained with
its corresponding Key Performance Indicators (KPI). From the Pareto Front and according to the
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lifecycle KPIs (M9), decision-makers will be able to represent their decision preferences through the
maintenance strategy they choose (O6).

3. Case Study

To test the suitability of the proposed research presented in the paper, a case study based on
real data is presented. The case study is especially focused on the reliability modeling and the
maintenance strategy definition so the readers can see how to apply the proposed algorithms to
manage the maintenance of the fleet. The proposed approach is compared in the case study against
a static opportunistic maintenance policy which is in itself an advanced maintenance policy. By the
application of the clustering approach and the dynamic opportunistic maintenance, it can be seen that
the good results rendered by the static opportunistic maintenance can be further improved.

3.1. Description

The application of the technical framework is considered within a case study of an onshore WF
consisting of 100 WTs (H = 100) whose behavior has been simulated for 20 years based on real field data.
The real data correspond to over 300 WTs of 1.67 megawatt (MW) operating in the north of Spain for
a time span of 12 years. According to the importance of wind speed for the energy-based availability
and the dynamic opportunistic maintenance model, the simulation has been fed with wind data from
the location assumed.

RAM data has been provided by a wind energy OEM and pertains to eight FMs. The FMs
correspond to minor and major failures (K = 2) of four components (N = 4) which are critical from the
maintenance perspective, either in terms of availability or cost: the gearbox, the blades, the yaw system,
and the pitch system. Likewise, for each failure mode, both perfect and imperfect maintenance levels
are considered (J = 2), where perfect maintenance has a restoration factor of qpr

ik2 = 1 and imperfect
maintenance of qpr

ik1 = 0.75, according to the maintenance routine adopted.
In terms of the cost structure required to analyze the maintenance management from a lifecycle

perspective, the main costs considered are as follows. The maintenance team costs, consisting of
2 workers each, are assumed to be 800 e /day, the opportunity cost 105 e /MWh, and the penalization
cost 35 e /MWh. Likewise, the reader may address the specific material costs considered in [58].
Cost of PM is assumed to be lower than CM to avoid obvious results (30 % lower). Finally, an interest
rate of 5% has been determined for the LCC analysis.

3.2. Results

From the simulated database, the behavior of each one of the FMs of every WT has been
characterized by fitting a two-parameter Weibull distribution. Following the proposed methodology,
the differences among each of the WTs for every failure mode have been assessed by means of the
Kullback–Leibler Divergence. This enables the expression of the similarities among the turbines for
each failure mode by the weight matrix, which can be represented as an undirected graph. Then,
for each failure mode graph, the partition that maximizes the similarities among elements in the same
cluster and minimizes the similarities outside the cluster has been found by the k-medoids algorithm.
The partition provides the number of clusters for every failure mode, hence each cluster is formed of
WTs with like behaviors for each failure mode. For every cluster, a joint reliability Weibull model can
be fitted for the failure data that correspond to the WTs in the cluster; the model with which they will
be managed will be developed later.

The partitions of the FMs have also been found by the k-means algorithm to compare the performance
of both clustering algorithms. The results yielded by the k-means algorithm are very similar to the
results yielded by the k-medoids. In fact, 11 out of 31 clusters remain the same. In the differing clusters,
the practical deviations are very slight; the usage of one algorithm over the other entails differences of 0.49%
and 2.77% on average in the obtained scale and shape parameters, respectively. Therefore, the remainder
of the case study, consisting of the simulation-based optimization, has been carried out with the results
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yielded by the k-medoids algorithm, since it is more stable against outliers and performs better for large
datasets according to previously cited literature.

In Figure 4, as an example, the undirected graph of the minor gearbox failure of every WT is
represented. In it can also be seen the reliability functions corresponding to every cluster. In the
depicted example, six clusters can be appreciated and the nodes in each cluster correspond to the
WTs identified by a number. It can be seen that the edges connecting the nodes have different color
intensity, which corresponds to the weight that quantifies the similarity among the behaviors of the
same failure mode in different turbines, i.e., the higher the intensity, the more alike they are. By this
representation, it can also be seen from a general perspective the similarities among the clusters.
The reliability functions corresponding to each one of the clusters can also be seen in Figure 4, and it
can be seen how the closer two are, the higher the intensity of the connections of the nodes from the
clusters in the graph.

Figure 4. Clusterization example. Minor failure mode of the gearbox.

The results obtained for the clusterization of each one of the FMs have been summarized in
Table 3. In the table, the components and the FMs of the number of clusters can be seen, as well as
the number of WTs belonging to every cluster. The definition of minor and major FMs has been made
according to the repairing details:

- Minor repairing. It is provoked by a system failure that implies a maintenance team is dispatched
for repairing. Costs of materials and tools are not very high, as minor components are going to be
repaired. Thus, there is a reparation impact on system lifecycle but it is neither too high in terms
of time, nor too costly. Repair time varies between 4 and 24 h.

- Major repairing. Replacement of important components or complete systems is done. Therefore,
repairs have a great impact on system lifetime, being able to return the system state to
an as-good-as-new state. Costs of materials and tools are high, and repair time is above 24 h.

From Table 3, and also the graph of Figure 4, it is possible to conclude that the proposed approach
is stable when identifying clusters with a low number of nodes in it. This is an important implication,
since it is possible to identify small numbers of turbines behaving differently, and sometimes this may
imply a cause which can be addressed or benchmarked.

Once the behaviors of the FMs in the WF have been assessed, it is possible to define the
maintenance strategy according to the reliability of each one of the clusters of every failure mode. In the
framework, the proposed maintenance strategy is an opportunistic maintenance policy defined by
a simulation-based optimization. The optimization is multi-objective so the two-fold aforementioned
problem of reducing maintenance costs is addressed. The simulation-based optimization provides
several non-dominated solutions, which entails a trade-off among costs and production loss. With the
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solutions rendered by the optimization, it is possible to construct a Pareto Front in which the
maintenance strategy can be selected according to the trade-off desired by the customers.

Table 3. Clusterization results.

Component Failure Mode Number of Clusters Number of WTs in Each Cluster

Gearbox Minor 6 23-12-27-8-24-6
Major 3 52-27-21

Blades Minor 4 45-33-18-4
Major 2 39-61

Yaw Minor 4 34-33-17-16
Major 3 30-47-23

Pitch Minor 5 24-27-28-7-14
Major 3 29-20-51

In Figure 5, a comparison of two Pareto optimals is presented. One is obtained by addressing the
failures through the clusterization and then defining maintenance strategy through dynamic opportunistic
policy; the other one is obtained through a static opportunistic policy with a generic reliability Weibull
model for each failure mode of the turbines. In Figure 5a, it can be seen that the proposed approach
provides solutions which are unreachable for the static opportunistic policy. Furthermore, all the solutions
provided by the clusterization with the dynamic opportunistic maintenance strategy are better in terms of
costs and production loss. As an example to provide further insights, arbitrary customer requisites have
been defined, which correspond to 122,000,000e as a maximum OPEX and 120,000 MW/h lost for the
20 years of the lifecycle of the WF. In Figure 5b it can be seen that these requisites defined a feasible area of
options and their intersection sets where is the Minimum Viable Offer (MVO).

Figure 5. Pareto Front and Pareto Front with customer requisites.

According to the strategies represented in Figure 5, two of them have been selected (one from
each policy) to compare their lifecycle performance. The selected strategies are the ones that fulfil the
production loss requisite at a lower cost, and their performance in terms of OPEX and production loss is
compared in Figure 6. It can be seen that the cost savings among the two strategies are over 3 million e ,
despite not being very significant. These savings come from the opportunity cost of producing energy
at profitable wind-speed periods and from more accurate reliability estimates, which avoid some
corrective actions. This result is reasonable and was expected since the dynamic opportunistic policy
compared with the static does not reduce the amount of maintenance needed, but it performs it in
more suitable moments.
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Figure 6. Performance comparison of costs (a) and production loss (b) of strategies A and B.

Accordingly, the production loss difference is more significant, reaching an improvement of 14.5%
by the end of the lifecycle. This improvement in the production loss is due to the performance of
maintenance activities in the most favorable wind conditions. Besides, the better reliability estimates
enhance the calculation of the failure probability, enabling the avoidance of unexpected CM, which
takes more time to perform. Therefore, it can be seen that the proposed approach improves the
performance of the static opportunistic maintenance with a general reliability model, not only in terms
of cost, but in terms of production loss as well.

4. Concluding Remarks

In the present paper, a technical framework for managing the maintenance of WFs is proposed,
which integrates three modules that depart from data considerations, providing reliability analysis
tools to define the maintenance strategy. The framework considers the creation of a RAM database
to provide a solid basis of information which is transformed into knowledge by reliability modeling.
The second module aims at modeling the reliability of the WF; to do so, a clustering approach
is proposed. By means of the clustering approach, the different behaviors of the WTs, which are
caused by either different technical solutions or different working conditions, are properly addressed.
This accurate description of the WF failures enables the definition of a more effective maintenance
strategy, which is defined by a dynamic opportunistic policy optimization finding a trade-off among
costs and production loss.

The suitability of the comprehensive framework has been validated through a case study based
on real field data. The proposed approach has been tested against a static opportunistic maintenance
which estimates the reliability of the WTs with a generic reliability model. It has been shown that
by answering the research question, the integration of state-of-the-art techniques in the proposed
framework provides a step forward in the achievement of maintenance excellence. The proposed
approach outperforms the alternative in terms of cost and production loss. The improvements are
due to two reasons: (i) the reliability estimates are more accurate because the behavior of the WTs is
better characterized; and (ii) the maintenance activities are performed at the most convenient moments,
fostering the maximization of energy production.

The research here presented is a step forward in the maintenance management of WFs due to its
practical nature. However, to enhance its applicability and implementation in the wind energy industry,
further efforts should focus on the integration of the strategy here presented with condition-based
maintenance. Moreover, it would be interesting to also explore models that directly address the
influence of changing operational conditions on the reliability of WTs. This holistic perspective
entails potential benefits in the field of O&M of WFs, and it is worth researchers’ and industry
practitioners’ attention.
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Abbreviations

The following abbreviations are used in this manuscript:

WF Wind Farm
LCoE Levelized Cost of Energy
CAPEX Capital Expenditure
OPEX Operational Expenditure
O&M Operations & Maintenance
WT Wind Turbine
RAM Reliability, Availability, and Maintainability
LCC Life-cycle Cost
INCOM Inputs, Mechanisms, Controls and Outputs
SCADA Supervisory Control And Data Acquisition
CMMS Computerized Maintenance Management System
TBF Time Between Failures
FM Failure Mode
CM Corrective Maintenance
PM Preventive Maintenance
MT Maintenance Team
NSGA Non-dominated Sorted Genetic Algorithm
KPI Key Performance Indicator
MW Megawatt
MVO Minimum Viable Offer
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Abstract: Maintenance optimization has received special attention among the wind energy research
community over the past two decades. This is mainly because of the high degree of uncertainties
involved in the execution of operation and maintenance (O&M) activities throughout the lifecycle of
wind farms. The increasing complexity in offshore maintenance execution demands applied research
and brings forth a need to develop problem-specific maintenance decision-making models. In this
paper, a mathematical model is proposed to assist wind farm stakeholders in making critical resource-
related decisions for corrective maintenance at offshore wind farms (OWFs), considering uncertainties
in turbine failure information.

Keywords: offshore wind farm; offshore wind turbine; maintenance; failure classification; resource
decision; uncertainty

1. Introduction

The widespread availability and high technological maturity make wind energy a reliable
renewable option to satisfy the future energy demands of the global population [1]. The limited land
area and the need to reduce noise pollution is forcing the wind energy sector to shift towards offshore
technologies [2,3]. Offshore wind farms (OWFs) are energy assets that have experienced a considerable
growth in terms of cumulative capacity, from 4 GW to more than 18 GW over the past five years [4].
OWFs are expensive assets not only to build, but also to operate and maintain. About 23% contribution
of the operation and maintenance (O&M) to the life cycle cost (LCC) makes the O&M the second major
contributor for the LCC of an OWF [5]. The increased O&M cost is mainly caused by the uncertainties
encountered by OWFs, which include weather, sea-state conditions, component lifetimes, etc. The
high O&M cost and the unproven economic feasibility remain a hindrance for the future growth and
expansion of the OWFs.

The accessibility limitations of vessels and helicopters imposed by the weather and sea-state
conditions combined with the unavailability of failure data makes maintenance decision-making at
OWFs, a complex and challenging task for the O&M team. A significant portion of the annual budget
is wasted on many large offshore projects because of improper maintenance decisions [6]. Numerous
research studies have been carried out to assist the O&M team in making maintenance decisions at
OWFs. Almost 80% of the total research articles (related to offshore wind farm maintenance) have been
published in the last five years, which indicates the increasing importance of O&M-related research for
offshore wind farms in operation and under construction [6]. The maintenance decision problems have
been analyzed from Reliability, Availability, Maintainability and Serviceability (RAMS) perspectives
and many maintenance models have been developed for optimal decision-making.
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Almost 98% of the models in the literature address long-term (5–20 years) and/or lifetime (which is
usually 20 years) maintenance decision problems. There exist arguments in the wind research
community that optimizing short-term maintenance decisions may not greatly reduce the O&M cost.
It is reported in [7] that the expected total cost of one corrective maintenance trip at an OWF is
$70,000–$130,000 (approximately). From the model and results of [7], it is understood that one wrong
resource decision (improper vessel selection or insufficient manpower) for a corrective maintenance
execution could necessitate an additional trip and account for a wastage of no less than $70,000 in the
annual maintenance budget. This study shows that the maintenance decisions for offshore wind farms
are critical for all time horizons (an hour, a day, a month, a year and lifetime).

Existing long-term and lifetime models are not implemented at OWFs, because the OWF
stakeholders treat the models as theoretical and incomprehensive [6]. The models are touted to
be complex and the stakeholders believe that it will take considerable time and require technical force
to solve the models. This viewpoint of OWF stakeholders about the existing models demands a shift
from theoretical research to applied research. In addition, it creates a necessity to identify maintenance
decision problems (either long term or short term) that have a significant effect on the life cycle O&M
costs and to provide solutions to one decision problem at a time through simple maintenance models.
The corrective maintenance and its associated resource decisions (both short-term and long-term)
contributes more than 60% to the life cycle O&M costs and is the highest cost driver of OWF O&M [8].
The stakeholders view of the existing maintenance models and the high cost associated with the
corrective maintenance resource decisions was the motivation to identify short-term resource decision
problems for corrective maintenance of the OWFs.

Few models in the literature have addressed the short-term maintenance problems at OWFs.
The work reported in [9] developed an opportunistic short-term maintenance model. Whenever
there is a need for corrective maintenance, the model considers the corrective maintenance trip as an
opportunity to perform preventive maintenance at other turbines in the wind farm. The model is
developed for two different time horizons (a day and a week) and for wind farms that follows flexible
maintenance schedules. The model requires the maintenance manager to optimize the maintenance
schedule in the morning of every working day and the maintenance tasks to be performed are available
only after the optimization. The results of the work showed that 43% of the total preventive maintenance
cost could be saved if this opportunistic maintenance with flexible everyday schedule optimization is
adopted at the OWFs. The work reported in [10] developed a short-term decision-making model for
scheduling resources (vessels and maintenance personnel) at the OWFs. The time horizon considered
in this model is a day and it helps the OWF maintenance managers and planners to make better
resource scheduling decisions each day. The model studied the impact of the number of maintenance
personnel on energy loss and pointed out the importance of scheduling optimal number of maintenance
personnel for daily maintenance work.

Both the short-term models [9,10] reported in the literature assumed that the information about
turbine failure is always available and known for offshore turbine maintenance. With this assumption,
the kind of needed repair is known, the resource decisions are certain and the maintenance team easily
picks the desired resources for maintenance. The short-term models [9,10] then focused on different
objectives such as opportunistic preventive maintenance [9] and resource-scheduling [10] to minimize
the total maintenance costs. When the turbine failure information becomes unavailable, the resource
decision-making turns out to be uncertain and the short-term models [9,10] are inapplicable to address
this maintenance problem situation.

In this paper, a short-term resource decision-making model is proposed for the corrective
maintenance of offshore wind turbines, considering the uncertainty in turbine failure information.
The proposed model will assist multiple OWF stakeholders in making critical resource decisions for
a corrective maintenance trip. The proposed model addresses the maintenance problem situation
for which the information on turbine failure is not available and so it cannot be compared with the
short-term models [9,10] in the literature. The paper is organized as follows: the problem description
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is presented in Section 2. In Section 3, the mathematical model for the described problem is presented.
In Section 4, a case study is presented to demonstrate the use of the maintenance decision-making
model. Some concluding remarks and the possible future work suggestions are given in Section 5.

2. Problem Description

Each component failure of a wind turbine have different maintenance/repair severities, i.e., the
effort needed from the maintenance personnel, the cost associated with the maintenance work and
the time needed to perform the repair vary for each component failure. It is reported in [11] that
the grouping of turbine component failures with similar maintenance severity is done to develop
failure classifications and the reported methodology will be followed in our study. The offshore
turbine component failures may be classified into a finite set of failure classifications and each failure
classification have a maintenance rank and a probability of occurrence. The “maintenance rank” of a
failure classification is defined as “the natural number assigned to each failure classification based
on the severity of maintenance involved in solving component failures, with 1 assigned to the failure
classification of lowest maintenance severity and N assigned to the failure classification of highest
maintenance severity”. As each failure classification is assigned a maintenance rank, the total number
of ranks is same as the total number of failure classifications. The “probability of occurrence of a failure
classification” is defined as “the sum of all the individual failure probabilities of turbine components
under a specific failure classification”.

Irrespective of the type of maintenance, certain resources are required to perform the intended
maintenance task. Resources needed to complete a maintenance activity are an access vessel,
maintenance personnel and spare parts. The right combination of maintenance personnel, access vessel
and spare part to address the offshore turbine failure is termed as “resource combination”. In the
case of an offshore wind turbine, different resource combinations are required to solve component
failures under different failure classifications. For example, to solve the failure of a gearbox under a
given failure classification, more maintenance personnel, expensive vessel and spare gearbox parts
(assembled or individual spare parts) are required, whereas to solve the failure of a brake shoe falls
under another failure classification, and less number of maintenance personnel, inexpensive vessels
and brake shoe spare parts are required. Hence, two failure classifications could potentially result in
two resource combinations. The failure of both the brake shoe and gearbox could also be addressed
using one resource combination.

This provides us an intuitive understanding that there may exist two types of resource combinations
to address the offshore turbine failure. We assume that the first type are, resource combinations that are
dedicated to address component failures under only one specific failure classification and are referred
as “A-type Resource Combinations” or simply “A-type RC’s” throughout the paper. A-type RC is
defined as “the combination of maintenance personnel, spare parts and vessels which can identify and
solve component failures under single failure classification”. A-type RC’s cannot solve the failures
occurred in turbine components under other failure classifications. We assume that the second type are,
the resource combinations that are capable of solving turbine component failures under multiple failure
classifications within a specified maintenance rank and are referred as “B-type Resource Combinations”
or simply “B-type RC’s” throughout the paper. The B-type RC for the nth ranked failure classification
is defined as “the combination of maintenance personnel, spare parts and vessels which can solve
component failures under the rank “1 to n” failure classifications”. From the definition, it is understood
that, if a B-type RC is sent to address the nth ranked failure classification it cannot solve component
failures under rank “n + 1 to N” failure classifications.

Though today’s turbines are usually equipped with condition monitoring (CM) systems, we
consider the scenario that such condition monitoring systems are unable to indicate the exact failure
classification upon a turbine failure. That is, no information on the kind of needed repair/failure
classification and spare parts requirements are obtained from the CM systems. Such scenarios arise
when natural events, including but not limited to storms, icing, and waves occur and these natural

281



Energies 2019, 12, 1408

events account for 60% of the offshore turbine failures [12]. The occurrence of these natural events is
unpredictable and leads to failure of both the turbine components and the CM systems, respectively.
The human-influenced events are generally reliability related issues of the CM systems. It is reported
in [13] that the reliability of the CM system is not 100% and the CM systems sometimes fail to produce
an alarm when the turbine component requires immediate attention for maintenance. The event of the
CM systems not producing an alarm leads to the component failure and apparently turbine failure.
During this CM system unreliability event, the information failed turbine component is not obtained
from the CM systems. Hence, these random natural and human influenced events (of failure) leads to
situation where the O&M team will have no direct information from the CM systems to make resource
related maintenance decisions. In this paper, we focus on this scenario of corrective maintenance where
the information on failed turbine component and its failure classification is not known.

A wind farm may have many turbines in operation, which may fail anytime in the future. If any
wind turbine at an offshore wind farm failed suddenly and, no information on the failed turbine
component and its failure classification could be obtained from the CM systems, the O&M team do not
know the exact resource combination to address the failed turbine. In this situation, the O&M team is
unsure about which type of vessel to use, how many maintenance personnel to send, whether to take
spare parts or not and which spare parts to take. This creates uncertainty in making decision on the
resource combination for maintenance execution. The hypothesized problem situation is “a corrective
maintenance trip to an offshore wind turbine with unknown turbine failure information”. The aim of
our study is “to find the cost-effective resource combination for the hypothesized problem situation”.
In this problem, the failure classification is not known at the time of maintenance initiation and all
the resource combinations that are available in the onshore port turn out to be decision choices for
the O&M team. The resource combination to be selected by the O&M team might solve the unknown
failure in one trip or might not solve the unknown failure in one trip and necessitate an additional trip
to solve the identified failure known from the first trip. Therefore, the O&M team is put into a situation
to select only one resource combination among all the available resource combinations considering
the two possible results of their decision. In order to make a decision, the cost associated with each
decision choice must be evaluated taking into account the probability of occurrences of different failure
classifications. Then, the resource combination with least cost could be selected as the cost-effective
resource combination to address the unknown turbine failure. The objectives are to propose a simple
and useful mathematical model to aid decision-making and to demonstrate the use of the proposed
model through a case study.

3. Mathematical Model

In this section, the mathematical model for the described problem is proposed. If the offshore
wind turbine have a finite number of failure classifications and each classification has a probability of
occurrence, then:

N∑
i=1

Pi = 1 (1)

where Pi denotes the probability of occurrence of the ith failure classification. The probabilities of
occurrences of all the failure classifications are assumed known.

To address the component failures under respective failure classifications of offshore wind turbine,
two different types of resource combinations are described earlier in Section 2. In our model, both
the types of resource combinations are considered as decision choices. Therefore, the selection of one
resource combination among the available resource combinations (both A-type and B-type) is the
only decision for the described problem. The decision is represented as a finite set of binary variables
in our model:

Sij =

⎧⎪⎪⎨⎪⎪⎩ 1, use type j RC f or f ailure classi f ication i

0, don′t use type j RC f or f ailure classi f ication i
(2)
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Constraint:
N∑

i=1

2∑
j=1

Sij = 1 (3)

where Sij denotes the type j RC for the ith ranked failure classification. The above constraint ensures
that only one Sij is selected among the available N number of S′i js, to solve the unknown failure.

All the type j RC’s that are dedicated to address their respective ith ranked failure classifications are
assumed known.

The uncertainty in turbine failure information brings in two possible situations namely trip
success and trip failure. The “trip success” is defined as the situation where the unknown turbine
failure is solved in a single maintenance trip using either an A-type RC or a B-type RC. The “trip
failure” is defined as the situation where the unknown turbine failure cannot be solved in a single
maintenance trip and necessitates an additional trip to solve the identified known failure using an
appropriate A-type RC. Both the probability of trip success and trip failure depends on the decision
and the probability of occurrences of the failure classifications. The trip success and failure situations
along with their probabilities are considered in the model.

When an A-type RC which is dedicated for the ith failure classification, is sent to address the
unknown failure, the trip is successful when the failure classification is i and the trip is a failure when
the failure classification is not i. For A-type RC, the probability of the maintenance trip to be a success
is Pi and the probability of the maintenance trip to be a failure is 1−Pi. If the failure classification is
not i, we are able to identify that the failure is k and a single next trip with an A-type RC for k will
solve the failure. When a B-type RC that is dedicated for the nth failure classification is sent to address
the unknown failure, the trip is successful when the failure classification is 1, 2, 3, . . . , n and, trip is a
failure when the failure classification is k (k > n). For B-type RC, the probability of the maintenance trip
to be a success is P1 + P2 + P3 + . . .+ Pn and the probability of the maintenance trip to be a failure is
Pn+1 + Pn+2 + Pn+3 + . . .+ PN. A single next trip with an A-type RC for k will solve the failure.

The objective is to find the expected total maintenance cost of the decision, to figure out the cost-
effective decision and solve the unknown turbine failure. The total maintenance cost in our model
includes the maintenance personnel cost, access vessel cost, special maintenance vessel cost (jack-up,
crane, etc.), spare parts cost and, production losses due to downtime. The maintenance personnel and
vessels are in use from the point of time they get ready to execute maintenance to the point of time
they get back to shore after the maintenance activity. In addition, the turbine is unavailable until the
maintenance crew get the turbine back to operation. Therefore, the mathematical model formulation
involves various deterministic time elements of maintenance namely lead-time, logistic time, waiting
time, travel time, failure identification time and repair time.

The time to get the vessel ready for maintenance is the lead-time and, the time to get the spare
parts is the logistics time. It is assumed that all the resources (the vessels, the personnel and the
spare parts) are always available in the onshore port for maintenance execution. This assumption
eliminates the lead-time of vessels and the logistic time of spare parts in our model. The total delay in
maintenance execution due to weather and sea-state conditions is the waiting time and is the sum of
“the delay before travel starts” and “the delay at the turbine” [14]. It is dependent on weather and does
not depend on the decision. Hence, the waiting time is a constant in our model. The time to identify
the failure occurred at the turbine and figure out the component that requires maintenance is the failure
identification time. The failure identification time does not depend on the decision and is a constant in
our model. The time taken to travel back and forth the turbine using vessels is called the “travel time”
and is the sum of the “travel time to the turbine” and “travel time from the turbine”. The travel time
is dependent on the decision, as the vessel speed may differ for different resource combinations. To
calculate the travel time, the average distance of the turbines from the shore is considered in our model.
The wind speed and wave height variations in the sea may affect the travel speed, which in turn affects
the travel time. To simplify our analysis and exclude the hydrodynamics of the sea, the travel time is
assumed to be independent of the wave height and wind speed in this paper.
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The time it takes to perform the actual maintenance work is the repair time. In the case of trip
success, the repair activity is completed successfully and the turbine failure is solved in one trip. In our
model, the trip success situation includes the repair time. In the case of trip failure, the component
failure is only identified and is not repaired in the first trip. The certain amount of time spent to
identify the failure in the first trip (waiting time, failure identification time and travel time) along with
the fixed cost for an additional trip to solve the known failure using an A-type RC is considered for
trip failure. The fixed cost/purchase cost of spare parts are not considered in our model, instead the
cargo handling costs of spare parts is considered as the spare parts cost in our model. The spare parts
cost is the total tonnage of spare parts in a resource combination times the cargo handling cost per
tonnage. To simplify our analysis, the weight of the spare parts is considered the only cargo weight in
our model. Other weights such as the weight of the maintenance tools, technicians are not considered.
The mathematical model for the described problem is given in Equation (4) as:

Z =
N∑

i=1

2∑
j=1

Sij × gij ×D +
N∑

i=1

2∑
j=1

Sij ×Hij +
N∑

i=1

2∑
j=1

Sij × ti j ×Cij +
N∑

i=1

2∑
j=1

Sij × αi j × rij ×Cij +
N∑

i=1

2∑
j=1

Sij × βi j ×A (4)

Cij = Vij + (nij ×M) + R (5)

αi j = Pi for j = 1 (6)

αi j =
i∑

k=1

Pk for j = 2 (7)

βi j = 1− Pi for j = 1 (8)

βi j =
N∑

k=i+1

Pk for j = 2 (9)

Z Expected total maintenance cost for Sij

gij Weight of spares for Sij in tons
D Cost per tonnage of spares
Hij Cost of special vessel for Sij

tij Travel time for Sij in hours
Cij Cost of vessel, maintenance personnel, and revenue loss per hour for Sij

Vij Vessel cost per hour for Sij

nij Number of maintenance personnel for Sij

M Maintenance personnel cost per hour
R Revenue loss per hour
rij Repair time for Sij in hours
αij Probability of trip success for Sij

Bij Probability of trip failure for Sij

Pi Probability that the failure is of classification i
A Fixed additional trip cost of sending an A-type RC to solve known failure, which includes vessel

cost, personnel cost, spare parts cost, and revenue loss due to downtime

The above mathematical model describes the expected total maintenance cost of sending Sij to
address the unknown failure. The first two terms in the model, is the sum of the spare parts cost
and fixed special vessel cost of Sij. The third term in the model is the total cost including vessel
cost, personnel cost and revenue loss incurred because of the travel to and from the turbine using
Sij. The fourth term in the model is the trip success using Sij. The trip success considers the total
cost including the vessel cost, personnel cost ad revenue loss incurred because of the repair activity
at the turbine using Sij and, the probability that the turbine failure could be solved by Sij. The fifth
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term in the model is the trip failure using Sij. The trip failure considers the total cost including the
vessel cost, personnel cost ad revenue loss to solve the known failure using an appropriate A-type RC
and, the probability that the turbine failure could not be solved by Sij. The waiting time and failure
identification time are constants in our proposed model and both the time elements does not affect the
decision and the results. Therefore, the waiting time and failure identification time are not included in
the model. In the Equations (6)–(9), j = 1 represents the A-type RC and j = 2 represents the B-type RC.

With appropriate inputs, the proposed model is capable of calculating the expected cost of
each decision choice. Utilizing the enumeration method, the expected total cost of all the resource
combinations are evaluated and, the resource combination with minimum expected cost is selected as
the cost effective option to address the unknown turbine failure. The mathematical model formulated
above includes both types of resource combinations described earlier in Section 2, as decision choices and
this allows the decision makers to consider all the available resource combinations for decision-making.
In addition, the simplicity of the model ensures that it takes less time and less technical effort to
solve the model. Hence, all the OWF stakeholders could use the model anytime. Given the failure
classifications, their probabilities and resource combinations (decision choices) and, using the proposed
model, the O&M team at any OWF would be able to figure out the cost-effective resource combination
to address the unknown turbine failure.

4. Case Study

The objective of the case study is to demonstrate the use of the proposed model for offshore wind
turbine maintenance. To simplify our analysis, a wind farm model with identical turbines is selected
for our case study.

4.1. Wind Farm Models

The OWEZ wind farm model reported in [11] is selected for the study. The OWEZ wind farm has
36 identical VESTAS 3 MW wind turbines with a total capacity of 108 MW. The wind farm is in the
North Sea at 10–18 km distance from the harbor and the turbines are installed to a maximum depth of
20 m. Four failure classifications for corrective maintenance reported in [11] for a 3 MW wind turbine
is applicable for the selected OWEZ wind farm model and is given in Table 1.

Table 1. Failure classifications for a 3 MW offshore wind turbine [11].

Maintenance
Rank

Failure
Classification

Definition

1 Imperfect
maintenance

An imperfect maintenance operation where there is no requirement for
spare parts.

2 Minimal
replacement

A minimal replacement of small sized sub-components with a
maximum weight of 1 tonne.

3 Perfect
replacement I

A perfect replacement of medium weight sub-components with a
maximum weight of 50 tonnes.

4 Perfect
replacement II

A perfect replacement of medium or large sized sub-components, with
weight 50 tonnes to 100 tonnes.

In accordance with the vessel characteristics reported in [15] and the weight of spares under each
failure classification reported in [11], the A-type RC’s and B-type RC’s for corrective maintenance is
given in Table 2. From Table 2, it could be observed that S11 and S12 have identical resource elements,
which means both A-type and B-type RC’s are identical for imperfect maintenance in this study.

The probabilities of different failure classifications reported in [11] is applied to the OWEZ wind
farm model. The reported probabilities are considered as the base case model in the study. It can be
observed that majority of the corrective maintenance for the base case model is imperfect maintenance.
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Thus, the base case model is interpreted as OWF in which the turbines are relative new and their age is
less than 5 years, that is, the turbines are operating in its first 5-year service period.

As the base case model is interpreted as OWF with turbines that are less than 5 years old, three
other models are established for OWFs with increasing age of turbines with appropriate assumptions
to demonstrate the powerfulness of the proposed model for different OWFs. The model 1 represents
the OWF in which the turbines in operation are 5 to 10 years old. For the wind farm model 1, it is
assumed that the majority of corrective maintenance corresponds to minimal replacement and it has
the highest probability of occurrence. The probability of other failure classifications are then descended
in the order of imperfect maintenance, perfect replacement I and perfect replacement II.

The model 2 represents the OWF in which the turbines in operation are 10 to 20 years old. For
the wind farm model 2, it is assumed that the majority of corrective maintenance corresponds to
perfect replacement I and it has the highest probability of occurrence. The probability of other failure
classifications are then descended in the order of perfect replacement II, minimal replacement and
imperfect maintenance.

Table 2. Decision Choices [11,15].

Resource
Combination

Resource Elements

S11 No Spare part + Access Vessel (Crew Transfer Vessel -small) + 2 maintenance personnel

S21
Required Spare part + Access Vessel (Crew Transfer Vessel -small) + 3 maintenance

personnel. (Use of permanent internal crane for replacement).

S31
Required Spare part + Crane Vessel + Access Vessel (Crew Transfer Vessel small) + 6

maintenance personnel.

S41
Required Spare part + Access Vessel (Crew Transfer Vessel -small) + Access Vessel (Jack-

Up Vessel) + 6 maintenance personnel.

S12 No Spare part + Access Vessel (Crew Transfer Vessel - small) + 2 maintenance personnel

S22
All Class B Spare parts + Access Vessel (Crew Transfer Vessel-Large) + 3 maintenance

personnel (Use of permanent internal crane for replacement).

S32
All Class B and C Spare parts + build-up crane with a vessel + Access Vessel (SUVs) + 6

maintenance personnel.

S42
All Class B, C and D spare parts + Access Vessel (SUVs) + Access Vessel (Jack- Up barge) +

6 maintenance personnel

The model 3 represents the OWF in which the turbines are either more than 20 years old or affected
by storms or other natural disasters. For the wind farm model 3, it is assumed that the majority of
corrective maintenance corresponds to perfect replacement II and it has the highest probability of
occurrence. The probability of other failure classifications are then descended in the order of perfect
replacement I, minimal replacement and imperfect maintenance. The reported probabilities for the
base case is changed for different failure classifications to represent the wind farm models 1, 2 and 3.
The probabilities of failure classifications of the base case model and the three different wind farm
models are given in Table 3. The probability numbers in Table 3 are absolute values and are not
in percentages.

Table 3. Probabilities of failure classifications for different OWF models [11].

Failure Classification

Probability

Base Case
Model

Wind Farm
Model 1

Wind Farm
Model 2

Wind Farm
Model 3

Imperfect maintenance 0.995165258 0.002353569 0.000995862 0.000995862
Minimal replacement 0.002353569 0.995165258 0.001485311 0.001485311
Perfect replacement I 0.000995862 0.001485311 0.995165258 0.002353569
Perfect replacement II 0.001485311 0.000995862 0.002353569 0.995165258
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4.2. Time and Cost Inputs

The values of time elements are essential inputs to find the expected total maintenance cost. Travel
time is calculated using a 14 km average distance of the wind turbines from the shore and average
speed of different access vessels. The repair time for rank 1 failure classification is assumed to be 4
hours in our study. It is reported in [14] that it will take 48 hours to switch out the component in
question and replace a working unit for major maintenance. This time reported in [14] is the repair
time for rank 2, 3 and 4 failure classifications in our study. The reported work in [11], which defined the
failure classifications, did not provide any weight data for individual spare parts. Based on the turbine
components listed under each failure classification reported in [11], the maximum cargo weight of
spare parts for a failure classification is considered as the cargo weight of a resource combination. The
fixed cost for corrective maintenance trip from [15] is the additional trip cost in this case study. All the
time and cost inputs required to find the expected total maintenance cost are given in Tables 4 and 5.

Table 4. Inputs to calculate expected total maintenance cost [11,14–16].

Resource
Combination

Travel
Speed
(km/h)

Travel Time
(h)

Repair Time
(h)

Access
Vessel

Cost/hour

Crane/Jack
up Vessel

Cost

Weight of
Spare Parts

(tonnes)

S11 37.04 0.76 4 $62.5 N/A 0
S21 37.04 0.76 48 $62.5 N/A 1
S31 37.04 0.76 48 $62.5 $105,259.5 50
S41 37.04 0.76 48 $62.5 $119,294.1 100
S12 37.04 0.76 4 $62.5 N/A 0
S22 46.3 0.6 48 $93.75 N/A 11
S32 18.52 1.5 48 $93.75 $105,259.5 600
S42 18.52 1.5 48 $93.75 $119,294.1 600

Table 5. Inputs to calculate expected total maintenance cost [17–19].

Parameter Values

Maintenance Personnel cost/hour 70
Cost/tonnage of spares 29.72

Revenue Loss/hour $18,684
Fixed cost for corrective maintenance trip for offshore wind turbine $500,000

4.3. Results

The expected total maintenance cost of each decision choice for a specific wind farm model,
is represented as a 4 × 2 matrix (there are eight decision choices in this study):

Zn =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z11 z12

z21 z22

z31 z32

z41 z42

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where Zn is the cost matrix of the wind farm model n. The elements z′i js of the matrix Zn represent the
expected total maintenance cost values (in $’s) of sending respective S′i js for a specific wind farm model
n. That is, the element z11 represent the expected total maintenance cost of sending S11, the element z21

represent the expected total maintenance cost of sending S21, and so on. It is earlier stated in Section 4.1
that both A-type and B-type RC’s have identical resource elements for imperfect maintenance, which
indicates, the elements z11 and z12 of the matrix Zn will have identical values. The minimum of the z′i js
in the matrix Zn is selected as the optimal solution and the corresponding resource combination is
identified to be the cost-effective resource combination.
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Using the model in Section 3, the model inputs in Sections 4.1 and 4.2, and using the explicit
enumeration method the expected total maintenance cost is calculated for all the available resource
combinations (decision choices) for the different wind farm models of Table 3 and the results are shown
in matrix form.

The cost matrix for the base case model (Z0) is:

Z0 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
91951 91951

515401 922110
621730 1072754
637456 1087414

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The cost matrix for the wind farm model 1 (Z1) is:

Z1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
513354 513354
922366 922110
621935 1072960
637250 1087414

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The cost matrix for the wind farm model 2 (Z2) is,

Z2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
513931 513931
515045 512740

1039273 1072388
637821 1087414

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The cost matrix for the wind farm model 3 (Z3) is:

Z3 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
513931 513931
515045 512740
622300 653925

1054794 1087414

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The minimum value of the cost matrix Zn for the wind farm model n represents the optimal

solution, that is, the corresponding resource combination is identified to be the cost-effective
resource combination.

To prove the effectiveness of the proposed model, it is appropriate to compare the results of the
proposed model with the traditional practice of solving the described problem. When no information on
the failed turbine is obtained from the CM systems, generally the offshore O&M team send technicians
to inspect the failed turbine in a small Crew Transfer Vessel, identify the failure classification and then
send the required resource combination to solve the turbine failure. In order to compare the results of
the proposed model with the general practice, the cost of the general practice is assumed as the sum of
the inspection activity cost using S11 and the fixed cost of corrective maintenance trip for offshore wind
turbine. All the inputs presented in Sections 4.1 and 4.2 are used to calculate this cost of traditional
practice and is found to be $514,353. The estimated cost of traditional practice is used to compare the
results of the proposed model and to find the cost savings, if any.

The cost-effective resource combination for each wind farm model considered in this study with
the total expected maintenance cost and, the cost savings in comparison with the traditional practice
are given in Table 6.
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Table 6. Cost-effective resource combination for different wind farm models given in Table 3.

Wind Farm Model
Cost-Effective Resource

Combination

Expected Total
Maintenance Cost

(in $’s)

Cost Savings
(in Comparison with
Traditional Practice)

Base case S11 91591 82.12%
Model 1 S11 513354 0.19%
Model 2 S22 512740 0.31%
Model 3 S22 512740 0.31%

The optimal resource combination can be directly selected from Table 6. From the results, it could
be observed that, S11 (which is same as S12 in this study) is the cost-effective option to address the
corrective maintenance for turbines that are in operation for less than 10 years (base case model and
wind farm model 1). In addition, S22 is the cost-effective option to address the corrective maintenance
for turbines that are in operation for more than 10 years (wind farm model 2 and 3). Comparing
the results of the proposed model with the traditional practice, the proposed model produces very
high cost savings of 82.12% for the base case model and a considerable cost savings for the other
three different wind farm models. It has to be noted that the proposed model is for one corrective
maintenance trip and when there are multiple corrective maintenance problem instances with no
information from CM systems, the cost savings will be more for the wind farm models 1, 2 and 3.

The results that are generated from the model are not only dependent on the probability of failure
classifications (given in Table 3) but also on the cost estimates (given in Tables 4 and 5). The value
of the “fixed cost for corrective maintenance trip for an offshore wind turbine” in Table 5 is assumed
to be the same for all types of corrective maintenance because of insufficient data and this affects
both the estimated cost of the general practice and also the results generated from the models. This
assumption on the fixed cost for corrective maintenance is a key reason that the base case has a huge
amount of savings in comparison with the other three wind farm models. More accurate fixed costs
for different types of corrective maintenance will result in better estimates for the general practice
and, more accurate results for the wind farm models 1, 2 and 3. Accurate cost data in maintenance
decision-making and sensitivity analysis of the proposed model to the cost estimates (in Tables 4 and 5)
will be studied in our future work.

The case study provides a better understanding of the use of the proposed model to address a
corrective maintenance situation when there is no information on turbine failure type. Three different
wind farm models are considered in addition to the base case and the powerfulness of the model for
different OWFs is demonstrated. The case study also gives us an understanding that when the number
of failure classifications for an OWT/OWF increase, then the complexity in finding the cost-effective
resource combination also increases.

5. Summary and Conclusions

In this paper, a short-term resource decision problem for corrective maintenance at offshore
wind turbine is identified and described. A simple mathematical model is proposed to solve the
decision problem. The model is proposed in such a way that the expected cost of the decision is mainly
dependent on the probabilities of occurrences of failure classifications. The maintenance team at all
offshore wind farm will have their own failure classifications, resource combinations and access to
accurate failure data and, this model will assist the maintenance team in making resource decisions to
address the corrective maintenance problem stated in this paper. Possible future work includes the
lead-time and logistic time in the decision model and consider the uncertainty in weather and sea-state
conditions and the hydrodynamics of the sea in the model.
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Abstract: Timely detection of surface damages on wind turbine blades is imperative for minimizing
downtime and avoiding possible catastrophic structural failures. With recent advances in drone
technology, a large number of high-resolution images of wind turbines are routinely acquired and
subsequently analyzed by experts to identify imminent damages. Automated analysis of these
inspection images with the help of machine learning algorithms can reduce the inspection cost.
In this work, we develop a deep learning-based automated damage suggestion system for subsequent
analysis of drone inspection images. Experimental results demonstrate that the proposed approach
can achieve almost human-level precision in terms of suggested damage location and types on
wind turbine blades. We further demonstrate that for relatively small training sets, advanced data
augmentation during deep learning training can better generalize the trained model, providing a
significant gain in precision.

Dataset: doi:10.17632/hd96prn3nc.1

Keywords: wind energy; rotor blade; wind turbine; drone inspection; damage detection; deep
learning; Convolutional Neural Network (CNN)

1. Introduction

Reducing the Levelized Cost of Energy (LCoE) remains the overall driver for the development
of the wind energy sector [1,2]. Typically, the Operation and Maintenance (O&M) costs account for
20–25% of the total LCoE for both onshore and offshore wind in comparison to 15% for coal, 10%
for gas, and 5% for nuclear [3]. Over the years, great efforts have been made to reduce the O&M
cost of wind energy using emerging technologies, such as automation [4], data analytics [5,6], smart
sensors [7], and Artificial Intelligence (AI) [8]. The aim of these technologies is to achieve more
efficient operation, inspection, and maintenance with minimal human interference. However, having
a technology that can be deployed for on-site blade inspection for both onshore and offshore wind
turbines under unpredictable weather conditions and that can acquire high-quality data efficiently
is still a challenging task. One possible solution is to use the drone-based inspection of the wind
turbine blades.

The drone-based approach enables low-cost and frequent inspections, high-resolution optical
image acquisition, and minimal human intervention, thereby allowing predictive maintenance at
lower costs [9]. Wind turbine surface damages exhibit recognizable visual traits that can be imaged
by drones with optical cameras. These damages include for example leading edge erosion, surface
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cracks, damaged lightning receptors, damaged vortex generators, and so forth. They are externally
visible even in their early stages of development. Moreover, some of these damages, such as surface
cracks, even indicate severe internal structural damages [10]. Nevertheless, internal damages such as
delamination, debonding, or internal cracks are not detectable using the drone-based inspection with
optical cameras. This study is limited to surface damages of the wind turbine blades.

Extracting damage information from a large number of high-resolution inspection images requires
significant manual effort, which is one of the reasons for the overall inspection cost still remaining at a
high level. In addition, manual image inspection is tedious and therefore error-prone. By automatically
providing suggestions to experts on highly probable damage locations, we can significantly reduce
the required man-hours and simultaneously enhance manual detection performance, as a result
minimizing the labor cost involved with the analysis of inspection data. With regular cost-efficient
and accurate drone inspection, the scheduled maintenance of wind turbines can be performed less
frequently, potentially bringing down the overall maintenance cost, contributing to the reduction
of LCoE.

Only very few research works have addressed the machine learning-based approaches for
surface damage detection of wind turbine blades from drone images. One example, however,
is Wang et al. [11], who used drone inspection images for crack detection. To automatically extract
damage information, they used Haar-like features [12,13] and ensemble classifiers selected from a set
of base models including logitBoost [14], decision trees [15], and support vector machines [16]. Their
work was limited to detecting the crack and relied on classical machine learning methods.

Recently, deep learning technology has become efficient and popular, providing groundbreaking
performances in detection systems for the last four years [17]. In this work, we addressed the problem
of damage detection by deploying a deep learning object detection framework to aid human annotation.
The main advantages of deep learning over other classical object detection methods are: it automatically
finds the most discriminate features for the identification of objects, and it is achieved through an
optimization process by minimizing the identification and localization errors.

Large size variations of different surface damages of wind turbine blades, in general, are a
challenge for machine learning algorithms. In this study, we overcame this challenge with the help of
advanced image augmentation methods. Image augmentation is the process of creating extra training
images by altering images in the training sets. With the help of augmentation, different versions of the
same image are created encapsulating different possible variations during drone acquisition [18].

The main contributions of this work are three-fold:

1. Automated suggestion system for damage detection in drone inspection images:
implementation of a deep learning framework for automated suggestions of surface damages
on wind turbine blades captured by drone inspection images. We show that deep learning
technology is capable of giving reliable suggestions with almost human-level accuracy to aid
manual annotation of damages.

2. Higher precision in the suggestion model achieved through advanced data augmentation:
The advanced augmentation step called the “Multi-scale pyramid and patching scheme” enables
the network to achieve better learning. This scheme significantly improves the precision of
suggestions, especially for high-resolution images and for object classes that are very rare and
difficult to learn.

3. Publication of the wind turbine inspection dataset: This work produced a publicly-available
drone inspection image of the “Nordtank” turbine over the years of 2017 and 2018. The dataset is
hosted within the Mendeley public dataset repository [19].

The surface damage suggestion system is trained using faster R-CNN [20], which is a
state-of-the-art deep learning object detection framework. Faster R-CNN works efficiently and with
high accuracy compared to other frameworks, while identifying objects in terms of the bounding box
from large images. The Convolutional Neural Network (CNN) is used as the backbone architecture
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in that framework for extracting feature descriptors with high discriminative power. The suggestion
model is trained on drone inspection images of different wind turbines. We also employed advanced
augmentation methods (as described in details in the Materials and Methods Section) to generalize
the learned model. The more generalized model helps the system perform better on challenging test
images during inference. Inference is the process of applying the trained model to an input image to
receive the detected or, in our case, the suggested object in return.

Figure 1 illustrates the flowchart of the proposed method. To begin with, damages on wind
turbine blades that are imaged using drone inspections are annotated in terms of bounding boxes
by field experts. Annotated images are also augmented with the proposed advanced augmentation
schemes (such as the pyramid, patching, and regular augmentations, as described in details in the
Materials and Methods Section) to increase the number of training samples. The faster R-CNN deep
learning object detection framework is applied to train from these annotated and augmented annotated
images. Within the faster R-CNN framework, the backbone CNN in this case is the deep one, called
the Inception-ResNet-V2 architecture. CNN converts images into high-level spatial features called the
feature map. The region proposal network tries to estimate where the objects could be located, and
ROI pooling is used to extract relevant features from the feature map for that particular region and
based on that classifier, making the decision of whether an object of that particular class is present or
not. After the training, the deep learning framework produces a detection model that can be applied
for new inspection image analysis.

Figure 1. Flowchart of the proposed automated damage suggestion system. VG, Vortex Generator.
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2. Materials and Methods

2.1. Manual Annotation

For this work, four classes were defined: Leading Edge erosion (LE erosion), Vortex Generator
panel (VG panel), VG panel with missing teeth, and lightning receptor. Examples of each of these
classes are illustrated in Figure 2. Figure 2a,g,h illustrates the examples of leading edge erosion
annotated by experts using bounding boxes. Figure 2b,d,e illustrates the lightning receptors. Figure 2c
shows the example of a VG panel with missing teeth. Figure 2c,f show the examples of well-functioning
VG panels. These classes served as the passive indicators of the health condition of the wind turbine
blades. The reason behind choosing these classes for experimentation was that all these types of
damages produce specific visual traits recognizable by humans and would be valuable if a machine
could learn to do the same.

Figure 2. Examples of manually-annotated damages related to wind turbine blades. LE, Leading Edge.

A VG panel and a lightning receptor are not specific damage types, but rather external components
on the wind turbine blade that often have to be visually checked during inspections. For inspection
purpose, it is of value to detect the location of the lighting receptors and then identify if they are
damaged/burned or not. In such cases, the machine learning task could be designed to identify
damaged and non-damaged lightning receptors automatically. In this work, we simplified the task
into first detecting the lightning receptor and, afterward, if needed, classifying them into damaged or
non-damaged ones.

Table 1 summarizes the number of annotations for each class, which are annotated by experts and
considered as ground truths. These annotated images were taken from the dataset titled “EasyInspect
dataset” owned by EasyInspect ApS company, comprising drone inspection of different types of wind
turbine blades located in Denmark. From the pool of available images, 60% were used for training and
40% for testing. As there was a limited number of examples of some damage types such as damaged
lightning receptors, 40% of the samples were kept for reliable testing. To evaluate the performance
of the developed system it is important to have a substantial number of unseen samples to examine.
Annotations in the training set comprised of the annotations from full resolution images that were
randomly selected. Annotations in the testing set comprised of the annotations from full-resolution
images and also from cropped images containing objects of interest. This was done to make the testing
part challenging by varying the scale of an object compared to the size of the image.
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Table 1. List of classes in the training and testing sets related to the EasyInspect dataset.

List of Classes

Classes Annotations-Training Annotations-Testing

Leading Edge (LE) erosion 135 67
Vortex Generator panel (VG) 126 65
Vortex Generator with Missing Teeth (VGMT) 27 14
Lightning receptor 17 7

2.2. Image Augmentations

Some types of damages on wind turbine blades are rare, and it is hard to collect representative
samples during inspections. For deep learning, it is necessary to have thousands of training samples
that are representative of the depicted patterns in order to obtain a good detection model [21].
The general approach is to use example images from the training set and then augment them in ways
that represent probable variations in appearances, maintaining the core properties of object classes.

2.2.1. Regular Augmentations

Regular augmentations are defined as conventional ways of augmenting images for increasing the
number of training samples. There are many different types of commonly-used augmentation methods
that could be selected based on the knowledge about object classes and the possible occurrences of
variances during acquisition. Taking drone inspection and wind turbine properties into consideration,
four types of regular augmentation were chosen to be used in this work, which are listed below. These
four types of regular augmentations were selected to represent real-life possibilities that could occur
during drone inspection of wind turbine blades and have been proven to provide positive impacts on
deep learning-based image classification tasks [22–24].

• Perspective transformation for the camera angle variation simulation.
• Left-to-right flip or top-to-bottom flip to simulate blade orientation: e.g., pointing up or down.
• Contrast normalization for variations in lighting conditions.
• Gaussian blur simulating out of focus images.

Figure 3 illustrates the examples of regular augmentations of the wind turbine inspection images
containing damage examples. Figure 3e is the perspective transform of Figure 3a, where both images
illustrate the same VG panels; Figure 3f is left-to-right flipping of the image patch of Figure 3b
containing a lightning receptor. Figure 3g is the contrast normalized version of Figure 3c. Figure 3h
is the augmented image of the lightning receptor in Figure 3d simulating de-focusing of the camera
using approximate Gaussian blur.

2.2.2. Pyramid and Patching Augmentation

Drones deployed to acquire the dataset typically were equipped with very high-resolution
cameras. High-resolution cameras allowed the drones to capture essential details, being at a further
and safer distance from the turbines. These high-resolution images allowed the flexibility of training
from rare types of damages and a wide variety of backgrounds at a different resolution using the
same image.
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Figure 3. Illustrations of the regular augmentation methods applied to drone inspection images.

The deep learning object detection frameworks such as the faster R-CNN framework have
predefined input image dimensions that typically allow for a maximum input image dimension (either
height or width) of 1000 pixels [20,25]. This is maintained through re-sizing higher resolution images
while keeping the ratio between width and height in situ. For high-resolution images, this limitation
creates new challenges due to damages being minimal in pixel sizes compared to full image size.

In Figure 4, on the right is the pyramid scheme, and on the left is the patching scheme. The
bottom level of the pyramid scheme is defined as the image size where either the height or width is
1000 pixels. In the pyramid, from top to bottom, images are scaled from 1.00× to 0.33×, simulating
from the highest to the lowest resolutions. Sliding windows with 10% overlap were scanned over the
images at each resolution to extract patches containing at least one object. Resolution conversions
were performed through the linear interpolation method [26]. For example, in Figure 4, top right,
the acquired full resolution image is 4000 × 3000 pixels, where the lightning receptor only occupies
around 100 × 100 pixels. When fed to CNN during training in full resolution, it would be resized to
the pre-defined network input size, where the lightning receptor would be occupying a tiny portion
of 33 × 33 pixels. Hence, it is rather complicated to acquire enough recognizable visual traits of the
lightning receptor.

Using the multi-scale pyramid and patching scheme on the acquired high-resolution training
images, scale-varied views of the same object were generated and fed to the neural network. In this
scheme, the main full-resolution image was scaled to multiple resolution images (1.00×, 0.67×, 0.33×),
and on each of these images, patches containing objects were selected with the help of a sliding window
with 10% overlap. The selected patches were always 1000 × 1000 pixels.

The flowchart of this multi-scale pyramid and patching scheme is shown in Figure 4. This scheme
helps to represent object capture at different camera distances, allowing the detection model to be
efficiently trained on both low- and high-resolution images.

298



Energies 2019, 12, 676

Figure 4. Proposed multi-scale pyramid and patching scheme for image augmentation.

2.3. Damage Detection Framework

With recent advances in deep learning for object detection, new architectures are frequently
proposed, establishing groundbreaking performances. Currently, different stable meta architectures
are publicly-available and have already been successfully deployed for many challenging applications.
Among deep learning object detection frameworks, one of the best-performing methods is the faster
R-CNN [20,27]. We also experimented with other object detection frameworks such as R-CNN [25],
fast R-CNN [28], SSD[29], and R-FCN [30]. It was found that indeed, the faster R-CNN outperformed
others in terms of accuracy when real-time processing was not needed, and deep CNN architectures
like ResNet [31] were used for feature extraction. In our work, the surface damage detection and
classification using drone inspection images were performed using faster R-CNN [20].

Faster R-CNN [20] uses a Region Proposal Network (RPN) [32] trained on feature descriptors
extracted by CNN to predict bounding boxes for objects of interest. The CNN architecture automatically
learns features such as texture, spatial arrangement, class size, shape, and so forth, from training
examples. These automatically-learned features are more appropriate than hand-crafted features.

Convolutional layers in CNN summarize information based on the previous layer’s content.
The first layer usually learns edges; the second finds patterns in edges encoding shapes of higher
complexity, and so forth. The last layer contains a feature map of much smaller spatial dimensions
than the original image. The last layer feature map summarizes information about the original image.
We experimented with both lighter CNN architectures such as InceptionV2 [33] and ResNet50 [31] and
heavier CNN architectures such as ResNet101 [31] and Inception-ResNet-V2 [34].

The Inception [33] architecture by Google contains an inception module as one of the building
blocks, and the computational cost is about 2.5-times higher than that of GoogLeNet [35]. The ResNet
architecture [31] is known for its residual blocks, which help to reduce the impact of vanishing
gradients from the top layers to the bottom layers during training. Inception-ResNet-V2 [34] is one of
the extensions of the inception architectures that incorporates both the inception blocks and residual
ones. This particular CNN network was used as the backbone architecture in our final model within
a faster R-CNN framework for extracting highly discriminating feature descriptors. This network is
computationally heavy and was found to provide state-of-the-art performances for object detection
tasks [27].
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2.4. Performance Measure: Mean Average Precision

All the reported performances in terms of Mean Average Precision (MAP) were measured during
inference on the test images, where the inference is the process of applying the trained model to an
input image to receive the detected and classified object in return. In this work, we called it suggestions
if the trained model from deep learning was being used.

MAP is commonly used in computer vision to evaluate object detection performance during
inference. An object proposal is considered accurate only if it overlaps with the ground truth with more
than a certain threshold. Intersection over Union (IoU) is used to measure the overlap of a prediction
and the ground truth where ground truth refers to the original damages identified and annotated by
experts in the field.

IoU =
P ∩ GT
P ∪ GT

(1)

The IoU value corresponds to the ratio of the common area over the sum of the proposed detection
and ground truth areas (as shown in Equation (1), where P and GT are the predicted and ground
truth bounding boxes, respectively). If the value is more than 0.5, the prediction or, in this case, the
suggestion is considered as a true positive. This 0.5 value is relatively conservative, as it makes sure
that the ground truth and the detected object have a very similar bounding box location, size, and
shape. For addressing human perception diversities, we used a 0.3 IoU threshold for considering a
detection as a true positive.

PC =
N(True Positives)C
N(Total Objects)C

(2)

APC =
∑ PC

N(Total Images)C
(3)

MAP =
∑ APC

N(Classes)
(4)

Per class precision for each image, PC, was calculated using Equation (2). For each class, average
precision, APC was measured over all the images in the dataset using Equation (3). Finally, MAP
was measured as the mean of average precision for each class over all the classes in the dataset
(see Equation (4)). Throughout this work, the MAP is reported in percentage.

2.5. Software and Codes

We used the Tensorflow [36] deep learning API for experimenting with the faster R-CNN object
detection method with different CNN architectures. These architectures were compared with each
other under the proposed augmentation schemes. For implementing the regular augmentations, the
imgaug (https://github.com/aleju/imgaug) package was used, and for the pyramid and patching
augmentation, an in-house python library was developed. Inception-ResNet-V2 and other CNN
weights were initialized from the pre-trained weight on the Common Objects in COntext (COCO)
dataset [37]. The COCO dataset consists of 80 categories of regular objects and is commonly used for
bench-marking deep learning object detection performance.

2.6. Hardware

All the experiments reported in this work were performed on a GPU cluster machine with 11-GB
GeForce GTX 1080 Graphics Cards within a Linux operating system. The initial time required for
training 275 epochs (where one epoch is defined as when all the images in the training set had been
used at least once for optimization of the detection model) using Inception-V2, ResNet-50, ResNet-101,
and Inception-ResNet-V2 networks was on average 6.3 h, 10.5 h, 16.1 h, and 27.9 h, respectively.
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2.7. Dataset

2.7.1. EasyInspect Dataset

The EasyInspect dataset is a non-public inspection dataset provided by EasyInspect ApS, which
contains images (4000 × 3000 pixels in size) of different types of damages on wind turbines from
different manufacturers. The four classes are LE erosion, VG panel, VG panel with missing teeth, and
lightning receptor.

2.7.2. DTU Drone Inspection Dataset

In this work, we produced a new public dataset entitled DTU—Drone inspection images of the
wind turbine. It is the only public wind turbine drone inspection image dataset containing a total
of 701 high-resolution images. This dataset contains temporal inspection images of 2017 and 2018
covering the “Nordtank” wind turbine located at DTU Wind Energy’s test site at Roskilde, Denmark.
The dataset comes with the examples of damages or mounted objects such as VG panel, VG panel
with missing teeth, LE erosion, cracks, lightning receptor, damaged lightning receptor, missing surface
material, and others. It is hosted at [19].

3. Results

3.1. Augmentation of Training Images Provides a Significant Gain in Performance

Comparing different augmentation types showed that a combination of the regular, pyramid, and
patching augmentations produced a more accurate suggestion model, especially for the deeper CNN
architectures as the backbone for the faster R-CNN framework. Using CNN architecture ResNet-101
for example (as shown in Table 2 in column “all”), without any augmentation, the MAP (detailed in
the Materials and Methods Section) of damage suggestion was very low with a value of 25.9%. With
the help of the patching augmentation, the precision improved significantly (as for this case, the MAP
increased to 35.6%). In Table 2, all the experimental results are reported in terms of MAP. VG and
VGMT represent the VG panel and the VG with Missing Teeth, respectively. “All” is the overall MAP
comprising all four classes.

Table 2. Experimental results for different CNN architectures and data augmentation methods.

CNN Augmentation
MAP (%)

LE Erosion VG VGMT Lightning Receptor All

Inception-V2

Without 20.34 13.15 4.21 41.39 19.77
Patching 37.98 53.86 32.74 22.12 36.67
Patching + regular 36.90 52.58 36.08 23.54 37.28
Pyramid + patching 88.11 86.61 58.28 70.18 75.80
Pyramid + patching + regular 89.94 84.15 71.85 40.76 71.67

ResNet-50

Without 37.51 17.54 7.02 40.88 25.74
Patching 34.48 54.92 32.17 34.96 39.13
Patching + regular 35.06 47.87 24.88 34.96 35.69
Pyramid + patching 90.19 85.15 61.43 73.85 77.66
Pyramid + patching + regular 90.47 88.84 35.27 73.15 71.93

ResNet-101

Without 29.61 20.29 4.21 49.33 25.86
Patching 34.79 47.35 25.35 34.96 35.61
Patching + regular 36.06 51.41 32.16 33.46 38.27
Pyramid + patching 88.86 87.46 41.53 64.19 70.51
Pyramid + patching + regular 86.77 86.15 41.53 77.00 72.86

Inception-ResNet-V2

Without 31.54 18.35 5.96 54.14 27.50
Patching 36.30 44.43 33.37 42.12 39.06
Patching + regular 32.73 47.59 19.58 34.96 33.72
Pyramid + patching 90.22 91.66 69.85 69.56 80.32
Pyramid + patching + regular 90.62 89.08 73.11 71.58 81.10
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Together with the patching and the regular augmentations, the MAP increased slightly to 38.3%.
However, the pyramid scheme dramatically improved the performance of the trained model up to
70.5%. The best performing configuration was the last one with the combination of the pyramid,
patching, and regular augmentation schemes, generating an MAP of 72.9%.

As shown in Figure 5a–d, the proposed combination of all the proposed augmentation methods
significantly and consistently improved the performance of the model and lifts it to above 70% for
all four CNN architecture. Figure 5a–d represents sequentially lighter to deeper CNN backbone
architectures used for deep learning feature extraction. The CNN networks explored in this work were:
Inception-V2, ResNet-50, ResNet-101, and Inception-ResNet-V2. In each individual figure (a–d): the
y-axis represents the MAP of the suggestion on the test set, which are reported in percentage.

For any specific type of augmentation, MAPs, in general, were higher for the deeper networks
(which were ResNet-101 and Inception-ResNet-V2) than for the lighter ones. For these two deeper
networks, note that regular augmentation on top of the multi-scale pyramid and patching scheme
added on average 2% gain in MAP. For lighter networks (Inception-V2 and ResNet-50), due to the
limited search space, the network tended to learn and map better without the addition of regular
augmentation. The results also demonstrated that for the small dataset (where some types of damages
were extremely rare), it was beneficial to generate augmented images following class variation
probabilities in terms of scale, light conditions, focuses, and acquisition angles.
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Figure 5. Comparison of the precision of trained models using various network architectures and
augmentation types.

3.2. The CNN Architecture Performs Better as It Goes Deeper

When comparing the four selected CNN backbone architectures for the faster R-CNN framework,
the Inception-ResNet-V2, which was the deepest, performed the best among all. If we fixed the
augmentation to the combination of pyramid, patching, and regular, the MAP of the Inception-V2,
ResNet-50, ResNet-101, and Inception-ResNet-V2 would be 71.67%, 71.93%, 72.86%, and 81.10%,
respectively (as shown in Figure 5 and in Table 2). The number of layers in each of these networks
representing the depth of the network could be arranged in the same order, as well (where Inception-V2
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was the lightest and Inception-ResNet-V2 the deepest). This demonstrates that the performance
regarding MAP increased as the network went deeper. The gain in performance of deeper networks
comes with the cost of a longer training time and higher requirements on the hardware.

3.3. Faster Damage Detection with the Suggestive System in Inspection Analysis

The time required for automatically suggesting damage locations for new images using the trained
model depends on the size of the input image and the depth of the CNN architecture used. In the
presented case, the average time required for inferring a high-resolution image using Inception-V2,
ResNet-50, ResNet-101, and Inception-ResNet-V2 networks (after leading the model) was respectively
1.36 s, 1.69 s, 1.87 s, and 2.11 s; whereas, for human-based analysis without suggestions, it can take
around 20 s–3 min per image depending on the difficulty level for identification. With the deep
learning-aided suggestion system for humans, the analysis time went significantly down (almost
to two-thirds) compared to human speed without suggestions and also produced better accuracy
(see Table 3).

Damages on unseen inspection images were annotated by experts having deep learning-aided
suggestions as bounding boxes and without. In the case of suggestive bounding boxes, experts only
needed to correct, whereas in the case of “without suggestion”, they needed to draw the bounding box
from scratch. While annotating 100 randomly-selected images, with suggestion, it took on average
131 s per image, whereas without suggestion, it was around 200 s per image. Human results (in terms
of precision) with and without suggestions are called “Human” and “Suggestions aiding human”.
The precision of the deep learning trained model’s suggestion is called “Suggestions”. To access the
precision of “Suggestions”, the best-performing model Inception-ResNet-V2 within the faster R-CNN
framework equipped with pyramid, patching, and regular augmentation was used.

Table 3. Summary of the experimental results.

Mean Average Precision (MAP) in Percentage

Classes Suggestions Human Suggestions Aiding Human

LE erosion 90.62 68.00 86.60
VG panel (VG) 89.08 85.91 81.57
VG with Missing Teeth (VGMT) 73.11 80.17 91.37
Lightning receptor 71.58 98.74 81.71

Overall precision 81.10 83.20 85.31

Average processing time per image 2.11 s 200 s 131 s

4. Discussion

With the deep learning-based automated damage suggestion system, the best performing model
in the proposed method produced 81.10% precision, which is within the 2.1% range of the average
human precision of 83.20%. In the case of deep learning-aided suggestion for humans, the MAP
improved significantly to 85.31%, and the required processing time became two-thirds that on average
for each image. This result suggests that humans can benefit from suggestions by knowing where to
look for damages in images, especially for difficult cases like VG panels with missing teeth.

The experimental results show that for a smaller image dataset of wind turbine inspection,
the performance was more sensitive to the quality of image augmentation than the selection of CNN
architecture. One of the main reasons is that most damage types can have a considerably large variance
in appearance, which makes the deployed network dependent on a larger number of examples from
which to learn.

The combination of ResNet and inception modules in Inception-ResNet-V2 learned difficult
damage types such as missing teeth in a vortex generator with more reliability than by the other
CNN architectures. Figure 6 illustrates some of the suggestion results on inspection images for
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testing. Figure 6a,d,f illustrates suggested lighting receptors; Figure 6b,h shows LE erosion suggestion;
Figure 6c,e illustrates the suggestion of VG panels with intact teeth and those with missing teeth,
respectively. The latter exemplifies one of the very challenging tasks for automated damage suggestion
method. Figure 6g shows the example of when no damage is detected. The suggestion model
developed in this study performed well for challenging images, providing almost human-level
precision. When there was no valid class present in the image, the trained model found only the
background class and presented “No detection” as the label for that image (an example is shown in
Figure 3g).

Figure 6. Suggestion results on the test images for the trained model using Inception-ResNet-V2
together with the proposed augmentation schemes.

This automated damage suggestion system has a potential cost advantage over the current
manual one. Currently, drone inspections typically can cover up to 10 or 12 wind turbines per day.
Damage detection, however, is much less efficient, as it involves considerable data interpretation for
damage identification, annotation, classification, etc., which has to be conducted by skilled personnel.
This process would incur significant labor cost considering the huge amount of images taken by
the drones from the field. Using the deep learning framework for the suggestion to aid manual
damage detection, the entire inspection and analysis process can be partially automated to minimize
human intervention.

With suggested damages and subsequent corrections by human experts, over time, the number of
annotated training examples would be increased and fed to the developed system for updating the
trained suggestion model. This continuous way of learning through the help of human experts can
increase the accuracy of the deep learning model (expected to provide 2–5% gain in MAP) and also
reduce the required time for human corrections.

Relevant information about the damages, i.e., their size and location on the blade, can be used
for further analysis in estimating wind turbine structural and aerodynamic conditions. The highest
standalone MAP achieved with the proposed method was 81.10%, which is almost within human-level
precision given the complexity of the problem and the conservative nature of the performance indicator.
The developed automated detection system at its current state can safely work as a suggestion system
for experts to finalize the damage locations from inspection data.

The required computational power and deep learning training can incur higher initial cost mainly
due to the fact that acquiring training images comprising damage examples is expensive. However
in the long run, a well-trained model on damage types of interest can produce a less expensive and
more reliable solution to the drone inspection analysis task. With this proposed method, the majority
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of surface damages on the wind turbine blade can be semi-automatically recognized and reported for
future actions in terms of maintenance.

5. Conclusions

This work presented a deep learning-based automated method to aid manual detection of wind
turbine blade surface damages. The method can reduce human intervention by providing an accurate
suggestion of damages on drone inspection images. Using the Inception-ResNet-v2 architecture inside
faster R-CNN, 81.10% MAP was achieved on four different types of damages, i.e., LE erosion, vortex
generator panel, vortex generator panel with missing teeth, and lightning receptor. The authors
adopted a multi-scale pyramid and patching scheme that significantly improved the precision by 35%
on average across the tested CNN architectures. The experimental results demonstrated that deep
learning with augmentation can overcome the challenge of the scarce availability of damage samples
for learning. In this work, a new image dataset of wind turbine drone inspection was published for the
research community [19].
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Abstract: Damaged wind turbine (WT) blades have an imbalanced load and abnormal vibration,
which affects their safe and stable operation or even results in blade rupture. To solve this problem,
this study proposes a new method to detect damage in WT blades using wavelet packet energy
spectrum analysis and operational modal analysis. First, a wavelet packet transform is used to
analyze the tip displacement of the blades to obtain the energy spectrum. The damage is detected
preliminarily based on the energy change in different frequency bands. Subsequently, an operational
modal analysis method is used to obtain the modal parameters of the blade sections and the damage
is located based on the modal strain energy change ratio (MSECR). Finally, the professional WT
simulation software GH (Garrad Hassan) Bladed is used to simulate the blade damage and the results
are verified by developing an online fault diagnosis platform integrated with MATLAB. The results
show that the proposed method is able to diagnose and locate the damage accurately and provide
a basis for further research of online damage diagnosis for WT blades.

Keywords: wind turbine; blade damage diagnosis; wavelet transform; operational modal analysis;
modal strain energy (MSE)

1. Introduction

Blades are the most important component of a wind turbine (WT) and their operating status is an
important factor to ensure the normal and stable operation of WTs. Since WTs are mostly located in
harsh areas and the wind conditions are complex and changeable, blade faults occur more commonly
with increasing operating hours. Blade faults manifest as blade damage and the reasons include fatigue
due to alternating loads, lightning strokes, freezing and external impacts. If the damage is not detected
and repaired in time, the blade will break or the WT may collapse and other serious accidents may
occur. Therefore, online blade damage diagnosis is of great importance in terms of research value and
applications [1].

The supervisory control and data acquisition (SCADA) information reflects the operating status
of the WT and is easy to obtain. However, there are no data that directly reflect the state of the
blades in the SCADA data. Therefore, it is important to investigate the health monitoring and fault
diagnosis of the blades using intelligent algorithms such as artificial neural networks, expert systems,
fuzzy logic systems and support vector machines and the WT SCADA data or vibration monitoring
data. In Reference [2], a WT blade breakage monitoring method using SCADA data was proposed.
A deep automatic coder (DA) model was proposed to determine impending blade damage from the
SCADA data using a discriminant index. By analyzing fuzzy fault features, Yang et al. [3] detected
blade faults by interpreting the data collected by the WT SCADA system; the authors used the
conventional 10-minute average data in SCADA, which not only affected the diagnostic accuracy but
also disregarded much of the fault training data [4].
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On the other hand, it is more common to install sensors on the WT blades to monitor blade
damage by using operational signals. The data directly reflect the structural damage to the blades
and data processing is easy and the results are accurate. Therefore, much research has focused on the
choice of sensors and signal processing. In Reference [5], an acoustic emission (AE) technique was used
to obtain blade damage information and the location of the damage. Non-destructive AE methods
were applied during a series of blade certification tests on a set of small WT blades [6]. However,
the method requires the installation of an acoustic emitter and several receivers, which is technically
difficult; in addition, the AE signals may suffer from interference from the signals from different blades
or mechanical noise. In Reference [7,8], optical fiber sensors were embedded into WT blades and the
blade damage was detected by processing the measured strain signal. However, optical fiber sensors
can only be installed during blade manufacturing and this method is not suitable for WTs already
in operation. A ceramic piezoelectric sensor mounted on the blades was used to perform a tensile
test and a wavelet packet transform was used to diagnose and locate the damage [9]. Polyvinylidene
fluoride resin (PVDF) film- based strain sensors were installed during a test of a full-scale WT [10];
the experimental results showed that the PVDF film-based sensors were effective for detecting damage
at the trailing edge of the WT blade. In order to increase the accuracy of the damage diagnosis,
the authors in Reference [11] used a hybrid sensor network consisting of capacitive film strain sensors
and optical fiber sensors and using a sensor information fusion method based on a neural network.
The above-mentioned experiments have achieved very good results and thin film sensors are easy to
install; however, a sensor network consisting of a large number of sensors increases the installation
difficulty and reduces the reliability of the system. Furthermore, it is still unknown whether the sensors
affect the aerodynamic characteristics of the WT blades.

Vibration signal analysis is widely used in the field of mechanical fault diagnosis because it is
a mature technology and vibration sensors are easy to install [12]. Therefore, vibration or acceleration
sensors have been used commonly for damage diagnosis of blades. The authors in Reference [13–15]
used the finite element analysis software ANSYS to simulate blade damage. The changes in the modal
vibration shapes before and after blade damage were determined using vibration signal analysis.
Because it is difficult to simulate WT operation processes in the ANSYS software, online blade damage
diagnosis is not possible. However, the simulation results represent a good theoretical reference
for damage diagnosis of blades using vibration sensors. In Reference [16], the characteristics of
the vibration data before and after blade damage were determined under different environmental
conditions and a principal component analysis was used for detecting the damage. Small-scale
WT blades were used for damage experiments in Reference [17,18]. The change in the modal
parameters was determined by analyzing the vibration signals of the blades. In Reference [19], a neural
network was used to diagnose blade damage; the vibration signal data were obtained from excitation
experiments. These types of methods are more common than simulation methods using ANSYS but
they are still in the experimental stage. In many experiments, the vibration sensors were not actually
installed on the blades. The use of a large number of sensors not only increases the installation difficulty
but also affects the system reliability. In Reference [20], an exciter and several vibration sensors
were installed on the blade of a Vestas V27 WT to monitor the operating conditions. This method
was effective for monitoring the blade damage but requires an exciter for creating blade vibrations.
In addition, harsh environmental conditions affect the reliability of the sensors.

In China, the most effective blade damage diagnosis method used in actual operations is still
human observation. Therefore, a reliable and accurate method for online damage diagnosis is urgently
needed. In this study, the GH Bladed software is used to simulate blade damage, which is then initially
detected by analyzing the wavelet packet energy spectrum of the blade tip displacement. Unlike the
SCADA system, Bladed is a reliable wind turbine simulation software that simulates blade faults
accurately and obtains fault information without requiring a large amount of fault data. It has been
shown that the wavelet packet method is more effective than the Fourier transform method. Moreover,
the initial damage determination of the blades is also simpler and easier to implement using the
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wavelet packet decomposition method and the analysis does not complicate the diagnosis. When the
blade is damaged, the modal parameters of the blade sections are determined using an operational
modal analysis and subsequently, the modal strain energy (MSE) change ratio (MSECR) is calculated.
The MSECR is used as an index to locate the damage. Computing the MSECR only requires the
vibration signal of the blade, which can be measured by installing a small number of patch vibration
sensors on the tip or embedding vibration sensors in the blade. Unlike acoustic emission technology
and other methods of fault diagnosis that use sensors, an external signal excitation source does not
have to be installed, which reduces the complexity and enhances the reliability of the system. Finally,
a dynamic link library (DLL) is used to interface the Bladed and MATLAB software (2016a, MathWorks,
Natick, MA, USA) to create an online diagnostic tool for WT blade damage. The simulation results
show that this method can diagnose blade damage accurately. Moreover, the method can be applied to
actual WTs by using a small number of patch-type vibration sensors on the blade tip.

2. Analysis and Simulation of Blade Damage Using GH Bladed

WT blades are typically constructed using fiber-reinforced polymeric composites and sandwich
structures. Moreover, their geometries (e.g., the aerofoil chord length) gradually change along the
pitch axis direction. It is, therefore, a challenging task to develop an accurate analytical model of the
structural damage of WT blades. For simplification, in the present study, a WT blade is regarded as
a multi-degree-of-freedom system consisting of 9 sections (U1–U9), as shown in Figure 1. The mass
and stiffness can be adjusted in each section, as shown in Table 1.

Due to the large size and weight of large-scale WT blades, it is difficult to conduct damage
experiments and the cost is high. GH Bladed provides a simulation platform that creates an approximation
of an actual WT; the software contains a wealth of blade information, including length, thickness, stiffness,
quality, airfoil and other data. It can also simulate the blade icing by setting the ice position and ice
density. Therefore, it is convenient to use GH Bladed for fault analysis and diagnosis of blade icing.
In some cases, blade icing and damage appear to be similar but the results are different. Blade icing
mainly changes the quality of the blades. However, blade damage does not change the quality of
blades but causes changes in the characteristic parameters such as blade stiffness. In addition, blade
icing affects the operational parameters of the WT, such as the power and motor speed [21], whereas
blade damage usually does not. Blade icing faults mostly occur in the cold season and cold regions
and WT maintenance personnel detect blade icing using weather and WT SCADA data. Many studies
have focused on blade icing diagnosis and deicing [22–24]. However, the connection between blade
damage and weather is insignificant and there is no effective method for its detection.

In this study, we focus on changing the section stiffness and damping to simulate blade damage
and we obtain the vibration information from GH Bladed. As the blade stiffness decreases, the vibration
signal gradually increases along the major axis and the response is most pronounced at the tip of the
blade. Therefore, the signal obtained from the tip is used for the initial damage detection of the blade
damage. Figure 2 shows the vibration displacement of section 3, section 6 and the blade tip with severe
damage in section 2; the simulation results demonstrate that the vibration signal increases gradually
in the direction of the main axis. Figure 3 shows the blade tip displacement of a normal blade and a
blade with severe damage.
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Figure 2. Displacement signal of different sections when section 2 is damaged.

Figure 3. Blade tip displacement of normal and damaged blades.

3. Signal Analysis of the Blade Tip Displacement

3.1. Fast Fourier Transform (FFT) Analysis of Blade Tip Displacement

Fourier analysis is commonly used in traditional signal analysis; it uses a fixed window function
and does not reflect the non-stationary, time-domain and frequency-domain characteristics of the
signals. Figure 4 shows the results of an FFT analysis of a blade tip displacement signal with different
damage degrees in section 2. In the blade damage simulation, the blade parameters are assessed
before and after the blade damage and the damage is divided into four classes, namely, slight damage,
moderate damage, severe damage and extreme damage. For example, slight damage is defined as 80%
of the original stiffness and moderate, severe and extreme damage are defined as 70%, 60% and 50% of
the original stiffness, respectively. When there is little damage, the FFT of the blade tip displacement
has no apparent influence on the low-frequency part and it is difficult to determine the blade damage
using this method. The information in the high-frequency part is not accurate because of the limitations
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of the FFT analysis method. The wavelet transform is a method that uses a fixed area but a variable
window size. Wavelet packet decomposition can adaptively select the frequency bands that match the
signal spectrum based on certain signal characteristics [25].

Figure 4. FFT analysis of blade tip displacement with different damage degree.

3.2. Wavelet Packet Energy Spectrum Extraction

A damaged blade exhibits abnormal vibration, which can be detected in the energy spectrum.
The band energy reflects the operating status of the blade. By determining the change in the energy in
different frequency bands, blade damage can be initially diagnosed. The energy-based wavelet packet
decomposition results are called the wavelet packet energy spectrum of the blades.

We use a 3-layer wavelet packet decomposition as an example; the wavelet packet energy spectrum
extraction method consists of the following steps:

(1) Obtaining the decomposition coefficients. The blade vibration signals are decomposed using
a 3-layer wavelet packet decomposition; 8 decomposition coefficients of layer 3 from low frequency to
high frequency are obtained

(
X0

3, X1
3, X2

3, · · · , X7
3
)
.

(2) Reconstruction of the wavelet coefficients. We extract each sub-band range signal
Sj

3(j = 0, 1, · · · , 7); the total signal is expressed as:

S = S0
3 + S1

3 + S2
3 + · · ·+ S7

3 (1)

(3) Calculating the signal energy of each sub-band. The reconstructed signal of each layer 3 node
is expressed as: Sj

3(j = 0, 1, · · · , 7); the corresponding band energy is Ej
3(j = 0, 1, · · · , 7), which is

defined as:

Ej
3 =
∫ ∣∣∣Sj

3(t)
∣∣∣2dt =

N

∑
k=1

∣∣∣xjk

∣∣∣2 (2)

where xjk(j = 0, 1, · · · , 7; k = 0, 1, · · · , n) represents the amplitude of the signal’s discrete points.
The blade tip displacement signals were decomposed using the wavelet packet method to obtain

the characteristic information of the tip displacement energy band. The details for the energy bands
are shown in Table 2. The results show that the values of Band 1 increase with increasing degree of
damage, although the differences are not large. The same is observed for the values of Bands 2 to 8 but
the difference between the damaged blade and the normal blade is large enough to determine if the
blade is damaged. Unlike the FFT analysis, this method has more significant eigenvalue changes and
it is easier to determine the blade damage.
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Table 2. Tip displacement energy spectrum data.

Damage Degree Band 1 Band 2 Band 3 Band 4 Band 5 Band 6 Band 7 Band 8

Extreme damage 94.8525 2.1198 0.5638 0.1149 0.0585 0.0259 0.0139 0.0043
Severe damage 94.7138 2.1173 0.5634 0.1148 0.0585 0.0259 0.0139 0.0043

Moderate damage 94.6368 2.1126 0.5631 0.1146 0.0585 0.0258 0.0139 0.0044
Slight damage 94.5633 2.1203 0.5573 0.1141 0.0584 0.0258 0.0138 0.0043

Normal 94.2946 15.7002 1.8677 7.7063 0.4163 0.3263 0.9087 3.8432

This method only requires vibration sensors at the blade tips to measure the displacement signal,
which is easier to achieve than sensor installation and signal analysis for other kinds of sensors.
If patch-type wireless sensors are used, there is less impact on the aerodynamic characteristics of the
blade, making this method very suitable for blade health monitoring in currently used commercial WTs.
Depending on the blade monitoring requirements, a number of sensors can be installed in different
sections during blade manufacturing to detect the presence of damage and also the damage location.
We report on the blade damage location using multi-sensor vibration signals in the next section of
this paper.

4. Blade Damage Location Based on Operational Modal Testing

In an experimental modal analysis, the modal parameters of a structure are obtained by the
parameter identification of the system input and output signals collected under experimental
conditions. Nevertheless, during the actual operation of a WT, no man-made excitation can be
applied; therefore, an ambient excitation method is used, that is, the external wind condition is
used as an excitation source. Subsequently, the operational mode test theory is applied to analyze the
blade vibration signals. After a pretreatment using a random decrement technique, the output signal
time series was analyzed using an autoregressive moving average (ARMA) model to solve for the
modal parameters of each section. Finally, the blade damage location was determined by calculating
the MSECR.

4.1. Operational Modal Test Method Applicable to WT Blades

The random decrement technique refers to removing or reducing random components from one
or more stationary random response samples of a linear vibration system to obtain a free response
signal under a certain initial excitation [26]. The following describes the basic principle of obtaining free
vibration response signal data from a structure response signal using the random reduction method.
For a linear system structure, the forced vibration response of a measuring point under any excitation
can be expressed as:

y(t) = y(0)D(t) +
.
y(0)V(t) +

∫ t

0
h(t − τ) f (τ)dτ (3)

where D(t) is the free vibration response at an initial displacement of 1 and an initial velocity of 0.
V(t) is the free vibration response at an initial displacement of 1 and initial velocity of 0. y(0) is the
initial displacement and

.
y(0) is the initial velocity of the system vibration. h(t) is the system unit

impulse response function. f (t) is the external excitation. We selected a suitable constant A to intercept
a measured random vibration structure response signal y(t); a series of different intersection moments
ti (i = 1, 2, ..., N) can be obtained and the response y(t − ti) from the moment ti can be seen as a linear
superposition of three parts: the free vibration response caused by the initial displacement at ti, the free
vibration response caused by the initial velocity at ti and the forced vibration response caused by the
random excitation f (t). Therefore:

y(t − ti) = y(ti)D(t − ti) +
.
y(ti)V(t − ti) +

∫ t

ti

h(t − τ) f (τ)dτ (4)
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Since the excitation f (t) is stationary and the starting point does not affect its random
characteristics, a series of starting points ti of y(t − ti) can be moved to coordinate the origin to
obtain the subsample function xi(t) (i = 1, 2, ..., N). That is:

xi(t) = AD(t) +
.
y(ti)V(t) +

∫ t

0
h(t − τ) f (τ)dτ (5)

The statistical average of xi(t) is:

x(t) = 1
N

N
∑

i=1
Xi(t) ≈ E

[
AD(t) +

.
y(ti)V(t) +

∫ t
0 h(t − τ) f (τ)dτ

]
≈ AD(t) + E

[ .
y(ti)
]
V(t) +

∫ t
0 h(t − τ)E[ f (τ)]dτ

(6)

If the excitation f (t) is a stationary pure random vibration with a mean value of 0 and the system
vibration response y(t) and

.
y(ti) is also a stationary random vibration with a mean of 0, then:

E[ f (t)] = 0E
[ .
y(ti)
]
= 0 (7)

According to the above:
x(t) ≈ AD(t) (8)

where x(t) is called the free vibration response obtained by the random decrement method. Generally,
turbulent wind is a natural random excitation in WTs and the mean vibration velocity of a blade tip
should be zero, that is, E

[ .
y(ti)
]

is zero. However, the mean value response of the blade tip displacement
is not zero; therefore, the random decrement method cannot be directly applied to the original tip
displacement signal [27]. Under the excitation of an average wind speed, the tip displacement is:

∫ t

0
h(t − τ)E[ f (τ)]dτ =

∫ t

0
h(t − τ)g(v)dτ = B (9)

where v is the average wind speed from time 0 to t, B is the mean value of the blade tip
displacement, g(v) is the blade excitation function for a wind speed of v. In order to ensure that this
method is applicable to the tip displacement signal, the signal should be pre-processed by subtracting
the mean value B so that the mean value is zero. Therefore:

x′(t) =
1
N

N

∑
i=1

[Xi(t)− B] ≈ E
[
AD(t) +

.
y(ti)V(t)

]
= AD(t) (10)

According to Equation (10), a free vibration response with an initial displacement of A and
an initial velocity of 0 is obtained. The response is determined by using an ARMA model time series
analysis, which is a method of using parametric models to process ordered random vibration response
data for modal parameter identification [28]. The relationship between the linear system excitation
and the response for N degrees of freedom can be described by a higher-order differential equation,
which becomes a differential equation represented by several time series at different times, the ARMA
temporal model equation, in a discrete time domain:

2N

∑
k=0

akxt−k =
2N

∑
k=0

bk ft−k (11)

Equation (11) describes the relationship between the response data sequence xt and the historical
value xt−k, where 2N is the order of the autoregressive model and the sliding mean model, ak, bk
denote the autoregressive coefficient and the sliding mean coefficient to be identified respectively and
ft denotes white noise excitation. When k = 0, let a0 = b0 = 1. The ARMA equation {xt} has a unique
smooth solution:
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xt =
∞

∑
i=0

ht ft−i (12)

where ht is the impulse response function and ft is white noise. Therefore:

E[ ft−i ft+τ−k] =

{
σ2(k = τ + i)

0(others)
(13)

where δ2 is the white noise variance. By substituting the result of Equation (13) into Equation (12),
the following is obtained:

Rτ = σ2
∞

∑
i=0

hihi+τ (14)

Since the linear system impulse response function ht is the system output response when excited
by a pulse signal δt, the expression defined by the ARMA process is:

2N

∑
k=0

akht−k =
2N

∑
k=0

bkσt−k = bt (15)

After calculating the autoregressive coefficient ak and the sliding mean coefficient bk, the system
modal parameters can be calculated by using the expression of the ARMA model transfer function:

H(z) =
∑2N

k=0 bkz−k

∑2N
k=0 akz−k

(16)

The root of the denominator polynomial equation is solved using a high-order algebraic equation
solving method and the obtained root is the pole of the transfer function. Their relationship with the
system modal frequency ωk and the damping ratio ξk is:⎧⎨

⎩ zk = eskΔt = e(−ξkωk+jωk

√
1−ξ2

k )Δt

z∗k = es∗k Δt = e(−ξkωk−jωk

√
1−ξ2

k )Δt
(17)

The modal frequency ωk and the damping ratio ξk can be obtained from Equation (18), that is:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Rk = ln zk = skΔt
ωk =

|Rk |
Δt

ξk =
√

1

1+
(

Im(Rk)
Re(Rk)

)2

(18)

Suppose that the k-order residue of Hpq (s), which is the transfer function of the p-point response
excited at point q, is Akpq, then the residue can be calculated as follows:

Akpq = lim
z→zk

Hpq(z)(z − zk) =
∑2N

k=0 bkz−k

∑2N
k=0 akz−k

(z − zk)|z = zk (19)

The modal vector can be obtained by processing the residue obtained from a series of measured
response points. For a structure with n response points, the first task is determining the measurement
point with the largest absolute value from the residue of n corresponding modes of the same
order. Assuming that the point is the measurement point m, the normalized complex modal vector
corresponding to the k-order mode can be obtained by the following formula:
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{φk} =
[

AK1q Ak2q · · · Akmq

]T
/Akmq (20)

In this way, the modal parameters such as the modal frequency, modal damping and modal
vibration mode can be obtained.

4.2. Blade Damage Location Analysis Based on the MSECR

Because a blade can be simplified as a hollow cantilever beam structure, a model of the blade
sections was developed based on the structural characteristics and material properties (Figure 5).
Three neighboring sections are denoted as Un−1, Un and Un+1 with the masses of mn−1, mn and mn+1,
respectively. The sections Un−1 and Un are connected via stiffness kn−1,n and damping cn−1,n and
the sections Un and Un+1 are connected via kn,n+1 and cn,n+1. Consequently, when an external load is
applied to the blade, the dynamic response can be expressed by the following equation:

M
..
x + C

.
x + Kx = F(t) (21)

where x represents the vector of the displacement responses along the blade; M, C and K denote the
equivalent structural mass, the equivalent structural damping and the equivalent structural stiffness
matrices, respectively; F is the matrix of the external forces. It can be inferred that when a local defect
occurs in section n, the values of cn−1,n, cn,n+1, kn−1,n and kn,n+1 change correspondingly, whereas the
damping and stiffness in the other sections may not change.

 
Figure 5. Model of the blade sections.

This configuration was the inspiration for developing a damage location diagnosis method for
WT blades using the modal analysis of the sections. Blade icing has a significant influence on the mass
characteristic parameters of the blade but has little effect on stiffness and damping. Since the values of
the damping and stiffness are dependent only on the blade’s structural integrity, the proposed damage
location diagnosis method responds only to changes caused by structural damage. Therefore, false
alarms due to ice on the blade surfaces can be avoided.

The damage to the blade structure has nothing to do with its mass, that is to say, [ΔM] = 0.
Therefore, structural damage is equivalent to a change in stiffness. Equation (22) shows the relationship
between the structural stiffness and the modal vibration modes before and after the damage has
occurred (superscript d indicates the damaged section):[

Kd
]
= [K] + [ΔK] = [K] + ∑L

j=1 ∂j
[
Kj
]

{
φd

i

}
= {φi}+ {Δφi} = {φi}+

n
∑

j=1
cij
{

φj
} (22)

In Equation (22), −1 < ∂j < 0 and 0 < cij < 1. In addition, the MSE is related to the mode shape.
The i-order MSE of the j-th section before and after structural damage is defined as follows:
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MSEij = {φi}T[Kj
]
{φi}

MSEd
ij =
{

φd
i

}T[
Kj
]{

φd
i

} (23)

Usually, only a low-order modal term is calculated and the high-order modal terms are ignored;
the MSE of the section before and after structural damage is defined as follows:

MSECij = MSEd
ij − MSEij = 2{φi}T[Kj

]
{Δφi} (24)

This analysis indicates that the damage location can be diagnosed by the index vectors obtained
from the MSE. However, this is not sufficient to determine the damage degree. The MSECR is defined
as the indicator of the damage degree:

MSECRij =

∣∣∣MSEd
ij − MSEij

∣∣
MSEij

(25)

where MSECRij is the MSECR for the j-th section with respect to the i-order mode.
In order to reduce the influence of the experimental modal random noise, multiple different order

modalities can be used to diagnose the location of structural damage.

MSECRj =
1
m

m ∑

∑
i=1

MSECRij

MSECRimax
(26)

where m is the number of used modalities and MSECRimax is the maximum MSECR [25].
The theoretical analysis shows that when the change in the stiffness matrix and the modal

parameters before and after structural damage are used as input diagnostic information, the location
of the blade damage can be obtained using the MSECR.

5. Simulation Verification

The GH Bladed software possesses high-precision WT modeling and simulation functions but the
data post-processing capability is limited. In contrast, the MATLAB software has strong data analysis
and post-processing capability and a rich algorithm toolbox. However, the nonlinear model of the WT
created in MATLAB has low accuracy and the simulation function is also very limited. In order to verify
the proposed series of blade damage diagnosis methods and perform online diagnostic simulation, the
two software applications have to be combined into a fault simulation platform. Because there is no
direct data communication interface between the two applications, the data interaction between GH
Bladed and MATLAB was implemented by using the Bladed external DLL interface file. The schematic
diagram of the integration is shown in Figure 6. The fault data were exported to MATLAB through the
DLL file and the signal analysis and damage diagnosis were performed. Because the Bladed external
DLL data interface allows for setting a data transmission time interval, the data transmission mode
is very similar to the data acquisition process between the SCADA system and the actual sensors.
Moreover, Bladed has a sensor simulation function, in which the sensor characteristics such as the
signal noise, delay and fault can be specified. This greatly increases the simulation accuracy and
credibility of the online monitoring and diagnosis simulation performed in this study.

Displacement
signal

Displacement
signal

 
Figure 6. Flowchart of the integration of the Bladed and MATLAB data.
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The experimental WT data used in GH Bladed are shown in Table 3. Figure 6 shows the
flowchart of the blade damage diagnosis. The specific steps were as follows: First, the wavelet
packet decomposition of the blade tip displacement signal was conducted to obtain the characteristic
information of the energy bands. The blade damage was preliminarily determined based on these
characteristics. For the damaged blade, the modal parameters of each section were calculated using
the operational modal method and the MSECR was obtained. The MSECR represented the index to
determine the location of the damage.

Table 3. Parameters of the experimental WT.

Number Parameter Name Value

1 Length of blade 38.75 m
2 Rated wind speed 12 m/s
3 Rated power 2 WM
4 Above-rated generator speed set-point 1500 rpm
5 Transmission ratio 83.33
6 Minimum generator speed 850 rpm
7 Pitch angle range −2–90◦

8 Height of tower 60 m
9 Rated generator torque 13,403 Nm

10 Maximum generator torque 14,400 Nm
11 Air density 1.225 kg/m3

12 Cut-in wind speed 4 m/s
13 Cut-out wind speed 25 m/s
14 Number of blades 3
15 Rotor diameter 80 m

When the wavelet packet energy of the blade tip displacement signals is abnormal, the displacement
signals of each section are analyzed using the operational modal analysis method to obtain the modal
parameters of every section and the MSECR. Figure 7 shows the flowchart of the blade damage
diagnosis. Table 4 shows the modal parameters of section 2 with severe damage. The MSECR was
calculated using the data in Table 4 and the damage location was determined using MSECR as the
discriminant index. Figure 8 shows the MSECR histograms of section 2 before and after the severe
damage occurred at a mean wind speed of 12 m/s.

Table 4. Modal parameters of each unit.

Blade Unit First-Order Frequency First-Order Mode Second-Order Frequency Second-Order Mode

1 0.3201 −0.005207 3.8343 0.000059
2 0.2986 −0.002834 3.7893 −0.000078
3 0.2794 0.017348 3.9138 −0.000144
4 0.2677 0.073219 4.0817 0.000130
5 0.2472 0.304202 4.3765 −0.000204
6 0.2036 1.419367 4.3478 −0.001643
7 0.2349 1.096382 3.3818 −0.030174
8 0.2445 1.043385 3.0982 −0.011586
9 0.2464 1.026799 3.1026 −0.013261
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Figure 7. Flowchart of the blade damage diagnosis.

Figure 8. The MSECR of section 2 before and after damage.

In order to further illustrate the effectiveness of this method, a large number of simulation
experiments were conducted using blade damage in different locations and different degrees of
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damage. Figure 9 shows the MSECR histograms for the different locations and degrees of damage for
different wind speeds. The blade damage location can be clearly detected in Figure 9. Figure 10 shows
the MSECR histograms of when two sections were damaged.

Figure 9. MSECR histograms for damage in one section.

Figure 10. MSECR histograms for damage in two sections.

Figure 9 shows the MSECR of each blade section when a single section is damaged. The simulation
results show that the MSECR of the damaged section has a prominent peak, which is significantly
higher than those of the undamaged sections. The MSECR of the damage section in Figure 9 is about
five times as large as those of the normal sections. In addition, the MSECRs of the adjacent sections
were also slightly higher than (about 50% higher than the normal sections) and there was no significant
change in the MSECR of the distant sections. Therefore, the damaged section can be determined based
on the MSECR. Figure 10 shows the MSECR of each blade section when two sections are damaged.
It is observed that the MSECR of the damaged section is higher than that of the normal section.
It is noteworthy that the MSECR provided a good indication of the degree of damage if the damage
degree of the two damaged sections was large (as shown in Figure 10a). However, when the damage
degree was significantly different for the two sections, the sections with the smaller damage sections
may be difficult to detect (as shown in Figure 10b). As a result, it is possible to miss some minor
damage when using this method for blade damage location but this does not affect the diagnosis and
location of the major damage when the blade is damaged in multiple sections. Generally, blade damage
consists mostly of single-section damage. And the more serious parts should be mainly considered in
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multiple-section damage. Environmental conditions affect the structural characteristics of the blade
and the calculated value of the wavelet energy spectrum will differ under different weather conditions;
however, the location of the damage is not affected. Therefore, this method can be used to locate blade
damage effectively.

6. Conclusions

The proposed method for blade damage diagnosis and damage location based on the tip
displacement signal, wavelet packet decomposition and operational modal analysis has the
following characteristics:

(1) The wind power simulation software Bladed was used to simulate the blade damage fault of
a wind turbine by determining the change in the structural characteristic parameters before and after
blade damage. An integrated MATLAB and Blade simulation platform was developed for real-time
online damage diagnosis.

(2) An initial on-line blade damage assessment was conducted using Fourier analysis and
wavelet packet energy spectrum analysis of the tip displacement. The simulation results showed
that the wavelet packet energy spectrum analysis was not only easy to implement but also provided
significantly better results than the traditional Fourier analysis.

(3) A method for identifying the working modal parameters of the blades was proposed by
combining the random decrement method and ARMA model parameter identification. The damage
was accurately located by calculating the MSECR of each blade section without requiring
additional excitation signals and the method proved effective for different degrees of damage
occurring simultaneously.

Although the results of this study are based on software simulation results, the Blade software
provides high accuracy and is suitable for preliminary assessment prior to empirical research.
In a future study, we will build a small-blade experimental wind turbine and develop a wireless
patch sensor for empirical research. The results of this study provide methodological guidance for
system implementation.
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Abstract: A novel multi-criteria methodology for the identification of defective anemometers is shown
in this paper with a benchmarking approach: it is called MIDAS: multi-technique identification of
defective anemometers. The identification of wrong wind data as provided by malfunctioning devices
is very important, because the actual power curve of a wind turbine is conditioned by the quality
of its anemometer measurements. Here, we present a novel method applied for the first time to
anemometers’ data based on the kernel probability density function and the recent reanalysis ERA5.
This estimation improves classical unidimensional methods such as the Kolmogorov–Smirnov test,
and the use of the global ERA5’s wind data as the first benchmarking reference establishes a general
method that can be used anywhere. Therefore, adopting ERA5 as the reference, this method is applied
bi-dimensionally for the zonal and meridional components of wind, thus checking both components
at the same time. This technique allows the identification of defective anemometers, as well as
clear identification of the group of anemometers that works properly. After that, other verification
techniques were used versus the faultless anemometers (Taylor diagrams, running correlation and
RMSE, and principal component analysis), and coherent results were obtained for all statistical
techniques with respect to the multidimensional method. The developed methodology combines the
use of this set of techniques and was able to identify the defective anemometers in a wind farm with
10 anemometers located in Northern Europe in a terrain with forests and woodlands. Nevertheless,
this methodology is general-purpose and not site-dependent, and in the future, its performance will
be studied in other types of terrain and wind farms.

Keywords: wind turbine; anemometer; kernel-based multidimensional probability density function;
ERA5 reanalysis

1. Introduction

Maintenance is a critical variable in the wind industry in order to reach competitiveness.
Failure detection and diagnosis is essential, as is the study of the relation of these faults with energy
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production, profitability, costs, and safety. Toward this end, several advances in mathematics and
computational techniques are employed in maintenance management: dynamic analysis, probabilistic
methods, mathematical optimization techniques, etc. The combination of these techniques enables a
multi-criteria diagnosis and decision-making processes for different problems in wind farms [1–4].

In the context of operation and maintenance (O&M), the identification of defective anemometers
that are located in wind turbines is important, because they are used for the estimation of the energy
produced by the turbine through its actual power curve.

For each wind energy application, the type of instrumentation required varies widely from a
simple system containing only one wind speed anemometer/recorder to a very complex system
designed to characterize turbulence across the rotor plane. This kind of instrumentation is very
important for wind energy applications and has been discussed in detail by numerous authors [5–7],
or by the measurement standards of organizations such as the American Wind Energy Association [8].

Although pressure and temperature are sometimes also measured in the wind farm to compute
the air density (wind power is proportional to air density [9]), our study is focused on anemometers
and wind vanes that measure wind speed and direction. The wind speed can therefore be decomposed
into the zonal and meridional components (U, V; see the table of abbreviations before the References
for the other parameters).

Wind-measuring instruments can be classified according to their principle of operation:

• Momentum transfer: cups, propellers, and pressure plates;
• Pressure on stationary sensors: Pitot tubes and drag spheres;
• Heat transfer: hot wires and hot films;
• Doppler effects: acoustics and laser;
• Ultrasonic devices, etc.

In recent years, it has even been possible to develop a resource assessment study using modern
anemometers such as LiDAR (Doppler-effect-type laser-based anemometer) obtaining wind data at
different heights at a given location [10]. SODAR (sonic detection and ranging) and meteorological
masts can also be used [11], by means of on-site anemometry observation [12], and single anemometers
can be used in complex terrain for resource assessment purposes [13].

In our case, cup-anemometers located at the turbines of a wind farm were analyzed, and these are
the most common instruments. Baseer et al. recently studied the performance of cup anemometers
installed at different mast heights [14], calculating the annual mean, median, and standard deviation.
These indicators were almost the same during different years and were comparable with co-located
sensors at each height. Thus, the similarity of the measurements of different cup anemometers at the
same location (or almost the same location) seems to be demonstrated for modern cup anemometers.

The rotation of a cup anemometer varies in proportion to the wind speed to generate a signal.
It presents an extremely linear calibration, but it can start from a zero rotation rate at zero wind to one
corresponding to a sudden change. The bias in the measured mean wind speed due to the random
variations in the three velocity components is overwhelmingly dominated by the fluctuations of the
lateral wind velocity component [15].

The relevance of the lateral wind fluctuations in the measurement of the wind speed that
determines the power curve means that wind direction cannot be ignored for the construction of
the actual curve. Consequently, an evaluation method that takes into account both wind speed and
wind direction (or U and V, zonal and meridional components) is necessary, and the verification
cannot be reduced to wind speed alone. The stability of the atmosphere and the subsequent turbulent
fluctuations is so important that a more stable atmosphere with the same average wind speed produces
more energy in a wind farm [16].

In fact, although it is not the aim of this study, the bias due to lateral wind velocity fluctuations
can be reduced to less than 1% by means of a special data processing of the simultaneous signals from
a cup anemometer and a wind vane [15]. Bias or root mean squared error (RMSE) values between the
anemometers of the wind farm of around 1% will be therefore referential for our purpose.
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For instance, an extreme relative bias of 10% in the measurement of the anemometer can produce
important deviations in the actual power curve of the turbine. Figure 1 shows a typical power curve of
a wind turbine with the cut-in wind speed around 3 m/s at which the turbine starts its production
and the cut-off at 25 m/s at which the turbine stops because of safety issues. The variations for these
limits are important, but the changes in the U3 zone of the curve before reaching the rated wind speed
with constant power (rated power) are also very important. This is because this kind of deformation
of the power curve in the U3 zone is similar for other kinds of technical problems, such as the pitch
misalignment of turbine blades, yaw misalignment, or instantaneous turbulent variations of the wind
due to the atmospheric instability [16–18].

Recent works of the authors show real cases of energy production diminution due to pitch
misalignment in wind farms and simulations with FAST that compute the fraction of power reduction
at each wind speed in the U3 zone for different values of pitch errors. These errors can be corrected
after an in situ measurement of the blade-hub configuration via laser scanner [17,19,20].

Figure 1. Power curves for different biases.

Similarly, analogous deformations of the power curve due to the errors in the yaw angle of the
turbine can be described [18]. Consequently, the effects of the pitch and yaw angle deviations in the
actual power curve each have their own characteristics, but they may also appear in combination with
the effects of the errors in the measurement of the anemometers. That is why the identification of
defective anemometers is so important for the wind energy industry.

Over time, cup anemometers’ loss of performance due to aging processes can be considerable,
and it can even affect the annual energy production (AEP) estimations [21]. Therefore, anemometer
calibration is very important [22]. Recently, new analytical procedures based on Fourier analysis and
aerodynamics have been developed to predict the degradation level of on-field anemometers [23].
This methodology might represent an alternative to the classic approaches used in the present standards
of practice such as IEC 64000-12.

In this paper, we want to present the results of a joint approach for the identification of defective
anemometers that has already been applied to a real-life wind farm in Northern Europe, and this paper
represents the formal presentation of a fully-structured methodology to identify defective anemometers
in any wind farm. The multi-criteria methodology we developed involves the combination of

327



Energies 2019, 12, 28

several techniques using a standard reference for comparison (benchmarking) that converge into
the identification of the defective anemometers in a wind farm. This approach is not site-dependent
and can be generalized to any wind farm in any location with any number of defective anemometers.

2. Data and Methodology

In this section, the source of data used for this study and the methodology developed are
explained.

2.1. Data

2.1.1. ERA5 Reanalysis

The wind speed data at the nearest ERA5 grid point were used to assess the quality of the wind
measurements at the 10 anemometers. This grid point is at a distance between 4 and 8 km from the
turbines of the wind farm; without forgetting that the concept “nearest” is complex because it works in
a Gaussian grid. The European Centre for Medium-Range Weather Forecasts published this advanced
reanalysis in 2017, improving previous reanalyses such as ERA-Interim. The representation of the
troposphere and tropical cyclones is better, as is the soil moisture, the balance of precipitation and
evaporation, and the consistency between sea surface temperature and sea ice. The data assimilation
system is also renewed (IFSCycle 41r2 4D-Var), and a vast amount of historical observations (satellite
or in situ) are assimilated [24].

ERA5 provides hourly estimates of a large number of atmospheric, land, and oceanic climate
variables. It presents a 30-km global grid and uses 137 vertical levels from the surface up to a height of
80 km. The entire dataset from 1950–present will be available soon, substantially extending the period
of ERA-Interim (1979–present), with a much higher spatial and temporal resolution [24]. Furthermore,
recent studies in real wind farms have shown that ERA5 can be the new “champion” of wind energy
modeling [25]. ERA5’s U and V wind speed components were obtained at 10 and 100 m in the nearest
grid point. In order to compute the wind speed at 137 m (the anemometer’s height), we first obtained
the roughness of the terrain (z0) from the log law using the average values of the wind speed module
U at 10 and 100 m:

U(z = 100)/U(z = 10) = log(100/z0)/log(10/z0) (1)

Therefore, the value of z0 was around 500–1000 mm. According to Table 2.2 in [26], this type
of terrain corresponds to forests and woodlands, which is totally consistent with the terrain of the
wind farm (not mentioned for commercial reasons). There are better, but more elaborated techniques
to perform the vertical extrapolation of wind data [27]. However, considering that in this study,
the gridded wind data from ERA5 that is vertically extrapolated is used for relative estimations of
errors with different anemometers, its use is deemed as not necessary. On the one hand, because there
are other errors such as the ones derived from the representativeness error: comparison of in situ
anemometer data to numerical model output at a single grid point with a spatial resolution close to
30 km; or, on the other hand, the spatial distance from the near-neighbor grid point to the anemometers
in the wind farm.

Again using the log law with this value of z0, wind speed can be raised from 10–137 m in height.
Thus, the mean ratio between U(z = 137) and U(z = 10) was 1.8. That is, the wind speed increased
80% from a 10-m height to the hub height of the turbines.

2.1.2. Wind Farm

For this work, measurements obtained from 10 anemometers at the 10-turbine hub of a wind
farm located in Northern Europe were analyzed. The anemometers measure both wind speed and
direction. This wind farm is located in a flat area of big forests without additional effects such as
land–sea interactions or mountain breezes affecting the wind field. In this paper, the 10 turbines in the
wind farm are labeled as: WTG-08, WTG-09, ..., WTG-17. The period of study ran from 1 November
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2016–31 August 2017 with 10-min data gathered at the 10 anemometers. Therefore, there are 43,776
cases, but not all of them are complete (there are default data or NaNs (not a number)), and the 1.9% of
missing data were removed. Therefore, finally, 42,936 complete cases were considered. This is done for
all the sub-techniques of MIDAS, with the exception of running plots (see Section 2.2.4), in which a
temporal window of one week was used to run the time series.

The ten anemometers analyzed were located at the mentioned height (137 m, turbines’ hub),
and there were two clear parallel lines of turbines: WTG08, WTG09, WTG10 and WTG11, WTG12,
WTG13. The other four were a group somewhat apart (Figure 2) aligned around a W–E direction, thus
configuring a reasonable layout for the wind farm given that the two prevailing wind directions are
NNE–NNW and SW. This layout and the position of the turbines can be seen in Figure 2, together with
the ERA5’s nearest grid point.

Figure 2. Layout of the wind farm and the position of the nearest ERA5 grid point.

Summarizing, the wind data measurements from the anemometers were gathered as speed +
direction records every ten minutes, while ERA5 provided the hourly zonal (U) and meridional (V)
wind projections. An initial lengthy phase of data arrangement for compatibility between both wind
sources was needed. In it, the following tasks were carried out:

1. Wind speed + direction measurements from the 10 anemometers were transformed into
U-V values

2. At the anemometers, values were taken every ten minutes, while ERA5 records were available
only at hourly steps. To arrange both groups of data (ERA5, 10 anemometers) on the same
timeline, only 1 in 6 measurements from the anemometers were considered.
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3. Finally, ERA5 only provided wind U-V values at a height of 10 and 100 m above the terrain and
not at 137 m (hub/anemometer height), so following the log law, ERA5 U-V values at 137 m
were derived.

2.2. Methodology

MIDAS (multi-technique identification of defective anemometers) involves combining five
different approaches: multidimensional probability density function estimators, analysis of wind
roses, Taylor diagrams, the time series plots for the running correlation, running RMSE and running
bias, and finally, principal component analysis. These techniques are explained in detail in the
following sections.

2.2.1. Multidimensional Probability Density Function Estimator

The multidimensional probability density function (MPDF) technique is a general-purpose
method implemented by the authors [28] that makes it possible to compare two multidimensional
probability density functions (PDFs) that were estimated by a kernel-based multivariate approach.
This method provides a score between 0 (completely different PDFs) and 1 (perfect match) for
multidimensional data distributions by computing the common volume under both PDFs.

In general, for the verification of models, it is customary to have a time series of measurements
(approximately error-free) and model results, the data that need to be verified. However, in this case,
either one (or two) of the components of wind measured by some (or none) of the wind-measuring
devices might be affected by observational problems. This is a problem where the true observed state
is not well known.

As such, it is similar to the problem of evaluating climate models (models that are always run
beyond the first-kind predictability limit associated with weather forecasting) against observations.
The climate models cannot be expected to reproduce the daily atmospheric states, but they can be
expected to generate a similar probability density function [29,30]. Recently, some of the authors of
this study proposed an extension of the previous evaluation strategy to multiple dimensions [28].

This extension to multiple dimensions has many advantages in the present application:

1. First, it allows us to evaluate simultaneously the probability density function of different
components of the wind from different wind-measuring devices, since it supports the analysis of
multiple dimensions.

2. Second, despite the fact that well-known statistical tests exist for the comparison of observed and
simulated probability distribution functions (e.g., the Kolmogorov–Smirnov test or comparison of
Weibull distributions [31]), it is also well known that the univariate Kolmogorov–Smirnov test
cannot be easily extended to several dimensions above two or even three [32,33]. The use of a
kernel-based multidimensional probability density function is a more general strategy that can be
used very flexibly with a higher number of dimensions.

3. Finally, the use of a very efficient algorithm [28] makes it also computationally feasible.

To the best of our knowledge, this is the first time that the MPDF technique has been applied for
wind field comparison purposes. It allows the vectorial comparison of the wind measurements at two
locations and/or obtained by two different devices or from two sources. Since a wind vector is defined
by its two components (U, V), in this work, the MPDF will be applied two-dimensionally.

At the beginning of this study, no information was available as to the number of faulty
anemometers and which ones (if any) they were. For this reason, since we could not trust any
of the measuring devices at a given moment, an external reference was adopted: the nearest grid
point of ERA5. We decided to assume that wind-measuring devices should ideally be representing a
similar probability density function unless any of them were affected by some kind of malfunction.
To evaluate this, the MPDF was used to compare the 10 anemometers against ERA5, that is we created
11 two-dimensional PDFs corresponding to the wind vector (U, V).
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The practical implementation of this MPDF technique as described in [28] was carried out in
three steps:

1. First, the optimal bandwidth that must be used in the estimation of the MPDF was derived by
means of smoothed bootstrap, since the Epanechnikov kernel used does not naturally lead to a
simple solution by means of cross-validation.

2. Second, for the U and V components of wind-measuring devices, the corresponding
two-dimensional probability density function was computed.

3. Finally, the common volume under both multidimensional PDFs was computed for the
combination of wind-measuring devices.

The software was written in ANSI-C and is freely available as indicated in [28] (https://github.
com/isg-ehu/unai.lopez/tree/master/density-parallel), where more specific mathematical details
on every step can be found. In our case, the MPDF is bi-dimensional, and the probability can be
visualized in a color-plot (U and V in the x and y axes and the probability in colors). Figure 3 shows
the advantage of analyzing the problem from the point of view of a multidimensional probability
density function. Both the ERA5 and in situ wind data show a probability function characterized by
two local maximums. It can be seen that the different positions of these maxima would project over
similar position if only the U component of wind were used. Performing the analysis of the probability
density functions (and their match) in two dimensions allows better discriminating the match between
model (reference, ERA5) and measured data at each anemometer.
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Figure 3. Two-dimensional probability density function (×1000) corresponding to wind from the
nearest ERA5 grid point (color shades) and the WTG-15 anemometer and wind-vane (left, contours).
The right panel represents the two-dimensional probability density function (×1000) corresponding to
ERA5 data (colored shades) and the WTG-11 anemometer (contours).

As mentioned above, this score ranged from 0–1, and its values were used to establish a ranking
of anemometers in the wind farm and how they behaved in comparison with the ERA5 wind field at
the nearest grid point.

2.2.2. Wind Roses

A first basic visualization of wind data in each turbine can be also obtained using wind rose
diagrams. This allows a fast interpretation of the predominant wind direction in the wind farm and of
the farm’s configuration. The diagonal disposition should be perpendicular to predominant winds in
order to minimize the wake effect between turbines. In this way, we have a first visual idea about the
consistency between the wind data and the wind farm configuration, and about the results obtained
by the MPDF score comparing the wind roses.
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2.2.3. Taylor Diagrams

The validation of the anemometers against the group of faultless anemometers was also
represented using Taylor diagrams [34]. In this way, we passed from a reference at meso-scale level
(ERA5) to an in-field reference in the wind farm at a micro-scale level. Hypothetically, all the suitable
anemometers should present a very similar behavior, and the results of the statistical indicators of
faulty anemometers evaluated against them should also be very similar.

Three statistical indicators are represented in these kinds of diagrams:

1. Root mean squared error (RMSE), represented by the arcs with the center in the observation point;
2. Pearson correlation coefficient, represented by the exterior arc; and
3. The ratio of standard deviations between the model and the observation (SDratio), represented

by the interior arc in the case of SDratio = 1.

The trigonometric relation that exists between the three statistical indicators (i.e., the cosine law)
allows this representation in a single diagram, and in our case, if all the anemometers of the wind farm
were working properly, a compact cluster of points would be shown in the diagram. Therefore, any
deviation of a point from this cluster would indicate a faulty anemometer.

2.2.4. Running Correlation, Running RMSE, and Running Bias

Taylor diagrams show three statistical indicators in a single overview. However, the temporal
behavior of the indicators cannot be appreciated in this way. For this, running correlations, RMSE,
and bias of U and V against the group of faultless anemometers were plotted along the period of
study with a temporal window of one week. In these representations, we can find the moments when
an anemometer starts to fail because of diverse problems that can be related to O&M issues of the
wind farm. Both RMSE and correlation indicate absolute values, but the bias can be both positive and
negative and shows the deviation of the signal with respect to the reference value in terms of under- or
over-estimation.

2.2.5. Principal Component Analysis

The study of PCs (principal components) is another common technique in time series that will
be applied here. Principal components are defined as linear combinations of the original variables
that explain the highest possible amount of variance with the least number of variates. The principal
components are always ordered in decreasing order of explained variance so that the most common
variability existing in the original dataset can be found in the first principal component (or empirical
orthogonal function (EOF), as it is commonly referred to in geophysics). In this way, the computation
of the first, second, and subsequent EOFs shows the contribution to the variability of the signal
by each component. Under the assumption that the wind field over the farm is relatively uniform
(no large spatial asymmetries are expected), the true wind field can be expected to be captured by
the leading EOF, while the errors will contribute to the secondary EOFs. In order to improve the
readability of results, instead of using the common orthonormal scaling of EOFs, we scaled EOFs (the
loading factors affecting every anemometer in the farm) so that they represent the amount of variance
at that anemometer that can be explained by each principal component. Thus, if the ith principal
component allows us to describe the variability of a given jtextth anemometer with a high fraction of
variance, this means that it is particularly representing the behavior of the jtextth anemometer. Under
the previously-mentioned assumption that the wind field is spatially uniform, all anemometers should
represent the same variability, and the leading EOF should be the only one expected. If a given
anemometer projects significantly onto the second EOF, we can interpret this result as being due to the
fact that this anemometer is not showing the same kind of variability that is common to the rest of
anemometers either because of an observational error or due to the spatial anisotropy of the wind field.
In order to test the stationarity of this result, the PCs were computed not only for the whole period,
but for monthly subsets, as well.
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3. Results

3.1. Kernel-Based Bi-Dimensional PDF Estimator

Using this tool, the statistical distributions of the ten anemometers were compared with ERA5.
A score between zero and one was obtained, indicating the similarity between the distributions of the
anemometers and ERA5’s wind speed distribution.

First, a common range for the U and V time series should be established for the construction
of the bi-dimensional PDFs taking the minimum among the minima and the maximum among the
maxima. In this case, U was between [−22.49, 16.18] and V between [−17.04, 17.29] m/s.

Figure 4 shows the final scores in a bar plot. All the scores were between 0.90 and 0.92, with the
exception of WTG-15, which dropped to 0.88. These results preliminarily classify the anemometers
between faulty ones and faultless ones; a classification that must be corroborated with the following
multi-criteria steps based on different mathematical techniques. In this case, there was only one
defective anemometer, which was called the worst-in-class (WIC). The others showed a similar score
against ERA5, and in principle, they constituted the group of faultless anemometers that can be used
as a reference in the following steps. In any case, the following diagnosis process must demonstrate
this classificatory hypothesis.

Figure 4. Results of the multidimensional probability density function (MPDF) score of the ten
anemometers versus ERA5.

3.2. Wind Roses

In Figure 5, the wind roses of ERA5 (a), the WIC (b), and a faultless anemometer are shown (c).
The other anemometers are not shown because the wind roses were very similar. The same color bar
scale is used for the three wind roses in order to have an equal comparison.
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Figure 5. (a) Wind rose of ERA5’s data; (b) wind rose of the worst-in-class (WIC) anemometer;
(c) wind rose of one of the good anemometers (WTG-14).

The predominant wind directions from the SW direction were consistent with the NW–SE diagonal
disposition of the farm, since they created perpendicular lines, reducing the space occupation to avoid
the wake effect.

There is another very important aspect: it seems that the WIC’s wind rose matched with the
faultless one and the other anemometers’ or ERA5’s if it was rotated anticlockwise. Therefore, apart
from the deviation of the WIC WTG-15 anemometer, the high similarity between ERA5’s wind rose and
the other anemometers’ wind roses must also be emphasized. The rotation of the WIC’s wind rose may
mean the presence of an offset in the wind vane, which can affect the turbine in the yaw orientation.
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Thus, we could have a case of vane misalignment that should be studied with the following techniques,
mainly PCA analysis.

3.3. Taylor Diagrams

In Figure 6, the Taylor diagrams are shown for the zonal and meridional components, taking
WTG-14 as the reference. The diagrams versus the other faultless anemometers were very similar and
are not shown here.

As the diagrams show, the WIC anemometer WTG-15 (represented by the number 7) again had a
lower correlation (0.90) and a higher RMSE (around 3 m/s) than the other turbines (the group of the
other anemometers had a correlation of 0.99 and an RMSE of 1 m/s). These diagrams very clearly
represent the wrong behavior that was previously identified by our kernel-based bi-dimensional
density estimator and show that the data measured by this anemometer were not reliable for both U
and V components.

Furthermore, the group of anemometers considered faultless in the analysis by the MPDF score
again showed a very similar behavior, reinforcing the first hypothesis about their suitable behavior.

Figure 6. Taylor diagrams taking one of the faultless anemometers as the reference: (left) zonal
component; (right) meridional component.

3.4. Running Statistical Indicators

In this step, we wanted to reconfirm the obtained results both in the Taylor diagram and in the
MPDF score. This step is interesting mainly in its ability to identify the time frame in which the
anemometer began to fail and started measuring differently from the rest.

By means of these graphs, the moments when the anemometer of WTG-15 turbine behaved
erroneously were identified. To that purpose, time series plots are shown representing the values of
the correlation, RMSE, and bias in period windows of seven days for U and V. The same colors were
used for the anemometers in the six time series graphs.

Like in the Taylor diagrams, a faultless anemometer (WTG14)was chosen as the reference.
We cannot show all the plots against all the faultless ones, but they were very similar. As can be seen
in Figure 7, the problems of the WIC anemometer took place all along the year, reaching correlations
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below 0.7 and RMSE between 2 and 4 m/s, as well as similar positive bias for V (upper-estimation)
and negative for U (underestimation). Given that the mean values of the anemometers were around
7 m/s, this means that in some moments the relative error could be above the 50% for our WIC
anemometer (brown color). The others’ RMSEs were below 1 m/s, and the biases also moved between
−1 and 1 m/s, which is an important difference compared with the WIC. In general, the worst results
for the three statistical indicators were shown between 1 November 2016 and 13 January 2017, at the
beginning of the time series.

Figure 7. Running correlation of: (a) zonal component and (b) meridional component. Running RMSE
of: (c) zonal component and (d) meridional component. Running bias of: (e) zonal component and
(f) meridional component.

3.5. Principal Component Analysis

Finally, Figure 8 shows the results from the principal component analysis of zonal and meridional
wind speeds. It clearly shows that the results by the MPDF scores and the Taylor diagrams were robust.
This can be said because the leading principal component explained the majority of the variance at
every anemometer/vane, with the clear exception of WTG-15 (the one already identified as the WIC
in our dataset by the previous techniques). The results from WTG-15 were the ones appearing as the
most important in the second PC. This again shows that WTG-15 was the anemometer-vane showing
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the most different behavior. The leading EOF for both the zonal and meridional components explained
97% of the whole variabilities of both zonal and meridional wind components, with only 2–2.5% for
the second principal component, most of it concentrated in the series measured by WTG-15.

Figure 8. Principal components (leading, top row, and second, bottom row) of the zonal (left column)
and meridional (right column) wind components for the anemometers in the wind farm, expressed as
the fraction of variance explained at every anemometer by each principal component. EOF: empirical
orthogonal function.

Thus, the variability measured by WTG-15 was to some extent decoupled from the variability
measured by the rest of the anemometers. Finally, if the previous computations (based on the principal
component analysis) were repeated for the magnitude of the wind speed, the leading principal
component explained 96% of the variance, and WTG-15 did not appear as an outlier and faulty in
the distribution of anemometers. Thus, the difference of WTG-15 with respect to the rest of the
anemometers points to a stationary misalignment between them.

Since many of the results indicated that the WIC anemometer was probably affected by a
misalignment, Figure 9 shows the results of explained variance corresponding to the first principal
component that were obtained when a varying rotation angle was applied to the WIC anemometer
for both wind components. If both velocity components of the WIC anemometer were rotated
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counter-clockwise by an angle of 26◦, the leading principal component (representative of the true wind
field) explained as much as 99% of the total variance. This confirms that the misalignment detected by
comparing the wind roses corresponded to a value of 26◦.

Figure 9. Variance corresponding to the leading principal component after a rotation was applied to
the wind field components from the WIC anemometer before the principal component analysis (PCA)
was computed. The maximum amount of variance in PC1 was obtained with an angle of 26◦.

4. Discussion

In this study, we used a relatively simple formulation to take into account the vertical dependence
of wind with height above the surface. Previous studies [27] have extended the surface-layer theory
based on the Monin–Obukhov scaling at higher heights by using different lengths that consider in
detail the stability of the atmosphere, derived from measurements in Denmark and Germany. Since the
implementation of this scaling depends on the existence of atmospheric measurements at different
levels, which allow on to take into account the atmospheric stability, we have preferred to keep the
algorithm simple, by vertically scaling the wind from the ERA5 nearest grid point by means of a
simple log law. The following considerations support our selection. First, it makes the algorithm
simple to be applied to wind farms where a meteorological measurement system at multiple heights
does not exist. Second, the extrapolation of wind to different vertical levels is not the only error
that exists. On the one hand, wind data from ERA5 correspond to estimations of wind at a grid
point representative of the characteristics of wind over a grid cell around 31 km by 31 km and hourly
temporal resolution, while wind-farm observational data correspond to observations every ten minutes.
Thus, there exist substantial representativity errors that are very likely higher than the error due to
the vertical extrapolation using a simple log-law. Besides this representativeness problem, a second
factor to consider is that there exist some kilometers between the grid point to the wind farm (from
4 km–8 km in our case).

After the initial screening provided by the visual analysis of wind roses and by the MPDF
score against ERA5, it could be seen that there was one single anemometer (WIC) in the wind farm
exhibiting a clearly different behavior when compared with the rest. At a second step, one of the
other anemometers was chosen as a reference, and the Taylor diagrams clearly indicated a cluster
of anemometers seeming the same while the position of the WIC was distant from the rest in both
directional Taylor diagrams. The running diagrams corroborated the same observation, adding
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information about the time periods with the worst behavior of the WIC anemometer that can be
valuable for O&M analysis of the wind farm.

The very defective results of the WIC anemometer (WTG-15) compared to the others could not
be explained by its position in the wind farm. Furthermore, the WIC was one of the most isolated
turbines in the wind farm, being out of the wake effects of the other turbines. In addition, the chosen
reference WTG-14 was the nearest turbine, and consequently, there were no qualitative reasons that
could explain its bad behavior in terms of micro-scale effects (e.g., terrain obstacles or turbine wakes).

The weekly relative errors in bias and RMSE of 50% in some cases within the temporal series
emphasized the need for the adequate measurement of the wind direction if we considered the
importance of lateral wind fluctuations [15]. As mentioned before, these errors can be reduced to 1%
by using special data processing that combines the cup anemometer and wind vane data.

The MIDAS methodology was applied to this wind farm and is a combination of five different
approaches: multidimensional probability density function estimators, analysis of wind roses,
Taylor diagrams, calculation of the running correlation, running RMSE and running bias, and finally,
principal component analysis.

This is not our case, but if the met mast is included in the SCADA data of the wind farm, it should
be an important reference to develop the Taylor diagrams and the running plots. Therefore, it should
be added in the cluster of wind turbine anemometers and in the initial comparison with ERA5.

While the analysis of wind roses and Taylor diagrams provided a preliminary identification
of the faulty anemometer, the MPDF estimator allowed an accurate evaluation of the differences
in the measured wind components. The principal component analysis made it possible to identify
that the error was not in the wind vector module, but in the direction. Therefore, in this case study,
a vane misalignment is the cause of the fault. Although an offset in the wind direction measurements
can be detected with other numerical and experimental techniques [35], PCA offers valuable and
coherent additional information in the general step-by-step perspective of the MIDAS analysis. Finally,
the analysis of the running indicators made it possible to identify the exact point in time in which the
faulty anemometer started to fail.

The combined approach of these methodologies allowed an in-depth identification and
characterization of the faulty anemometer for this wind farm. Although developed for this specific
wind farm, our methodology can hopefully be applied to any wind farm in which any number of faulty
anemometers may be operating. This must in any case be tested with further studies for different wind
farms with, possibly, larger spatial anisotropies in the wind field. The results in other wind farms may
contribute more challenging case studies to improve some specific aspects of this general-purpose
methodology, but in our view, MIDAS represents a solid methodology capable of providing an accurate
diagnosis of the nature of the error (in this case, wind direction), and when those errors started to
take place.

Although most wind farm locations are specifically designed to have a wind field that is as
homogeneous as possible, in some cases, a few turbines might be deployed close to nearby boundary
obstacles that may affect the wind vector. For this reason, this methodology involves an initial stage
of an evaluation by experts to adapt this methodological approach to the specific wind farm being
analyzed. In this line, although applied in this paper to a specific onshore wind farm, MIDAS could
easily be applied to any offshore wind farm where a far more homogeneous wind field can be expected.

5. Conclusions and Future Outlook

MIDAS, a multi-criteria diagnosis method with a benchmarking approach for the detection of
defective anemometers with different logical steps, was presented in this paper:

1. The first and main step is based on a new multi-dimensional probability density estimator
computing a similarity score between the analyzed anemometers and the data offered by also the
new ERA5 reanalysis. This allows a first division between defective anemometers and the group
of anemometers with suitable behavior.

339



Energies 2019, 12, 28

2. Having identified the group of suitable anemometers, these can be used as a reference for the
application of other statistical and visualization techniques. In this way, we pass from a reference
at a meso-scale level (ERA5) to an in situ reference at a micro-scale level in the wind farm.

3. Although the expected results against all of the faultless anemometers should be very similar, it is
convenient to certify this aspect. If so, it will be enough to show the representations against one
of the faultless anemometers.

4. Taylor diagrams and running plots for correlation, RMSE, and bias show coherent results
compared to the results of the MPDF score. Furthermore, the PCA components also show
very robust results.

5. The feedback of these additional validations can reinforce, as in the studied case, the validity of
the first MPDF score against ERA5.

Thus, an integral method for the identification of defective anemometers was developed
based on the results given by the MPDF score against ERA5 to identify the faultless and defective
anemometers and establish it as the main reference for following well-known unidimensional
validations. Definitively, it can be generally considered as a benchmarking method in wind
farms, analogous to the method used by the authors for pitch misalignment correction [17,19,20].
Mathematically, MIDAS constitutes a robust and generalist methodology unifying several statistical
techniques in a benchmarking approach, but it must be applied in other types of terrains and wind
farms before having a relevant and definitive evaluation about its performance in different types of
terrains and atmospheric conditions. Future research with a more extensive casuistry is needed to
generalize MIDAS, because this is a paradigmatic case to show the general methodology.

In any case, it must be emphasized that, as far as we know and although they are well-known in
meteorology, Taylor diagrams are used for the first time in this context of the wind energy industry’s
O&M, and they show a representative visualization of the deviations of the anemometers in a single
diagram that is able to express three statistical indicators.

Although our objective was to present a robust and simplistic method, the results obtained can be
added to those obtained using other approaches based on CFD, wake analysis by mesoscale models,
or tower shadow effects [36–38].

Additionally, if pressure, temperature, and moisture data are measured in the wind farm, the third
variable that defines the wind power density can be introduced in the MPDF score: the air density.
This would not be relevant for an evaluation within the wind farm, but it can be used for the verification
of mesoscale models or reanalysis (ERA-Interim, ERA5 in an advanced ‘meso-beta scale’ [39]) in the
nearest grid point [24,40]. This would produce a qualitative leap for the validation of wind energy,
since this method would consider all the variables in a single score.

Besides, this multi-dimensional validation can be extended to other kinds of renewable energies
such as wave energy, in which the power is determined by two variables (wave height and period) and
Taylor diagrams are also used for validation of meso-scale models or reanalysis against buoys [41–43].
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Abbreviations

The following abbreviations are used in this manuscript:

MIDAS multi-technique identification of defective anemometers
WIC worst-in-class anemometer
z0 roughness of the terrain
RMSE root mean squared error
MPDF multidimensional probability density function
PDF probability density function
U zonal wind speed
V meridional wind speed
U wind speed’s module
SD standard deviation
O&M operation and maintenance
PCA principal component analysis
EOF empirical orthogonal function
AEP annual energy production
SODAR sonic detection and ranging
CFD computational fluid dynamics
LiDAR light detection and ranging
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Abstract: In addition to human error, manufacturing tolerances for blades and hubs cause pitch
angle misalignment in wind turbines. As a consequence, a significant number of turbines used
by existing wind farms experience power production loss and a reduced turbine lifetime. Existing
techniques, such as photometric technology and laser-based methods, have been used in the wind
industry for on-field pitch measurements. However, in some cases, regular techniques have difficulty
achieving good and accurate measurements of pitch angle settings, resulting in pitch angle errors
that require cost-effective correction on wind farms. Here, the authors present a novel patented
method based on laser scanner measurements. The authors applied this new method and achieved
successful improvements in the Annual Energy Production of various wind farms. This technique
is a benchmarking-based approach for pitch angle calibration. Two case studies are introduced
to demonstrate the effectiveness of the pitch angle calibration method to yield Annual Energy
Production increase.

Keywords: wind turbine; laser technology; diagnosis; pitch angle misalignment; efficiency; durability

1. Introduction

Ideally, there are no manufacturing or assembly errors in wind turbines, and the blades are equal
in mass, center of gravity location, shape, and structure. As a consequence, the three blade root axes
intersect with the rotor axis at the very same point. In addition, in the ideal scenario, the orientation of
the three blades is equal, and when substantial demand is placed on them to form a fine pitch angle
to maximize power production, the three blades face the wind with the very same angle of attack;
this is the angle between the line of the chord at a particular blade section and the relative airflow,
as in Figure 1.

However, blade manufacturing is a poorly automated process. Variances in fiber placement,
bonding, and curing cause variation not only in the blade mass distribution but also in the blade profile
shape. In addition, the blade pitch angle reference that is set up at the very end of the manufacturing
process is subject to human error. Furthermore, hub manufacturing tolerances that move the blade
axes from the intersection point on the rotor axis cause pitch angle misalignment [1–3].
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Figure 1. Angle of attack α and pitch angle β for a given blade section.

In this context, some consultancy firms offer different solutions, mainly through photometric
means. The solutions currently provided by the private sector ([4] or [5]) involve such technology to
calculate the pitch angle. There are some slight differences among the technologies used by these firms,
but they basically carry out the measurements by placing a camera under the wind turbine or rotating
with the blade itself [6], as seen in Figure 2, where the chord line is drawn. The rotation plane is set
with the other two blades.

There are different techniques to measure the pitch angle. In some cases, it is calculated based
on a comparison of measurements taken at the maximum chord line with the rotor plane. Another
methodology is based on setting marks along the blade and establishing the blade section and chord at
the given section.

However, this method faces some challenges that compromise the robustness of the results.
According to our experience in the field, the authors observe the following:

1. According to this technique, pitch angles are obtained based on three different rotation planes:
the plane defined by blades 2–3 for blade 1’s pitch angle calculation; the plane defined by blades
3–1 for blade 2’s pitch angle calculation; and the plane defined by blades 1–2 for blade 3’s pitch
angle calculation. Since the blade axes are not coplanar due to manufacturing and assembly
tolerances, it can lead to variances larger than 0.5◦.

2. To use this technique for calculations based on the same blade section, the blade axis must be
placed so that it is pointing downward while being perfectly aligned with the measuring system.
However, such an alignment is difficult, as it is done manually and there is no fixed reference
against which the three blades of a rotor can be placed in the very same position.

3. Assuming that pitch angle differences within the rotor of a particular turbine are accurately
measured, the only way to correctly determine the absolute pitch angles is by either:
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(a) obtaining the pitch angle at the maximum chord line from the turbine manufacturer,
although it is very rarely available due to the sensitivity of turbine design information; or

(b) placing the measuring system in the very same location with respect to the rotor in every
turbine; however, it must be noted that slight errors in this position create variation in the
measurement of absolute pitch angles.

Figure 2. Photometry-based pitch angle measurement of a rotor blade set.

Another method used by other companies [7] is based on a laser device that measures the
maximum chord of the profile and determines the relative misalignment between the blades.
It is performed with turbines used in power production. However, this technique shows a very
remarkable drawback: it does not obtain the absolute pitch angle values, which are key to ensuring
power production improvement and avoiding decreases in turbine lifetime. Although setting the
blades at the same relative pitch angle does remove aerodynamic imbalance, it does not guarantee that
the resulting fine pitch is the one defined in the turbine design that was product certified.

Another method is based on laser scans from quite a long distance from the rotor [8]. Due to the
trade-off between accuracy and scanning distance, this methodology is time-consuming. In addition,
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for this technique to address absolute pitch angle correction, the wind turbine’s design information is
required, which is seldom available.

Some recent developments in laser technology have made it suitable for long distances and outdoor
conditions. However, the leading manufacturers of laser-based measuring systems ([9] and [10]) do not
have experience in this particular application.

In this context [11], the parent company of [12] initiated development of the technique by
exploring different laser systems. Field tests began with laser tracker technology [13], but measuring
a few key points of a rotor takes an entire workday. Laser scanner technology [14,15] was finally
adopted as the better option for getting far more measurements per turbine in a much shorter period
of time per turbine without the hassle of accessing blade exteriors up-tower. This method was
patented in 2013 with the title ‘METHOD FOR CALCULATING AND CORRECTING THE ANGLE OF
ATTACK IN A WIND TURBINE FARM’ (Pub. No.: WO/2014/068162; International Application No.:
PCT/ES2013/070752) [16]. The main claim of this patent is the replication of the pitch angle settings of
the Best in Class turbine in the Worst in Class turbines, said turbines being identified through a power
performance analysis.

Following the publication of this patent, Maxwind is working worldwide applying this method in
several wind farms [12]. A preliminary exposition of the results in wind farms was presented last year at
the ICAE2017 conference [17]. This paper is a substantial extension of that short paper: this contribution
presents the quantitative consequences in power production due to pitch misalignment, describes the
general correction method in which the laser scanner is an intermediate step, and, finally, shows the
positive results after the correction in the last years at two wind farms.

2. Pitch Angle Misalignment

2.1. State of the Art

Pitch misalignment and its implications for energy production in wind turbines have not received
much attention as a specific problem. This applies both to the developments specifically made in the
framework of the private sector (usually as patents) and also the apportions from a wider number of
actors as gathered in the scientific literature.

In both cases, the general approach has been to address the problem of pitch misalignment in
conjunction with other issues like yaw misalignment or mechanical load balancing in the wind turbine.
Load reduction method for wind turbine involves adjusting yaw alignment of wind turbine according
to favorable yaw orientation, and adjusting pitch of rotor blade [18].

In addition, the analysis of pitch misalignment involves the use of general-purpose laser
scanners, but the leading manufacturers of laser scanners ([9] and [10]) do not have experience in
pitch misalignment measurements. Therefore, our method based on laser measurements applied
to specifically measuring pitch misalignment in wind turbines is totally novel for this purpose,
and difficult to compare with previous results applied in the consultancy sector.

To the best of our knowledge, there is only one study about the use of laser scanners to measure
turbine blades, but it is for the determination of deformations of moving rotor blades [19]. They use
multiple scanners in 1D mode to record cross sections at different positions along the rotor blades,
and, after that, they compare these results with the CAD (Computer Aided Design) model of the
blade. The deformations in out-of-plane and torsional direction can be derived. The nacelle is also
pre-scanned to establish the coordinate system of the wind turbine as reference. Therefore, this is
a dynamic scanning to measure the deviations of the blades due to bending and flapping forces when
the turbine is moving under the dynamic pressure of the wind. In our particular case, the authors want
to measure the inherent pitch misalignment on the hub, a problem that is not taken into account in
the pre-operational tests in large certification laboratories using photometric means [20,21], or during
operation via strange gauges [22] or reflective targets observed with stereo camera systems [23].
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Furthermore, this inherent pitch misalignment can increase with time due to the stress and fatigue that
supports the wind turbine.

As mentioned in the patent document, our correction method is post-operational. In the
installation moment when the operators have to move huge blades that are implemented on the hub,
there are pre-established marks to align both elements, the root of the blade and the hub. However,
a final calibration is not usually performed to ensure that the position is correct. This is the original
cause of the presence of an inherent pitch misalignment in wind turbines.

Pitch angle errors have no impact in terms of power production above the rated power, as blades
are pitched toward the feathering position in order to limit turbine loads. However, energy production
loss can be remarkably high below the rated power conditions. Thus, understanding the sensitivity of
power production under pitch angle errors is paramount, as this method entails understanding how
turbines are affected by pitch angle misalignment.

Coming to the scientific literature, it is clear that there is a general challenge for optimizing
wind energy performance and applies to all type of turbines, including vertical rotors [24].
Again, it is important to highlight that the general approach for dealing with pitch misalignment
involves a combined study in conjunction with other parameters related to wind turbine general
misalignments and balance.

In fact, the sensitivity analysis of power production in relation to the pitch angle and other
parameters needs complex inference strategies, such as ANFIS (Adaptive Neuro-Fuzzy Inference
System), as is shown in the recent literature [25–28]. There are also data-driven approaches to detect or
somehow balance pitch angle faults alone [29,30] or in combination with other parameters [31,32].

It is worth mentioning that, in the particular case of floating wind turbines, joint control of both
blade pitch and platform pitch is required [33]. Computational experience has improved the power
output by optimizing the set points of the blade pitch angle and generator torque [34].

Other works have applied blade design approaches to enhance the power output,
both experimentally and numerically. Such methods include the use of active and passive techniques,
attempts to reduce the cut-in speed, and the development of new materials [35].

For example, there are improvement techniques based on passive flow control devices, such as
vortex generators (VG) or Gurney flaps (GF), that are implemented on the surface of the blade. For the
best configuration cases of these devices, simulations have shown 3–10% increases in the power output,
depending on the wind speed, with residual increases in the bending moment [36]. Using the case
studies described in Section 4, the authors show that pitch misalignment correction can produce
improvements of 16% in annual energy production (AEP) and much higher percentages for the power
output below the rated wind speed.

Therefore, the influence of faults in the pitch angle, as well as active or passive control, has been
widely studied in the literature, and methodologies to correctly evaluate improvements after upgrades
have been developed [37]. However, these studies have not directly accounted for the possible inherent
misalignment of the blade on the hub and the consequent general diminution of the power output.
The technique described here offers a direct in situ way, i.e., on the wind farm, to measure this
specific deviation.

In addition, pitch angle misalignment reduces the turbine lifetime. This happens when the rotor
is aerodynamically imbalanced, but it also occurs with a balanced rotor showing a negative offset with
respect to the correct position. The latter is further discussed in Section 2.2. However, it is important
to emphasize that it is very hard to quantify this effect for extrapolating results from one turbine
to another, given the complexity of the load and transient load calculations. Any assessment of
this kind [27] needs to include extreme load calculations and fatigue load analysis under the wind
conditions defined per IEC (International Electrotechnical Commission) wind class. Thus, this section
does not aim to address every potential effect of pitch angle misalignment on the load envelope but to
introduce insights into the effect of pitch angle misalignment on turbine lifetime.
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2.2. Impact of Pitch Misalignment on Power Production

In order to discuss the effect of pitch angle misalignment on the power curve, this section
establishes the use of the Power Curve Ratio (PCR). The PCR is defined as the ratio calculated
for each wind speed used for power production by a particular turbine over the potential output
power. Whereas the ultimate concern for wind farm owners is the effect on the AEP, PCR facilitates
the understanding of the sensitivity of the AEP under pitch deviations; as a consequence, its use is
suggested for diagnostic purposes.

For this analysis, static and dynamic simulations are discussed. These simulations were carried
out in FAST using the publicly available turbine model WindPACT 1.5 MW Baseline [38]. This turbine is
controlled with the standard controller described in [39], which is, to some extent, the most extended
concept within the industry. This is a tool customarily used in pitch control studies [40].

Figure 3 depicts a turbine operation in three different ways: on the left-hand side is the trajectory
over the power coefficient surface with the pitch angle β and tip-speed ratio (TSR); on the upper
right-hand side is the torque demand T with respect to the rotor speed Ω, which is a feature that only
depends on the control system; the lower right-hand side shows the power curve, which describes
the production capability of the turbine with wind speed. These three figures reflect steady-state
conditions, disregarding transients. The black thick line depicts rotor speed regulation at low rotor
speeds, Ωlow; the blue thick line depicts operation at a maximum power coefficient with a constant
TSR; the red thick line shows rotor speed regulation at the nominal rotor speed, ΩN ; and the thick
gray line depicts operation at the nominal power with rotor speed regulation by blade pitching.

The black thick lines in Figure 3 show operation at winds slightly over cut-in conditions.
TSR rapidly decreases as wind increases. As a consequence, the power coefficient increases with
rotor speed regulation around Ωlow by torque modulation. The blue thick lines in Figure 3 illustrate
operating at a constant TSR and reaching the maximum power coefficient. In these conditions, torque
demand is controlled proportionally to the second power of the rotor speed Ω. Shown by the thick red
lines in Figure 3, as the rotor speed reaches the nominal value ΩN , regulation by torque demand occurs
again, diminishing the power coefficient. This occurs slightly below the nominal power. The thick
gray lines in Figure 3 depict the rated power operation, where the rotor speed is regulated around ΩN
by blade pitching.

Figure 3. Power coefficient surface over the pitch angle β and Tip-Speed Ratio (TSR); torque demand
T with rotor speed Ω; and power curve.

In this context, the power curve was simulated for different pitch misalignment conditions. It was
normalized by computing the PCR, as explained above in this section, and the AEP loss. Figure 4 shows the
PCR and AEP loss for different conditions of pitch misalignment resulting from steady-state simulations.
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Figure 4. Steady-state Power Curve Ratio (PCR) and annual energy production (AEP) losses.

Dynamic simulations were run under turbulent wind conditions for three different pitch
misalignment cases, as shown in Figure 5 and described below:

1. Case 1: One blade is in the correct position, and two blades have similar errors with opposite
signs.

2. Case 2: The three blades are affected by the same pitch angle misalignment.
3. Case 3: Two blades are in the correct position, one blade has a pitch angle error.

In both static and dynamic simulations, the pitch misalignment has been introduced in the FAST
input file primary.fst to obtain the power output time series in simulations of 600 s with a step of
0.0125 s. The initial pitch angles of the blades (parameters BlPitch) have been deviated from 0 according
to the Case 1, 2 and 3, and pitch control has been deactivated to keep these values below the rated
wind speed (PCMode: 0).

Before the dynamic simulation, a turbulent input of the wind speed has been created using
TurbSim for the same period of simulation. This has been done at each wind speed with a step of
0.5 m/s between the cut-in wind speed and the rated wind speed. In this way, the power curve due
to a given misalignment is determined. After that, for the computation of AEP, a typical Weibull
distribution of wind speed with the form parameter k = 2 has been implemented on the deviated
power curve due to misalignment. An average wind speed U of 4 m/s has been used, and the
subsequent Weibull’s scale parameter [41]:

c =
U

Γ(1 + 1/k)
. (1)

On behalf of clarity and due to the approximate results for negative and positive pitch errors with
the same absolute value, the average behavior of the two values of errors for each wind speed are shown
in the PCR figures on the left in the Case 1, 2, and 3 (Figure 5a–c). On the right, the corresponding
AEP losses are shown for each case with respect to a reference without pitch misalignment (0-error),
and considering misaligned cases with integer negative and positive values of pitch angle deviation.
Although the mean value is used for the PCR curves, the AEP figures do provide evidence of the
asymmetry between negative and positive values in favor of higher values of the last ones.
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Figure 5. Dynamic FAST simulation: (a) Case 1; (b) Case 2; (c) Case 3.
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Similar patterns to those of the static results are observed, and they are consistent with [42],
although this reference did not suggest using this method for the detection of pitch angle misalignment.
For the PCR functions, the curves exhibit a small slope in the quadratic zone caused by wind speed
variability around its mean value. In the quadratic zone, the turbine is operating around the maximum
power coefficient (Cp) point, but not just at its maximum. In general terms, from the static and dynamic
simulations, it can be stated that:

1. The static results match the dynamic results.
2. The PCR functions exhibit a well-defined shape that is dependent on the operation zone. This will

be useful to identify pitch errors in field measurements.
3. The total AEP losses can be approximated by adding the AEP losses on each blade. The total

wind turbine AEP is notably sensitive to blade assembly errors. A small pitch discrepancy of 2◦

in only one blade is able to reduce approximately 1% of the AEP value.
4. An absolute misalignment of 2◦ in the three blades also causes an AEP loss; in this case, the loss

is 3.5%.
5. Because of the nonlinear dependence of the AEP loss on the pitch error, it is better to have small

pitch errors in all three blades than it is to have only one blade with a high error.
6. Understanding that power production is proportional to the third power of the wind speed,

yaw misalignment yields a completely different pattern that is virtually flat on the low end and
middle of the wind speed range.

2.3. Impact of Pitch Misalignment on Turbine Lifetime

Since the consequences of pitch angle misalignment on turbine lifetime depend on the turbine
design [43], it is not possible to extrapolate results from one turbine to another. Such an assessment [44]
should include not only thorough extreme load calculations, but also thorough fatigue load analysis
under the wind conditions defined per IEC wind class.

Thus, this section does not aim to address every potential effect of pitch angle misalignment on
the load envelope but at introducing some insights into the effect of pitch angle misalignment on
turbine lifetime.

2.3.1. Effect of Even Positive Pitch Angle Offset

This subsection analyzes the effect of the three blades suffering from an offset toward higher pitch
angles, as shown in Figure 6.

Figure 6. Effect of pitch angle offset toward higher angles in the turbine operation.
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Should the three blades be equally shifted toward higher pitch angles, then the maximum power
coefficient is not reached, as shown by the red trajectory over the power coefficient surface in Figure 6.
The immediate consequence is that performance in terms of power production is decreased, as the
power curve is shifted toward the right-hand side. Rated power is reached at higher wind speeds,
and power curtailment occurs by pitching the blades toward the feathering position, beginning with
higher pitch angles. Rotor speed controller robustness should be more than capable of coping with
this uncertainty, although it is true that the performance at crossover frequencies would be affected,
yielding a higher peak in the sensitivity function.

2.3.2. Effect of Even Negative Pitch Angle Offset

This subsection analyzes the effect of the three blades suffering from an offset toward lower pitch
angles, as shown in Figure 7.

Figure 7. Effect of pitch angle offset toward lower angles in turbine operation.

Should the three blades be equally shifted toward lower pitch angles, then the maximum power
coefficient is not reached, as shown by the red trajectory over the power coefficient surface in Figure 7.
Thus, power production performance is decreased, as the power curve is shifted toward the right-hand
side. Rated power is reached at higher wind speeds, and power curtailment occurs by pitching the
blades toward the feathering position, beginning with lower pitch angles. This has a twofold effect:

• The peak of the steady-state curve of the thrust force over the rotor increases.
• Performance of the rotor speed controller by blade pitching is diminished due to lower plant gain.

As a consequence, the controller bandwidth is reduced, creating much higher dynamic loads.

It is worth mentioning that loads at this particular operational point are extremely important
for turbine integrity. As a consequence, those two effects can compromise turbine lifetime for key
components, including the blades, hub, mainframe, yaw bearing, tower, and foundation.

Any pitch angle correction that does not ensure absolute pitch angle correction does not guarantee
a power production increase and is a potential cause of turbine lifetime decrease.
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3. Methodology

3.1. Novel on-Field Method for Pitch Calculation and Compensation

This section describes the methodology used for the detection and correction of pitch angle
misalignment. The specific details about the use of the laser scanner and other aspects can be found in
the original patent document [16].

Laser scanning is widely used for different technological purposes because it is a contactless
3D measurement method. It enables the measurement of distances and corresponding angles with
a frequency of up to 1 MHz for moving objects, but most common applications capture static objects.
The acquisition of points usually results from the rotation of the laser around the horizontal and vertical
axis (3D). For referencing into a global coordinate system, other sensors such as GPS, INS or cameras
are necessary [19,45,46]. Figure 8 shows the workflow of our method in which laser measurement is
an intermediate step. First, a production performance assessment is carried out. The primary purpose
of this analysis is to determine the turbines affected by pitch angle misalignment, and also to select the
best turbine in terms of pitch angle settings: the outperforming turbine is the Best in Class turbine,
whereas the Worst in Class turbines are those in which the pattern described in Section 2.1 is found.
A secondary goal of such an analysis is to assess the AEP gaps between the Worst in Class turbines
and the Best in Class turbine.

Laser measurements are taken on the Best in Class turbine and on the Worst in Class turbines,
whereas the rest of the turbines are excluded from further site study activities. The benefit of this
approach is that all efforts are focused on turbines where a significant AEP increase is guaranteed.
Those measurements are then executed to determine the pitch angles of each blade of said turbines.
Pitch correction angles are proposed based on measurements so that the pitch angle settings of the
Best in Class turbine are used in the Worst in Class turbines.

Finally, a production performance assessment shows the effect of the pitch angle correction.
Success is measured as the reduction in the AEP gaps between the Worst in Class turbines and the
Best in Class turbine.

Figure 8. Pitch angle detection and correction workflow.
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3.2. Production Performance Assessment

As briefly explained earlier, an initial power performance assessment aiming to detect pitch angle
misalignment patterns is carried out. For this purpose, the power curve of each turbine on the wind
farm is calculated from the 10-minute average data as per industry standards [44], with some remarks:

1. Wind speeds measured above the turbine nacelles are used. Although anemometers are not
calibrated or certified, multi-megawatt wind turbines are nowadays equipped with good
anemometers that offer reliable measurements. This particularly holds for sonic anemometers,
which are only affected by nacelle aerodynamics and the blade passing wake. In any case, this type
of disturbance is consistent throughout the entire wind farm, so the comparison between the
results obtained from the Best in Class turbine and the Worst in Class turbines will be consistent.
Nevertheless, the correlation between wind speed measurements for different wind turbines is
also checked.

2. Output power: data in which the power might be compromised by effects not purely related to
aerodynamics are ruled out, including:

(a) Turbine and complex terrain disturbances, as described in [47],
(b) Ten-minute periods in which the average power does not show the capability of the turbine

to produce energy, e.g., due to starts and stops, maintenance work, power curtailment
operation, etc.

After computing the power curves for each turbine, a Best in Class turbine is selected.
Such a turbine is the best-performing turbine in terms of pitch angle misalignment. For the rest
of the turbines, the Power Curve Ratio (PCR) is computed as the ratio of each of their power curves
over the power curve of the Best in Class turbine.

3.3. On-Field Pitch Measurement and Calculation

Every detail of this novel method cannot be presented in this paper due to commercial issues,
but, as mentioned, the careful description of the use of laser scanner can be found in the first author’s
original PCT/ES2013/070752 international patent [16].

Therefore, a qualitative step-by-step description is presented here to explain the main procedures
of the misalignment measurement and correction, after the identification of the Best in Class (BIC)
turbine. Furthermore, the academic value of the present contribution is enhanced by the final
results, since real energy production improvements on specific wind farms are quantitatively shown.
The general method is described below.

Blades are scanned for the Best in Class and Worst in Class turbines. A laser scanner is used
in order to capture rotor geometry and measure the pitch angle of each blade. The pitch angle is
measured at a particular blade section. Consequently, it is possible not only to measure pitch angle
differences within a rotor, but also to make accurate comparisons with other turbines of the blade,
a remarkable advantage of this technique.

For example, a characteristic schema of the 3D laser scanning reference system in the patent
document is the Figure 9 in the page ([16], p. 25). GXYZ establishes the reference system with the
origin (G) and the coordinate axes (XYZ, 1, 2, 3) for the laser measurement. Thirteen is the nacelle,
14 the hub, and 5 is the junction plane between both, which must be captured by the laser. Four is the
circular section defined by three points on the junction of the blade and the hub, which are also located
by means of the scanner.

This 3D configuration established the reference to measure the position of the airfoil’s chord and
consequently the pitch angle. For that, different laser shots are executed from different positions in
order to get a complete 3D image of the blade. Figure 10 shows the measurement moment in a wind
turbine and several targets used in the procedure. A more detailed description can be found in the
’Description’ and ’Claims’ section of the original patent document [16].
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Figure 9. Schema of the reference system for the measuring procedure.

Figure 10. Photo of the measurement moment in a wind farm.

Since pitch angle calculation uses a hub-based coordinate system, pitch angles measured in
different rotors can be fairly compared. The method concludes by proposing pitch angle corrections for
the Worst in Class turbines so that their blades mimic the Best in Class turbine blade settings. It is the
authors’ experience that Best in Class turbines always have balanced rotors (relative differences lower
than ±0.14◦), so this method corrects both absolute and relative pitch angle misalignments.

It is also worth mentioning that this technique obtains intermediate results in the form of other
measurements of rotor quality. Although the three blade axes and the hub rotating axis should be
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ideally merging to the same point, manufacturing tolerances of the hub, pitch bearings, and blades
prevent the actual intersection of the four axes. Intersection points of the three blade axes with the hub
axis yield a triangle whose surface can be used to quantify this error. It is also the authors’ experience
that all Best in Class turbines detected in power performance assessments always present the best
alignment of these four axes, whereas the underperforming turbines often—but not always—show this
type of misalignment. Note that, depending on the direction in which the blade axes lean, the effect
of misalignment can be described as a decrease in the effective swept area. Should this be the case,
little can be done by pitching the blades.

4. Results

This section introduces two case studies: one for a very small wind farm, and another for a wind
farm that is significantly larger. The authors show the improvements by means of our correction
recommendations below the rated power conditions, for which the power output improvement after
implementing these recommendations was remarkable. This improvement was quantified by PCR gap
percentage (PCRgap) for the power output of a given turbine T at a wind speed U (PT(U)), with respect
to the power output at that speed of the Best in Class (BIC) turbine on the farm (PBIC(U)):

PCRgap =

(
1 − PT(U)

PBIC(U)

)
× 100. (2)

Apart from the PCRgap correction interval at each wind speed of the power curve, the total AEP
improvement is also shown in each case study. For that, the AEP gap (percent) is defined analogously.

4.1. Case Study 1

This is a small wind farm located in Catalonia, with two variable-speed 1.5 MW turbines mounting
a 77 m diameter rotor. The AEP difference between them was 6.68%. At low wind speeds near the cut-in
speed, the PCRgap defined in Equation (2) was around 5%, and it maintained this value for medium
wind speeds (5–7 m/s). There was no improvement at the rated wind speed because, as mentioned
above, the effect of pitch misalignment disappears when the rated power of the generator is reached.

Pitch angle correction recommendations for the Worst in Class turbine A2 are shown in Table 1,
considering that the Best in Class turbine setting for the chosen blade section was 83.15◦.

Table 1. Blade angle measurements and consequent recommendations.

Blades Measurement Recommendation

Blade 1 83.06◦ +0.1◦

Blade 2 81.64◦ +1.5◦

Blade 3 84.34◦ −1.2◦

After the application of the recommendations, important energy production improvements were
achieved, reaching a 2.46% increase in AEP with respect to the Best in Class turbine A1. It is worth
mentioning that the remaining patter is related to yaw misalignment, not to pitch angle errors. Figure 11
shows the PCRgap before and after pitch correction.
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Figure 11. PCRgap reduction after calibration for turbine A2.

4.2. Case Study 2

This is a wind farm comprising a larger number of turbines located in Soria, Spain,
with 20 variable-speed 800 kW turbines mounting a 56 m diameter rotor. The AEP gap of turbine
ES10 was 16.3%, whereas the AEP gap of turbine ES11 was 15%. It should be emphasized that, for low
wind speeds near the cut-in speed, ES10 and ES11’s PCRgap correction was around 25%. At medium
wind speeds (around 5–7 m/s), the PCRgap was 10% for ES10 and around 5% for ES11. Thus, these are
significant increases compared to the results obtained for other kinds of aerodynamic improvements
that use passive control devices or other techniques [36].

The results and pitch angle correction recommendations are shown in Table 2, and they indicate
that the Best in Class turbine setting for the chosen blade section was 100.3◦.

Table 2. Blade angle measurements and consequent recommendations.

Turbine-Blades Measurement Recommendation

ES10-Blade 1 99.68◦ +0.61◦

ES10-Blade 2 100.30◦ Leave as is
ES10-Blade 3 94.4◦ 5.89◦

ES11-Blade 1 98.12◦ +2.17◦

ES11-Blade 2 98.08◦ +2.21◦

ES11-Blade 3 97.10◦ +3.16◦

After the application of the recommendations, the production gaps for ES10 and ES11 with respect
to ES01 were removed, as shown in Figure 12. It is worth mentioning that the reason for turbine ES10
outperforming the Best in Class ES01 is that the latter has some minor yaw misalignment. On the other
hand, turbine ES11 falls slightly short of achieving the performance of ES01 due to yaw misalignment.
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Figure 12. PCRgap reduction after calibration for turbines ES10 (a) and ES11 (b).

5. Discussion

In this paper, a new methodology is introduced to detect, measure, and correct pitch angle
misalignment in wind turbine rotors. Two case studies are discussed demonstrating the reduction in
power production gaps between the Worst in Class turbines and the Best in Class turbines. Since this
issue has an impact on a wind project’s AEP and on turbine lifetime, its correction has a significant
impact on wind project profitability. To summarize, the features of this technique are:

1. No product design information is needed from the turbine manufacturer, as the Best in Class
turbine is used to define the pitch angle settings for the Worst in Class turbines.

2. Mimicking the pitch angle settings of the Best in Class turbine in the Worst in Class turbines
ensures that product certification is not compromised.

3. Power performance benchmarking guarantees an increase in power production. This AEP
increase can be used to compute the increase in revenue, and thus to calculate Return On
Investment of this service.

4. There is no lost revenue for wind farm owners, as laser measurements in the affected turbines are
carried out in idling conditions, under very low wind speeds.

5. Although pitch angle corrections cannot address hub manufacturing tolerances, the measurement
results of this technique offer valuable information for turbine manufacturers.

6. At low wind speeds around 5 m/s, a PCRgap of 25% can be reached in some cases, that is,
the power output can be improved by 25% at those wind speeds.

7. These corrections in the power curve can produce general improvement in energy production
that reaches even 15% for AEP.

8. For a referential turbine of 1 MW (our turbines are 0.8 and 1.5 MW), this improvement implies
450 MWh more production annually, 3000 being the typical number of full load hours.

9. If the 2018 spot-market price of 1 MWh in Spain is considered (±62 e /MWh according to [48],
this increment of energy production supposes ±28,000 emore annually per installed MW of
turbines like the studied worst ones.

10. In addition, these empirical percentages of AEP loss are quite coherent with the results obtained
in the simulations of the Section 2.2 using FAST for different pitch misalignment combinations of
the three blades, which show losses that can reach the 10% in the worst cases.
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6. Conclusions and Future Outlook

Although the use of laser scanner and the 3D exploration of the blade on the hub is an important
step, the method presented here is generated by other steps, and the most interesting aspect is the
comparative procedure that must be established in each wind farm analyzing the SCADA data
and identifying the BIC turbine to set a reference for pitch error correction of the other turbines.
This benchmarking-based approach is the fundamental perspective. Out of this benchmarking method,
the main drawback of other techniques is that they do not obtain absolute pitch angle values which
are able to improve the energy production and avoid fatigue. Although aerodynamic imbalance can be
removed by establishing same relative pitch angles, the correct implementation of the certified pitch
of the manufacturer is not assured. The benchmark approach offers an independent way to establish
a new reliable reference in the wind farm.

This new technique was used onshore, but it is also suitable for offshore locations, where the only
fixed platform available nearby is located at the tower base. Other techniques require completing laser
measurements from distant places orthogonal to the rotor, and the lack of a fixed point in front of
the rotor makes other techniques simply not feasible. In general, the method presented here requires
less space under the turbine and, therefore, the necessary time and workload can be reduced in
complex terrains or in offshore platforms. As mentioned above [8], laser scans from long distances is
time-consuming, due to the trade-off between accuracy and distance.

An additional reduction of complexity is also given by the lack of necessity of information from
the turbine manufacturer because the BIC turbine of the wind farm is mimicked in the benchmark
procedure. Other techniques consider that the blade axes are coplanar, an erroneous supposition due
to manufacturing and assembly tolerances, and it adds complexity to these techniques. In our case,
the merging of the blade axes and the rotor axis can be studied, and, according to our experience,
the best merging has been found in the BIC turbines. This fact simplifies the theoretical background of
the method and gives coherence to the benchmarking perspective. In addition, the misalignment is
measured in idling conditions gaining also simplicity without energy losses.

Thus, the obtained information is another advantage of this technique. The reference is not the
manufacturer’s original configuration, but the real BIC turbine and the rotor plane configuration of the
three blades. In this way, the original design and the results of this benchmarking technique can be
compared by the manufacturers to improve their future wind turbines and the on-field construction of
them, mainly in the final step of the implementation of the blades on the hub.

Future work aims at improving the diagnostic capability of this preliminary performance
assessment. For the time being, only turbines affected by pitch angle misalignment are identified,
whereas, by understanding turbine dynamics, it is also possible to gain further insight into the
conditions of the analyzed turbines before taking the actual laser measurements.

In addition, the identification of defective anemometers in wind turbines is very important for the
implementation of this pitch correction technique, since the cause of the low production of the turbine
can be the pitch misalignment or a defective measurement by the anemometer, with a consequent
deviation in the real power curve. Therefore, pre-evaluation of the SCADA data of the wind farm and
a comparative analysis of the anemometers are essential to ensuring that all anemometers are working
properly, thus accepting the plausible hypothesis that pitch misalignment explains the bad behavior of
a given turbine.

In this way, the objective of future research is to better understand the improper performance
of anemometers through the use of statistical methods, including Pearson correlation, RMSE,
and standard deviation in Taylor Diagrams to visualize all these parameters in a single plot and to
identify the deviating anemometers from the group [49]. The authors are developing a novel method for
the identification of defective anemometers based on a Kernel Multidimensional Probability Density
Function that improves on classical unidimensional methods, such as the Kolmogorov–Smirnov
test [50]. This method will be applied in a bidimensional manner for the zonal and meridional
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components (U, V) of wind and will identify the Best in Class anemometer of the wind farm, resulting
in an initial identification of the defective anemometers.
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Abbreviations

The following abbreviations are used in this manuscript:

AEP Annual energy production
PCR Power curve ratio of a given turbine with respect to the BIC turbine
BIC Best in class turbine
PCRgap Power curve ratio gap in percent
Cp Power coefficient
U Wind speed
T Axis torque
Ω Angular velocity of the rotor
Ωlow Low rotor speed
ΩN Nominal rotor speed
β Pitch angle
TSR Tip speed ratio
FAST An aeroelastic computer-aided engineering tool for horizontal axis wind turbines
RMSE Root mean square error
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Abstract: When wind turbine blades are icing, the output power of a wind turbine tends to
reduce, thus informing the selection of two basic variables of wind speed and power. Then other
features, such as the degree of power deviation from the power curve fitted by normal sample data,
are extracted to build the model based on the random forest classifier with the confusion matrix for
result assessment. The model indicates that it has high accuracy and good generalization ability
verified with the data from the China Industrial Big Data Innovation Competition. This study looks
at ice detection on wind turbine blades using supervisory control and data acquisition (SCADA)
data and thereafter a model based on the random forest classifier is proposed. Compared with other
classification models, the model based on the random forest classifier is more accurate and more
efficient in terms of computing capabilities, making it more suitable for the practical application on
ice detection.

Keywords: ice detection; wind turbine blades; SCADA data; random forest classifier; power curve;
confusion matrix

1. Introduction

With the gradual depletion of traditional fossil fuels such as coal, oil and natural gas,
the development and use of new energy such as wind power has received increasing attention making
wind power one of the fastest growing energy sources in the world [1]. In 2017, the newly installed
capacity of wind power worldwide reached 52,492 MW, and the cumulative installed capacity reached
539,123 MW. Among them, the newly installed capacity of wind power in China accounted for 37%,
and the cumulative installed capacity accounted for 35%. The newly installed capacity of wind power
accounts for more than 15% of the total installed capacity in recent years, and the cumulative installed
capacity accounts for a steady increase. The Global Wind Energy Council (GWEC) predicts that as costs
drop and the market begins to recover at the end of this decade; global wind power installed capacity
will increase by more than 50% over the next five years. According to GWEC, as countries around the
world develop renewable energy sources to achieve emission reduction targets, wind energy costs
continue to decline, and by the end of 2022 installed capacity global wind power is expected to increase
to 840 GW [2].

Wind power however faces some challenges that restrict its development with cost making of
the list of the important issue. According to the study of Department of Energy (DOE), United States,
20% revenue growth of wind farms by 2030 will come from improvement of wind turbine working
status and reduction of maintenance costs. Using the appropriate maintenance and maintenance
strategy to reduce the cost of operation and maintenance is an important way to increase wind
farm income [3].
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Land-based wind farms are established mostly based on high altitude mountainous areas.
These regions experience low temperature and high humidity, which makes it possible for wind turbine
blades to form varying degrees of icing easily, especially in winter. However, there are shutdown events
caused by wind turbine blade icing, which seriously threatens the normal operation of wind power
plants. Any wind turbine blade icing will cause power loss, mechanical failure, equipment failure,
and safety issues [4]. The freezing of wind turbine blades changes the aerodynamic performance of
the blades, which yield into power generation loss. Equally, the uneven distribution of ice from the
blade changes the original mass distribution, making the wind turbine to run unstably, and causing
severe damage to the blade in varying degrees, which not only lead to huge economic losses, but also
have serious security risks [5]. Therefore, a reliable detection method for icing wind turbine blade is
very important, especially in the early stage icing detection.

Now there are many standards and guidelines that have been developed by the IEC (International
Electro technical Commission), and it has helped us a lot in analyzing turbine faults [6]. For the
problem of ice detection in the blades, the existing methods mainly use the mechanism of icing to
conduct theoretical analysis and research and establish the physical model of icing, then according
to the monitoring data, make a judgment whether the wind turbine blades are frozen at the current
moment. Davies et al. studied three methods of creating a power threshold curve to distinguish
the ice growth period from the non-icing period to identify the power loss caused by icing [7].
Wang et al. proposed a numerical simulation method for three-dimensional wind turbine blade
icing and compared it with experimental results to verify the effectiveness of the method [8]. Shu et al.
studied the characteristics of leaf icing and the severity of icing on the power characteristics of wind
turbines under natural icing conditions [9]. Blasco et al. performed a quantitative analysis of the power
loss of a representative 1.5 MW wind turbine under various icing conditions, attempting to reduce the
loss of wind farms in cold regions by formulating some control strategies [10]. Based on the analysis
of supervisory control and data acquisition (SCADA) data, Li et al. proposed a method for detection
of blade icing based on logistic regression [11]. Aral et al. proposes and demonstrates Phase-based
Motion Estimation (PME) and a motion magnification algorithm to perform non-contact structural
damage detection of a wind turbine blade [12]. Yu et al. developed a simple method to detect damage
based on a discrete mathematical model for fan blades using changes in natural frequencies combined
with a fluid-structure analysis [13]. The above research generally requires additional sensor placement
for wind turbine blades. The disadvantages such as inconvenient practical application and increased
wind farm operation and maintenance cost make them unable to be widely used in practice.

Vibration signal analysis [14] and SCADA system data analysis are two different aspects.
The former pays more attention to the analysis of the equipment mechanism, while the latter tends to
analyze the data. Both have their own advantages. Wind turbine blades work at high altitude, and they
are inconvenient to measure the vibration acceleration signal offline. The amount of acceleration signal
on the line is larger, which is inconvenient to transmit and store. Therefore, more and more people are
committed to using SCADA data to predict and diagnose wind turbine faults. The SCADA system is
the most widely used and technologically advanced data acquisition and monitoring system, in fault
diagnosis of a large amount of wind power equipment [14–19]. This system collects environmental
parameters and operating parameters of wind power equipment, which can fully characterize the
operational status of the wind turbine. More and more people use it for data modeling and analysis to
mine information of equipment fault and blade icing detection, etc. [20–24].

When the wind turbine blade is early frozen and detected by the model in this paper, this warning
information will be fed back to the wind farm owners (or managers, or controllers). At this time,
the wind farm has not experienced a serious accident. This early warning information of early icing
gave them time to deal with the icing of the wind turbine blades. During this time, they could use
other methods to reasonably arrange when to take measures such as deicing the blades, to prevent loss
and damage due to severe icing of wind turbine blades.
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This paper analyzes the SCADA data of a wind farm, combines the mechanism analysis and
data analysis of the wind turbine icing to extract features that are sensitive to wind turbine icing,
and then uses a random forest-based classification algorithm to achieve the detection of wind turbine
blade icing. The first section introduces the related theories of icing of wind turbine blades and the
research ideas of this paper; the second section introduces the related theories of the model based
on the random forest classifier and the model assessment method selected for this paper; the third
section is the data preprocessing which extracts the sensitive characteristics of early icing of wind
turbine blades by analyzing the SCADA data; the fourth section is optimization and comparison of the
model based on the random forest classifier with the results of other classifiers; and the last section is
the conclusion.

2. Materials and Methods

2.1. Ice Detection on Wind Turbine Blades

2.1.1. Theory and Process of Icing

Icing is a physical phenomenon with a complete and specialized theory and research system.
Blade icing of wind turbines is a type of atmospheric icing. The international standard ISO12494:
2017 [25] describes in detail the definition, scope, classification, principle, characteristics, and effects of
such an icing. For wind turbines, atmospheric icing refers to the process of icing in the air frozen or
adhered to objects exposed in the atmosphere under certain atmospheric conditions, including water
droplets, rain, drizzle, snow, and other forms.

There are three forms of blade icing: cloud ice, sedimentation ice and accumulation of frost. Cloud ice
refers to icing condensed from sub-cooled water droplets floating in clouds; sedimentation ice refers
to icing caused by freezing rain or wet snow under low temperature conditions; frost accumulation
refers to the direct phase change of water vapor. The icing process usually occurs at low temperatures.
Among them, cloud ice and sedimentation ice are more common in wind turbine icing, and once it
occurs, it will have a serious impact on the wind turbine and cause more damage.

2.1.2. Ice Detection Method

Ice detection analysis on blades is generally composed of several parts such as physical
principle analysis, icing process analysis, feature extraction, detection model establishment and result
presentation. This paper adopts blade detection model construction process based on a random forest
classification, as shown in Figure 1.

Original Data

Data Preprocessing

Icing Evolution Analysis Power Curve Fitting

Feature Extraction

Random Forest Classification Model 
Construction and Parameter Optimization

Model Evaluation

Result Output
 

Figure 1. Flow chart of model construction.
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Severe icing detection during the actual operation of the wind turbine is easily established,
but automatically deicing by the wind turbine deicing system is also a challenge. However, the icing
of the wind turbine blade is a slow process. In the early days of icing, the impact on the wind turbine
is generally small and difficult to find. Besides, early icing will cause certain changes to the shape of
the blades, which will cause water droplets in the atmosphere to stick to and freeze at the surface of
the blades. Eventually, the probability of serious icing is greatly increased. The treatment of early icing
is easier and has less impact on the wind turbine. It has a certain early warning effect of the occurrence
of severe icing. Therefore, the detection of early icing is very important.

2.2. Model Based on Random Forest Classifier

2.2.1. Random Forest Classifier

The random forest [26] is a machine learning algorithm first published in 2001 by Breiman, L.
which combines bagging ensemble learning theory [27] proposed in 1996, with the stochastic subspace
method proposed by Ho, T. in 1998 [28]. This model adopts bootstrapping re-sampling technology to
randomly select n samples from the original training sample set N and put it back randomly to generate
a new training sample set to train a decision tree. Then, the above steps generate m decision trees to
form a random forest. The classification results of new data-based upon the score formed by how many
classification trees vote. Its essence is an improvement in the decision tree algorithm, with multiple
decision trees merged together. The establishment of each tree depends on the independently extracted
samples. Figure 2 shows the basic structure of the random forest classifier.

Training sample set N Random sample set i Tree classifier i

Random sample set m

Random sample set 1

Tree classifier m

Tree classifier 1

Random Forest 
Classifier Results by voting

... ...

... ...

 

Figure 2. Basic structure of random forest classifier.

The classification ability of a single tree may be small, but after randomly generating many
decision trees, a test sample through the statistics of the classification of each tree is selected to obtain
the most likely classification.

1. The steps for the basic construction process of a random forest are: Use the bootstrapping method
from the original training set to select n samples randomly in m times to generate m training sets.

2. For the newly generated m training sets, train m decision tree classification models.
3. For a single tree, every time a new node based upon the information gain or information gain

ratio or the Gini is split to select the best split method.
4. Split each tree according to step 3 until the training sample is correctly classified at a certain node

or reaches the maximum depth of the tree.
5. Organize the resulting multiple decision trees into the random forest classifier and the final

classification results are determined by voting.

The randomness of each tree corresponding to the sampling of the training set and the way in
which part of the features are selected when splitting to form a new node. The random forest does not
need to be pruned and almost no over fitting occurs, and have good tolerance for noise and outliers,
high stability, and strong generalization ability. In addition, the random forest is suitable for parallel
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computing, and even for large samples and high latitude data, they have the higher training speed
and the achieve efficient calculation.

This paper used a model based on the random forest classifier to identify early icing data from
normal data to achieve the goal of predicting early icing failure, and then to determine if there would
be icing failure in the next period.

2.2.2. Model Assessment Method

The confusion matrix [29] is a classical method for evaluating the results of classification models.
Table 1 shows the confusion matrix representation.

Table 1. Confusion matrix representation.

Confusion Matrix Prediction of Icing Prediction of Non-Icing

Actual icing TP FN
Actual non-icing FP TN

where: TP indicates the proportion of all actual icing samples predicted to be icing samples; TN indicates the
proportion of all actual non-icing samples predicted to be non-icing samples; FP indicates the proportion of all
actual non-icing samples predicted to be icing samples; FN indicates the proportion of all actual icing samples
predicted to be non-icing samples.

In addition, based upon the confusion matrix the precision of the test results and the recall rate
assessed further to evaluate the model classification results [26].

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)

3. Data Preprocessing

3.1. Data Sources and Introduction

In this paper, the test data are driven from the first China Industrial Big Data Innovation
Competition [30], which contains two wind turbines SCADA data in a wind farm provided by
Goldwind for predicting icing failures on blades. The SCADA data of each wind turbine contains
28 variables such as the time stamp, operating condition parameters, environmental parameters,
and status parameters. The acquisition time was two months and with the sample size of about 580,000.
Table 2 shows the statistical information of SCADA data. In addition, more detailed information of
SCADA data can be seen in the Appendix A, Table A1.

Table 2. Statistical information of supervisory control and data acquisition (SCADA) data.

Data Set Sample Size Time Range

Wind turbine 15# 393,886 November & December 2015
Wind turbine 21# 190,494 November 2015

In addition, the organizers of the event conducted preliminary processing on the data,
which removed severely frozen data and made the data not continuous; the data was also standardized,
thus lost the physical meaning of the original data. Standardization means that making the mean of
every variable in data is 0 and the variance is 1. The contest organizer has already set the labels for the
data-icing and non-icing (due to the authority of the data owner and the supervisor, the accuracy of
the data label is guaranteed, so the basis for judging whether the data is frozen or not is also credible);
we only need to process the data that has been tagged.
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3.2. Features Extraction

Some indicators in the raw data given by the contest organizers are sensitive to icing, and some
indicators are almost not related to icing. So, the first step in this paper on the data is to pick out the
icing-sensitive indicators from the raw data indicators. However, relying solely on these indicators
does not well identify early icing data from non-icing data, this paper further processed the data and
obtained some better indicators of icing and non-icing. In general, it is through the screening and
supplementation of indicators to achieve better characterization of early icing with fewer features,
which not only reduces the running time of the model but also gives better results.

This section will introduce the process of data preprocessing, including the screening of basic
features and the construction of other features, with giving some figures to make features more
intuitively judgment—whether it is easier to distinguish between icing and non-icing.

Extraction features, especially quantitative features [31] are very essential for the fault diagnosis of
equipment. On the one hand, because the inertia of the wind turbine blade will reduce the correlation
between the instantaneous power and the instantaneous wind speed, taking the average value from
the data over a certain time span can reduce the inertial effect to some extent. On the other hand,
in the original data, about 8 samples are collected every minute, but because the data provider has
deleted some data, the sample interval time in the data is not fixed. So, the data are resampled in
one-minute intervals, the specific process is as follows. According to the timestamp, the SCADA data
grouped every minute for the time span, and then the mean of each group sample is taken as the new
sample characteristics.

V =
1
n

n

∑
i=1

wind_speedi (3)

where V is the average wind speed—the new sample characteristics; n is the number of wind_speed in
one minute. The solutions of average power P and other new variables are the same as Equation (3).

Then the data is filtered.

1. Filter unspecified data. In the given raw data set, the data covers normal sample data, icing
sample data, and other unspecified data, according to the status tag. Unspecified data will
affect the classification of normal sample data/icing sample data, due to the uncertainty of its
information; it will be classified as invalid data.

2. Filter samples below 80% of full power. Taking wind turbine 21# as an example, it can be found
that when the wind turbine is at more than 80% full power icing status data does not exist by
comparison of the original instantaneous power-wind speed scatter plot (shown in Figure 3),
and the processed average power-wind speed scatter plot (shown in Figure 4). In other words,
the wind turbine power cannot reach 80% of full power after the blade’s freeze. Filter the samples
below 80% of full power can make it easier to identify early icing data.

In following figures, the green points are in the wind turbine normal state and the red points are
in the icing state. The blue lines in Figures 3 and 4 represent the dividing lines representing 80% of
full power.
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Figure 3. Original instantaneous power-wind speed scatter plot.
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Figure 4. Average power-wind speed scatter plot.

Filter unspecified data and samples below 80% of full power and normalize the remaining data
(making the scale from 0 to 1), then plot the average power and average wind speed as a scatter plot
(shown in Figure 5).

Figure 5. Average power-wind speed with removing more than 80% full power data scatter plot.
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Wind turbines are devices that convert wind energy into mechanical energy and then into electrical
energy, where wind speed and power are regarded as the two basic features of icing prediction.
When the blades freeze, the shape and aerodynamic characteristics of the blades will change, reducing
the power output. Therefore, when the wind turbine blades freeze, the relationship of the output
power and the wind speed will be changed.

In the non-icing condition, the wind machine operates according to the wind turbine power
characteristic curve in the normal mode (the green part of Figure 5). After the icing formation, the actual
operation state of the wind turbine will deviate, and the power cannot reach the rated power. When the
normal state sample data is used, the abnormal point eliminated, the power characteristic curve of
the wind turbine is fitted to obtain a baseline model of the power characteristic curve [32], and then
this model is used to predict the output power at the corresponding wind speed. The baseline model
obtained by curve fitting is shown in Figure 6.

Average wind speed (m/s)
0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

1.2

Figure 6. Fitted power curve.

From Figure 6 the icing sample is more deviating from the baseline model than the normal sample,
thus constructing another feature of icing prediction, which can distinguish then better: the degree of
deviation from the output power.

C =
Ppre − Preal

Ppre
= 1 − Preal

Ppre
(4)

where Preal is the actual measured output power and Ppre is the output power estimated by the actual
wind speed and power curve.

After calculating the power degree by Equation (4), to facilitate visual observation of whether the
variable is helpful for model classification, we draw a figure about relationship between the power
degree and the average wind speed, as shown in Figure 7. As can be seen from Figure 7, there are
more red dots (icing samples) that are distinguished from green dots (non-icing samples).
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Figure 7. Relationship between degree of deviation and average wind speed.

In the early stage of icing, the operation state of the wind turbine is similar to the normal state,
and it is difficult to separate the icing state from the normal state. However, the detection of early icing
conditions is a very important process, and the healthy operation of the wind turbine unit is of utmost
importance. It can minimize the loss to the unit due to icing on the blades. Because icing is a cumulative
process, instantaneous characteristics such as the wind speed, the power, and the degree of deviation
make it difficult to characterize fully icing conditions, especially in the early icing part. Therefore, it is
necessary to analyze the evolution of the icing process and extract features that can characterize icing
changes to better distinguish early icing conditions and achieve early icing prediction.

This paper mainly extracts features of early icing based upon the characteristics of degree
of deviation. The icing process of the wind turbine contains certain periodicity, thus calling for
serialization of the original data. Calculate the average rate of change (ΔC) of the degree of deviation
at the corresponding time in each time segment.

ΔC =
Ct − Ct1

t − t1
(5)

where ΔC represents the average rate of change of the current degree of deviation; Ct represents
the current degree of deviation; Ct1 represents the degree of deviation from the previous moment;
t − t1 represents the time span (t is the current time after digitization and t1 is the previous time
after digitization).

Then, according to the sliding window method, take ten minutes as the window length and one
minute as the moving step length to obtain the maximum value maxC to the degree of deviation and
the cumulative value sumΔC of the ΔC within 10 min before the current time.

First, this paper selects two basic features from the 28-dimensional features in the given data,
and then adds four additional features based upon the mechanism of the wind turbine operation and
icing. Finally, Table 3 represents the six groups of icing prediction features obtained.
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Table 3. Features of ice detection on wind turbine blades.

Features Description

V Average wind speed
P Average power
C Degree of deviation of P

ΔC Average rate of change of C
maxC Maximum value of C

sumΔC Cumulative value of ΔC

4. Results

4.1. Classification Model Optimization

This paper mainly adjusts two important parameters of the model based on the random forest
classifier to optimize the model: the number of trees and the maximum depth of the tree. Divide 70%
of sample data of wind turbine 15# into the training set, 30% of sample data into the test set, adjust the
number of decision tree and maximum depth of a tree in the random forest classifier, and then calculate
the output from the model. The confusion matrix is chosen as the evaluation index, and the calculation
results are shown in Table 4.

Table 4. Results of the model based on random forest classifier optimization.

Confusion Matrix/%
Number of Trees

10 20 30 40

Maximum depth of the tree

5
(

64.8 35.2
17.4 82.8

) (
66.7 33.3
15.6 84.4

) (
67.8 32.2
14.3 85.7

) (
68.5 31.5
13.1 86.9

)
10

(
77.6 22.4
12.3 87.7

) (
80.1 19.9
8.8 91.2

) (
84.2 15.8
7.9 92.1

) (
88.5 11.5
5.6 94.4

)
15

(
86.7 13.3
9.8 90.2

) (
89.8 10.2
4.4 95.6

) (
90.6 9.4
3.2 96.8

) (
91.0 9.0
3.5 96.5

)
20

(
90.6 9.4
5.6 94.4

) (
91.3 8.7
2.4 97.6

) (
91.8 8.2
2.5 97.5

) (
91.9 8.1
2.6 97.4

)
25

(
91.2 8.8
2.8 97.2

) (
92.2 7.8
2.5 97.5

) (
92.1 7.9
2.6 97.4

) (
92.0 8.0
2.5 97.5

)
30

(
91.1 8.9
2.8 97.2

) (
92.1 7.9
2.6 97.4

) (
92.1 7.9
2.6 97.4

) (
92.1 7.9
2.7 97.3

)

From Table 4, random forest model parameters selections are: the number of trees 20, and the
maximum depth 25.

4.2. Test Results

After the optimization of the model based on the random forest classifier in the previous section,
the parameters of the model based on the random forest classifier are determined.

The next four groups of tests are about the different classification results of the model based on the
random forest classifier between data of wind turbines 15# and 21#. The train and test set details and
the classification results from each test are as follows. In addition, in the following tables, the indicator,
the running time, refers to the total time the model takes to training and predicts the data on the
experimental computer.

In the Test No. 1, 70% of the sample data of the wind turbine 15# was divided into training sets,
and 30% of the sample data was divided into a test set. The results are shown in Table 5.

374



Energies 2018, 11, 2548

Table 5. Result of Test No. 1 (Running time: 27.0 s).

Confusion Matrix Prediction of Icing Prediction of Non-Icing

Actual icing 92.2% 7.8%
Actual non-icing 2.5% 97.5%

In the Test No. 2, 70% of the sample data of the wind turbine 21# divided into training sets,
and 30% of the sample data is the test set, as shown in Table 6.

Table 6. Result of Test No. 2 (Running time: 14.2 s).

Confusion Matrix Prediction of Icing Prediction of Non-Icing

Actual icing 85.6% 14.4%
Actual non-icing 5.0% 95.0%

Test No. 3 takes all the sample data of wind turbine 21# into the training set and the sample data
of 15# wind turbine into test set, as shown in Table 7.

Table 7. Result of Test No. 3 (Running time: 38.1 s).

Confusion Matrix Prediction of Icing Prediction of Non-Icing

Actual icing 82.2% 17.8%
Actual non-icing 18.2% 81.8%

Test No. 4 takes all the sample data of wind turbine 15# into the training set and the sample data
of wind turbine 21# into the test set, as shown in Table 8.

Table 8. Result of Test No. 4 (Running time: 26.8 s).

Confusion Matrix Prediction of Icing Prediction of Non-Icing

Actual icing 89.8% 10.2%
Actual non-icing 8.8% 91.2%

Consequently, the classification results between different classification models are also compared.
This paper selects the logistic regression classifier, the GBDT (Gradient Boosting Decision Tree) classifier
and the random forest classifier for comparison. In these tests, 70% of the sample data of the wind
turbine 15# is the training set, and 30% of the sample data is set as the test set.

Test No.5 used a logistic regression classification model. After the optimization, the classification
threshold was set to 0.86, as results shown in Table 9 demonstrate.

Table 9. Result of Test No. 5 (Running time: 86.7 s).

Confusion Matrix Prediction of Icing Prediction of Non-Icing

Actual icing 88.8% 11.2%
Actual non-icing 8.8% 91.2%

The GBDT classification model was used in the Test No. 6. In addition, after the model
optimization, the classification result is presented in Table 10.

Table 10. Result of Test No. 6 (Running time: 56.8 s).

Confusion Matrix Prediction of Icing Prediction of Non-Icing

Actual icing 76.6% 23.4%
Actual non-icing 5.7% 94.3%
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The precision and recall of the six tests computed separately, and the obtained results are shown
in Table 11.

Table 11. Precision and recall tests.

Test Number Train Data Test Data Model Precision Recall

No. 1 70% of 15# 30% of 15# RF 97.4% 92.2%
No. 2 70% of 21# 30% of 21# RF 94.5% 85.6%
No. 3 all of 21# all of 15# RF 81.9% 82.2%
No. 4 all of 15# all of 21# RF 91.1% 89.8%
No. 5 70% of 15# 30% of 15# LR 97.4% 88.8%
No. 6 70% of 15# 30% of 15# GBDT 93.1% 76.6%

Where RF means random forest classifier, and LR means logistic regression classifier.

As we all known, for a classification model, when both precision and recall have higher values at
the same time without considering other factors, the model is thought to have a better performance.
Through the comparison of test results we draw, the following summary is concluded:

1. Considering precision and recall at the same time, the results of the model based on the random
forest classifier are better than other models (as the result of Table 11 shown), so that the model
based on the random forest classifier has high accuracy in ice detection of wind turbine blades
and can identify the early failure.

2. The trained model based on the random forest classifier still performs well on a new test set
(as the results of Tests No. 3 and No. 4 shown), so that the model has good generalization ability,
thus it has a strong adaptability to the new sample data.

3. The data of wind turbine 15# is more than the data of 21#. From the results of these tests (as the
results of Tests No. 1, No. 2, No. 3, and No. 4), when only focusing on precision and recall
without considering the running time, increasing the sample size of the training set can improve
the classification performance of the model.

4. Considering the running time of these models, the model based on the random forest classifier
shorter running time than the logistic regression and the GBDT classification models (as the
results of Tests No. 5 and No. 6), so that the model based on the random forest classifier has more
efficient calculation ability.

5. Conclusions

To detect wind turbine blade icing, a model based on the random forest classifier was proposed.
The model with high accuracy and good generalization ability was verified by the data of the China
Industrial Big Data Innovation Competition.

1. The features extracted in this paper well reflect the characteristics of icing failure. Two basic
variables of wind speed and output power from SCADA data and more instantaneous and
statistical features extracted from a power curve can be used to characterize the early icing on
wind turbine blades. The various models selected in this paper have good results on this data
set. So, it has high practical application value for ice detection in wind farms, which, as reflected
in the effective prevention of severe ice formation in the blades, increase of wind farm’s profit,
and reduction of safety accident.

2. The model based on the random forest classifier has very high accuracy and good generalization
ability for ice detection on a wind turbine’s blades, which is used to identify the early icing.
Compared with other classification models, the model based on the random forest classifier has
higher accuracy and more efficiency in terms of computing capabilities, making it more suitable
for the practical application of ice detection.
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3. In the identification of new data, the accuracy of the model has reached more than 80%,
which shows that there is room for further improvement. In the future, it can expand better
features or use other models to ensure the best results in both accuracy and generalization.
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Appendix A

Table A1. Variable name and description.

Number Name Description

1 time timestamp
2 wind_speed wind speed
3 generator_speed generator speed
4 power grid side active power
5 wind_direction wind direction
6 wind_direction_mean mean of wind direction
7 yaw_position yaw position
8 yaw_speed yaw speed
9 pitch1_angle pitch 1 angle

10 pitch2_angle pitch 2 angle
11 pitch3_angle pitch 3 angle
12 pitch1_speed pitch 1 speed
13 pitch2_speed pitch 2 speed
14 pitch3_speed pitch 3 speed
15 pitch1_moto_tmp pitch motor 1 temperature
16 Pitch2_moto_tmp pitch motor 2 temperature
17 Pitch3_moto_tmp pitch motor 3 temperature
18 acc_x X-direction acceleration
19 acc_y Y-direction acceleration
20 environment_tmp environment temperature
21 int_tmp cabin temperature
22 pitch1_ng5_tmp ng5 1 temperature
23 pitch2_ng5_tmp ng5 2 temperature
24 pitch3_ng5_tmp ng5 3 temperature
25 pitch1_ng5_DC ng5 1 charger DC current
26 pitch2_ng5_DC ng5 2 charger DC current
27 pitch3_ng5_DC ng5 3 charger DC current
28 group data group identification
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