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Abstract: The Special Issue on “Integration of High Voltage AC/DC Grids into Modern Power
Systems” is published. A total of five qualified papers are published in this Special Issue. The topics
of the papers are control, protection, operation, planning, and scheduling of high voltage AC/DC
grids. Twenty-five researchers have participated in this Special Issue. We hope that this Special Issue
is helpful for high voltage applications.

Keywords: High Voltage AC/DC Grids; Power Systems Control; Power Systems Operation;
Power Systems Optimization; Power Systems Planning; Power Systems Protection

1. Introduction

Electric power transmission relies on AC and DC grids. The large integration of the conventional
and non-conventional energy sources and power converters into power grids has resulted in a
demand for High Voltage (HV), Extra-High Voltage (EHV), and Ultra-High Voltage (UHV) AC/DC
transmission grids in modern power systems [1–3]. To ensure the security, adequacy, and reliable
operation of power systems, practical aspects of interconnecting HV, EHV, and UHV AC/DC grids into
the electric power systems, along with their economic and environmental impacts should be considered.
The stability analysis for planning and operation of HV, EHV, and UHV AC/DC grids in power systems
is regarded as the other key issue in modern power systems [4,5]. Moreover, interactions between
power converters and the other power electronics devices (e.g., FACTS devices) installed on the network
are the other aspects of power systems that must be addressed [6]. This Special Issue aims to investigate
the integration of HV, EHV, and UHV AC/DC grids into modern power systems by analyzing their
control, operation, protection, dynamics, planning, reliability, and security along with considering
power quality improvement, market operations, power conversion, cybersecurity, supervisory and
monitoring, diagnostics, and prognostics systems.

2. Integration of High Voltage AC/DC Grids into Modern Power Systems

M. J. Alvi, et al. [7], in their paper entitled “Field Optimization and Electrostatic Stress Reduction
of Proposed Conductor Scheme for Pliable Gas-Insulated Transmission Lines”, performs the geometric
and electrostatic field optimization for Flexible Gas-Insulated Transmission Lines (FGILs) regarding
stranded conductors. Also, the impact of conductor irregularity on field dispersion is investigated,
and a Semiconducting Film (SCF)-coated stranded conductor is suggested as a potential candidate for
FGILs. Owing to the performed optimized design, an 11 kV scaled-down model of a 132 kV FGIL is
fabricated to practically investigate the electrostatic and dielectric stresses in the FGIL through an HV
experimental setup.

F. Mohammadi, et al. [8], in their paper entitled “An Improved Mixed AC/DC Power Flow
Algorithm in Hybrid AC/DC Grids with MT-HVDC Systems”, proposes a mixed AC/DC Power Flow
(PF) algorithm for hybrid AC/DC grids with Multi-Terminal High-Voltage Direct Current (MT-HVDC)

Appl. Sci. 2020, 10, 3682; doi:10.3390/app10113682 www.mdpi.com/journal/applsci1
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systems. The proposed strategy is a fast and accurate method, which is capable of optimizing the AC/DC
PF calculations. Except for the high accuracy and optimized performance, considering all operational
constraints and control objectives of the integration of MT-HVDC systems into the large-scale AC grids
is the other contribution of this paper. The calculated results by the mixed AC/DC PF problem can be
used for the planning, scheduling, state estimation, small-signal stability analyses. The mixed AC/DC
PF algorithm is applied to a five-bus AC grid with a three-bus MT-HVDC system and the modified
IEEE 39-bus test system with two four-bus MT-HVDC systems (in two different areas), which are
all simulated in MATLAB software. To check the performance of the mixed AC/DC PF algorithm,
different cases are considered.

A. H. Shojaei, et al. [9], in their paper entitled “Multi-Objective Optimal Reactive Power
Planning under Load Demand and Wind Power Generation Uncertainties Using ε-Constraint Method”,
attempts to address Reactive Power Planning (RPP) as a probabilistic multi-objective problem to reduce
the total cost of reactive power investment, minimize the active power losses, maximize the voltage
stability index, and improve the loadability factor. The generators’ voltage magnitude, the transformers
tap settings, and the output reactive power of the VAR sources are considered as the main control
variables. To deal with the probabilistic multi-objective RPP problem, the ε-constraint technique
is employed. To validate the efficiency of the proposed method, the IEEE 30-bus test system is
implemented in the GAMS environment under five various conditions.

Y. Cui, et al. [10], in their paper entitled “Effect of Ionic Conductors on the Suppression of PTC and
Carrier Emission of Semiconductive Composites”, discusses the Positive Temperature Coefficient (PTC)
effects of electrical resistivity in perovskite La0.6Sr0.4CoO3 (LSC) particle-dispersed semiconductive
composites of HVDC cables based on experimental results from Scanning Electron Microscopy (SEM),
Transmission Electron Microscopy (TEM) and a semiconductive resistance test device.

T. T. Nguyen, et al. [11], in their paper entitled “Optimal Scheduling of Large-Scale
Wind-Hydro-Thermal Systems with Fixed-Head Short-Term Model”, implements a Modified Adaptive
Selection Cuckoo Search Algorithm (MASCSA) for determining the optimal operating parameters of a
hydrothermal system and a wind-hydro-thermal system, to minimize the total electricity generation
cost from all available thermal power plants. The fixed-head short-term model of hydropower plants
is taken into consideration. All hydraulic constraints, such as initial and final reservoir volumes,
the upper limit and lower limit of reservoir volume, and water balance of reservoir, are seriously
considered. The proposed MASCSA competes with the conventional Cuckoo Search Algorithm (CSA)
and Snap-Drift Cuckoo Search Algorithm (SDCSA). Two test systems, (1) four hydropower plants and
four thermal power plants with valve effects over one day with twenty-four one-hour subintervals,
and (2) four hydropower plants, four thermal power plants, and two wind farms with the rated power
of 120 MW and 80 MW over one day with twenty-four one-hour subintervals, are employed to check
the validity and accuracy the proposed method and compare its performance with the mentioned
CSA-based methods.

Funding: This research received no external funding.
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Featured Application: Flexible gas-insulated transmission lines (FGILs) are a potential

candidate for the trenchless underground implementation of high-voltage transmission lines

in metropolitan areas. This research highlights the necessity of field intensity minimization and

field irregularity suppression for FGILs regarding stranded conductors and proposes a practicable

scheme for the same. The proposed scheme will facilitate the achievement of analogous

electrostatic and dielectric characteristics for FGILs as compared to conventional gas-insulated

lines (GILs).

Abstract: The implementation of stranded conductors in flexible gas-insulated transmission lines
(FGILs) requires field intensity minimization as well as field irregularity suppression in order to avoid
dielectric breakdown. Moreover, the interdependence of enclosure and conductor sizes of FGILs
regarding electrostatic aspects necessitate critical consideration of their dimensional specifications.
In this research, geometric and electrostatic field optimization for FGILs regarding stranded conductors
is performed. In addition, the effect of conductor irregularity on field dispersion is analyzed,
and a semiconducting film (SCF)-coated stranded conductor is proposed as a potential candidate
for FGILs. Considering the performed optimized design, an 11 kV scaled-down model of a 132-kV
FGIL was also fabricated in order to practically analyze its electrostatic and dielectric performances
regarding simple and SCF-coated stranded conductors. Simulation and experimental investigations
revealed that the SCF-coated stranded conductor significantly minimized the field irregularity of the
FGIL along with improving in its dielectric breakdown characteristics.

Keywords: dielectric strength; field grading; field utilization factor (FUF); gas-insulated transmission
line; metropolitan; stranded conductor

1. Introduction

Escalating urbanization and industrialization has resulted in an increased load demand along
with the necessity of higher system stability and reliability, which requires the upgrade and new
installation of power transmission schemes (PTSs) [1–5]. Moreover, renewable energy integration [6,7],
smart grid development [5,8], and the need of interruption-free operation in the case of faults [8,9] also
require the implementation of PTSs within metropolitan areas [10,11]. Researchers have described that
conventional PTSs include overhead lines (OHLs) [1,3,5,10,12], underground cables (UGCs) [7,13,14] and
gas-insulated lines (GILs) [15–18]. Literature regarding the metropolitan application of PTSs mentioned

Appl. Sci. 2019, 9, 2988; doi:10.3390/app9152988 www.mdpi.com/journal/applsci5
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that OHLs and UGCs encounter hindrances such as right of way [2,3,19], spatial proximity [9,20,21],
aesthetics [19,20], system failure due to prolonged fault clearance time [8,9], corrosion [2,22], trench
requirements [14,23], and electromagnetic compatibility (EMC) concerns [2,4,21,24,25]. Further, studies
mentioned that conventional GILs also face impediments regarding their implementation in urban
vicinities due to their metallic profile, such as their structural rigidity [15,25,26], larger bending radius
and lay length [15,16,27], jointing complexities [15,17,27], corrosion protection [16,24,28], requirement
of acceleration dampers [17,24,29], and trench development [11,27,30]. Thus, protruding urbanization,
despite being a potential load consumer, critically curtails the implementation of conventional PTSs in
metropolitan vicinities.

References [11,31–34] reveal that flexible gas-insulated lines (FGILs) comprised of a reinforced
thermoplastic enclosure, stranded conductor, and polyurethane (PU) post insulator are a potential
candidate for curtailing the intricacies associated with the implementation of conventional PTSs in
metropolitan areas. Further, researchers [35–37] have mentioned that flexible cables and enclosures like
FGILs are practicable for horizontal directional drilling (HDD)-based underground laying schemes and
do not require trench development, which is highly beneficial in urban vicinities. Thus, the simplification
of several issues associated with conventional PTSs like right of way, EMC concerns, trench requirement,
corrosion protection, and larger land area requirement makes FGILs an appropriate scheme for the
subsurface metropolitan application of high-voltage lines. However, researchers have mentioned
that the contour irregularity of stranded conductors [38] is a point of concern due to its irregular
field distribution [39,40], which results in poor field utilization [17,24,41,42] and augments partial
discharge activity [43–45] and streamers [43,45,46]. Moreover, references [17,24,41,42] mentioned that
the interdependence of enclosure and conductor sizes apropos of field utilization necessitate critical
consideration regarding the dimensional specifications of FGILs in case of any variation in their field
utilization. Thus, field irregularity due to stranded conductors in FGILs along with its effect upon
dimensional specification needs thoughtful consideration.

Researchers [47–56] mentioned that regarding GILs, irregular field distribution and partial
discharge activity due to electrode irregularities could be curtailed by the implementation of a solid
dielectric layer on the electrode. However, the implementation of a solid dielectric layer in an FGIL
would result in its reduced structural flexibility, which is objectionable regarding their metropolitan
applications. A probable solution for conductor irregularity suppression in FGILs could be the
implementation of a flexible semiconducting film (SCF) over the stranded conductor. SCFs basically
exhibit non-linear conducting characteristics and will facilitate the minimization of the field irregularity
and field intensity of FGILs without compromising their structural flexibility. Thus, considering the
field irregularity concerns of FGILs, in this research, Autodesk Inventor® was used to model the
geometric variants of stranded conductors. These conductor models were then analyzed in COMSOL
Multiphysics® regarding electrostatic and dielectric aspects along with the development of the
geometrically and electrostatically optimized FGIL model. Considering the performed optimized
design, an 11 kV scaled-down model of a 132 kV FGIL was also fabricated in order to practically
investigate the electrostatic and dielectric stresses in the FGIL through a high-voltage experimental setup.
Simulation and experimental investigations revealed that SCF-coated stranded conductor significantly
minimized the field irregularity of the FGIL and improved its dielectric breakdown characteristics.

2. Stranded Conductor Geometric Variants

Stranded conductors are normally discriminated on the basis of strand geometry as well as
the compactness technique used in the conductor development [57]. The geometric configuration of
stranded conductors used in UGCs and OHLs are specified in Table 1, and Figure 1 represents circular
and trapezoidal strand conductors [57].
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Table 1. Stranded conductors used in conventional power transmission systems.

Sr. No. Conductor Type Strand Geometry

1. Concentric strand Circular
2. Compact strand Circular
3. Compact strand Trapezoidal

 
(a) (b) 

Figure 1. (a) Circular strand and (b) trapezoidal strand conductors used in conventional power
transmission schemes.

Electric Field Dispersal Regarding Strand Geometry

The electric field dispersion in a region normally depends upon electrode geometry, surface
irregularity, and gap distribution [58]. The field utilization factor (FUF) gives an idea of the effective
utilization of field space and facilitates analysis of the electrostatic stresses imposed upon the dielectric
material. In general, the FUF can be evaluated through Equation (1), where Eavg denotes the average
electric field and Emax denotes the maximum electric field. Further, pertaining to its coaxial configuration,
the FUF for an FGIL can be calculated through Equation (2), where R is the enclosure’s radius in
millimeters and r is the conductor’s radius in millimeters [41].

η =
Eavg
Emax

(1)

F =
r·(ln R

r )
R− r

(2)

3. Design and Analysis

3.1. Dimensional Optimization of FGIL Enclosure Apropos of Stranded Conductor

The selection of a stranded conductor for an FGIL requires reconsideration regarding enclosure
diameter because the FUF for GILs is normally kept in the range of 0.5 to 0.6 and is directly related with
their dimensional specifications [24,41,42]. In a standard GIL, enclosure and conductor dimensions are
normally selected to have approximately 1 as the solution of the logarithmic expression in Equation (2).
That is, the enclosure diameter is approximately three times the conductor diameter [24,41,42]. However,
in order to have an optimized enclosure size regarding the required FUF, Equation (2) was rearranged
for enclosure dimension and expressed as Equation (3). Considering that Equation (3) appears as
an implicit equation, its solution was performed through the Newton–Raphson iterative (NR) method
in MATLAB® with the required accuracy up to four decimals and an initial estimate of 50 for the
unknown parameter (i.e., enclosure radius). The estimated values and their errors showed a converging
trend, and the enclosure radius finally converged in eleven iterations up to the required accuracy.
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Dimensional appraisal of conductor and enclosure revealed that the enclosure was approximately
three times the conductor size and resulted in the achievement of the desired FUF.

R = rexp
(
F·
((

R
r

)
− 1
))

(3)

3.2. Electrostatic Field Optimization of the FGIL

Electric field optimization is obligatory in electrical systems in order to eradicate the prospect
of dielectric failure due to partial discharge or gap discharge [58]. Considering the stranded
conductor as a potential candidate for pliable GILs and concerning its surface irregularity, detailed
electrostatic appraisal is essentially required for the proposed scheme. Protrusions and surface
irregularities in stranded conductors may lead to escalated electric fields on the conductor’s surface
contour, which may result in detrimental partial discharge activity followed by dielectric strength
degradation due to streamers [43–45,58]. Thus, considering the importance of field dispersion in pliable
GIL, COMSOL Multiphysics®-based electrostatic analysis was performed for the FGIL regarding
the stranded conductor specimens given in Table 2 in comparison to existing GILs in order to
achieve minimal electrostatic stresses as per the required standards for gas-insulated equipment.
The stranded conductors used in the electrostatic examination were developed using Autodesk
Inventor®. Dimensional and technical specifications like electrode gap, thickness, and diameter for
the conventional and proposed schemes were based upon ASTM B 232, ASTM B 857, and 132 kV GIL
standards along with the evaluations of Section 3.1 [59,60]. Table 2 presents the detailed specifications
of different conductor specimens used in the electrostatic stress investigation [59,61,62].

Table 2. Conductor specimens used in the comparative appraisal.

Specimen
No.

Category Material Structure
Strand

Geometry
Profile

Diameter
(mm)

1. Conventional Aluminum Hollow Smooth 89
2. Proposed Aluminum Stranded Circular Irregular 44.79
3. Proposed Aluminum Stranded Trapezoidal Irregular 44.70

3.2.1. Electrostatic Field Dispersion Apropos of Conventional and Stranded Conductors

Concerning the analysis of the field dispersion along with identification of regions of high electric
fields in the proposed GIL scheme, COMSOL Multiphysics®-based models for conventional and
pliable GILs were developed and compared regarding the different conductor configurations given in
Table 2. Figure 2a,b demonstrates the electric potential and electric field dispersion in a conventional
GIL. Figure 3a,b exhibits the electric potential and electrostatic field dispersal in the proposed GIL with
a circular strand conductor. Figure 4a,b represents the electric potential and electrostatic field distribution
in the proposed GIL with trapezoidal strand conductor. Field dispersion regarding conventional and
proposed schemes revealed that stranded conductors resulted in regions of concentrated electric field on
the conductor’s surface contour. Figure 5a,b represents the enlarged view of such concentrated electric
field regions in the FGIL scheme regarding specimen 2 and specimen 3 of Table 2. Critical perusal of
Figures 2–5 regarding electric field dispersion reveals that due to protrusions and surface irregularities
of the stranded conductors, high electric fields appeared on their surface contour as compared to
the conventional scheme with a smooth solid conductor. However, the trapezoidal strand conductor
had approximately 10% lower magnitude of maximum electric field stresses due to its relatively
smoother profile in comparison to the circular strand conductor. Figure 6 compares the average
and maximum electric fields for conventional and proposed GIL schemes regarding the different
conductor specimens described in Table 2. Further, Figure 7 compares the FUF for conventional and
proposed GIL schemes regarding the different conductor specimens described in Table 2. Detailed
analysis of Figures 6 and 7 revealed that the surface irregularity of stranded conductors in the proposed
pliable GIL resulted in objectionably high electric fields regarding specimen 2 and specimen 3 in

8



Appl. Sci. 2019, 9, 2988

comparison to the conventional scheme regarding specimen 1. Further, the field utilization factor was
also reduced by 31% and 23% respectively for specimens 2 and 3 regarding proposed pliable GIL in
comparison to specimen 1 regarding the conventional scheme. A probable solution to the above stated
problem could be to enlarge the enclosure‘s diameter or to suppress the conductor’s irregularity [63–65].
COMSOL Multiphysics®-based simulations were performed for this purpose, which revealed that
enclosure enlargement resulted in the minimization of the irregular field distribution and reduced the
electrostatic stresses on the conductor’s surface. However, the FUF was reduced in comparison to the
standard allowable limit for GILs because as per GIL standards, the enclosure’s diameter should be
approximately three times the conductor’s diameter in order to acquire an FUF in the permissible range
of 0.5 to 0.6 [17,24,41,42]. The violation of the aforementioned constraint regarding enclosure diameter
resulted in a poor field utilization factor for the proposed scheme, which is objectionable as per GIL
standards. Thus, remedial measures regarding suppression of irregularities in the stranded conductor
must be taken in order to achieve the required FUF and eradicate concentrated electric field regions.

 

(a) (b) 

Figure 2. (a) Potential difference and (b) field distribution apropos of a conventional gas-insulated
transmission line (GIL) regarding specimen 1 of Table 2.

 

(a) (b) 

Figure 3. (a) Potential difference and (b) field distribution apropos of the proposed pliable GIL regarding
specimen 2 of Table 2.

9
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(a) (b) 

Figure 4. (a) Potential difference and (b) field distribution apropos of the proposed pliable GIL regarding
specimen 3 of Table 2.

 

(a) (b) 

Figure 5. Location and magnitude of the maximum electric field for the proposed pliable GIL regarding
(a) specimen 2 and (b) specimen 3 of Table 2.

Figure 6. Average and maximum electric field comparison regarding the different conductor specimens
described in Table 2.
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Figure 7. Field utilization factor comparison regarding the different conductor specimens described in
Table 2.

3.2.2. Contour Irregularity Suppression of Stranded Conductor

Considering the objectionable deviations in the field utilization of the proposed FGIL due to
stranded conductors, irregularity suppression essentially needs to be done in order to acquire the
required FUF. A probable solution could be the implementation of a silicon carbide (SiC)-impregnated
polyester-based SCF of 0.1–0.4 mm thickness on the stranded conductor in order to acquire a relatively
smoother conductor profile [39,66,67]. The implementation of such film-coated stranded conductors in
gas-insulated equipment necessitates detailed electrostatic and dielectric appraisal, as no published
research regarding the implementation of field-graded stranded conductors in gas-insulated equipment
exists to date.

3.2.3. Electrostatic Field Dispersion Apropos of Film-Coated Stranded Conductors

Concerning the effectivity of irregularity suppression for stranded conductors in terms of field
utilization factor and electric field dispersion, SCF-coated stranded conductors were developed using
Autodesk Inventor®. Dimensional specifications for the SCF-coated stranded conductors were based
upon the ASTM B 232 and ASTM B 857 standards for stranded conductors, and the film thickness
was based upon the standard film thickness for power cables [57,61,68]. Detailed specifications of
the developed film-coated stranded conductors along with conventional GIL conductor are given in
Table 3. Considering the conductor specimens given in Table 3, COMSOL Multiphysics®-based pliable
GIL models were developed and analyzed in comparison to existing GIL schemes so as to achieve the
desired electrostatic performance per the standards for GILs. Figure 8a,b demonstrates the electric
potential and electrostatic field dispersion in the proposed pliable GIL scheme regarding specimen 2 of
Table 3 respectively. Figure 9a,b exhibits the electric potential and electrostatic field distribution in
the proposed pliable GIL scheme regarding specimen 3 of Table 3 respectively. Figure 10a,b shows
the enlarged view of high electric field regions in the proposed FGIL scheme regarding specimens
2 and 3 of Table 3 respectively. Critical perusal of Figures 5 and 10 reveals that surface irregularity
suppression resulted in substantial reduction in electrostatic stresses on the surface contour of the
stranded conductor, and improved the field distribution for both stranded specimens of Table 3.
However, specimen 3 had approximately 6% lower magnitude of maximum electrostatic stresses due to
its nearly circular profile in comparison to specimen 2. Figure 11 compares the average and maximum
electric fields for the conventional and proposed pliable GIL schemes regarding the respective conductor
specimens of Table 3. Further, Figure 12 compares the field utilization factor of conventional and
proposed GIL schemes regarding the respective conductor specimens of Table 3. Detailed analysis of
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Figure 12 reveals that surface irregularity suppression resulted in achieving a relatively better FUF,
with a trivial deviation of 7.5% and 1.8% regarding specimens 2 and 3 of Table 3 as compared to
specimen 1 of the respective Table. In addition, a smoother conductor profile due to the SCF coating
also resulted in substantial electrostatic stress reductions in the conductor contour up to 23% and 21%
regarding specimens 2 and 3 of Table 3 in comparison to respective simple stranded conductors of
Table 2. Further, in comparison to aluminum conductor steel reinforced (ACSR) and all aluminum alloy
conductor (AAAC), due to their compact design, trapezoidal stranded conductors of the aluminum
conductor steel supported (ACSS) category exhibit higher ampacity and thermal ratings within the
same dimensional specifications [62]. Thus specimen 3 of Table 3 could serve as the optimal candidate
regarding thermal, ampacity, and electrostatic requirements along with the desired flexibility for the
proposed pliable GIL.

Table 3. Conductor specimens used in the comparative appraisal.

Specimen
No.

Category Material Structure
Strand

Geometry
Diameter

(mm)
Film Material

Film Thickness
(mm)

1. Conventional Aluminum Hollow 89

2. Proposed Aluminum Stranded Circular 44.79 SiC-impregnated
polyester tape 0.2

3. Proposed Aluminum Stranded Trapezoidal 44.70 SiC-impregnated
polyester tape 0.2

  
(a) (b) 

Figure 8. (a) Potential difference and (b) field distribution apropos of the proposed pliable GIL regarding
specimen 2 of Table 3.

 
(a) (b) 

Figure 9. (a) Potential difference and (b) field distribution apropos of the proposed pliable GIL regarding
specimen 3 of Table 3.
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(a) (b) 

Figure 10. Location and magnitude of the maximum electric field for the proposed pliable GIL regarding
(a) specimen 2 and (b) specimen 3 of Table 3.

Figure 11. Average and maximum electric field comparison regarding the different conductor specimens
described in Table 3.

Figure 12. Field utilization factor comparison regarding the different conductor specimens described
in Table 3.
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3.3. Dielectric Appraisal of FGIL Apropos of the Stranded Conductor

In order to analyze the breakdown characteristics of the dielectric medium in the
stranded-conductor-based FGIL model developed above, an analysis was performed regarding
its minimum discharge voltage (i.e., breakdown voltage, BV). Existing methodologies for discharge
voltage calculation can be categorized on the basis of the streamer breakdown theory as well as the
critical field strength evaluations [58,69]. Both methodologies were incorporated in this research in
order to ascertain the practicability of the suggested conductor scheme for a pliable GIL.

3.3.1. Breakdown Voltage of the Proposed Configuration Regarding Streamer Breakdown Theory

Per the streamer breakdown theory, a streamer may result in a partial discharge such as a corona
or a complete gap discharge, and the associated potential level is considered as the breakdown
voltage [58,69]. The minimum breakdown voltage in SF6 insulated equipment can be evaluated by
using Equation (4), where BV is the breakdown voltage in kV, P is the gas pressure in kPa, and d is
the electrode gap in centimeters [58,69]. However, the effect of electrode surface irregularity should
also be considered, as it significantly degrades the minimum breakdown voltage. Considering the
conductor’s surface irregularity in the model developed above, Equation (5) can be used for the
evaluation of the minimum breakdown voltage, where BV is the breakdown voltage in kV, C is the
curvature factor, d is the electrode gap in centimeters, F is the field utilization factor, P is the gas
pressure in kPa, and S is the electrode roughness factor [58]. Further, considering the case when the
dielectric medium comprises sulfur hexafluoride and nitrogen gases at a ratio of 20:80, its breakdown
strength will be lesser in comparison to pure SF6 gas, and will depend upon the percentage of SF6 in
the mixture. Thus, Equation (6) can be used for the evaluation of possible degradation in the minimum
breakdown voltage of the gas mixture [69]. Figure 13 shows the electrode gap comparison between
the 132-kV conventional and proposed GIL scheme which is further used in the evaluation of the
minimum breakdown voltage for the proposed scheme. Reduction in electrode gap resulted due to
the reduction of conductor diameter from 89 mm to 44.5 mm, as the proposed scheme comprises
a stranded aluminum conductor whereas the conventional scheme comprises a hollow aluminum
conductor. However, the ampacity of both conductors was kept approximately the same. Further,
the diameter of the ground electrode was also reduced from 226 to 127.2 mm, as it is based on the
dimensional evaluations performed in Section 3.1 regarding the standard field utilization factor as well
as the standard dimensional specifications for GILs. Figure 14 represents the breakdown voltage for
100% SF6 content and the respective reduction in this breakdown voltage due to surface irregularity
of the stranded conductor using Equations (4) and (5). Moreover, it also highlights the reduction in
breakdown voltage due to the reduced SF6 content in the SF6 and N2 gas mixture through Equation (6).
Critical analysis of Figures 13 and 14 shows that the BV for the given dimensional and operational
specifications of the proposed 132 kV pliable GIL was well above the normal operating voltage and the
standard basis insulation level (BIL) value of 132 kV. Thus, per the evaluated dimensional specifications,
the proposed FGIL scheme exhibits good dielectric withstand capability.

BV = 1.321·(Pd)0.915 (4)

BV = 0.8775·F·S·C·P·d (5)

m = 38.03·n0.21 (6)
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Figure 13. Electrode gap comparison between conventional and proposed flexible GIL (FGIL) schemes.

Figure 14. Breakdown voltage (BV) appraisal for the proposed FGIL scheme.

3.3.2. Breakdown Field Strength of the Proposed Configuration Regarding Critical Field
Intensity Theory

In the critical field intensity method, the breakdown voltage of a dielectric gas is associated with
critical field, electrode gap, FUF, electrode surface irregularity, and gas pressure [69]. According to this
theory, the operational and design magnitudes of the electric field should be well below its critical
value in order to avoid dielectric breakdown through avalanche [58]. Further, in accordance with GIL
standards, the typical allowable design criterion regarding electric field strength is approximately
20 kV/mm, and might be higher such that the influenced region is not substantially enormous [24].
Thus, concerning the practical viability of the proposed 132-kV FGIL scheme, its electrostatic field
appraisal regarding operational, design, and critical field values is essentially required. The operational
and design values of the electric field in the proposed pliable GIL could be evaluated through
Equation (7) by considering the normal operating voltage and standard BIL voltages, respectively [41].
Further, Equation (7) can be rearranged by considering Equations (1), (5), and (6) for the evaluation
of the critical electric field as shown in Equation (8) [41,58]. In Equation (8), BV is the breakdown
voltage and EC is the critical electric field as evaluated on the basis of Equations (5) and (6). Figure 15
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shows the comparison regarding the operational, design, and critical electric fields for the proposed
scheme. Critical perusal of Figure 15 shows that the operational and design values for the electric
field were well within limits as specified by the standards for gas-insulated equipment, and both
field magnitudes were much less than the critical field value. Thus, per the appraised dimensional
specifications, the proposed 132-kV FGIL scheme exhibits good electrostatic stress withstand capability.

Emax = U0
r· ln( R

r )
(7)

Ec = BV
f ·(R−r) (8)

Figure 15. Electric field appraisal for the proposed FGIL scheme regarding operational, standard BIL,
and breakdown voltages.

3.4. Field Stress Distribution in Bended Segment of FGIL

In order to analyze the practicability of the proposed scheme for bent segments, simulation
regarding electrostatic stress distribution for FGIL in case of bend was performed in comparison to
its equivalent straight model. For the said purpose, 20-m-long straight and bent FGIL models were
developed using Autodesk Inventor®, and further field distribution and FUF for the two models
were analyzed using COMSOL Multiphysics®. Line bending was performed as per the permissible
longitudinal minimum bending radius (LMBR) of reinforced polyvinyl chloride (RPVC), and field
distribution as well as FUF analysis for the respective FGIL models was performed regarding axial
and radial cross sections. Critical appraisal of bent and straight FGIL models regrading axial cross
section revealed a trivial deviation of 0.7% and 0.8% in electric field intensity and FUF, respectively.
Moreover, detailed comparison of two FGIL models regrading radial cross section showed a slight
deviation of 0.4% and 0.5% in electric field intensity and FUF, respectively. Minimal deviation in
the compared models was observed because longitudinal bending as per LMBR limits resulted in
negligible circumferential deformation as well as gradual bending. Thus, field magnitude and stress
distribution for the bent line segment were nearly the same as those for the straight line segment.

4. Fabrication of the Scaled FGIL Model

Regarding the practical viability of the proposed scheme, an 11-kV scaled-down model of the
132-kV FGIL was fabricated on the basis of electrostatic modeling by replicating the field distribution
of a high-voltage GIL for a scaled down model [17,24,41,42]. Considering the standard FUF and
allowable maximum electric field for the 132 kV GIL, dimensional specifications regarding enclosure
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and conductor of the 11 kV scaled down model were evaluated per the technique described in
Section 3.1. After finalizing the dimensional specifications, the scaled down model was first analyzed
and compared with the actual 132 kV GIL model by using the technique described in Sections 3.2 and 3.3
regarding field distribution, field magnitude, FUF, and breakdown characteristics using COMSOL
Multiphysics®. Then, a practical model was developed in order to conduct experimental investigations.
RPVC was used as the enclosure material, and braided metallic mesh covered with aluminum foil
was placed inside the enclosure as the ground terminal. A stranded aluminum conductor was placed
inside the RPVC pipe, and threaded Teflon corks were used to prevent any gas leakage from pipe ends.
Further, metallic clamps were placed on Teflon corks in order to avoid cork slippage and gas leakage
at high gas pressures. Electrically pretested open cell rebond foam of 105 kg/m3 density was used to
achieve concentric conductor alignment inside the enclosure [34]. A gas charging and discharging
system was implemented to pressurize the flexible GIL model at different gas pressures, and to create
vacuum. The material and thickness of SCF were selected per the scheme described in Sections 3.2.2
and 3.2.3. The specified FGIL model for high-voltage experimentation was developed for simple as
well as SCF-wrapped stranded conductors. Figure 16a,b shows the simple and SCF-coated stranded
conductors used in the development of the FGIL models respectively. Figure 17a shows the dimensional
specifications of the designed flexible GIL model, and Figure 17b shows the fully developed model.

  
(a) (b) 

Figure 16. (a) Simple stranded conductor and (b) semiconducting film (SCF)-coated stranded conductor
used in the development of FGIL models.

  
(a) (b) 

Figure 17. (a) Dimensional specifications of the scaled FGIL model and (b) the fully developed scaled
FGIL model.
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5. Experimental Setup Development

Pertaining to the practicability of the proposed scheme, an experimental setup was developed
regarding lightning impulse and power frequency disruptive discharge tests for the proposed scheme,
as per the IEC 60060-1:2010 standard [70]. FGIL models, fabricated respectively with simple and
SCF-coated stranded conductors, were used in this experimental investigation. Concerning the lightning
impulse discharge tests, U50 for different GIL specimens was determined by Up–Down method, where
for power frequency discharge an average of ten disruptive discharges was considered. A compressor
and a pressure control unit were incorporated in order to create a vacuum in the developed GIL model
along with the injection of dielectric gas at the desired pressure. Gas-insulated equipment normally
utilizes pure SF6 or a mixture of SF6 and N2 at a ratio of 20:80, but the required gas pressure in the latter
case was almost doubled as compared to the prior case. Considering the security concerns associated
with the high-pressure containment of SF6/N2 mixture at the laboratory level, pure SF6 gas was used,
as it would result in a significant reduction of the required gas pressure without compromising the
insulation characteristics. A block diagram of the experimental setup is shown in Figure 18. Figure 19a
represents the different components used in the high-voltage experimentation, while Figure 19b
represents the experimental setup placed in a high-voltage laboratory.

 

Figure 18. Experimental setup for the dielectric strength testing of the developed FGIL models.

  
(a) (b) 

Figure 19. (a) Different components used in the discharge tests and (b) the experimental setup for
lightning impulse and disruptive discharge tests.
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5.1. Dielectric Breakdown Analysis of the Fabricated FGIL Models

Experimental analysis apropos of the dielectric breakdown of the developed FGIL models was
performed for SF6 and air gases at different gas pressures in order to investigate the power frequency
and impulse discharge characteristics of the FGILs.

5.1.1. Power Frequency Discharge Test

In order to appraise the dielectric characteristics of the FGILs regarding simple and film-coated
stranded conductors, power frequency discharge tests using air and SF6 were performed for the
fabricated FGIL models. After creating vacuum in the FGIL models, moisture-free air was filled at
different gas pressures from 1 to 2.5 bar, and the discharge voltage was noted for both GIL models.
Followed by air, similar power frequency discharge tests were performed regarding SF6 gas for both
FGIL specimens at different gas pressures from 1 to 2.5 bar. Figure 20 shows the disruptive discharge
test results of air- and SF6-filled simple and film-coated stranded-conductor-based FGIL models under
different gas pressures. Critical analysis of Figure 20 reveals that the discharge voltage increased with
increasing gas pressure in all cases. However, the FGIL model with a film-coated stranded conductor
had relatively higher discharge voltages in air as well as sulfur hexafluoride respectively in comparison
to the FGIL model with a simple stranded conductor. Further, pertaining to their higher dielectric
strength, SF6-filled FGIL models achieved higher breakdown voltages at the respective gas pressures.

Figure 20. Power frequency disruptive discharge investigations regarding air and SF6 for different
FGIL models.

5.1.2. Lightning Impulse Discharge Test

Concerning the impulse withstand characteristics of the developed models, lightning impulse
voltage tests were conducted for SF6- and air-filled FGIL models with simple and SCF-coated stranded
conductors. After creating vacuum in the FGIL models, moisture-free air was injected at different gas
pressures from 1 to 2.5 bar, and lightning impulse discharge voltage was noted for both GIL models.
Followed by air, similar lightning impulse discharge tests were performed regarding SF6 gas for both
FGIL models at different gas pressures from 1 to 2.5 bar. Figure 21 represents the test results of SF6- and
air-filled simple and film-coated stranded-conductor-based GIL models under different gas pressures.
Critical analysis of Figure 21 reveals that the impulse discharge voltage increased with increasing gas
pressure in all cases. However, the GIL model with a film-coated stranded conductor had relatively
higher discharge voltages regarding air as well as sulfur hexafluoride respectively in comparison to the
GIL model with a simple stranded conductor. Further, owing to its higher dielectric strength, SF6-filled
GIL models achieved the required BIL value for 11 kV beyond 2 bar pressure. Figure 22 shows the
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recorded waveforms of lightning impulse discharge tests regarding air and SF6 gases at a pressure
of 2.38 bar.

Figure 21. Lightning impulse discharge investigations regarding air and SF6 for different FGIL models.

Figure 22. Measured lightning impulse discharge voltage regarding air and SF6 in fabricated FGIL
model at 2.38 bar.

5.2. Critical Field and Breakdown Field Analysis of Fabricated FGIL Models

Concerning the GIL, constraints regarding dielectric design require that the (E/P)Breakdown should
be relatively lesser than the (E/P)Critical of the respective dielectric gas. The critical reduced field strength
(E/P)Critical at (α – η) = 0 regarding air and SF6 per the computations using the BOLSIG+ tool were
estimated as 30 kV/cm/bar and 89 kV/cm/bar [41]. Here, η represents the electron attachment rate and α
is the coefficient of ionization. Regarding the developed experimental setup, the pressure normalized
maximum field strength at U50, (Emax/P)Breakdown, could be evaluated by rewriting Equation (7) as
Equation (9), where r represents the conductor’s radius in mm, R represents the enclosure’s radius in
mm, and P is the gas pressure in kPa. Figure 23 shows the computations by Equation (9) regarding the
experimental findings of lightning impulse discharge characteristics for air- and SF6-insulated FGIL
models with simple and SCF-coated stranded conductors. Critical analysis of Figure 23 reveals that the
(E/P)Breakdown was lesser than the (E/P)Critical for all scenarios, and furthermore, the SCF coating over the
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stranded conductor enhanced the breakdown field level for both air- and SF6-insulated FGIL models.
Thus, the developed FGIL models fulfill the above-stated dielectric design requirements for GILs.

(Emax/P)Breakdown = U50
r· ln( R

r )·P (9)

 

Figure 23. Field strength comparison in fabricated FGIL models regarding air and SF6 at different
gas pressures.

6. Conclusions

Conventional GILs are comprised of a hollow conductor which, owing to its intrinsic rigidity,
restricts several application perspectives of conventional GILs specifically in metropolitan areas.
Thus, the incorporation of structural flexibility in GILs is essential in order to curtail the operational
intricacies of conventional GILs. In this research, FGIL models based on flexible simple stranded and
flexible field graded stranded conductors were developed and analyzed regarding electrostatic and
dielectric aspects through simulation and experimental assay.

Simulation results revealed that the simple stranded conductors had regions of objectionably
high electric fields which ultimately resulted in 31% and 23% degradation of the FUF regarding
circular strand and trapezoidal strand conductors respectively in comparison to the conventional
GIL. Thus, simple stranded conductors may result in dielectric breakdown due to their surface
irregularity, and require contour stress minimization. Possible solutions regarding stress minimization
include enclosure enlargement and the suppression of conductors’ irregularity. However, enclosure
enlargement significantly deviated the FUF of the FGIL from its allowable range, which is highly
objectionable according to GIL standards. Thus, field-graded stranded-conductor-based FGIL models
were developed and analyzed through simulation and experimental investigations.

Simulation results revealed that SiC-coated stranded conductors resulted in the achievement of
analogous electrostatic characteristics compared to the conventional GIL, with a trivial deviation of
7.2% and 1.8% in the FUF for circular strand and trapezoidal strand conductors, respectively, which are
quite acceptable per the allowable FUF range for GILs. Further, critical comparison regarding dielectric
aspects revealed that the breakdown voltage for the proposed scheme was approximately 23% above
the required standard BIL value for GILs. In addition, electric fields for the proposed scheme regarding
standard BIL voltage were approximately 38% below the critical field value and were well within the
standard allowable range for electric fields in GILs.

Additionally, experimental investigations of fabricated FGIL models revealed that in comparison
to the simple stranded-conductor-based model, the field-graded stranded-conductor-based model
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exhibited approximately 10–20% and 5–15% higher discharge voltages in power frequency and
lightning impulse discharge tests. Moreover, the (E/P)Breakdown for the fabricated pliable models were
observed to be relatively lesser than the (E/P)Critical at (α – η) = 0 for the respective dielectric gases.

Consequently, simulation and experimental analysis revealed that the proposed conductor scheme
could facilitate the achievement of the required dielectric and electrostatic characteristics for FGILs as
described by GIL standards. However, the next step of this research is to perform similar high-voltage
investigations on a full-scale 132-kV FGIL demonstrator.
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Abstract: One of the major challenges on large-scale Multi-Terminal High Voltage Direct Current
(MT-HVDC) systems is the steady-state interaction of the hybrid AC/DC grids to achieve an accurate
Power Flow (PF) solution. In PF control of MT-HVDC systems, different operational constraints,
such as the voltage range, voltage operating region, Total Transfer Capability (TTC), transmission
reliability margin, converter station power rating, etc. should be considered. Moreover, due to the
nonlinear behavior of MT-HVDC systems, any changes (contingencies and/or faults) in the operating
conditions lead to a significant change in the stability margin of the entire or several areas of the
hybrid AC/DC grids. As a result, the system should continue operating within the acceptable limits
and deliver power to the non-faulted sections. In order to analyze the steady-state interaction of the
large-scale MT-HVDC systems, an improved mixed AC/DC PF algorithm for hybrid AC/DC grids with
MT-HVDC systems considering the operational constraints is developed in this paper. To demonstrate
the performance of the mixed AC/DC PF algorithm, a five-bus AC grid with a three-bus MT-HVDC
system and the modified IEEE 39-bus test system with two four-bus MT-HVDC systems (in two
different areas) are simulated in MATLAB software and different cases are investigated. The obtained
results show the accuracy, robustness, and effectiveness of the improved mixed AC/DC PF algorithm
for operation and planning studies of the hybrid A/DC grids.

Keywords: improved mixed AC/DC power flow; multi-terminal high voltage direct current
(MT-HVDC) systems; operational constraints; voltage-sourced converter (VSC)-high voltage direct
current (HVDC) station

1. Introduction

Due to the recent developments in the power electronics technology, Voltage-Sourced Converter
(VSC)-High Voltage Direct Current (HVDC) systems have solved the problem of bidirectional Power
Flow (PF) in hybrid AC/DC grids [1–3]. MT-HVDC systems are capable of controlling the active and
reactive power, independently. One of the important considerations to control the HVDC systems
is that the VDC-control and P-control VSC-HVDC stations should be capable of operating in inverter
and rectifier modes, respectively [4–6]. The main purpose of applying different control strategies in
MT-HVDC systems is to achieve a precise and secure control mode for MT-HVDC systems without
violating the operational constraints. For stable operation and active and reactive PF, MT-HVDC
systems need to maintain the DC voltage and frequency within the operating limits [1–4].

1.1. AC/DC Power Flow for Hybrid AC/DC Grids with MT-HVDC Systems

There have been some relevant surveys about power system operation considering PF problem
solutions [7,8]. In traditional AC systems, the PF can be controlled through three hierarchical levels
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which are, HLI (generation level), HLII (generation and transmission levels), and HLIII (generation,
transmission, and distribution levels). Considering hierarchical levels and the market analysis,
the Independent Electricity System Operator (IESO) can only control the generated power on the power
system, and based on that, control the PF to the next hierarchical level(s). The integration of MT-HVDC
systems to the existing AC grids leads to increasing the region of controllability of the hybrid AC/DC
grids. This fact is due to the capability of controlling active and reactive PF by each converter station in
MT-HVDC systems [1,4,9]. Therefore, MT-HVDC systems can change the PF patterns, and from the
IESO and Transmission System Operator (TSO) perspectives, these changes in the pattern may cause
significant issues in hybrid AC/DC grids. Moreover, due to the temporary or permanent outages of the
components in hybrid AC/DC grids, the dynamic behavior of nonlinear components can change the
PF and enhance the risk of instability in the entire hybrid AC/DC grids [9–11].

1.2. Solving the Power Flow Problem for Hybrid AC/DC Grids with MT-HVDC Systems

The unified method and sequential method are the two well-known methods to solve the PF
problem for hybrid AC/DC grids with MT-HVDC systems.

1.2.1. The Unified Method

The unified method solves the PF problem for the entire hybrid AC/DC grids using a modified
Jacobian matrix [12–14], where all the AC and DC variables, such as the impact of DC links in the
Jacobian matrix, can be calculated in each iteration process. Many techniques are proposed and
developed to improve the efficiency of the unified method, but the main drawback of those methods is
neglecting the impact of droop parameters’ settings on the AC/DC PF [12–14]. Another issue of the
unified method to solve the PF problem is that it needs an alternation of the extension of an existing
AC PF.

1.2.2. The Sequential Method

The sequential method solves the AC/DC PF equations sequentially, one after another, in each
iteration [15,16]. The main advantage of the sequential method is to make the solution easy to combine
the DC PF to the AC PF solution, and it can be implemented easily when the extension of an existing
AC PF is needed. In [17], a numerical method based on the Newton-Raphson algorithm to calculate
the converter station losses is proposed. A detailed steady-state model of the converter station to solve
the AC/DC PF problem sequentially based on the Newton-Raphson technique considering converter
station losses and reference power is proposed in [18,19]. An algorithm with per-unit conversion and
changing the bus numbers to simplify solving the PF problem when multiple DC lines and converter
station outages occur is developed in [18]. The main drawback of this method is neglecting the AC grid
connection in the problem. In [20], a detailed model of the converter station with AC/DC PF equations,
including converter station losses, for solving the PF sequentially is proposed. In [21], a method to
solve the PF problem through the Gauss-Seidel method is developed.

1.3. AC/DC Power Flow for MT-HVDC Systems Considering Droop Parameters

Controlling the droop parameters in MT-HVDC systems has a significant impact on the PF of
AC and DC grids after an outage [4]. In [16], the concept of distributed DC voltage control with the
droop parameters on the PF problem in MT-HVDC systems is considered. In [22], a methodology to
determine the mean voltage instead of a single slack converter station in MT-HVDC systems to solve
the DC PF is proposed. By interconnecting MT-HVDC systems to the large-scale AC grids, solving the
AC/DC PF goes through a complicated process, and a combined solution of AC/DC PF considering all
the system’s variables and constraints is required.

To address all the above-mentioned challenges, a mixed AC/DC PF algorithm for hybrid AC/DC
grids with MT-HVDC systems is proposed in this paper. The proposed strategy is a fast and accurate
method, which is capable of optimizing the AC/DC PF calculations. Except for the high accuracy and
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optimized performance, considering all operational constraints and control objectives of the integration
of MT-HVDC systems into the large-scale AC grids is the other contribution of this paper. The calculated
results by the mixed AC/DC PF problem can be used for the planning, scheduling, state estimation,
small-signal stability analyses. The mixed AC/DC PF algorithm is applied to a five-bus AC grid with a
three-bus MT-HVDC system and the modified IEEE 39-bus test system with two four-bus MT-HVDC
systems (in two different areas) which are simulated in MATLAB software. To check the performance
of the mixed AC/DC PF algorithm, different cases are considered. The obtained results show the
accuracy, robustness, and effectiveness of the mixed AC/DC PF algorithm.

2. Principles of Power Flow in Power Systems

2.1. AC Grid Power Flow

The main objective of the AC PF is to determine the magnitude and angle at each bus of the AC
grids. In order to analyze the AC PF in power systems, the following assumptions are considered.

• The AC transmission networks have fast dynamics compared to the other components. In this
regard, AC transmission networks can be represented by algebraic equations.

• Each transmission line and transformer is modeled by an equivalent πmodel.
• The power in AC grids is balanced.
• The positive sequence parameters on a per-phase basis are assumed.

Accordingly, the network equations can be written as follows:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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(1)

where Ii and Vi = Viejθi are the injected current and voltage at the ith node, Yii is the self-admittance at
the ith node, Yij is the mutual admittance between nodes i and j, and nAC represents the total number
of buses in the AC grid.

The voltage of each node can be used for solving the equation of
[
I
]
−
[
Ybus
][

V
]
= 0. The injected

current at the ith node is related to the injected power and bus voltage at that node and it can be
calculated as follows:

Ii =
Pi − jQi

V
∗
i

(2)

Considering the operational constraints in power systems, the PF problem becomes nonlinear,
and the nodes in AC grids can be classified into four types:

• Slack bus where the voltage magnitude (Vi) and angle (θi) are determined.
• PV bus where the active power (Pi) injected to the grid and the voltage magnitude (Vi) are known.
• PQ bus where the active power and reactive power (Qi) injected into the grid are known.
• MT-HVDC Point of Common Coupling (PCC) bus where different constraints based on the control

mode of each converter station are applied.

From Equation (1), the injected current at the ith node (without considering the PCC buses of MT-HVDC
systems) can be written as follows:

Ii =

nAC∑
j=1

YijVj (3)
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Therefore, the active and reactive power injected to the grid can be derived as follows:

Pi =

nAC∑
j=1

ViVj
[
Gij cos

(
θi − θ j

)
+ Bij sin

(
θi − θ j

)]
(4)

Qi =

nAC∑
j=1

ViVj
[
Gij sin

(
θi − θ j

)
− Bij cos

(
θi − θ j

)]
(5)

where Yij = Gij + jBij.
It should be noted that a generator can be either a slack bus or a PV bus, and a load can be a PQ

bus with known active and reactive power.

2.2. MT-HVDC Systems Power Flow

The main aim of MT-HVDC systems PF is to determine the DC voltage magnitude at each
converter station and the PF within the DC grid. Considering n converter stations in MT-HVDC
systems, the following items should be considered to derive the PF equations for the ith converter
station of MT-HVDC systems.

• Interface of the converter station with the AC grid
• AC side of the converter station
• Interface of the converter station AC and DC sides
• DC side of MT-HVDC systems
• Control modes of the converter station

2.2.1. Interface of the Converter Station with the AC Grid

The PF equations of at the PCC bus of the ith converter station interfacing with the AC grid is as
follows:

Pgi =

nAC∑
j=1

VgiVj
[
Gij cos

(
θgi − θ j

)
+ Bij sin

(
θgi − θ j

)]
(6)

Qgi =

nAC∑
j=1

VgiVj
[
Gij sin

(
θgi − θ j

)
− Bij cos

(
θgi − θ j

)]
(7)

where Vgi = Vgiejθgi .

2.2.2. AC Side of the Converter Station

The PF equations of at the PCC bus of the ith converter station for the asymmetric bipolar
MT-HVDC systems is as follows:

Pgi − Pp
gi − Pn

gi = 0 (8)

Qgi −Qp
gi −Qn

gi = 0 (9)

where Pp
gi, Pn

gi, Qp
gi, and Qn

gi are the active and reactive power of the positive and negative poles of the
ith converter station, respectively.

Therefore, the apparent power at the PCC bus of the ith converter station by the positive and
negative poles can be written as follows:

Sp
gi = VgiI

p∗
gi = Pp

gi + jQp
gi (10)

Sn
gi = VgiI

n∗
gi = Pn

gi + jQn
gi (11)
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Applying KCL at the PCC bus of the ith converter station leads to deriving the following equation.

Igi = I
p
gi + I

p
gi (12)

Using KVL between the PCC bus and the converter terminal of the ith converter station leads to
deriving the following equations.

I
p
gi =

V
p
ti −Vgi

Zp
i

=
(
V

p
ti −Vgi

)(
Gp

i + jBp
i

)
(13)

I
n
gi =

V
n
ti −Vgi

Zn
i

=
(
V

n
ti −Vgi

)(
Gn

i + jBn
i

)
(14)

where Zp
i = Rp

i + jXp
i and Zn

i = Rn
i + jXn

i . Also, V
p
ti = Vp

tie
jθp

ti and V
n
ti = Vn

tie
jθn

ti are the voltage of the
positive and negative pole converter terminal, respectively.

Substituting Equations (13) and (14) into Equations (10) and (11), and also separating the active
and reactive power, the following equations are obtained.
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gi = Vgi

[
−VgiG

p
i + Vp

ti

{
Gp

i cos
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ti

)
+ Bp

i sin
(
θgi − θp

ti

)}]
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ti
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i sin
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ti
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i cos
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ti
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ti
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i cos
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ti
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i sin
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i sin
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i cos
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ti
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(18)

2.2.3. Interface of the Converter Station AC and DC Sides

Regardless of the converter station switching losses, the active power balance between converter
station AC and DC sides is as follows:

Pp
ti = Vp

DCiI
p
DCi (19)

Pn
ti = Vn

DCiI
n
DCi (20)

where Vp
DCi, Ip

DCi, Vn
DCi, and In

DCi are the DC bus voltage and current of the positive and negative pole
of the ith converter station.

Also, the active power at the AC-side terminal of the positive and negative pole of the converter
stations can be written as follows:

Pp
ti = Vp

ti

[
Vp

tiG
p
i −Vgi

{
Gp

i cos
(
θ

p
ti − θgi

)
+ Bp

i sin
(
θ

p
ti − θgi

)}]
(21)

Pn
ti = Vn

ti
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Vn

tiG
n
i −Vgi

{
Gn

i cos
(
θn

ti − θgi
)
+ Bn

i sin
(
θn

ti − θgi
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(22)

2.2.4. DC Side of MT-HVDC Systems

When the current flowing through the DC-bus capacitor is zero, Ip
DCi = Ip

Li and In
DCi = In

Li, where
Ip
Li and In

Li are the current of the positive and negative DC link connected to the ithh converter station.
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The injected current can be determined by the conductance matrix of the DC grid. The DC current
injection at the positive and negative poles of the DC bus is as follows:
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(23)

Hence, the injected current at the ith bus in the DC side is as follows:

Ip
DCi = −

N∑
j=1

(GppjiV
p
DCj + GpnjiVn

DCj) (24)

In
DCi = −

N∑
j=1

(GnpjiV
p
DCj + GnnjiVn

DCj) (25)

where N represents the total number of buses in the DC grid. In addition, Gppji, Gnnji, Gpnji, and Gnpji
are the conductance of the positive and negative DC link between nodes i and j, respectively.

2.2.5. Control Modes of the Converter Station

There are different modes of operation for each converter station in MT-HVDC systems [4],
and based on them, the steady-state equations in the form of equality constraints can be obtained. Also,
there are some inequality constraints due to the limits, which are imposed by the converter station
voltage and current ratings, as follows:

Vmin
DCi ≤ VDCi ≤ Vmax

DCi (26)

Vmin
i ≤ Vi ≤ Vmax

i (27)

Igi ≤ Imax
gi (28)

IDCi ≤ Imax
DCi (29)

3. Mixed AC/DC Power Flow Algorithm

The mixed AC/DC PF algorithm, which is an improved sequential AC/DC PF algorithm [19],
can be used to obtain the initial operating points to analyze the dynamics of the hybrid AC/DC grids
by solving the AC and DC PF sequentially and keeping both the converter station power and voltage
at each node constant.

In order to implement the mixed AC/DC PF algorithm, the per-unit conversion should be
performed for the entire system. Each converter station is connected to both AC and DC grids. The AC
side of the converter station is modeled by a voltage source connected to the AC bus through a phase
reactor (ZC = RC + jωLC), a capacitor (ZF =

− j
ωC ), and a transformer (ZTR = RTR + jωLTR). Also,

the DC side of the converter station is connected to the DC grid. The power losses at the converter

32



Appl. Sci. 2020, 10, 297

station are considered as a quadratic function of the converter station Root Mean Square (RMS) AC
current as follows [23]:

PLoss = a + bI + cI2 (30)

where a, b, and c are the loss coefficients.
It should be noted that,

Pgi + PDCi + PLossi = 0 (31)

Assume an MT-HVDC system with n converter stations and nDC DC lines. For AC/DC PF analysis,
at least one converter station should be capable of controlling VDC (DC-slack bus) in the entire DC
grids, and the rest of the converter stations control the active power. The detailed explanations of the
mixed AC/DC PF are given as follows:

1. Start by an initial guess of the active power injected to the AC grid by the DC-slack converter

station at the lth iteration (P(l)
gns ), where ns represents the index of the DC-slack bus.

2. Transform all converter stations which are connected to the jth bus to PV or PQ buses based on their
control modes (including droop-based control strategies) and solve the AC PF. At the lth iteration,
the active power injected by all the non-slack converter stations is constant, while P(l)

gns changes.

3. Calculate the converter station losses using Equation (30) considering the active power injected by

the ith converter to the AC grid (P(l)
gi ) and the active power injected by the ith converter station to

the DC grid (P(l)
DCi). In this step, the AC/DC connections and the converter stations’ limits should

be considered.
4. Solve the DC PF for the DC grid using the Newton-Raphson method. In this step, the DC-slack

bus regulates the DC voltage (V(0)
DCns

) initially, and the DC buses determine the active power

injection (P(l)
DCi). Therefore, the DC voltage at each bus and also P(l)

DCns
are calculated.

5. Compute DC-slack and droop buses iteration (k). As a new value of P(l+1)
gns is calculated, considering

the converter station losses,

I. Initialization: P(k=0)
gns = P(l)

gns .

II. Solve the branch j, ns − g, ns considering Vjns, θ jns, Qjns, and P(k)
gns using the

Newton-Raphson method.

III. Obtain the new value of P(k+1)
gns with PDCns and PLossns using Equations (30) and (31).

IV. If
∣∣∣∣P(k+1)

gns − P(k)
gns

∣∣∣∣ < ε, stop the calculations. Otherwise, k = k + 1 and return to step II.

The output is P(k+1)
jns

.

6. Check the convergence criterion. If
∣∣∣∣P(k+1)

gns − P(k)
gns

∣∣∣∣ < ε, stop the calculations. Otherwise, k = k + 1
and return to step 1.

It should be noted that all linear and nonlinear variables are considered in the mixed AC/DC PF
algorithm. Based on the topology of the hybrid AC/DC grids, the rating and length of each transmission
line are determined. Also, the droop parameters and reference voltage have a direct impact on the
reference power.

4. Results and Discussions

For validation and to demonstrate the performance of the mixed AC/DC PF algorithm, a five-bus
AC grid with a three-bus MT-HVDC system is simulated in MATLAB software, as shown in Figure 1.
The test system is composed of both AC and DC grids. The data of the system is provided in Tables 1–5.
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Figure 1. Single-line diagram of a three-bus MT-HVDC system.

Table 1. Parameters of the AC system.

Bus Type V (p.u.) θ (◦) PG (MW) QG (MVAR) PD (MW) QD (MVAR)

1 Slack 1.060 0.00 − − 0.00 0.00
2 PV 1.000 − 40.00 − 20.00 10.00
3 PQ − − − − 45.00 15.00
4 PQ − − − − 40.00 5.00
5 PQ − − − − 60.00 10.00

Table 2. Parameters of the AC lines.

From To R (p.u.) X (p.u.) B (p.u.) SN (MVA)

1 2 0.02 0.06 0.06 100
1 3 0.08 0.24 0.05 100
2 3 0.06 0.18 0.04 100
2 4 0.06 0.18 0.04 100
2 5 0.04 0.12 0.03 100
3 4 0.01 0.03 0.02 100
4 5 0.08 0.24 0.05 100

Table 3. Parameters of the converter stations in per-unit.

Converter Station SN (MVA) RTR XTR BF RTR XTR

1 100 0.0015 0.1121 0.0887 0.0001 0.1643
2 100 0.0015 0.1121 0.0887 0.0001 0.1643
3 100 0.0015 0.1121 0.0887 0.0001 0.1643
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Table 4. Power losses coefficients of the converter stations.

Converter Station a b crec cinv

1 1.103 0.887 2.885 4.371
2 1.103 0.887 2.885 4.371
3 1.103 0.887 2.885 4.371

Table 5. Parameters of the DC lines.

From To RDC (p.u.) VDC (kV) PDC (MW)

1 2 0.0260 345 100
1 3 0.0365 345 100
2 3 0.0260 345 100

The parameters of the converter stations for the PF calculations are as follows:

• Converter Station #1: P−Q control mode, Pg = −60 MW and Qg = −40 MVAR
• Converter Station #2: VDC −V control mode, VDC = 1 p.u. and V = 1 p.u.
• Converter Station #3: P−Q control mode, Pg = 35 MW and Qg = 5 MVAR

It should be noted that SB = 100 MVA, VDCB = 345 kV, and VB = 345 kV are the base values
for the hybrid AC/DC grids per-unit system. Also, the links between the two nodes on the DC grids
are bipolar.

The simulations are accomplished using a laptop with the Intel Core i7-8550U processor at
1.80 GHz clock speed and 12-GB of RAM.

4.1. Case 1: AC Power Flow without MT-HVDC Systems

In the first case, the AC PF calculations are performed without considering the DC system.
The algorithm is converged in 0.44 s and in three iterations. Tables A1 and A2 show the results of AC
PF without DC grids.

4.2. Case 2: AC/DC Power Flow Considering MT-Systems with Constant Active Power and DC Voltage

In the second case, the algorithm is applied to solve the AC/DC PF problem for the studied system
considering that converter stations #1 and #3 are operated in constant P-mode and converter station
#2 is operated in constant VDC-mode. The algorithm is converged in 0.82 s and in three iterations.
Tables A3–A7 show the obtained results of the mixed AC/DC PF calculations in Case 2.

Compared to Case 1, in this case, both the active and reactive PF on each line have decreased and
accordingly, the total power losses are decreased. It is observed that the generator connected to bus
2 injects its maximum active power. In addition, compared to the previous case, the total injected
reactive power by the two generators is decreased.

4.3. Case 3: AC/DC Power Flow Considering Converter Station Outage

In the third case, the impact of the converter station outage on the AC/DC PF results is analyzed.
Tables A8–A11 demonstrate the results of PF calculations both in all AC and DC buses and in branches,
in case of the outage of converter station #1. Based on the obtained results, the converter station #3 is
capable of operating in constant P-mode. It should be noted that the algorithm is converged in 0.55 s
and in three iterations.

In this case, the generator connected to bus 2 injects 40 MW active power to the grid (maximum
active power capability) and the total injected reactive power this generator is approximately tripled.
The outage of converter station #1 is led to an increase in the active and reactive PF of the AC lines.
Therefore, the total power losses on the AC grids are increased. Due to the fact that converter station
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#1 is not connected to the grid, the summation of the PF between the DC lines (1-2 and 1-3) is zero and
consequently, the overall DC power losses are decreased.

4.4. Case 4: AC/DC Power Flow Considering Droop Control Strategy and Converter Outage

As stated in Section 1.3, the droop control strategy is an efficient way of controlling MT-HVDC
systems that can improve the PF of the AC and DC grids after an outage. In the fourth case, it is assumed
that all converter stations in the studied system are equipped with the droop controllers. Table A12
illustrates the detailed information of the droop settings for each converter station. Tables A13–A16
show the results of PF calculations both in all AC and DC buses and in branches in case of the outage
of converter station #1 and considering droop control settings provided in Table A12. It should be
noticed that the algorithm is converged in 0.45 s and in three iterations.

Compared to Case 3, in this case, the contribution of the generator connected to bus 2 to power
generation is decreased. As the outage of converter station #1 is considered, compared to Case 3, the PF
on the DC lines is decreased. It should be noted that as the performance of each converter station is
based on the pre-determined droop parameter, the PF on the DC lines should be in a way that the total
power losses on the DC lines become zero.

4.5. Case 5: AC/DC Power Flow Considering Changes of Droop Parameters and Converter Outage

In the fifth case, to demonstrate the impact of changes in the droop parameters of each converter
station, the same test as Case 4 is evaluated by changing the droop parameters as shown in Table A17.
Tables A18–A21 depict the results of PF calculations both in all AC and DC buses and in branches in
case of the outage of converter station #1 and considering the changes in droop parameters according
to Table A17. It is worth mentioning that the algorithm is converged in 0.43 s and in three iterations.

Changing the droop parameters is led to an increase in the total active power generated by the
generator connected to bus 2. As a consequence, there are some slight changes of the PF on the AC
lines. However, compared to the previous case, those changes are negligible. In addition, changing
the droop parameters is causes an increase in the DC PF on the DC lines (compared to Case 4), but as
the converter station #1 is not connected to the grid, the summation of the PF between the DC lines is
equal to zero.

4.6. Case 6: AC/DC Power Flow Considering Converter Station Limits and Converter Outage

In the sixth case, the impact of the converter station limits on the AC/DC PF solution is investigated.
When an active power set-point of a converter station equipped with the P controller is outside of the
P-Q capability chart (P-Q capability chart shows the possible operation points.), the active power order
should be reduced to comply with the predefined limit. Similarly, when a reactive power set-point of a
converter station equipped with the Q controller is outside of the P-Q capability chart, the reactive
power order should be reduced to comply with the predefined limit, subject to not reaching the active
power limit. In addition, when a converter station equipped with the VDC-droop controller reaches
its limit, the converter station should be set to a constant P injection equal to the maximum active
power limit of the converter station. In addition, when a converter station equipped with the V-droop
controller reaches its limit, the converter station should be set to a constant Q injection based on the
predefined limit. For both converter stations equipped with the Q controller and VDC-droop controller,
the priority is given to active power over reactive power, when enforcing the limits. It should be noted
that however, all the DC-slack buses are disregarded from the analysis, they are rechecked at the end
of AC/DC PF calculations.

According to the above explanations, it is assumed that the converter station #1 reaches the
reactive power limit and the converter station control is changed from constant V-mode to constant
Q-mode. Tables A22–A25 illustrate the results of PF calculations in all both AC and DC buses and
branches after enforcing the converter station’s current and voltage limits. Meanwhile, the algorithm
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is converged in 0.60 s and in three iterations. After three iterations, the reactive power set-point of the
converter station #1 is changed from −40 MVAR to −36.25 MVAR.

To demonstrate the impact of changing the set-point of the converter station, the active power
set-point of the converter station #1 is set to −130 MW so that simultaneously both active and reactive
power violate their limits. Tables A26–A29 show the results of PF calculations both in all AC and DC
buses and in branches after changing the active power set-point of the converter station #1 to −130 MW.
It should be noted that the algorithm is converged in 0.71 s and in three iterations.

After three iterations, the active and reactive power set-points of the converter station #1 are
changed from −130 MW to −121.21 MW, and −40 MVAR to −8.96 MVAR, respectively. In this case,
the total active power generated by the generation units is increased (tangible changes are related to
the one connected to bus 2). The overall power losses on the AC lines are decreased. As the converter
station #1 is connected to the grid and its set-points are reached their maximums limits, the active
power losses (correspond to ZI2) are increased. Therefore, the PF on the DC lines is increased.

4.7. Case 7: AC/DC Power Flow for the Large-Scale Hybrid AC/DC Grids with MT-HVDC Systems

In order to validate and show the performance of the mixed AC/DC PF algorithm for the large-scale
hybrid AC/DC grids with the integration of MT-HVDC system, the modified IEEE 39-bus test system
with two four-bus MT-HVDC systems (with different colors) is simulated in MATLAB software, as
shown in Figure 2. The data of the MT-HVDC systems are provided in Tables A30–A32.

As it can be observed from Figure 2, the IEEE 39-bus test system is divided into three areas,
in which area 1 comprises of three coherent generators (G8, G9, and G10), area 2 comprises of three
coherent generators (G1, G2, and G3), and area 3 comprises of four coherent generators (G4, G5, G6,
and G7). The main corridors to interconnect those three areas are given as follows:

• Area 1 to Area 2: Lines from bus 1 to bus 39, and from bus 3 to bus 4
• Area 1 to Area 3: Lines from bus 3 to bus 18, and from bus 27 to bus 17
• Area 2 to Area 3: Line from bus 14 to bus 15

The parameters of the converter stations for the PF calculations are as follows:

• Converter Station #1: P−Q control mode, Pg = −60 MW and Qg = −20 MVAR
• Converter Station #2: VDC −V control mode, VDC = 1 p.u. and V = 1 p.u.
• Converter Station #3: P−Q control mode, Pg = 40 MW and Qg = 40 MVAR
• Converter Station #4: P−Q control mode, Pg = 40 MW and Qg = 40 MVAR
• Converter Station #5: VDC −V control mode, VDC = 1 p.u. and V = 1 p.u.
• Converter Station #6: P−Q control mode, Pg = 40 MW and Qg = 30 MVAR
• Converter Station #7: P−Q control mode, Pg = 40 MW and Qg = 20 MVAR
• Converter Station #8: P−Q control mode, Pg = 40 MW and Qg = 40 MVAR

From the operation and planning perspectives, the outage of the mentioned lines can cause
entirely disconnection of the two areas from each other and accordingly, prevention of power exchange
between two areas, operating in islanded mode, and instability of the AC grids. Therefore, there
is a need for strengthening the power transmission lines among the mentioned areas. To do so,
two four-bus MT-HVDC systems are considered to interconnect the mentioned areas together. Areas
1 and 3 are interconnected with four converter stations (CS1, CS2, CS3, and CS4) and areas 2 and 3
are interconnected with four converter stations (CS5, CS6, CS7, and CS8). Hence, in case of AC lines
outage, the power can be transferred via DC links. Tables A33 and A34 show the results of AC PF on
the IEEE 39-bus test system without DC grids (Case 7-1).

Tables A35–A38 show the obtained results of the mixed AC/DC PF calculations when MT-HVDC
systems are connected to the IEEE 39-bus test system (Case 7-2). In a general view, due to the fact that
by interconnecting the MT-HVDC systems to the grid, more power is required, the total generated
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active and reactive power by the generators should increase and decrease, respectively. There is no
connection between the MT-HVDC systems and any of the generators. Therefore, only the voltage
magnitude and angles are changed. This should be considered that each converter has its own power
losses. Therefore, compared to the AC PF, the total power losses on the AC lines in the mixed AC/DC
PF is increased by 0.11 MW. There are some slight changes in the total active power generated by the
generator #31. However, the generated reactive power by all the generators is changed. The changes
of the PF on the AC lines 1–39, 3–4, 3–18, 4–14, 14–15, 15–16, and 17–27 are significant since they
are directly connected to the MT-HVDC systems. To check the changes of the PF on the other lines,
the connected lines to the mentioned lines are checked and it is observed that there are some slight
changes of the PF on the lines 4-5 and 13-14. Based on the obtained results, the slack converters
are capable of transferring power on the DC lines based on the total demand. It is also noticed that
compared to the other DC lines, the changes of the PF on the lines 5–6, 5–7, and 5–8 are considerable
and the changes of the PF on the DC lines 6–7 and 6–8 are almost zero.

To minimize the power losses, in the next case, it is considered that the converters are equipped
with the droop controllers. Table A39 illustrates the detailed information of the droop settings for each
converter station. Tables A40–A43 illustrate the results of mixed AC/DC PF considering droop control
settings provided in Table A39 (Case 7-3). Analyzing the obtained results shows that the changes of
the PF on the AC lines 1–39, 2–3, and 17–27 are almost negligible but the total power losses on the
AC lines are decreased. The DC lines 1–4 and 2–3 have the most power losses. In addition, no power
is transferred on lines 6–7 and 6–8. Therefore, they can be considered as reserve lines for planning
purposes. It is worth mentioning that compared to Case 7-2, the total power losses on the DC lines
are decreased.

To analyze the impact of MT–HVDC systems on the PF analysis, AC lines 3–4, 3–18, 4–14, and 14–15
as the main interconnected corridors between each of area are disconnected. Tables A44 and A45
show the results of AC PF without DC grids in the case of disconnecting the AC lines 3–4, 3–18, 4–14,
and 14–15 (Case 7-4). The disconnection of the mentioned lines is caused that some of the lines reach
their maximum transfer power capabilities. The changes of the PF on the AC lines 4–5, 5–6, 6–11,
and 10–11 are drastically changed. However, the changes of the PF on the AC lines 10–13 and 13–14
are deceased. The rest of the lines have either no or very slight changes on the PF.

To improve the reliability of the hybrid AC/DC grids, the MT-HVDC systems are connected to
compensate for the disconnections of the AC lines 3–4, 3–18, 4–14, and 14–15. Tables A46–A49 show
the obtained results of the mixed AC/DC PF calculations when MT-HVDC systems are connected to the
IEEE 39-bus test system considering the disconnections of the AC lines 3–4, 3–18, 4–14, and 14–15 (Case
7-5). Based on the obtained results, the significant changes on the PF are related to the AC lines 1–2,
1–39, 10–13, 13–14, and 17–27 (increase) and 2–25, 5–6, 6–11, 10–11, 15–16, 17–18, and 26–27 (decrease).
The total power losses on the AC lines are closed to the previous case. In addition, DC lines 5–6, 5–7,
and 5–8 are the DC lines with high power losses.

In order to minimize the power losses, it is assumed that the converter stations are equipped with
the droop controllers as Table A39. Tables A50–A53 show the obtained results of the mixed AC/DC PF
calculations when MT-HVDC systems are connected to the IEEE 39-bus test system considering the
droop parameters and disconnections of the AC lines 3–4, 3–18, 4–14, and 14–15 (Case 7-6). The obtained
results show that compared to the previous case, only the PF of the AC lines 4–5, 5–6, 15–16, 17–18,
and 26–27 are increased and the total power losses both on the AC and DC lines are decreased.
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Figure 2. Single-line diagram of the modified IEEE 39-bus test system with two four-bus MT-HVDC
systems.

5. Conclusions

In this paper, a mixed AC/DC Power Flow (PF) algorithm for the steady-state interaction of the
large-scale MT-HVDC systems is investigated. This algorithm is an improved sequential AC/DC PF
algorithm, which uses the Newton-Raphson method to solve the DC PF problem. Different operational
constraints and control strategies along with contingency analysis in the hybrid AC/DC grids are
considered in this study. Fast convergence and high accuracy are the main advantages of the mixed
AC/DC PF algorithm. In addition, it is a powerful tool for sensitivity analysis and congestion
management in power systems. Various cases are studied in this paper to evaluate the performance of
the mixed AC/DC PF algorithm. The obtained results demonstrate the robustness and effectiveness of
the mixed AC/DC PF algorithm for power system operation and planning studies.
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Appendix A

Note: P and Q are in MW and MVAR, respectively.
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Table A1. Results of AC PF calculations in Case 1. AC bus data.

Bus
Voltage Generation Load

|V| (p.u.) θ (◦) P Q P Q

1 1.060 0.000 131.12 90.82 − −
2 1.000 −2.061 40.00 −61.59 20.00 10.00
3 0.987 −4.637 − − 45.00 15.00
4 0.984 −4.957 − − 40.00 5.00
5 0.972 −5.765 − − 60.00 10.00

Total: 171.12 29.23 165.00 40.00

Table A2. Results of AC PF calculations in Case 1. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 89.33 74.00 −86.85 −72.91 2.486 7.46
2 1 3 41.79 16.82 −40.27 −17.51 1.518 4.55
3 2 3 24.47 −2.52 −24.11 −0.35 0.360 1.08
4 2 4 27.71 −1.72 −27.25 −0.83 0.461 1.38
5 2 5 54.66 5.56 −53.44 −4.83 1.215 3.65
6 3 4 19.39 2.86 −19.35 −4.69 0.040 0.12
7 4 5 6.60 0.52 −6.56 −5.17 0.043 0.13

Total: 6.123 18.37

Table A3. Results of the mixed AC/DC PF calculations in Case 2. AC bus data.

Bus
Voltage Generation Load

|V| (p.u.) θ (◦) P Q P Q

1 1.060 0.000 133.64 84.32 − −
2 1.000 −2.383 40.00 −32.84 20.00 10.00
3 1.000 −3.895 − − 45.00 15.00
4 0.996 −4.262 − − 40.00 5.00
5 0.991 −4.149 − − 60.00 10.00

Total: 173.64 51.48 165.00 40.00

Table A4. Results of the mixed AC/DC PF calculations in Case 2. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 98.38 71.37 −95.66 −69.59 2.717 8.15
2 1 3 35.26 12.96 −34.20 −15.08 1.062 3.19
3 2 3 13.25 −6.22 −13.14 2.57 0.116 0.35
4 2 4 17.08 −5.18 −16.89 1.74 0.181 0.54
5 2 5 25.33 −1.85 −25.07 −0.35 0.257 0.77
6 3 4 23.09 4.64 −23.04 −6.47 0.057 0.17
7 4 5 −0.07 −0.27 0.07 −4.65 0.004 0.01

Total: 4.394 13.18

Table A5. Results of the mixed AC/DC PF calculations in Case 2. DC bus data.

Bus DC Bus AC Voltage Magnitude (p.u.) Active Power (MW)

1 2 1.008 −58.627
2 3 1.000 21.901
3 5 0.998 36.186
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Table A6. Results of the mixed AC/DC PF calculations in Case 2. Converter station data.

Bus DC
Bus Injection Converter Voltage Total Loss

P Q |V| (p.u.) θ (◦) P

1 −60.00 −40.00 0.890 −13.017 1.37
2 20.76 7.14 1.007 −0.655 1.14
3 35.00 5.00 0.995 1.442 1.19

Total: 3.70

Bus DC
Converter Power Filter Transformer Loss Reactor Loss Converter Loss

P Q Q P Q P Q P

1 −59.22 −32.63 −8.12 0.08 5.83 0.01 9.66 1.29
2 20.76 −0.65 −9.02 0.01 0.54 0.00 0.70 1.14
3 35.02 −0.37 −8.83 0.02 1.43 0.00 2.03 1.17

Total: 0.11 7.80 0.01 12.39 3.60

Bus DC
Grid Power Trans. Filter Power Filter

Conv. Filter
Power

Conv. Power

P Q P Q Q Q P Q

1 −60.00 −40.00 −59.92 −34.17 −8.12 −42.29 −59.92 −32.63
2 20.76 7.14 20.76 7.68 −9.02 −1.35 20.76 −0.65
3 35.00 5.00 35.02 6.43 −8.83 −2.40 35.02 −0.37

Table A7. Results of the mixed AC/DC PF calculations in Case 2. DC branch data.

Branch
From Bus To Bus Power Losses

From To P P P

1 1 2 30.66 −30.42 0.24
2 2 3 8.52 −8.50 0.02
3 1 3 27.96 −27.68 0.28

Total: 0.54

Table A8. Results of the mixed AC/DC PF calculations in Case 3. AC bus data.

Bus
Generation Load

P Q P Q

1 133.93 84.93 − −
2 40.00 −90.48 20.00 10.00
3 − − 45.00 15.00
4 − − 40.00 5.00
5 − − 60.00 10.00

Total: 173.93 −5.55 165.00 40.00

Table A9. Results of the mixed AC/DC PF calculations in Case 3. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 84.95 75.29 −82.56 −74.50 2.386 7.16
2 1 3 48.98 9.64 −47.17 −9.50 1.819 5.46
3 2 3 34.58 −12.23 −33.80 10.57 0.780 2.34
4 2 4 34.13 −9.79 −33.40 8.01 0.735 2.21
5 2 5 33.85 −3.96 −33.39 2.38 0.461 1.38
6 3 4 −1.69 13.76 1.71 −15.69 0.022 0.07
7 4 5 −8.31 2.68 8.39 −7.38 0.077 0.23

Total: 6.283 18.85
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Table A10. Results of the mixed AC/DC PF calculations in Case 3. DC bus data.

Bus DC
Bus Injection Total Loss

P Q P

1 0.00 0.00 0.00
2 −37.65 29.84 1.22
3 35.00 5.00 1.19

Total: 2.41

Table A11. Results of the mixed AC/DC PF calculations in Case 3. DC branch data.

Branch
From Bus To Bus Power Losses

From To P P P

1 1 2 −10.67 10.70 0.03
2 2 3 25.73 −25.55 0.17
3 1 3 10.67 −10.63 0.04

Total: 0.24

Table A12. Droop control settings for each converter station.

Converter Station Droop Parameter P∗DC (MW) V∗DC (p.u.)

1 0.005 −58.6274 1.0079
2 0.007 21.9013 1.0000
3 0.005 36.1856 0.9778

* P∗DC and V∗DC are the reference power and reference DC voltage, respectively.

Table A13. Results of the mixed AC/DC PF calculations in Case 4. AC bus data.

Bus
Generation Load

P Q P Q

1 133.39 84.72 − −
2 40.00 −81.05 20.00 10.00
3 − − 45.00 15.00
4 − − 40.00 5.00
5 − − 60.00 10.00

Total: 173.39 0.67 165.00 40.00

Table A14. Results of the mixed AC/DC PF calculations in Case 4. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 90.34 73.70 −87.83 −72.54 2.510 7.53
2 1 3 43.05 11.02 −41.59 −11.96 1.456 4.37
3 2 3 25.47 −9.78 −25.05 7.06 0.426 1.28
4 2 4 28.39 −7.76 −27.88 5.29 0.503 1.51
5 2 5 53.97 −0.97 −52.81 1.52 1.165 3.50
6 3 4 18.07 10.21 −18.03 −12.07 0.045 0.14
7 4 5 5.91 1.77 −5.87 −6.52 0.043 0.13

Total: 6.148 18.46
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Table A15. Results of the mixed AC/DC PF calculations in Case 4. DC bus data.

Bus DC
Bus Injection Total Loss

P Q P

1 0.00 0.00 0.00
2 −3.57 20.31 1.13
3 1.33 5.00 1.11

Total: 2.24

Table A16. Results of the mixed AC/DC PF calculations in Case 4. DC branch data.

Branch
From Bus To Bus Power Losses

From To P P P

1 1 2 −0.72 0.72 0.00
2 2 3 1.72 −1.72 0.00
3 1 3 0.72 −0.72 0.00

Total: 0.00

Table A17. Changes in the droop parameters of each converter station.

Converter Station Droop Parameter

1 0.0010
2 0.0014
3 0.0010

Table A18. Results of the mixed AC/DC PF calculations in Case 5. AC bus data.

Bus
Generation Load

P Q P Q

1 133.38 84.72 − −
2 40.00 −81.22 20.00 10.00
3 − − 45.00 15.00
4 − − 40.00 5.00
5 − − 60.00 10.00

Total: 173.38 3.50 165.00 40.00

Table A19. Results of the mixed AC/DC PF calculations in Case 5. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 90.24 73.73 −87.74 −72.58 2.508 7.52
2 1 3 43.14 11.00 −41.68 −11.92 1.461 4.38
3 2 3 25.62 −9.82 −25.19 7.11 0.430 1.29
4 2 4 28.48 −7.80 −27.97 5.34 0.507 1.52
5 2 5 53.64 −1.02 −52.49 1.54 1.151 3.45
6 3 4 17.75 10.26 −17.71 −12.12 0.044 0.13
7 4 5 5.68 1.78 −5.64 −6.54 0.041 0.12

Total: 6.142 18.41
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Table A20. Results of the mixed AC/DC PF calculations in Case 5. DC bus data.

Bus DC
Bus Injection Total Loss

P Q P

1 0.00 0.00 0.00
2 −4.11 20.45 1.13
3 1.87 5.00 1.11

Total: 2.24

Table A21. Results of the mixed AC/DC PF calculations in Case 5. DC branch data.

Branch
From Bus To Bus Power Losses

From To P P P

1 1 2 −0.88 0.88 0.00
2 2 3 2.11 −2.11 0.00
3 1 3 0.88 −0.88 0.00

Total: 0.00

Table A22. Results of the mixed AC/DC PF calculations in Case 6-1. AC bus data.

Bus
Generation Load

P Q P Q

1 133.38 84.72 − −
2 40.00 −81.22 20.00 10.00
3 − − 45.00 15.00
4 − − 40.00 5.00
5 − − 60.00 10.00

Total: 173.38 3.50 165.00 40.00

Table A23. Results of the mixed AC/DC PF calculations in Case 6-1. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 90.24 73.73 −87.74 −72.58 2.508 7.52
2 1 3 43.14 11.00 −41.68 −11.92 1.461 4.38
3 2 3 25.62 −9.82 −25.19 7.11 0.430 1.29
4 2 4 28.48 −7.80 −27.97 5.34 0.507 1.52
5 2 5 53.64 −1.02 −52.49 1.54 1.151 3.45
6 3 4 17.75 10.26 −17.71 −12.12 0.044 0.13
7 4 5 5.68 1.78 −5.64 −6.54 0.041 0.12

Total: 6.142 18.41

Table A24. Results of the mixed AC/DC PF calculations in Case 6-1. DC bus data.

Bus DC
Bus Injection Total Loss

P Q P

1 0.00 0.00 0.00
2 −4.11 20.45 1.13
3 1.87 5.00 1.11

Total: 2.24
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Table A25. Results of the mixed AC/DC PF calculations in Case 6-1. DC branch data.

Branch
From Bus To Bus Power Losses

From To P P P

1 1 2 −0.88 0.88 0.00
2 2 3 2.11 −2.11 0.00
3 1 3 0.88 −0.88 0.00

Total: 0.00

Table A26. Results of the mixed AC/DC PF calculations in Case 6-2. AC bus data.

Bus
Generation Load

P Q P Q

1 135.63 83.69 − −
2 40.00 −61.38 20.00 10.00
3 − − 45.00 15.00
4 − − 40.00 5.00
5 − − 60.00 10.00

Total: 175.63 22.31 165.00 40.00

Table A27. Results of the mixed AC/DC PF calculations in Case 6-2. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 113.59 67.07 −110.41 −63.90 3.180 9.54
2 1 3 22.04 16.62 −21.42 −20.08 0.615 1.84
3 2 3 −7.87 0.69 7.91 −4.57 0.042 0.12
4 2 4 0.18 0.16 −0.18 −4.13 0.003 0.01
5 2 5 16.89 0.63 −16.78 −3.25 0.116 0.35
6 3 4 48.34 −3.45 −48.10 2.16 0.234 0.70
7 4 5 8.28 −3.02 −8.22 −1.75 0.056 0.17

Total: 4.246 12.73

Table A28. Results of the mixed AC/DC PF calculations in Case 6-2. DC bus data.

Bus DC
Bus Injection Total Loss

P Q P

1 −121.21 8.96 1.69
2 79.82 −13.10 1.38
3 35.00 5.00 1.19

Total: 4.26

Table A29. Results of the mixed AC/DC PF calculations in Case 6-2. DC branch data.

Branch
From Bus To Bus Power Losses

From To P P P

1 1 2 73.60 −72.24 1.36
2 2 3 −8.97 8.99 0.02
3 1 3 45.92 −45.18 0.74

Total: 2.12
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Table A30. Parameters of the converter stations in per-unit.

Converter Station SN (MVA) RTR XTR BF RTR XTR

1 100 0.0015 0.1121 0.0887 0.0001 0.1643
2 100 0.0015 0.1121 0.0887 0.0001 0.1643
3 100 0.0015 0.1121 0.0887 0.0001 0.1643
4 100 0.0015 0.1121 0.0887 0.0001 0.1643
5 100 0.0015 0.1121 0.0887 0.0001 0.1643
6 100 0.0015 0.1121 0.0887 0.0001 0.1643
7 100 0.0015 0.1121 0.0887 0.0001 0.1643

Table A31. Power losses coefficients of the converter stations.

Converter Station a b crec cinv

1 1.103 0.887 2.885 4.371
2 1.103 0.887 2.885 4.371
3 1.103 0.887 2.885 4.371
4 1.103 0.887 2.885 4.371
5 1.103 0.887 2.885 4.371
6 1.103 0.887 2.885 4.371
7 1.103 0.887 2.885 4.371

Table A32. Parameters of the DC lines.

From To RDC (p.u.) VDC (kV) PDC (MW)

1 2 0.0520 345 100
1 4 0.0520 345 100
2 3 0.0520 345 100
3 4 0.0520 345 100
5 6 0.0730 345 100
5 7 0.0730 345 100
5 8 0.0730 345 100
6 7 0.0730 345 100
6 8 0.0730 345 100
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Table A33. Results of AC PF calculations in Case 7-1. AC bus data.

Bus
Voltage Generation Load

|V| (p.u.) θ (◦) P Q P Q

1 1.039 −13.537 − − 97.60 44.20
2 1.048 −9.785 − − − −
3 1.031 −12.276 − − 322.00 2.40
4 1.004 −12.627 − − 500.00 184.00
5 1.006 −11.192 − − − −
6 1.008 −10.408 − − − −
7 0.998 −12.756 − − 233.80 84.00
8 0.998 −13.336 − − 522.00 176.60
9 1.038 −14.178 − − 6.50 −66.60

10 1.018 −8.171 − − − −
11 1.013 −8.937 − − − −
12 1.001 −8.999 − − 8.53 88.00
13 1.015 −8.930 − − − −
14 1.012 −10.715 − − − −
15 1.016 −11.345 − − 320.00 153.00
16 1.033 −10.033 − − 329.00 32.30
17 1.034 −11.116 − − − −
18 1.032 −11.986 − − 158.00 30.00
19 1.050 −5.410 − − − −
20 0.991 −6.821 − − 680.00 103.00
21 1.032 −7.629 − − 274.00 115.00
22 1.050 −3.183 − − − −
23 1.045 −3.381 − − 247.50 84.60
24 1.038 −9.914 − − 308.60 −92.20
25 1.058 −8.369 − − 224.00 47.20
26 1.053 −9.439 − − 139.00 17.00
27 1.038 −11.362 − − 281.00 75.50
28 1.050 −5.928 − − 206.00 27.60
29 1.050 −3.170 − − 283.50 26.90
30 1.050 −7.370 250.00 161.76 − −
31 0.982 0.000 677.87 221.57 9.20 4.60
32 0.984 −0.188 650.00 206.96 − −
33 0.997 −0.196 632.00 108.29 − −
34 1.012 −1.631 508.00 166.69 − −
35 1.049 1.777 650.00 210.66 − −
36 1.064 4.468 560.00 100.16 − −
37 1.028 −1.583 540.00 −1.37 − −
38 1.027 3.893 830.00 21.73 − −
39 1.030 −14.535 1000.0 78.47 1104.00 250.00

Total: 6297.87 1274.92 6254.23 1387.10
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Table A34. Results of AC PF calculations in Case 7-1. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 −173.7 −40.31 174.68 −24.36 0.978 11.48
2 1 39 76.10 −3.89 −76.03 −74.75 0.066 1.65
3 2 3 319.91 88.59 −318.58 −100.88 1.335 15.51
4 2 25 −244.59 82.97 248.93 −93.84 4.337 5.33
5 2 30 −250.00 −147.20 250.00 161.76 0.000 14.56
6 3 4 37.34 113.06 −37.13 −132.59 0.208 3.40
7 3 18 −40.76 −14.59 40.78 −7.94 0.017 0.21
8 4 5 −197.45 −4.09 197.76 −4.52 0.309 4.95
9 4 14 −265.42 −47.32 265.99 42.48 0.571 9.22
10 5 6 −536.94 −43.11 537.51 46.16 0.573 7.45
11 5 8 339.18 47.64 −338.24 −49.39 0.933 13.07
12 6 7 453.82 81.55 −452.56 −73.59 1.261 19.33
13 6 11 −322.65 −38.85 323.38 33.14 0.724 8.48
14 6 31 −668.67 −88.85 668.67 216.97 0.000 128.12
15 7 8 218.76 −10.41 −218.56 4.84 0.192 2.21
16 8 9 34.81 −132.06 −34.48 97.72 0.324 5.11
17 9 39 27.98 −31.12 −27.97 −96.78 0.018 0.44
18 10 11 327.90 73.37 −327.46 −76.18 0.438 4.71
19 10 13 322.10 37.49 −321.69 −40.65 0.407 4.38
20 10 32 −650.00 −110.87 650.00 206.96 0.000 96.1
21 12 11 −4.06 −42.25 4.09 43.04 0.029 0.79
22 12 13 −4.47 −45.75 4.51 46.68 0.034 0.93
23 13 14 317.18 −6.03 −316.30 −1.80 0.879 9.87
24 14 15 50.31 −40.68 −50.26 3.66 0.053 0.64
25 15 16 −269.74 −156.66 270.56 147.33 0.825 8.61
26 16 17 224.02 −42.54 −223.68 32.50 0.338 4.29
27 16 19 −451.30 −54.20 454.38 58.75 3.078 37.52
28 16 21 −329.60 14.44 330.42 −27.74 0.821 13.86
29 16 24 −42.68 −97.33 42.71 90.63 0.030 0.59
30 17 18 199.04 11.05 −198.78 −22.06 0.261 3.06
31 17 27 24.64 −43.56 −24.62 9.23 0.016 0.21
32 19 20 174.73 −9.170 −174.51 13.48 0.218 4.30
33 19 33 −629.11 −49.58 632.00 108.29 2.894 58.71
34 20 34 −505.49 −116.48 508.00 166.69 2.511 50.21
35 21 22 −604.42 −87.26 607.21 108.15 2.783 48.7
36 22 23 42.790 41.88 −42.77 −61.75 0.025 0.40
37 22 35 −650.00 −150.04 650.00 210.66 0.000 60.63
38 23 24 353.84 −0.50 −351.31 1.57 2.529 40.24
39 23 36 −558.57 −22.35 560.00 100.16 1.430 77.82
40 25 26 65.41 −18.81 −65.29 −39.04 0.126 1.27
41 25 37 −538.34 65.45 540.00 −1.37 1.657 64.08
42 26 27 257.30 68.21 −256.38 −84.73 0.920 9.66
43 26 28 −140.82 −21.21 141.61 −56.36 0.788 8.69
44 26 29 −190.19 −24.96 192.10 −67.79 1.914 20.98
45 28 29 −347.61 28.76 349.16 −39.44 1.556 16.78
46 29 38 −824.77 80.33 830.0 21.73 5.234 102.06

Total: 43.640 1000.61
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Table A35. Results of Mixed AC/DC PF calculations in Case 7-2. AC bus data.

Bus
Voltage Generation Load

|V| (p.u.) θ (◦) P Q P Q

1 1.047 −12.439 − − 97.60 44.20
2 1.051 −8.959 − − − −
3 1.034 −11.548 − − 322.00 2.400
4 0.998 −12.879 − − 500.00 184.00
5 1.001 −11.443 − − − −
6 1.004 −10.675 − − − −
7 0.994 −12.969 − − 233.80 84.00
8 0.994 −13.517 − − 522.00 176.60
9 1.037 −13.804 − − 6.50 −66.60

10 1.012 −8.658 − − − −
11 1.009 −9.390 − − − −
12 1.000 −10.075 − − 8.530 88.00
13 1.008 −9.464 − − − −
14 1.000 −11.243 − − − −
15 1.016 −10.879 − − 320.00 153.00
16 1.035 −9.343 − − 329.00 32.30
17 1.040 −10.213 − − − −
18 1.038 −11.041 − − 158.00 30.00
19 1.051 −4.727 − − − −
20 0.991 −6.135 − − 680.00 103.00
21 1.034 −6.945 − − 274.00 115.00
22 1.051 −2.507 − − − −
23 1.046 −2.705 − − 247.50 84.60
24 1.040 −9.223 − − 308.60 −92.20
25 1.060 −7.519 − − 224.00 47.20
26 1.056 −8.561 − − 139.00 17.00
27 1.043 −10.465 − − 281.00 75.50
28 1.052 −5.060 − − 206.00 27.60
29 1.051 −2.306 − − 283.50 26.90
30 1.050 −6.550 250.00 147.24 − −
31 0.982 0.000 691.88 240.39 9.20 4.600
32 0.984 −0.633 650.00 232.33 − −
33 0.997 0.488 632.00 103.03 − −
34 1.012 −0.946 508.00 164.25 − −
35 1.049 2.449 650.00 204.75 − −
36 1.064 5.139 560.00 96.81 − −
37 1.028 −0.744 540.00 −10.62 − −
38 1.026 4.752 830.00 14.76 − −
39 1.030 −13.788 1000.0 54.67 1104.00 250.00

Total: 6311.88 1247.61 6254.23 1387.10
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Table A36. Results of Mixed AC/DC PF calculations in Case 7-2. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 −161.82 −30.43 162.66 −36.59 0.838 9.85
2 1 39 104.22 26.23 −104.08 −103.6 0.140 3.51
3 2 3 333.45 80.70 −332.03 −92.24 1.414 16.43
4 2 25 −246.11 89.31 250.55 −100.12 4.439 5.45
5 2 30 −250.00 −133.42 250.00 147.24 0.000 13.82
6 3 4 123.06 160.38 −122.51 −174.32 0.544 8.92
7 3 18 −73.03 −30.54 73.08 8.30 0.059 0.71
8 4 5 −196.54 −21.20 196.86 12.78 0.312 5.00
9 4 14 −220.94 −8.49 221.34 1.030 0.392 6.33
10 5 6 −521.95 −55.55 522.50 58.32 0.549 7.14
11 5 8 325.09 42.76 −324.23 −45.37 0.863 12.09
12 6 7 439.68 79.60 −438.49 −72.56 1.194 18.31
13 6 11 −279.50 −37.36 280.05 29.73 0.549 6.43
14 6 31 −682.68 −100.56 682.68 235.79 0.000 135.24
15 7 8 204.69 −11.44 −204.52 5.68 0.170 1.95
16 8 9 6.75 −136.92 −6.420 102.83 0.326 5.15
17 9 39 −0.08 −36.23 0.08 −91.73 0.007 0.19
18 10 11 309.18 59.26 −308.79 −62.53 0.389 4.18
19 10 13 340.82 74.67 −340.34 −76.98 0.477 5.13
20 10 32 −650.00 −133.93 650.00 232.33 0.000 98.4
21 12 11 −28.72 −31.98 28.75 32.80 0.030 0.81
22 12 13 −25.68 −30.39 25.71 31.08 0.026 0.70
23 13 14 314.63 45.89 −313.73 −53.12 0.904 10.14
24 14 15 −35.63 −89.16 35.75 53.33 0.113 1.36
25 15 16 −315.75 −176.33 316.86 169.98 1.114 11.63
26 16 17 177.78 −80.31 −177.54 68.94 0.242 3.07
27 16 19 −451.33 −47.15 454.39 51.36 3.059 37.28
28 16 21 −329.62 19.33 330.44 −32.75 0.820 13.84
29 16 24 −42.68 −94.16 42.71 87.39 0.028 0.55
30 17 18 191.32 6.86 −191.08 −18.30 0.238 2.79
31 17 27 26.22 −35.79 −26.20 1.090 0.012 0.16
32 19 20 174.72 −6.89 −174.5 11.18 0.218 4.29
33 19 33 −629.11 −44.47 632.00 103.03 2.886 58.55
34 20 34 −505.50 −114.18 508.00 164.25 2.503 50.07
35 21 22 −604.44 −82.25 607.21 102.85 2.770 48.47
36 22 23 42.79 41.60 −42.76 −61.50 0.025 0.39
37 22 35 −650.00 −144.44 650.00 204.75 0.000 60.31
38 23 24 353.84 −3.95 −351.31 4.81 2.522 40.13
39 23 36 −558.57 −19.16 560.00 96.81 1.428 77.66
40 25 26 63.79 −21.80 −63.68 −36.42 0.118 1.19
41 25 37 −538.34 74.72 540.00 −10.62 1.658 64.10
42 26 27 255.68 59.54 −254.8 −76.59 0.888 9.32
43 26 28 −140.79 −18.17 141.58 −59.77 0.790 8.70
44 26 29 −190.22 −21.95 192.14 −71.24 1.915 21.00
45 28 29 −347.58 32.17 349.13 −42.93 1.555 16.77
46 29 38 −824.77 87.27 830.00 14.76 5.232 102.02

Total: 43.756 1009.53
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Table A37. Results of the mixed AC/DC PF calculations in Case 7-2. DC bus data.

Bus DC
Bus Injection Total Loss

P Q P

1 −40.00 −20.00 1.24
2 −45.87 25.63 1.25
3 40.00 40.00 1.24
4 40.00 40.00 1.24
5 −128.03 −141.24 2.44
6 40.00 30.00 1.22
7 40.00 20.00 1.20
8 40.00 40.00 1.24

Total: 11.07

Table A38. Results of the mixed AC/DC PF calculations in Case 7-2. DC branch data.

Branch
From Bus To Bus Power Losses

From To P P P

1 1 2 −2.19 2.19 0.00
2 1 4 40.95 −40.51 0.44
3 2 3 42.43 −41.96 0.47
4 3 4 0.72 −0.72 0.00
5 5 6 41.86 −41.22 0.64
6 5 7 41.85 −41.21 0.64
7 5 8 41.87 −41.23 0.64
8 6 7 −0.01 0.01 0.00
9 6 8 0.01 −0.01 0.00

Total: 2.83

Table A39. Droop control settings for each converter station.

Converter Station Droop Parameter P∗DC (MW) V∗DC (p.u.)

1 0.0017 −50.0000 1.0079
2 0.0017 −35.0000 1.0000
3 0.0017 60.0000 1.0000
4 0.0017 60.0000 1.0000
5 0.0017 −35.0000 1.0000
6 0.0017 40.0000 1.0000
7 0.0017 40.0000 1.0000
8 0.0017 40.0000 1.0000

* P∗DC and V∗DC are the reference power and reference DC voltage, respectively.
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Table A40. Results of Mixed AC/DC PF calculations in Case 7-3. AC bus data.

Bus
Voltage Generation Load

|V| (p.u.) θ (◦) P Q P Q

1 1.047 −12.504 − − 97.60 44.20
2 1.051 −9.194 − − − −
3 1.034 −11.802 − − 322.00 2.40
4 0.997 −12.917 − − 500.00 184.00
5 1.001 −11.426 − − − −
6 1.004 −10.647 − − − −
7 0.994 −12.949 − − 233.80 84.00
8 0.994 −13.501 − − 522.00 176.60
9 1.037 −13.823 − − 6.50 −66.60

10 1.012 −8.558 − − − −
11 1.009 −9.310 − − − −
12 1.000 −9.926 − − 8.530 88.00
13 1.008 −9.343 − − − −
14 1.000 −11.08 − − − −
15 1.016 −11.186 − − 320.00 153.00
16 1.034 −9.727 − − 329.00 32.30
17 1.04 −10.668 − − − −
18 1.037 −11.483 − − 158.00 30.00
19 1.051 −5.110 − − − −
20 0.991 −6.519 − − 680.00 103.00
21 1.034 −7.328 − − 274.00 115.00
22 1.051 −2.889 − − − −
23 1.046 −3.087 − − 247.50 84.60
24 1.040 −9.607 − − 308.60 −92.20
25 1.060 −7.783 − − 224.00 47.20
26 1.055 −8.920 − − 139.00 17.00
27 1.042 −10.869 − − 281.00 75.50
28 1.052 −5.418 − − 206.00 27.60
29 1.051 −2.664 − − 283.50 26.90
30 1.050 −6.785 250.00 146.82 − −
31 0.982 0.000 689.99 240.44 9.200 4.60
32 0.984 −0.532 650.00 232.48 − −
33 0.997 0.105 632.00 103.62 − −
34 1.012 −1.329 508.00 164.52 − −
35 1.049 2.067 650.00 205.41 − −
36 1.064 4.758 560.00 97.19 − −
37 1.028 −1.007 540.00 −9.75 − −
38 1.027 4.395 830.00 15.39 − −
39 1.030 −13.830 1000.00 54.04 1104.00 250.00

Total: 6309.99 1250.16 6254.23 1387.10
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Table A41. Results of Mixed AC/DC PF calculations in Case 7-3. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 −154.00 −31.28 154.76 −36.7 0.759 8.91
2 1 39 102.52 27.08 −102.38 −104.51 0.138 3.46
3 2 3 335.86 81.69 −334.43 −92.98 1.435 16.67
4 2 25 −240.62 88.03 244.87 −99.07 4.253 5.23
5 2 30 −250.00 −133.01 250.00 146.82 0.000 13.8
6 3 4 104.84 161.43 −104.34 −176.12 0.498 8.17
7 3 18 −46.55 −30.85 46.57 8.23 0.026 0.32
8 4 5 −203.98 −20.74 204.32 12.72 0.336 5.38
9 4 14 −247.94 −7.14 248.43 1.33 0.494 7.97
10 5 6 −529.57 −55.39 530.13 58.38 0.565 7.35
11 5 8 325.25 42.68 −324.39 −45.26 0.864 12.1
12 6 7 441.24 79.61 −440.04 −72.45 1.203 18.44
13 6 11 −290.58 −36.72 291.17 29.61 0.593 6.94
14 6 31 −680.79 −101.27 680.79 235.84 0.000 134.58
15 7 8 206.24 −11.55 −206.07 5.83 0.172 1.98
16 8 9 8.45 −137.17 −8.12 103.12 0.328 5.18
17 9 39 1.62 −36.52 −1.62 −91.44 0.007 0.18
18 10 11 317.57 59.28 −317.16 −62.33 0.409 4.4
19 10 13 332.43 74.78 −331.97 −77.32 0.455 4.9
20 10 32 −650.00 −134.06 650.00 232.48 0.000 98.41
21 12 11 −25.96 −31.97 25.99 32.72 0.027 0.75
22 12 13 −24.57 −30.42 24.59 31.09 0.025 0.67
23 13 14 307.38 46.23 −306.52 −53.90 0.864 9.7
24 14 15 2.66 −91.24 −2.56 55.21 0.096 1.16
25 15 16 −300.93 −178.21 301.97 171.1 1.040 10.86
26 16 17 192.66 −79.73 −192.39 68.82 0.277 3.52
27 16 19 −451.33 −47.94 454.39 52.19 3.061 37.3
28 16 21 −329.62 18.78 330.44 −32.19 0.820 13.84
29 16 24 −42.68 −94.52 42.71 87.76 0.028 0.56
30 17 18 188.28 6.71 −188.04 −18.23 0.231 2.7
31 17 27 20.60 −35.53 −20.59 0.80 0.009 0.12
32 19 20 174.72 −7.14 −174.50 11.44 0.218 4.29
33 19 33 −629.11 −45.05 632.00 103.62 2.887 58.57
34 20 34 −505.50 −114.44 508.00 164.52 2.504 50.08
35 21 22 −604.44 −82.81 607.21 103.44 2.771 48.5
36 22 23 42.79 41.63 −42.76 −61.53 0.025 0.39
37 22 35 −650.00 −145.07 650.00 205.41 0.000 60.34
38 23 24 353.84 −3.56 −351.31 4.44 2.523 40.14
39 23 36 −558.57 −19.51 560.00 97.19 1.428 77.67
40 25 26 69.47 −21.98 −69.33 −35.99 0.139 1.41
41 25 37 −538.34 73.85 540.00 −9.75 1.658 64.1
42 26 27 261.34 59.66 −260.41 −76.30 0.926 9.72
43 26 28 −140.79 −18.45 141.58 −59.46 0.789 8.70
44 26 29 −190.22 −22.23 192.13 −70.92 1.915 21.0
45 28 29 −347.58 31.86 349.13 −42.61 1.555 16.77
46 29 38 −824.77 86.63 830.00 15.39 5.232 102.03

Total: 43.583 1009.26
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Table A42. Results of the mixed AC/DC PF calculations in Case 7-3. DC bus data.

Bus DC
Bus Injection Total Loss

P Q P

1 −56.26 −20.00 1.30
2 −42.00 25.61 1.23
3 45.86 40.00 1.26
4 46.12 40.00 1.26
5 −55.43 −143.80 2.04
6 16.51 30.00 1.16
7 16.53 20.00 1.14
8 16.48 40.00 1.19

Total: 10.58

Table A43. Results of the mixed AC/DC PF calculations in Case 7-3. DC branch data.

Branch
From Bus To Bus Power Losses

From To P P P

1 1 2 5.27 −5.26 0.01
2 1 4 49.69 −49.03 0.65
3 2 3 46.03 −45.47 0.56
4 3 4 −1.65 1.65 0.00
5 5 6 17.79 −17.67 0.12
6 5 7 17.79 −17.67 0.12
7 5 8 17.79 −17.67 0.12
8 6 7 0.00 0.00 0.00
9 6 8 0.00 0.00 0.00

Total: 1.58
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Table A44. Results of Mixed AC/DC PF calculations in Case 7-4. AC bus data.

Bus
Voltage Generation Load

|V| (p.u.) θ (◦) P Q P Q

1 1.043 −15.383 − − 97.60 44.20
2 1.058 −11.984 − − − −
3 1.055 −14.490 − − 322.00 2.40
4 0.932 −16.184 − − 500.00 184.00
5 0.963 −12.185 − − − −
6 0.971 −10.906 − − − −
7 0.961 −13.647 − − 233.80 84.00
8 0.960 −14.378 − − 522.00 176.60
9 1.023 −15.624 − − 6.50 −66.6
10 0.995 −6.307 − − − −
11 0.985 −7.818 − − − −
12 0.975 −7.165 − − 8.53 88.00
13 0.993 −6.380 − − − −
14 0.994 −6.385 − − − −
15 1.016 −14.260 − − 320.00 153.00
16 1.033 −12.688 − − 329.00 32.30
17 1.035 −13.530 − − − −
18 1.032 −14.217 − − 158.00 30.00
19 1.050 −8.066 − − − −
20 0.991 −9.477 − − 680.00 103.00
21 1.032 −10.284 − − 274.00 115.00
22 1.050 −5.839 − − − −
23 1.045 −6.037 − − 247.50 84.60
24 1.038 −12.569 − − 308.60 −92.20
25 1.064 −10.503 − − 224.00 47.20
26 1.055 −11.705 − − 139.00 17.00
27 1.040 −13.691 − − 281.00 75.50
28 1.052 −8.202 − − 206.00 27.60
29 1.051 −5.447 − − 283.50 26.90
30 1.050 −9.591 250.00 108.31 − −
31 0.982 0.000 683.41 362.78 9.20 4.60
32 0.984 1.860 650.00 313.16 − −
33 0.997 −2.849 632.00 107.87 − −
34 1.012 −4.287 508.00 166.49 − −
35 1.049 −0.880 650.00 210.19 − −
36 1.064 1.812 560.00 99.90 − −
37 1.028 −3.746 540.00 −26.63 − −
38 1.027 1.612 830.00 16.42 − −
39 1.030 −16.197 1000.00 126.31 1104.00 250.00

Total: 6303.41 1484.80 6254.23 1387.10
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Table A45. Results of Mixed AC/DC PF calculations in Case 7-4. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 −160.79 −56.77 161.63 −10.46 0.843 9.90
2 1 39 63.19 12.57 −63.13 −91.60 0.063 1.57
3 2 3 323.21 −12.20 −322.00 −2.40 1.213 14.09
4 2 25 −234.85 118.79 239.31 −129.74 4.458 5.48
5 2 30 −250.00 −96.12 250.00 108.31 0.000 12.19
6 3 4 0.00 0.00 0.00 0.00 0.000 0.00
7 3 18 0.00 0.00 0.00 0.00 0.000 0.00
8 4 5 −500.00 −184.00 502.60 213.48 2.595 41.53
9 4 14 0.00 0.00 0.00 0.00 0.000 0.00
10 5 6 −819.04 −214.86 820.59 230.88 1.544 20.08
11 5 8 316.45 1.38 −315.58 −2.93 0.864 12.10
12 6 7 490.24 81.71 −488.66 −68.05 1.579 24.20
13 6 11 −636.61 −105.52 639.69 128.36 3.084 36.12
14 6 31 −674.21 −207.08 674.21 358.18 0.000 151.11
15 7 8 254.86 −15.95 −254.58 12.01 0.282 3.25
16 8 9 48.16 −185.68 −47.40 160.29 0.763 12.05
17 9 39 40.90 −93.69 −40.87 −32.10 0.025 0.63
18 10 11 617.69 175.82 −616.01 −165.00 1.672 17.97
19 10 13 32.31 29.83 −32.31 −36.94 0.009 0.09
20 10 32 −650.00 −205.65 650.00 313.16 0.000 107.51
21 12 11 23.71 −35.79 −23.68 36.64 0.031 0.85
22 12 13 −32.24 −52.21 32.31 53.95 0.064 1.74
23 13 14 0.00 −17.01 0.00 0.00 0.001 0.01
24 14 15 0.00 0.00 0.00 0.00 0.000 0.00
25 15 16 −320.00 −153.00 321.07 146.27 1.074 11.21
26 16 17 173.51 −42.68 −173.31 30.96 0.206 2.62
27 16 19 −451.30 −53.64 454.38 58.17 3.077 37.50
28 16 21 −329.60 14.83 330.42 −28.14 0.821 13.85
29 16 24 −42.68 −97.08 42.71 90.37 0.030 0.58
30 17 18 158.17 17.88 −158.00 −30.00 0.168 1.96
31 17 27 15.14 −48.84 −15.12 14.44 0.015 0.20
32 19 20 174.73 −8.99 −174.51 13.30 0.218 4.30
33 19 33 −629.11 −49.17 632.00 107.87 2.894 58.70
34 20 34 −505.49 −116.30 508.00 166.49 2.510 50.20
35 21 22 −604.42 −86.86 607.21 107.73 2.782 48.69
36 22 23 42.79 41.86 −42.77 −61.73 0.025 0.40
37 22 35 −650.00 −149.59 650.00 210.19 0.000 60.60
38 23 24 353.84 −0.77 −351.31 1.83 2.529 40.23
39 23 36 −558.57 −22.10 560.00 99.90 1.430 77.80
40 25 26 75.03 −8.33 −74.86 −49.50 0.173 1.74
41 25 37 −538.34 90.86 540.00 −26.63 1.661 64.23
42 26 27 266.87 74.07 −265.88 −89.94 0.992 10.42
43 26 28 −140.79 −18.90 141.58 −58.95 0.789 8.70
44 26 29 −190.21 −22.67 192.13 −70.41 1.915 20.99
45 28 29 −347.58 31.35 349.14 −42.10 1.555 16.78
46 29 38 −824.77 85.61 830.00 16.42 5.232 102.03

Total: 49.186 1106.20
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Table A46. Results of Mixed AC/DC PF calculations in Case 7-5. AC bus data.

Bus
Voltage Generation Load

|V| (p.u.) θ (◦) P Q P Q

1 1.046 −5.461 − − 97.60 44.20
2 1.060 1.265 − − − −
3 1.063 −0.937 − − 322.00 2.40
4 0.934 −16.570 − − 500.00 184.00
5 0.969 −12.289 − − − −
6 0.977 −11.124 − − − −
7 0.967 −13.306 − − 233.80 84.00
8 0.966 −13.764 − − 522.00 176.60
9 1.025 −10.911 − − 6.50 −66.60

10 1.003 −7.787 − − − −
11 0.994 −8.935 − − − −
12 1.000 −9.246 − − 8.53 88.00
13 1.002 −8.201 − − − −
14 1.000 −8.935 − − − −
15 1.032 4.023 − − 320.00 153.00
16 1.045 5.368 − − 329.00 32.30
17 1.051 4.342 − − − −
18 1.050 3.841 − − 158.00 30.00
19 1.055 9.953 − − − −
20 0.993 8.557 − − 680.00 103.00
21 1.041 7.738 − − 274.00 115.00
22 1.055 12.140 − − − −
23 1.050 11.944 − − 247.50 84.60
24 1.049 5.488 − − 308.60 −92.20
25 1.070 3.371 − − 224.00 47.20
26 1.064 4.157 − − 139.00 17.00
27 1.053 3.112 − − 281.00 75.50
28 1.057 7.633 − − 206.00 27.60
29 1.054 10.373 − − 283.50 26.90
30 1.050 3.655 250.00 99.19 − −
31 0.982 0.000 701.04 343.28 9.20 4.60
32 0.984 0.317 650.00 277.42 − −
33 0.997 15.160 632.00 78.96 − −
34 1.012 13.742 508.00 153.10 − −
35 1.049 17.078 650.00 177.74 − −
36 1.064 19.762 560.00 81.49 − −
37 1.028 10.095 540.00 −55.46 − −
38 1.026 17.419 830.00 −5.42 − −
39 1.030 −8.849 1000.00 115.54 1104.00 250.00

Total: 6321.04 1265.84 6254.23 1387.10
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Table A47. Results of Mixed AC/DC PF calculations in Case 7-5. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 −314.89 −27.33 318.06 −12.82 3.176 37.29
2 1 39 257.29 23.13 −256.65 −87.88 0.643 16.07
3 2 3 282.95 −55.56 −282.00 37.60 0.947 11.00
4 2 25 −351.01 155.69 360.37 −160.75 9.357 11.50
5 2 30 −250.00 −87.31 250.00 99.19 0.000 11.88
6 3 4 0.00 0.00 0.00 0.00 0.000 0.00
7 3 18 0.00 0.00 0.00 0.00 0.000 0.00
8 4 5 −540.00 −204.00 543.03 240.39 3.034 48.54
9 4 14 0.00 0.00 0.00 0.00 0.000 0.000
10 5 6 −758.72 −243.95 760.07 257.42 1.352 17.58
11 5 8 215.68 3.56 −215.29 −11.80 0.398 5.57
12 6 7 396.78 85.56 −395.74 −80.25 1.042 15.98
13 6 11 −465.01 −158.13 466.76 165.20 1.755 20.55
14 6 31 −691.84 −184.85 691.84 338.68 0.000 153.82
15 7 8 161.94 −3.75 −161.82 −2.25 0.112 1.29
16 8 9 −144.89 −162.55 145.92 141.15 1.034 16.33
17 9 39 −152.42 −74.55 152.65 −46.59 0.222 5.56
18 10 11 480.08 167.66 −479.05 −163.81 1.034 11.11
19 10 13 169.92 6.61 −169.8 −12.69 0.115 1.24
20 10 32 −650.00 −174.27 650.00 277.42 0.000 103.15
21 12 11 −12.28 1.46 12.29 −1.39 0.002 0.07
22 12 13 −42.29 −15.31 42.32 16.20 0.033 0.89
23 13 14 127.48 −3.51 −127.33 −12.11 0.146 1.64
24 14 15 0.00 0.00 0.00 0.00 0.000 0.00
25 15 16 −280.00 −123.00 280.77 112.64 0.773 8.07
26 16 17 214.10 −92.92 −213.76 82.52 0.341 4.34
27 16 19 −451.47 −14.50 454.46 17.42 2.988 36.42
28 16 21 −329.71 41.95 330.53 −55.83 0.820 13.83
29 16 24 −42.70 −79.48 42.72 72.44 0.021 0.41
30 17 18 118.09 −3.51 −118.00 −10.00 0.089 1.04
31 17 27 135.67 −39.01 −135.45 6.39 0.222 2.96
32 19 20 174.69 3.61 −174.47 0.65 0.216 4.26
33 19 33 −629.14 −21.03 632.00 78.96 2.856 57.93
34 20 34 −505.53 −103.65 508.00 153.10 2.472 49.45
35 21 22 −604.53 −59.17 607.24 78.50 2.714 47.49
36 22 23 42.76 40.27 −42.73 −60.33 0.024 0.38
37 22 35 −650.00 −118.77 650.00 177.74 0.000 58.97
38 23 24 353.82 −19.77 −351.32 19.76 2.499 39.75
39 23 36 −558.58 −4.49 560.00 81.49 1.415 77.00
40 25 26 −46.04 −6.66 46.12 −53.07 0.075 0.76
41 25 37 −538.33 120.21 540.00 −55.46 1.675 64.75
42 26 27 145.88 58.48 −145.55 −81.89 0.327 3.43
43 26 28 −140.68 −9.26 141.48 −69.69 0.797 8.79
44 26 29 −190.31 −13.14 192.24 −81.25 1.925 21.10
45 28 29 −347.48 42.09 349.03 −53.07 1.554 16.76
46 29 38 −824.77 107.42 830.00 −5.42 5.231 102.00

Total: 53.436 1110.95
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Table A48. Results of the mixed AC/DC PF calculations in Case 7-5. DC bus data.

Bus DC
Bus Injection Total Loss

P Q P

1 −40.00 −20.00 1.25
2 −46.04 74.15 1.42
3 40.00 40.00 1.23
4 40.00 40.00 1.24
5 −127.33 −12.11 1.75
6 40.00 30.00 1.22
7 40.00 20.00 1.2
8 40.00 40.00 1.24

Total: 10.55

Table A49. Results of the mixed AC/DC PF calculations in Case 7-5. DC branch data.

Branch
From Bus To Bus Power Losses

From To P P P

1 1 2 −2.20 2.20 0.00
2 1 4 40.95 −40.51 0.44
3 2 3 42.43 −41.96 0.47
4 3 4 0.73 −0.73 0.00
5 5 6 41.86 −41.22 0.64
6 5 7 41.85 −41.21 0.64
7 5 8 41.87 −41.23 0.64
8 6 7 −0.01 0.01 0.00
9 6 8 0.01 −0.01 0.00

Total: 2.83
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Table A50. Results of Mixed AC/DC PF calculations in Case 7-6. AC bus data.

Bus
Voltage Generation Load

|V| (p.u.) θ (◦) P Q P Q

1 1.049 −8.267 − − 97.60 44.20
2 1.062 −2.889 − − − −
3 1.066 −5.034 − − 322.00 2.40
4 0.932 −16.723 − − 500.00 184.00
5 0.967 −12.294 − − − −
6 0.975 −11.059 − − − −
7 0.965 −13.409 − − 233.80 84.00
8 0.965 −13.950 − − 522.00 176.60
9 1.025 −12.240 − − 6.50 −66.60

10 1.002 −7.176 − − − −
11 0.993 −8.494 − − − −
12 1.000 −8.589 − − 8.53 88.00
13 1.001 −7.424 − − − −
14 1.000 −7.736 − − − −
15 1.03 −3.037 − − 320.00 153.00
16 1.044 −1.572 − − 329.00 32.30
17 1.050 −2.488 − − − −
18 1.048 −3.091 − − 158.00 30.00
19 1.054 3.016 − − − −
20 0.993 1.618 − − 680.00 103.00
21 1.040 0.800 − − 274.00 115.00
22 1.054 5.205 − − − −
23 1.05 5.008 − − 247.50 84.60
24 1.048 −1.452 − − 308.60 −92.20
25 1.069 −1.128 − − 224.00 47.20
26 1.063 −1.501 − − 139.00 17.00
27 1.052 −3.084 − − 281.00 75.50
28 1.056 1.978 − − 206.00 27.60
29 1.054 4.719 − − 283.50 26.90
30 1.050 −0.506 250.00 82.91 − −
31 0.982 0.000 696.02 347.70 9.20 4.60
32 0.984 0.934 650.00 280.53 − −
33 0.997 8.223 632.00 80.97 − −
34 1.012 6.803 508.00 154.03 − −
35 1.049 10.145 650.00 180.00 − −
36 1.064 12.829 560.00 82.78 − −
37 1.028 5.600 540.00 −52.18 − −
38 1.027 11.767 830.00 −3.06 − −
39 1.030 −10.916 1000.00 99.46 1104.00 250.00

Total: 6316.02 1253.14 6254.23 1387.10
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Table A51. Results of Mixed AC/DC PF calculations in Case 7-6. AC branch data.

Branch
From Bus Injection To Bus Injection Power Losses

From To P Q P Q P Q

1 1 2 −254.22 −39.12 256.28 −14.61 2.056 24.14
2 1 39 202.75 34.92 −202.32 −105.31 0.426 10.66
3 2 3 277.03 −56.22 −276.13 37.60 0.904 10.50
4 2 25 −283.31 142.35 289.70 −151.10 6.384 7.84
5 2 30 −250.00 −71.52 250.00 82.91 0.000 11.39
6 3 4 0.00 0.00 0.00 0.00 0.000 0.00
7 3 18 0.00 0.00 0.00 0.00 0.000 0.00
8 4 5 −556.28 −204.00 559.49 243.27 3.211 51.37
9 4 14 0.00 0.00 0.00 0.00 0.000 0.00
10 5 6 −800.66 −243.89 802.15 259.24 1.496 19.45
11 5 8 241.17 0.62 −240.67 −7.41 0.498 6.97
12 6 7 425.54 84.41 −424.34 −76.76 1.193 18.29
13 6 11 −540.87 −153.36 543.18 166.98 2.311 27.07
14 6 31 −686.82 −190.29 686.82 343.10 0.000 152.81
15 7 8 190.54 −7.24 −190.39 1.78 0.156 1.79
16 8 9 −90.94 −170.96 91.73 145.68 0.785 12.39
17 9 39 −98.23 −79.08 98.32 −45.23 0.094 2.36
18 10 11 548.16 170.50 −546.84 −163.59 1.318 14.17
19 10 13 101.84 6.52 −101.80 −13.39 0.042 0.45
20 10 32 −650.00 −177.03 650.00 280.53 0.000 103.50
21 12 11 −3.66 3.41 3.66 −3.40 0.000 0.01
22 12 13 −47.06 −14.10 47.10 15.16 0.039 1.06
23 13 14 54.70 −1.77 −54.67 −15.17 0.027 0.31
24 14 15 0.00 0.00 0.00 0.00 0.000 0.00
25 15 16 −303.49 −123.00 304.38 113.91 0.891 9.30
26 16 17 190.48 −88.27 −190.20 77.07 0.275 3.50
27 16 19 −451.46 −17.25 454.45 20.27 2.993 36.48
28 16 21 −329.70 40.04 330.52 −53.88 0.819 13.83
29 16 24 −42.70 −80.72 42.72 73.70 0.021 0.42
30 17 18 141.60 −3.02 −141.47 −10.00 0.128 1.49
31 17 27 65.09 −34.05 −65.04 −0.74 0.053 0.71
32 19 20 174.69 2.73 −174.47 1.53 0.216 4.26
33 19 33 −629.14 −23.00 632.00 80.97 2.858 57.97
34 20 34 −505.53 −104.53 508.00 154.03 2.475 49.50
35 21 22 −604.52 −61.12 607.24 80.55 2.718 47.57
36 22 23 42.76 40.38 −42.74 −60.43 0.024 0.38
37 22 35 −650.00 −120.93 650.00 180.00 0.000 59.07
38 23 24 353.82 −18.44 −351.32 18.50 2.500 39.78
39 23 36 −558.58 −5.73 560.00 82.78 1.416 77.05
40 25 26 24.63 −12.96 −24.61 −47.17 0.025 0.26
41 25 37 −538.33 116.86 540.00 −52.18 1.673 64.68
42 26 27 216.60 54.67 −215.96 −74.76 0.638 6.70
43 26 28 −140.69 −10.32 141.49 −68.53 0.796 8.78
44 26 29 −190.30 −14.18 192.23 −80.07 1.923 21.09
45 28 29 −347.49 40.93 349.04 −51.88 1.554 16.76
46 29 38 −824.77 105.05 830.00 −3.06 5.230 101.99

Total: 50.166 1098.10
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Table A52. Results of the mixed AC/DC PF calculations in Case 7-6. DC bus data.

Bus DC
Bus Injection Total Loss

P Q P

1 −56.28 −20.00 1.32
2 −42.19 77.31 1.42
3 45.87 40.00 1.25
4 46.12 40.00 1.26
5 −54.67 −15.17 1.29
6 16.51 30.00 1.16
7 16.53 20.00 1.14
8 16.49 40.00 1.19

Total: 10.03

Table A53. Results of the mixed AC/DC PF calculations in Case 7-6. DC branch data.

Branch
From Bus To Bus Power Losses

From To P P P

1 1 2 5.27 −5.26 0.01
2 1 4 49.69 −49.03 0.65
3 2 3 46.03 −45.47 0.56
4 3 4 −1.65 1.65 0.00
5 5 6 17.79 −17.67 0.12
6 5 7 17.79 −17.67 0.12
7 5 8 17.79 −17.67 0.12
8 6 7 0.00 0.00 0.00
9 6 8 0.00 0.00 0.00

Total: 1.58
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Abstract: This paper presents an improved multi-objective probabilistic Reactive Power Planning
(RPP) in power systems considering uncertainties of load demand and wind power generation. The
proposed method is capable of simultaneously (1) reducing the reactive power investment cost,
(2) minimizing the total active power losses, (3) improving the voltage stability, and (4) enhancing
the loadability factor. The generators’ voltage magnitude, the transformer’s tap settings, and the
output reactive power of VAR sources are taken into account as the control variables. To solve the
probabilistic multi-objective RPP problem, the ε-constraint method is used. To test the effectiveness
of the proposed approach, the IEEE 30-bus test system is implemented in the GAMS environment
under five different conditions. Finally, for a better comprehension of the obtained results, a brief
comparison of outcomes is presented.

Keywords: ε-Constraint method; multi-objective optimization; reactive power planning (RPP);
uncertainty; wind farms

1. Introduction

Reactive Power Planning (RPP) in power systems can be considered as one of the most difficult
and complicated problems due to its complex variables, constraints, and optimization algorithms [1].
It is related to optimal sizing and allocation of VAR sources in power systems to satisfy prescheduled
objectives, such as determining the optimal allocation and minimizing the operation costs [2,3]. The
main objective of RPP is to achieve feasible operation with a satisfactory voltage profile with a lack
of VAR support conditions. According to the concept of VAR planning in power systems, various
objectives functions can be defined for the RPP problem. These objectives may consist of cost-based
objective functions or objective functions that maximize or minimize indices, such as voltage stability
margin or system loadability [4,5]. Moreover, it is possible to express the RPP as a multi-objective
optimization problem, which optimizes several goals simultaneously [1].

Moreover, there is an increasing interest in using Renewable Energy Resources (RESs), such as
wind farms and solar power plants, in power systems due to their technical, environmental, and
economic advantages [4–6]. However, with the high penetration of RESs in power systems, the
challenges associated with RPP are dramatically increased. One of the main challenges that can affect

Appl. Sci. 2020, 10, 2859; doi:10.3390/app10082859 www.mdpi.com/journal/applsci65
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the RPP is the uncertainty in the generation availability of RESs. Uncertainty in the sources’ parameters
leads to difficulties in proper decision-making in the planning of power systems. Furthermore, owing
to the stochastic nature of the load demands in electric power systems, additional uncertainties should
be considered in RPP.

In RPP research studies, the probabilistic decision-making process based on either source
uncertainty or load demand uncertainty is a well-developed research topic. Nevertheless, the
probabilistic multi-objective RPP in power systems considering the uncertainty of loads and wind
farms at the same time has not been fully investigated. In [7], a novel approach for dynamic VAR
planning to improve the short-term voltage stability and transient stability is proposed. The impact of
FACTS devices in RPP is analyzed in [8,9]. However, in both studies, an attempt has been made to
explain the problem in a deterministic context. A multi-objective RPP that mainly focuses on voltage
stability is introduced in [3]. Nonetheless, it is modeled based on a deterministic approach. In [10],
a multi-objective approach for RPP with wind generations is presented. In this study, various objectives,
such as system loadability, power losses, and cost of reactive power investment are considered. In [11],
the RPP is solved using the Genetic Algorithm (GA) to reach coordination in controlling the reactive
power in the presence of wind farms and FACTS devices. The loadability factor of the system is
optimized by the optimal allocation of wind farms and FACTS devices. This procedure is implemented
when loads with constant Power Factor (PF) and wind farms without uncertainty are assumed. Using
the Benders decomposition method and considering the high penetration of wind generation, the RPP
problem is tackled as two-stage stochastic programming in [12]. Using the Differential Evolutionary
Algorithm (DEA), the RPP is solved in a wind integrated system in [13]. A major problem with the
suggested model is that it only includes the uncertainty in wind power generation. In [14], a multi-stage
stochastic model for RPP is extended, which involves the uncertainty of loads. Nonetheless, the
proposed model describes the probabilistic behavior of the system in the absence of wind farms. In [15],
a mixed-integer quadratic model for long term VAR planning is proposed. An attempt was made to
minimize the operation and investment cost of new VAR sources and the load shedding risk through
multi-objective optimization. Though the uncertainty in demand is completely taken into account, the
proposed model does not consider uncertainty in wind power generation. In [16], a stochastic model
based on chanced constrained programming for RPP is defined. The proposed model is solved using
GA. Although the uncertainty is modeled in the power generation, it optimizes only one objective,
including operational and investment costs. A chanced constrained model is proposed for probabilistic
RPP in [17]. The proposed model is solved through two-stage stochastic programming. The main
disadvantage of the proposed model is that it only considers the load as a random parameter. Besides,
only the investment cost of new VAR sources is taken into account as the main objective function.

The main drawback of all the mentioned research studies is that the optimal RPP considering
load demand and wind power generation uncertainties at the same time are not fully investigated.
This paper aims to address RPP as a probabilistic multi-objective problem in order to reduce the total
cost of reactive power investment, minimize the active power losses, maximize the voltage stability
index, and improve the loadability factor. The generators’ voltage magnitude, the transformers tap
settings, and the output reactive power of the VAR sources are considered as the main control variables.
To cope with the probabilistic multi-objective RPP problem, the ε-constraint technique is employed.
To validate the efficiency of the proposed method, the IEEE 30-bus test system is implemented in the
GAMS environment under five various conditions. The obtained results show the effectiveness and
high accuracy of the proposed method. Table 1 shows a comparison between the proposed probabilistic
multi-objective RPP and the previously published research papers.

The rest of this paper is organized as follows. Section 2 deals with the uncertainty modeling.
Problem formulation is presented in Section 3. Section 4 describes the optimization method. Simulation
results are given in Section 5. Finally, some brief conclusions are summarized in Section 6.
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2. Uncertainty Modeling

In this section, the uncertainties in load demand and wind power generation in the RPP problem
are modeled to cope with the stochastic nature of the load demand and wind power generation. In the
following subsections, modeling of both the load demand and wind power uncertainties are described.
Finally, modeling of the system uncertainty via scenario generation is presented.

2.1. Modeling the Load Demand Uncertainty

The uncertainty of the load is usually modeled by the normal distribution with mean (μ) and
standard deviation (σ) [18]. In this paper, it is assumed that all the loads have constant PF, the same
mean, and standard deviation. Therefore, for simplicity, a normal distribution is applied at the load
level (λ) instead of applying in each load independently. The probability of each load level is shown
by (πl), and is calculated using Equation (1). The associated value of each load level is denoted by (λl),
and can be obtained using Equation (2) [19]. It is worth mentioning that λMin,l and λMax,l are known as
the minimum and maximum levels of the system loading at the lth load level, respectively.

πl =

∫ λMax,l

λMin,l

1√
2πσ2

exp (− (λ− μ)
2

2σ2 )dλ (1)

λl =
1
πl

∫ λMax,l

λMin,l

λ
1√

2πσ2
exp (− (λ− μ)

2

2σ2 )dλ (2)

2.2. Modeling the Wind Power Generation Uncertainty

Considering the intermittent nature of the wind speed, the Weibull distribution is often considered
as the probability density function that can approximate the behavior of the wind with a reasonable
error. Therefore, by defining the Weibull distribution for wind speed, the probability of wind speed
at different intervals (scenarios) can easily be calculated. Equation (3) is a general expression for
Weibull distribution [20]. Equation (4) can be used to calculate the probability of a wind speed interval
(scenario). The corresponding value of each wind speed interval can be achieved using Equation (5).

PDF(v) =
β

α

( v
α

)β−1
exp (−

( v
α

)β
) (3)

πw =

∫ v f ,w

vi,w

β

α

( v
α

)β−1
exp (−

( v
α

)β
)dv (4)

vw =
1
πw

∫ v f ,w

vi,w

v
β

α

( v
α

)β−1
exp (−

( v
α

)β
)dv (5)

where v denotes the wind speed, and α and β are the wind speed parameters that vary depending on
the region in which the wind blows. Considering vi,w and v f ,w as the initial speed and final speed of the
hypothetical scenarios for wind speed, the probability (πw) of occurrence of any wind speed scenario
can simply be obtained. Thereafter, the wind speed (vw) associated with each scenario is gained using
the calculated probabilities.

The output power of a wind turbine is highly dependent on wind speed. Therefore, any wind
turbine has a characteristic named power curve that exactly shows the capability of a wind turbine in
power generation versus existing wind speed. Knowing a specific wind speed (vw), one can estimate
the output power of a wind turbine (Pest

w ) through its power curve. The power curve is generally
defined by a set of equations as it is stated in Equation (6) [21], which in terms, (vc

in), (vrated), and
(vc

out) denote the cut-in wind speed, rated wind speed, and cut-out wind speed for a wind turbine,
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respectively. The rated power (Pr
w) and the estimated output power of the wind turbine are also evident

from Equation (6).

Pest
w =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

0, vw ≤ vc
in

vw−vc
in

vrated−vc
in

, vc
in < vw < vrated

Pr
w, vrated < vw < vc

out
0, vw ≥ vc

out

(6)

In most research studies, the concept of the power curve is extended to a wind farm. Hence,
instead of studying a single wind turbine, it is preferable to focus on a group of wind turbines that are
in a special area and usually known as wind farms.

Considering several scenarios for a probabilistic problem is generally not an easy procedure.
Depending on the problem type, various methods exist for scenario generation [22,23]. However, in
this paper, a technique based on [19,24,25] is applied to generate a desirable number of scenarios with
reasonable accuracy. In order to have a combination of load and wind scenarios, the following steps
are taken:

1. Several scenarios for the load level are considered.
2. The probability of each system loading scenario (level of the load) and its corresponding value

using Equations (1) and (2) are calculated.
3. Several scenarios for wind speed are considered.
4. The probability of each wind speed scenario and its corresponding value using Equations (4) and

(5) are calculated.
5. The output power of the wind farm using the estimated wind speed in each scenario and Equation

(6) is generated.
6. The final number of combined load-wind scenarios is obtained by multiplying the number of load

scenarios by the number of wind scenarios. By multiplying the probability of the load scenario
by the probability of wind speed scenario, the probability of the combined load-wind scenarios
(πs) can be calculated as follows [19]:

πs = πl ×πw (7)

3. Problem Formulation

As mentioned earlier, a wide range of objective functions for the RPP in power systems can be
represented. This matter enormously affects the control variables, state variables, and all constraints of
the RPP problem. Thus, by a proper formulation, all objectives can be achieved, all constraints can
be satisfied, and the feasibility of the problem can be ensured. Due to the fact that the probabilistic
nature of the problem has a major impact on its formulation, it is very important to use the probabilistic
variables accurately in the problem formulation.

3.1. Variables

The same as the other optimization problems in power systems, such as Optimal Power Flow
(OPF), two types of variables, named control variables and state variables, are defined for the RPP.

Normally, for a typical RPP, control variables are defined as generators’ voltage magnitudes,
transformers tap settings, and output reactive power of VAR sources. Considering a scenario-based
approach to model the uncertainty of the problem, the control variables set (U) for a probabilistic RPP
are expressed as Equation (8) [14–17].

U =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Vgi,s , i ∈ Ωg, s ∈ Ωs

tki,s , i ∈ ΩTapCh, s ∈ Ωs

QCi,s , i ∈ ΩComp, s ∈ Ωs

(8)
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where Vgi,s shows the voltage magnitude of the ith generator for the sth scenario, tki,s is used to assign
the settings of the ith tap-changing transformer for the sth scenario, and QCi,s shows the output reactive
power of the ith VAR compensator device for the sth scenario. Likewise, Ωg, Ωs, ΩTapCh, and ΩComp
symbolize the set of generators, set of scenarios, set of tap-changing transformers, and set of VAR
compensator devices, respectively.

The state variables in a typical RPP consist of the generated active power by the slack bus, the
generated reactive power by each of the existing generators, the voltage magnitude of the load buses,
and the flow of the transmission lines.

Using a scenario-based approach to model the uncertainty of the problem, the state variables set
(X) for a probabilistic RPP are expressed as Equation (9) [14–17].

X =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

PGSlack,s , s ∈ Ωs

QGi,s , i ∈ Ωg, s ∈ Ωs

VLi,s , i ∈ ΩPQ, s ∈ Ωs

SFrom
l,s , l ∈ ΩLines, s ∈ Ωs

STo
l,s , l ∈ ΩLines, s ∈ Ωs

(9)

where PGSlack,s indicates the generated active power by the slack generator (bus) for the sth scenario, QGi,s

is used to denote the generated reactive power by the ith generator for the sth scenario, VLi,s shows the
voltage magnitude of the ith load bus for the sth scenario, and SFrom

l,s and STo
l,s show the apparent power

flow of the sending and receiving ends of the lth line for the sth scenario, respectively. Additionally,
ΩPQ and ΩLines specify the set of the load buses and the set of transmission lines, respectively.

3.2. Objective Functions

For probabilistic multi-objective RPP, the aim is to satisfy three main objectives. These objectives
include the minimization of total VAR investment cost, minimization of voltage stability index (L-index),
and maximization of loadability factor, which lead to a reduction in total active power losses and
improvement of voltage stability.

3.2.1. Minimization of Total VAR Investment Cost

One of the important objectives in the RPP is the total cost of VAR planning. In spite of allocating
the optimal location and capacity for VAR sources, optimal VAR planning can handle the RPP problem
from economic aspects. For this reason, the first objective function is a cost-based objective function
comprising two main parts, as follows:

(1). The first part evaluates the expected cost of energy loss (Wc) during the generated scenarios and
is expressed as follows [16–26]:

Wc = πs(h
∑
s∈Ωs

tsPloss,s) (10)

where Ploss,s shows the active power losses during the sth scenario, ts represents the duration
of the sth scenario, h is a constant parameter that is related to the first part cost-based objective
function and identifies the per-unit energy cost, and πs denotes the probability of the sth scenario.
To calculate the total active power losses, Equation (11) can be used as follows [27–30]:

Ploss,s =
∑

l ∈ ΩLine
l = (i, j)

G(l,s)

(
V2

i,s + V2
j,s − 2Vi,sVj,s cos

(
θi,s − θ j,s

))
(11)

where Vi,s and Vj,s are the sending and receiving ends voltage magnitude of the lth transmission
line for the sth scenario, respectively, θi,s and θ j,s are the sending and receiving ends voltage
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angles of the lth transmission line for the sth scenario, respectively, and G(l,s) is used to designate
the conductance of the lth transmission line for the sth scenario.

(2). The second part measures the expected cost of VAR investment (Ic) during the generated scenarios
and is derived as follows [14–17]:

Ic =
∑
s∈Ωs

πs(
∑

i∈ΩComp

(ei + CCiQCi,s)) (12)

where ei and CCi are the fixed and variable installation costs of VAR sources, respectively.

Accordingly, the first objective function ( f1) can be derived as follows:

f1 = Fc = Wc + Ic (13)

where Fc shows the expected Total VAR Cost (TVC).

3.2.2. Minimization of Voltage Stability Index

In this paper, the L-index is proposed as the voltage stability index that is a well-known static
voltage index [31]. In order to estimate the static voltage stability of the power system, the L-index
should be calculated for all load buses (PQ buses). All the load buses that have higher values of the
L-index than others are considered as the weak buses. Weak buses mostly suffer from a lack of reactive
power and are prone to the voltage collapse. Equation (14) can be used to calculate the L-index (Lj) for
the jth load bus, as follows [31]:

Lj =

∣∣∣∣∣∣∣∣1−
Ωg∑
i=1

Fji
Vi

Vj

∣∣∣∣∣∣∣∣, ∀ j ∈ ΩPQ (14)

where Vi shows the voltage of the ith generator, and Vj represents the voltage of the jth load bus. Fji
can be derived from Ybus matrix of the system. Thus, by rearranging the current and voltage equations
in power systems, as shown in Equation (15), the consecutive Ybus matrix is achieved. Thereafter, using
the arrays of the consecutive Ybus matrix, the Fji matrix can be calculated as Equation (16).

[
Ig

Il

]
=

[
Ygg Ygl
Ylg Yll

][
Vg

Vl

]
(15)

Fji = −[Yll]
−1Ylg, ∀ j ∈ ΩPQ,∀i ∈ Ωg (16)

where Ig and Il show the current of generators and loads, respectively, and Vg and Vl are the voltage
of generators and loads, respectively. In addition, Ygg, Ygl, Ylg, and Yll are the submatrices of the
consecutive Ybus matrix. It should be noted that only Yll arrays of the consecutive Ybus matrix are
related to the PQ nodes. Also, the consecutive Ybus matrix is a symmetric matrix. Therefore, Ylggl = Ylg.

By minimizing the values of the L-index at the weak buses, there is a possibility to increase
the level of static voltage stability in power systems. The voltage stability of power systems can be
determined by the L-index when the maximum value of the L-index (Lmax) is assigned to the static
voltage stability level in power systems, as follows:

Lmax = max
(
Lj
)
, ∀ j ∈ ΩPQ (17)

To improve the static voltage stability of power systems, it is necessary to minimize Lmax. It should
be noted that the equations proposed for the L-index are related to the deterministic problem. In the
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case of a probabilistic problem, considering all necessary modifications on the Ybus matrix in each
scenario, after re-formulating Equations (14)–(17), new equations can be rewritten as follows:

Lj,s =

∣∣∣∣∣∣∣∣1−
Ωg∑
i=1

Fji,s
Vi,s

Vj,s

∣∣∣∣∣∣∣∣, ∀ j ∈ ΩPQ, ∀s ∈ Ωs (18)

where Lj,s indicates L-index value for the jth load bus and sth scenario, Vi,s and Vj,s are the voltage of
the ith generator and jth load bus for the sth scenario, respectively. For each scenario, the Fji,s matrix
can be calculated as Equation (20).

[
Ig,s

Il,s

]
=

[
Ygg,s Ygl,s
Ylg,s Yll,s

][
Vg,s

Vl,s

]
, ∀s ∈ Ωs (19)

Fji,s = −
[
Yll,s
]−1

Ylg,s, ∀ j ∈ ΩPQ,∀i ∈ Ωg,∀s ∈ Ωs (20)

where Ig,s and Il,s denote the current of generators and loads for the sth scenario, respectively, Vg,s and
Vl,s are the voltage of generators and loads for the sth scenario, respectively. Also, Ygg,s, Ygl,s, Ylg,s, and
Yll,s are the submatrices of the consecutive Ybus matrix for the sth scenario.

According to the aforementioned descriptions, Equations (18)–(20) can be obtained for each
scenario. The maximum value of the L-index for each scenario can be derived as follows:

Lmax,s = max
(
Lj,s
)
, ∀ j ∈ ΩPQ,∀s ∈ Ωs (21)

Consequently, the second objective function ( f2), which is the expected value of the static voltage
stability index during the generated scenarios, can be derived as follows:

f2 =
∑
s∈Ωs

πsLmax,s (22)

3.2.3. Maximization of the Loadability Factor

The injected active power (Pi) and reactive power (Qi) at the ith bus can be expressed in terms
of the voltage (V), the elements of the Ybus matrix of the system, and the loadability factor (Γ) as
follows [32]:

Pi = PGi − (1 + Γ)PDi −Re{Vi

NB∑
j=1

(
VjYi, j

)∗} (23)

Qi = QGi − (1 + Γ)QDi − Im{Vi

NB∑
j=1

(
VjYi, j

)∗} (24)

where PGi and QGi are the active and reactive power generation at the ith bus, respectively, PDi and
QDi represent the base-case active and reactive power consumption at the ith bus, respectively, and NB

denotes the total number of buses.
Maximizing the loadability factor is defined as the third objective function, in this paper. However,

considering the random nature of the problem, a probabilistic formulation is required. Therefore,
by re-formulating Equations (23) and (24), a stochastic formula is derived to obtain the expected
loadability factor, as shown in Equations (25) and (26).

Pi,s = PGi,s − (1 + Γ(s))PDi,s −Re{Vi,s

NB∑
j=1

(
Vj,sYi, j,s

)∗}, ∀s ∈ Ωs (25)
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Qi,s = QGi,s − (1 + Γ(s))QDi,s − Im{Vi,s

NB∑
j=1

(
Vj,sYi, j,s

)∗}, ∀s ∈ Ωs (26)

where Pi,s and Qi,s denote the injected active and reactive power at the ith bus for the sth scenario,
respectively, PGi,s and QGi,s represent the active and reactive power generation at the ith bus for the sth

scenario, respectively, PDi,s and QDi,s are the base-case active and reactive power consumption at the ith

bus for the sth scenario, respectively, Γ(s) denotes the loadability factor for the sth scenario; Vi,s and Vj,s
indicate the voltage of the ith bus jth bus for the sth scenario, respectively, and lastly, the elements of the
Ybus matrix for the sth scenario are shown by Yi, j,s.

According to the above-mentioned descriptions, the third objective function ( f3), which is the
expected value of the loadability factor, can be derived as follows:

f3 =
∑
s∈Ωs

πsΓ(s) (27)

Finally, the optimization criteria subjected to equality and inequality constraints are as follows:

Optimization Criteria =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
min( f1)
min( f2)
max( f3)

(28)

3.3. Constraints

The role of constraints in creating a feasible space for the problem and satisfying optimality
conditions to find optimal solutions is undeniable. For this reason, the correct expression of constraints
is one of the major priorities in the problem formulation.

3.3.1. Equality Constraints

The power flow equations are taken as the equality constraints for the RPP. Using the output
power of wind farms and also considering the probabilistic nature of the problem, Equations (25) and
(26) can be rewritten as follows:

Pi,s = PGi,s + PWi,s − (1 + Γ(s))PDi,s −Re{Vi,s

NB∑
j=1

(
Vj,sYi, j,s

)∗}, ∀s ∈ Ωs (29)

Qi,s = QGi,s + QWi,s − (1 + Γ(s))QDi,s − Im{Vi,s

NB∑
j=1

(
Vj,sYi, j,s

)∗}, ∀s ∈ Ωs (30)

where PWi,s and QWi,s show the output active and reactive power of the ith wind farm for the sth

scenario, respectively. It should be noted that the output reactive power of the wind farms is neglected
in this paper.

3.3.2. Inequality Constraints

To keep both the control and state variables within their specific limits, another set of
constraints is added to the problem, named as inequality constraints. Those constraints involve
Equations (31)–(38) [24,25].

• Limits on the Control Variables

The upper limit (Vmax
gi

) and lower limit (Vmin
gi

) of a generator voltage magnitude for the sth scenario
can be applied, as follows:
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Vmin
gi
≤ Vgi,s ≤ Vmax

gi
, ∀i ∈ Ωg,∀s ∈ Ωs (31)

For all tap-changing transformers in each scenario, the following constraint should be satisfied.

tmin
ki
≤ tki,s ≤ tmax

ki
, ∀i ∈ ΩTapCh,∀s ∈ Ωs (32)

where tmin
ki

and tmax
ki

show the minimum and maximum settings of the ith tap-changing transformer,
respectively.

The output reactive power of the VAR sources in each scenario is as follows:

Qmin
Ci
≤ QCi,s ≤ Qmax

Ci
, ∀i ∈ ΩComp,∀s ∈ Ωs (33)

where Qmin
Ci

and Qmax
Ci

show the minimum and maximum output reactive power of the ith VAR
compensator device, respectively.

• Limits on the State Variables

In terms of the generation units, for each scenario, two important constraints should be satisfied;
(1) the limitation on the generated active power of the slack bus and (2) the limitation on the generated
reactive power of each generation unit. Those constraints are given as follows:

Pmin
GSlack

≤ PGSlack,s ≤ Pmax
GSlack

, ∀s ∈ Ωs (34)

Qmin
Gi
≤ QGi,s ≤ Qmax

Gi
, ∀i ∈ Ωg,∀s ∈ Ωs (35)

where Pmin
GSlack

and Pmax
GSlack

indicate the maximum and minimum generated active power of the slack

bus for the sth scenario, respectively. In addition, Qmin
Gi

and Qmax
Gi

show the maximum and minimum

generated reactive power of the ith generator for the sth scenario, respectively.
In order to prevent the voltage collapse or insulating problems, it is required to limit the voltage

magnitude of loads for each scenario, as follows:

Vmin
Li
≤ VLi,s ≤ Vmax

Li
, ∀i ∈ ΩPQ,∀s ∈ Ωs (36)

where Vmin
Li

and Vmax
Li

are considered as the lower and upper limits of the voltage magnitude at the ith

load bus for the sth scenario, respectively.
To reduce the risk of overload in transmission lines, the apparent flow of the transmission

lines should be lower than a specified value. Equations (37) and (38) enforce the apparent flow of
transmission lines to be at the secure level, as follows:

SFrom
l,s ≤ Smax

l , ∀l ∈ ΩLines,∀s ∈ Ωs (37)

STo
l,s ≤ Smax

l , ∀l ∈ ΩLines,∀s ∈ Ωs (38)

where Smax
l indicates the maximum apparent flow of the lth transmission line.

3.4. Other Considerations in the Problem Formulation

There are other considerations in the problem formulation, which are listed as follows:

• The transformers tap settings and output reactive power of the VAR sources are treated as
continuous variables. Therefore, the whole problem is stated as a probabilistic multi-objective
nonlinear problem.
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• Since the Ybus matrix of power systems is dependent on the transformers tap settings and due to
the fact that the transformers tap settings are defined as scenario-dependent variables, the Ybus
matrix should be calculated for each scenario separately.

• The L-index value varies between 0 and 1 for power systems. It should be noted that except for
the defined boundaries, the L-index value should be obtained without any further restriction
during the optimization procedure.

4. Optimization Method

Once an optimization problem is formulated carefully, it is required to solve the problem via
an optimization method. To choose an optimization method to solve a problem, it is necessary
to consider the number of optimization variables, the type of variables, the number of objective
functions, the number of constraints, and the convexity or non-convexity of the problem and the
other characteristics [27–29]. In this regard, the optimization methods can be classified into three
major groups; (1) exact methods based on mathematical calculations, (2) heuristic methods, and (3)
combination of the exact methods and heuristic methods.

4.1. Multi-Objective Optimization Using ε-Constraint Method

According to [33,34], the ε-constraint method is considered as one of the classic methods for
multi-objective optimization. This method is in line with the exact methods. In addition to its efficiency
and simplicity, this method is applicable to both convex and non-convex problems. The main idea of
the ε-constraint method is to reformulate the multi-objective problem as a single-objective problem.
Then, by iteratively solving the single-objective problem, a Pareto Front is obtained. In the following,
the details of the ε-constraint method are explained [34].

Considering a multi-objective problem (Ψ(X)), as shown in Equation (39), subjected to different
constraints that should be optimized, the following steps should be taken.

Ψ(X) = ( f1(X), f2(X), . . . fi(X)), i = 1, 2, . . . , n (39)

where fi(X) denotes the ith objective function and n shows the maximum number of existing objective
functions.

1. Each objective function ( fi(X)) is optimized with the existing constraints separately and the
results are saved in a table, called the payoff table.

2. According to the priority of the objective functions, one objective function is selected as the main
objective function. Then, the rest of the objective functions are treated as new constraints and
added to the main constraints. It should be noted that except for the main objective function, if
the goal is to minimize and maximize all the objective functions, then, fi(X) ≤ ei and fi(X) ≥ ei,
respectively. Also, ei is a variable parameter.

3. In order to assign values to ei, the maximum ( f max
i ) and minimum ( f min

i ) values of each objective
function should be considered, as shown in Equation (40). It should be noted that those values
can be obtained from the payoff table.

f min
i ≤ fi(X) ≤ f max

i (40)

4. To generate different values for ei,ni , Equations (41) and (42) are used to minimize and maximize
the objective function, respectively. By dividing the domain of the ith objective function into qi
equal parts using Equations (41) and (42), qi different values are obtained for ei,ni . It should be
noted that ni denotes the number of available generated values for ei,ni .

ei,ni = f max
i − ( f max

i − f min
i

qi
)ni, ni = 0, 1, . . . , qi (41)
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ei,ni = f min
i − ( f max

i − f min
i

qi
)ni, ni = 0, 1, . . . , qi (42)

5. By using the obtained values from Step 4, it can be derived that fi(X) ≤ ei,ni or fi(X) ≥ ei,ni . For
different values of ei, a set of solutions is obtained, which forms the Pareto front of the problem.

According to the above-mentioned descriptions, to solve the probabilistic multi-objective RPP, the
following equation is formed.

min f1 (43)

subjected to ⎧⎪⎪⎪⎨⎪⎪⎪⎩
f2 ≤ e2,n2

f3 ≤ e3,n3

Equations (29)–(38)
(44)

4.2. Fuzzy Decision Maker (FDM)

As already mentioned, after solving a multi-objective optimization problem, a set of optimal
solutions is obtained, called the Pareto Front. While only one solution from the Pareto Front can be
chosen as the final optimal solution to the problem, which is known as the Best Compromise Solution
(BCS). One way to choose the BCS is to use the Fuzzy Decision Maker (FDM). Having used a fuzzy
membership function, each of the optimal solutions is mapped between 0 and 1. For the kth objective
function, Fk, the linear fuzzy membership is defined as Equation (45) [24], and it is supposed that all
the objective functions are minimized.

F̂k =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1, Fk ≤ Fmin
k

Fmax
k −Fk

Fmin
k −Fmax

k
, Fmin

k ≤ Fk ≤ Fmax
k

0, Fk ≥ Fmax
k

(45)

where F̂k represents the kth normalized objective function. In addition, Fmin
k and Fmax

k are used to
express the minimum and maximum values of the kth objective function, respectively.

After obtaining the fuzzy values of each objective function using Equation (45), there are several
ways to find the BCS. In this paper, to obtain the BCS, the min-max method, which is introduced in [35],
is used.

BCS = max
(
min
(
F̂1, F̂2, . . . , F̂k

))
(46)

5. Simulation Results and Discussions

To evaluate the performance of the proposed ε-constraint method in the presence of various
objectives, containing expected total VAR cost ( f1), expected active power losses, expected voltage
stability index ( f2), and expected loadability factor ( f3), two deterministic and three probabilistic cases
are studied, as follows:

A. Deterministic multi-objective RPP without considering the loadability factor (assessing the
proficiency of ε-constraint method)

B. Deterministic multi-objective RPP considering the loadability factor
C. Probabilistic multi-objective RPP considering the load demand uncertainty
D. Probabilistic multi-objective RPP considering the wind power generation uncertainty
E. Probabilistic multi-objective RPP considering load demand and wind power generation

uncertainties at the same time

All the cases are implemented in GAMS environment Ver. 25.1.2 [36–39], and are solved using the
CONOPT 3 Solver [40], in an ASUS laptop, with 8 GB of RAM and 2.4 GHz. The descriptions of the
case study are presented in the next subsection.
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5.1. Case Study Descriptions and Simulation Results

The test system is the IEEE 30-bus test system, which has 6 generation units, 4 transformers, and
41 branches. The initial settings of the generators’ voltage magnitude and transformers tap settings are
obtained from [30]. Figure 1 shows the single line diagram of the IEEE-30-bus test system. Also, both
the output active and reactive power of generators are set according to [41]. The loads’ data and line
data are available in [42]. It is assumed that there is not any VAR source in the case study.

 

Figure 1. Single line diagram of the IEEE-30 bus test system [43].

To allocate appropriately the VAR compensation devices, firstly, the L-index should be determined
for the load buses. Then, the load buses with high values of L-index are taken into account as the
candidate buses for the VAR compensation devices installation. It is observed that after implementing
the proposed methodology, the load at bus 24, bus 25, bus 26, bus 29, and bus 30 obtain the higher
values of L-index than the other load buses. As a result, the VAR compensator buses are found. After
the allocation of VAR compensation devices, it is supposed that the capacities of the VAR compensators
can be set to zero. The initial conditions of the system considering the full-load and 1-year planning
are stated in Table 2.

Table 2. Control variables and objectives under initial conditions.

Generator Voltage Magnitude

Vg1 (p.u.) 1.050
Vg2 (p.u.) 1.044
Vg5 (p.u.) 1.023
Vg8 (p.u.) 1.025
Vg11 (p.u.) 1.050
Vg13 (p.u.) 1.050

Transformer Tap Settings

t6−9 (p.u.) 0.950
t6−10 (p.u.) 1.100
t4−12 (p.u.) 1.025
t28−27 (p.u.) 1.050

VAR Compensator

Qc24 (MVAR) 0.000
Qc25 (MVAR) 0.000
Qc26 (MVAR) 0.000
Qc29 (MVAR) 0.000
Qc30 (MVAR) 0.000

Objective

Ploss (MW) 5.4970
f1 ($) 2.8892 × 106

f2 0.1635
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The control variables limits are expressed in Table 3. The per-unit energy cost is equal to
0.06 ($/h) [3], the fixed installation cost (ei) for all VAR sources is 1000 ($), and the variable installation
cost (CCi) for all VAR sources is 3.0 ($/kVAR) [44].

Table 3. Control variables limits.

Control Variable Value

Vmin
gi

(p.u.) 0.900
Vmax

gi
(p.u.) 1.100

tmin
ki

(p.u.) 0.900
tmax
ki

(p.u.) 1.100
Qmin

Ci
(MVAR) 0.000

Qmax
Ci

(MVAR) 35.00

The voltage magnitude at the load buses, which are considered as the state variables, must be
limited between 0.95 (p.u.) and 1.05 (p.u.). To show the effectiveness of the proposed method, two
deterministic and three probabilistic cases are considered in the following subsections.

5.1.1. Case A: Deterministic Multi-Objective RPP without Considering the Loadability Factor

In order to validate the efficiency of the proposed method for multi-objective RPP, the ε-constraint
method is applied to a deterministic multi-objective RPP problem. The obtained results are also
compared with the approach presented in [3]. The deterministic multi-objective RPP aims to minimize
the total VAR cost and voltage stability index. Thus, it is expected to achieve a reduction in active
power losses and an improvement in the voltage stability index. Table 4 shows the obtained results
from deterministic multi-objective RPP without considering the loadability factor in IEEE 30-bus test
system with the initial settings. The duration of the load for deterministic multi-objective RPP is
assumed to be 8760 h for full-load condition and without changes in the load level. According to
Table 4, 15 Pareto optimal solutions are obtained by the ε-constraint method. After that, the min-max
approach chooses the fifth solution (highlighted row) as the BCS. The active power losses for the BCS
are 4.9813 MW.

Table 4. Obtained Pareto optimal solutions for the deterministic multi-objective RPP without considering
the loadability factor.

χ f1($) f2
^
F1

^
F2 min(

^
F1,

^
F2)

1 3.0334 × 106 0.1241 0.0000 1.0000 0.0000
2 2.9064 × 106 0.1241 0.3033 0.9286 0.3033
3 2.8182 × 106 0.1246 0.5139 0.8571 0.5139
4 2.7532 × 106 0.1249 0.6692 0.7857 0.6692
5 2.7084 × 106 0.1252 0.7762 0.7143 0.7143
6 2.6802 × 106 0.1255 0.8437 0.6429 0.6429
7 2.6611 × 106 0.1257 0.8892 0.5714 0.5714
8 2.6496 × 106 0.1260 0.9166 0.5000 0.5000
9 2.6415 × 106 0.1263 0.9360 0.4286 0.4286
10 2.6350 × 106 0.1266 0.9516 0.3571 0.3571
11 2.6294 × 106 0.1269 0.9649 0.2857 0.2857
12 2.6247 × 106 0.1271 0.9762 0.2143 0.2143
13 2.6207 × 106 0.1274 0.9858 0.1429 0.1429
14 2.6174 × 106 0.1277 0.9936 0.0714 0.0714
15 2.6147 × 106 0.1280 1.0000 0.0000 0.0000
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Considering the same operating condition, the ε-constraint method is compared with the
Multi-Objective Differential Evolution (MODE) algorithm, which is recommended to solve the
deterministic multi-objective RPP [3]. For the BCS, the results of the comparison are presented in
Table 5. As it can be observed from Table 5, the ε-constraint method shows better performance
compared with the MODE algorithm in minimizing total VAR cost and active power losses. The
superiority of the ε-constraint method is confirmed by a 6.2578 % reduction in total VAR cost and a
9.3815 % decrease in the active power losses over the Base Case. However, as it can be observed from
Table 5, the voltage stability index of the conventional method is better than the proposed approach.

Table 5. Comparison of the obtained results between the ε-constraint method and MODE algorithm
for the BCS under the same operating conditions.

Method Ploss (MW) f1($) f2

ε-constraint
Method

Base Case 5.4970 2.8892 × 106 0.16350
BCS 4.9813 2.7084 × 106 0.12520

Reduction (%) 9.3815 6.2578 23.4251

MODE Algorithm
Base Case 4.9630 2.6085 × 106 0.19780

BCS 4.8300 2.5387 × 106 0.12040
Reduction (%) 2.6798 2.6759 39.1304

The optimal values of the control variables for Case A are represented in Table 6. As it can be
observed, only one VAR source has a value of zero. Note that the fixed installation VAR cost is also
considered for all VAR sources with the value of zero during the planning studies. It is apparent
from Case A that the ε-constraint is an effective method to generate Pareto optimal solutions for the
multi-objective RPP.

Table 6. The optimal values of the control variables for the deterministic multi-objective RPP without
considering the loadability factor.

Control Variable Optimal Value

Vg1 (p.u.) 1.06940
Vg2 (p.u.) 1.06150
Vg5 (p.u.) 1.04110
Vg8 (p.u.) 1.04260
Vg11 (p.u.) 1.10000
Vg13 (p.u.) 1.05550
t6−9 (p.u.) 1.03640
t6−10 (p.u.) 0.92960
t4−12 (p.u.) 0.97700
t28−27 (p.u.) 0.99910

Qc24 (MVAR) 20.9529
Qc25 (MVAR) 1.84190
Qc26 (MVAR) 2.34290
Qc29 (MVAR) 3.28580
Qc30 (MVAR) 0.00000

5.1.2. Case B: Deterministic Multi-Objective RPP Considering the Loadability Factor

In this part, the ε-constraint method is applied to the multi-objective RPP problem in a complex
form. However, the uncertainties of the load demand and wind power generation are not considered
in this case. In comparison with Case A, another objective, which is called the loadability factor, is
added to the problem. Therefore, the main objectives in this part include minimizing the total VAR cost,
reducing the active power losses, improving the voltage stability index, and maximizing the loadability
factor. In order to solve a deterministic multi-objective RPP considering the loadability factor, it is
assumed that the system is under full-load condition. The duration of the load is assumed to be 8760 h.
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Table 7 provides the simulation results of the deterministic multi-objective RPP problem considering
the loadability factor. In addition, this table illustrates that among the 15 generated Pareto optimal
solutions, the eighth solution (highlighted row) is the BCS through the min-max approach. The active
power losses for the BCS is 9.3494 MW. Also, it can be observed that the total VAR cost and active
power losses are dramatically increased for BCS in comparison with Case A. Moreover, the voltage
stability index is not improved compared with Case A. Nevertheless, the loadability factor is improved
in Case B. The main reason behind the deterioration of active power losses and voltage stability index
is due to the enhancement of the loadability factor. It should be noted that the loadability factor can
hugely affect the active power losses and voltage stability of power systems.

Table 7. Obtained Pareto optimal solutions for the deterministic multi-objective RPP considering the
loadability factor.

χ f1($) f2 f3
^
F1

^
F2

^
F3 min(

^
F1,

^
F2,

^
F3)

1 2.9015 × 106 0.1272 0.0000 1.0000 1.0000 0.0000 0.0000
2 3.1145 × 106 0.1309 0.0236 0.9511 0.9286 0.0724 0.0724
3 3.3885 × 106 0.1347 0.0472 0.8881 0.8571 0.1448 0.1448
4 3.7008 × 106 0.1384 0.0708 0.8164 0.7857 0.2172 0.2172
5 4.0028 × 106 0.1421 0.0944 0.7470 0.7143 0.2896 0.2896
6 4.3051 × 106 0.1459 0.1181 0.6776 0.6429 0.3620 0.3620
7 4.6107 × 106 0.1496 0.1417 0.6074 0.5714 0.4344 0.4344
8 4.9361 × 106 0.1533 0.1653 0.5326 0.5000 0.5068 0.5000
9 5.2798 × 106 0.1571 0.1889 0.4537 0.4286 0.5792 0.4286

10 5.6345 × 106 0.1608 0.2125 0.3722 0.3571 0.6515 0.3571
11 5.9691 × 106 0.1645 0.2361 0.2953 0.2857 0.7239 0.2857
12 6.2864 × 106 0.1683 0.2597 0.2224 0.2143 0.7963 0.2143
13 6.6184 × 106 0.1720 0.2833 0.1462 0.1429 0.8687 0.1429
14 6.9648 × 106 0.1757 0.3070 0.0666 0.0714 0.9411 0.0666
15 7.2547 × 106 0.1795 0.3262 0.0000 0.0000 1.0000 0.0000

Table 8 depicts the optimal values of the control variables for Case B. As it can be observed,
three VAR sources have a value of zero. It should be noted that the fixed installation VAR cost is also
considered for all VAR sources with the value of zero during the planning studies.

Table 8. The optimal values of the control variables for the deterministic multi-objective RPP considering
the loadability factor.

Control Variable Optimal Value

Vg1 (p.u.) 1.06300
Vg2 (p.u.) 1.05310
Vg5 (p.u.) 1.07610
Vg8 (p.u.) 1.05420
Vg11 (p.u.) 1.10000
Vg13 (p.u.) 1.08520
t6−9 (p.u.) 1.02690
t6−10 (p.u.) 0.90000
t4−12 (p.u.) 1.00600
t28−27 (p.u.) 0.97310

Qc24 (MVAR) 0.00000
Qc25 (MVAR) 0.00000
Qc26 (MVAR) 0.00000
Qc29 (MVAR) 3.03920
Qc30 (MVAR) 2.66360

80



Appl. Sci. 2020, 10, 2859

5.1.3. Case C: Probabilistic Multi-Objective RPP Considering the Load Demand Uncertainty

In Cases A and B, the multi-objective RPP in power systems is solved using the deterministic
approach. However, with the increasing level of uncertainty, probabilistic multi-objective is required
for the RPP problem. In Case C, the probabilistic multi-objective RPP considering three different
scenarios for the load level is performed. Each scenario for the load level consists of two main parts:
(1) probability of the load level and (2) duration of the load. The overall duration of the load is assumed
to be 8760 h, which is the expected time horizon for the RPP. The specifications of the system loading
are described in Table 9.

Table 9. The specifications of the system loading for probabilistic multi-objective RPP considering the
load demand uncertainty.

Scenario Level of the Load Probability Duration of the Load (h)

S1 0.95 0.1 2920
S2 1.00 0.8 4380
S3 1.05 0.1 1460

The simulation results obtained from the probabilistic multi-objective RPP considering the load
demand uncertainty are given in Table 10. As it can be observed from this table, 15 Pareto optimal
solutions are generated using the ε-constraint method. Using the min-max approach, the eighth
solution (highlighted row) is chosen as the BSC. It is worth mentioning that the expected active power
losses are 9.5049 MW for the BCS. From Table 10, it is clear that the expected total VAR cost is reduced
compared with the Base Case. The expected voltage stability index and the expected loadability factor
also show improvement towards the initial conditions. However, with more considerations, it is
revealed that the expected active power losses are increased. This fact stems from the evident increase
in the loadability factor. As a common incidence in power systems, following the escalation of the
loadability factor, the active power losses increase and the system becomes voltage unstable. Generally,
from the power systems operators’ perspective, monitoring of the voltage magnitude at the load buses
as a way of preventing voltage collapse is in high priority. Therefore, the voltage profile of the load
buses for each loading scenario is plotted for the BCS, as shown in Figure 2.

Table 10. Obtained Pareto optimal solutions for the probabilistic multi-objective RPP considering the
load demand uncertainty.

χ f1($) f2 f3
^
F1

^
F2

^
F3 min(

^
F1,

^
F2,

^
F3)

1 1.3129 × 106 0.1294 0.0000 1.0000 1.0000 0.0000 0.0000
2 1.4223 × 106 0.1339 0.0237 0.9443 0.9197 0.0722 0.0722
3 1.5418 × 106 0.1383 0.0473 0.8834 0.8395 0.1443 0.1443
4 1.6647 × 106 0.1428 0.0710 0.8207 0.7592 0.2165 0.2165
5 1.7954 × 106 0.1472 0.0946 0.7542 0.6790 0.2887 0.2887
6 1.9328 × 106 0.1517 0.1183 0.6841 0.5987 0.3609 0.3609
7 2.0774 × 106 0.1561 0.1420 0.6105 0.5185 0.4330 0.4330
8 2.2510 × 106 0.1606 0.1688 0.5220 0.4382 0.5148 0.4382
9 2.3848 × 106 0.1637 0.1893 0.4538 0.3818 0.5774 0.3818

10 2.5365 × 106 0.1673 0.2131 0.3765 0.3172 0.6501 0.3172
11 2.7000 × 106 0.1713 0.2379 0.2932 0.2447 0.7256 0.2447
12 2.9942 × 106 0.1783 0.2852 0.1433 0.1187 0.8700 0.1187
13 3.1909 × 106 0.1828 0.3143 0.0431 0.0376 0.9586 0.0376
14 3.2627 × 106 0.1844 0.3252 0.0065 0.0072 0.9919 0.0065
15 3.2754 × 106 0.1848 0.3278 0. 0000 0. 0000 1. 000 0.0000
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Figure 2. Voltage profile of the load buses for probabilistic multi-objective RPP considering the load
demand uncertainty.

The optimal values of the control variables for the BSC among the different load scenarios are
given in Table 11. Having checked this table closely, it is noticed that some VAR sources have a value
of zero. Consequently, the variable cost of those VAR sources is equal to zero. However, those VAR
sources are allocated, and their fixed VAR installation costs are considered for the planning studies in
this paper.

Table 11. The optimal values of the control variables among the load scenarios for probabilistic
multi-objective RPP considering the load demand uncertainty.

Control Variable S1 S2 S3 Expected Value

Vg1 (p.u.) 1.0621 1.0632 1.0640 1.0632
Vg2 (p.u.) 1.0530 1.0532 1.0533 1.0532
Vg5 (p.u.) 1.0749 1.0783 1.0794 1.0780
Vg8 (p.u.) 1.0550 1.0522 1.0514 1.0524
Vg11 (p.u.) 1.1000 1.1000 1.1000 1.1000
Vg13 (p.u.) 1.0828 1.0903 1.0927 1.0898
t6−9 (p.u.) 1.0285 1.0249 1.0234 1.0251
t6−10 (p.u.) 0.9000 0.9000 0.9000 0.9000
t4−12 (p.u.) 1.0036 1.0143 1.0171 1.0135
t28−27 (p.u.) 0.9721 0.9500 0.9492 0.9521

Qc24 (MVAR) 0.0000 0.0000 0.0000 0.0000
Qc25 (MVAR) 0.0000 0.0000 0.0000 0.0000
Qc26 (MVAR) 0.0000 0.0000 0.0000 0.0000
Qc29 (MVAR) 1.8307 0.0000 0.0000 0.1831
Qc30 (MVAR) 3.1448 0.0000 0.1993 0.3344

It is clear from Figure 2 that the voltage magnitude of the load buses remains in the range of
0.95 p.u. and 1.05 p.u. for all three load scenarios. Although the loadability factor is improved, the
voltage stability index of the system is ensured from the voltage magnitude point of view. Therefore,
by making an allowance for the load demand uncertainty, the obtained total VAR cost seems to be
more realistic. In the same way, the voltage stability index and the loadability factor are more reliable
due to including more scenarios for the planning horizon.
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5.1.4. Case D: Probabilistic Multi-Objective RPP Considering the Wind Power Generation Uncertainty

In Case D, it is assumed that a wind farm is located at a PQ node. After generating the wind
speed scenarios using the Weibull distribution and power curve, a probabilistic multi-objective RPP is
performed. In this case, the IEEE 30-bus test system is modified based on [45]. Hence, a wind farm
with a rated power of 40 MW is added to bus 22. The wind farm data is derived from [45] and is
presented in Appendix A. To evaluate the impact of the wind farm, six scenarios for the output power
of the wind farm are generated. The duration of the load is assumed to be 1460 h and without changes
in the load level. The generated wind scenarios and their details are given in Table 12.

Table 12. Generated wind scenarios for the probabilistic multi-objective RPP considering the wind
power generation uncertainty.

Scenario
Wind Power

Generation (MW)
Probability Level of the Load

Duration of the
Load (h)

S1 0.00000 0.0861 1 1460
S2 5.27050 0.1212 1 1460
S3 15.0917 0.1492 1 1460
S4 24.9726 0.1546 1 1460
S5 34.8784 0.1413 1 1460
S6 40.0000 0.3476 1 1460

The obtained results from the probabilistic multi-objective RPP using the generated wind scenarios
are represented in Table 13. As it is observed from this table, among the 15 generated Pareto optimal
solutions using the ε-constraint technique, the eighth solution (highlighted row) is selected as the BSC
after applying the min-max approach. The corresponding value of expected active power losses is
8.5777 MW. Compared with the Base Case and Case A, it is clear that the expected total VAR cost
has had a remarkable reduction for the best compromise solution. In addition, the enhancement of
expected voltage stability index and expected loadability factor is undeniable towards the Base Case
and Case A. In addition, the expected active power losses are elevated in contrast with the Base Case.
However, the expected active power losses show a reduction of roughly 1 MW, when it is compared
with Case A. The main reason for this reduction is the existence of the wind farm in the case study.

Table 13. Obtained Pareto optimal solutions for the probabilistic multi-objective RPP considering the
wind generation uncertainty.

χ f1($) f2 f3
^
F1

^
F2

^
F3 min(

^
F1,

^
F2,

^
F3)

1 3.7924 × 105 0.1222 0.0000 1.0000 1.0000 0.0000 0.0000
2 4.1835 × 105 0.1282 0.0300 0.9538 0.9096 0.0724 0.0724
3 4.6485 × 105 0.1335 0.0600 0.8988 0.8293 0.1448 0.1448
4 5.1663 × 105 0.1386 0.0900 0.8376 0.7523 0.2172 0.2172
5 5.7321 × 105 0.1442 0.1200 0.7707 0.6683 0.2896 0.2896
6 6.3071 × 105 0.1480 0.1500 0.7028 0.6093 0.3620 0.3620
7 6.9212 × 105 0.1525 0.1800 0.6302 0.5418 0.4344 0.4344
8 7.5741 × 105 0.1570 0.2100 0.5530 0.4740 0.5068 0.4740
9 8.2287 × 105 0.1615 0.2400 0.4757 0.4058 0.5792 0.4058

10 8.8964 × 105 0.1661 0.2700 0.3968 0.3355 0.6515 0.3355
11 9.4995 × 105 0.1706 0.3000 0.3255 0.2680 0.7239 0.2680
12 1.0169 × 106 0.1752 0.3300 0.2463 0.1984 0.7963 0.1984
13 1.0876 × 106 0.1798 0.3600 0.1628 0.1285 0.8687 0.1285
14 1.1621 × 106 0.1845 0.3900 0.0747 0.0583 0.9411 0.0583
15 1.2253 × 106 0.1883 0.4144 0.0000 0.0000 1.0000 0.0000
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The optimal values of the control variables for the BCS over the wind scenarios are represented in
Table 14. Taking a look at Table 14, it is shown that the VAR sources gain the value of zero in almost all
scenarios. Therefore, the variable VAR investment cost for those VAR sources equals to zero. However,
the VAR sources are allocated and their fixed VAR investment costs are taken into account during the
planning horizon.

Table 14. The optimal values of the control variables among the wind scenarios for probabilistic
multi-objective RPP considering the wind power generation uncertainty.

Control
Variable

S1 S2 S3 S4 S5 S6
Expected

Value

Vg1 (p.u.) 1.0630 1.0627 1.0619 1.0611 1.0604 1.0599 1.0611
Vg2 (p.u.) 1.0531 1.0530 1.0527 1.0523 1.0520 1.0518 1.0523
Vg5 (p.u.) 1.0767 1.0778 1.0773 1.0769 1.0766 1.0765 1.0769
Vg8 (p.u.) 1.0536 1.0525 1.0528 1.0531 1.0533 1.0534 1.0531
Vg11 (p.u.) 1.1000 1.1000 1.1000 1.1000 1.1000 1.1000 1.1000
Vg13 (p.u.) 1.0867 1.0893 1.0887 1.0883 1.0882 1.0883 1.0883
t6−9 (p.u.) 1.0264 1.0266 1.0289 1.0311 1.0330 1.0338 1.0310
t6−10 (p.u.) 0.9000 0.9000 0.9000 0.9000 0.9000 0.9000 0.9000
t4−12 (p.u.) 1.0084 1.0121 1.0094 1.0071 1.0052 1.0043 1.0070
t28−27 (p.u.) 0.9657 0.9499 0.9490 0.9480 0.9468 0.9462 0.9491

Qc24 (MVAR) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Qc25 (MVAR) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Qc26 (MVAR) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Qc29 (MVAR) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Qc30 (MVAR) 3.8586 0.0000 0.0000 0.0000 0.0000 0.0000 0.3321

The voltage profile of the load buses for the BCS is plotted in Figure 3. As it can be observed, the
voltage magnitude of the load buses is kept in the interval of 0.95 p.u. and 1.05 p.u. during all wind
scenarios. Hence, it can be concluded that based on a proper RPP and having adequate reactive power
reserve, the voltage magnitude of the load buses are restricted with specific limits.

 
Figure 3. Voltage profile of the load buses for probabilistic multi-objective RPP considering the wind
power generation uncertainty.
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5.1.5. Case E: Probabilistic Multi-Objective RPP Considering Load Demand and Wind Power
Generation Uncertainties

To have a more comprehensive overlook of the probabilistic RPP, in Case E, it is preferred to
perform RPP in the presence of two stochastic input variables, including the load demand and wind
power generation. Hence, considering the level of the load and wind power generation as the stochastic
input variables, combined load-wind scenarios are generated via the proposed technique. After
determining the load-wind scenarios, a probabilistic multi-objective RPP is performed to evaluate
the existing objectives, while the number of random input variables increases. Taking the IEEE 30
bus-test system with initial settings as the benchmark, 18 combined load-wind scenarios are generated.
In general, three load scenarios and six wind scenarios are used to generate 18 combined load-wind
scenarios. The descriptions of generated load-wind scenarios are given in Table 15.

Table 15. Generated load-wind scenarios for probabilistic multi-objective RPP considering load demand
and wind power generation uncertainties.

Scenario
Wind Power

Generation (MW)
Level of the Load

Duration of the
Load (h)

Probability

S1 0.00000 0.95 400 0.0086
S2 5.27050 0.95 400 0.0121
S3 15.0917 0.95 400 0.0149
S4 24.9726 0.95 400 0.0155
S5 34.8784 0.95 400 0.0141
S6 40.0000 0.95 400 0.0348
S7 0.00000 1.00 730 0.0689
S8 5.27050 1.00 730 0.0970
S9 15.0917 1.00 730 0.1194
S10 24.9726 1.00 730 0.1237
S11 34.8784 1.00 730 0.1130
S12 40.0000 1.00 730 0.2781
S13 0.00000 1.05 330 0.0086
S14 5.27050 1.05 330 0.0121
S15 15.0917 1.05 330 0.0149
S16 24.9726 1.05 330 0.0155
S17 34.8784 1.05 330 0.0141
S18 40.0000 1.05 330 0.0348

Table 16 shows the obtained results for the probabilistic multi-objective RPP using the generated
load-wind scenarios. As seen from Table 16, by applying the min-max method among the 15 generated
Pareto optimal solutions using the ε-constraint approach, the eighth solution (highlighted row) is
selected as the BCS. The associated value to expected active power losses is 8.5575 MW. It can be
observed that the expected Total VAR cost is considerably reduced, while the expected voltage stability
index and the expected loadability factor are not significantly improved towards Case B. In contrast
with Case A and the Base Case, both the expected voltage stability index and the expected loadability
factor are improved compared with case B. Considering the expected active power losses, no substantial
decrease is observed in Case C when it is compared with Case B. Compared with Cases A and C,
a reduction of about 1 MW in expected active power losses can be estimated. Due to enhancing the
expected loadability factor, the expected active power losses escalate relative to the Base Case.
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Table 16. Obtained Pareto optimal solutions for the probabilistic multi-objective RPP considering load
demand and wind power generation uncertainties.

χ f1($) f2 f3 F̂1 F̂2 F̂3 min(F̂1, F̂2, F̂3)

1 2.0134 × 105 0.1172 0.0011 1.0000 1.0000 0.0000 0.0000
2 2.1190 × 105 0.1224 0.0307 0.9718 0.9277 0.0717 0.0717
3 2.2563 × 105 0.1277 0.0607 0.9352 0.8555 0.1441 0.1441
4 2.4456 × 105 0.1330 0.0907 0.8847 0.7832 0.2165 0.2165
5 2.6724 × 105 0.1382 0.1207 0.8242 0.7110 0.2889 0.2889
6 2.9247 × 105 0.1435 0.1507 0.7569 0.6387 0.3614 0.3614
7 3.1866 × 105 0.1487 0.1807 0.6871 0.5667 0.4338 0.4338
8 3.4683 × 105 0.1539 0.2107 0.6119 0.4946 0.5062 0.4946
9 3.7578 × 105 0.1592 0.2407 0.5347 0.4224 0.5786 0.4224

10 4.0375 × 105 0.1644 0.2707 0.4601 0.3503 0.6511 0.3503
11 4.3143 × 105 0.1697 0.3007 0.3863 0.2782 0.7235 0.2782
12 4.6080 × 105 0.1749 0.3307 0.3079 0.2061 0.7959 0.2061
13 4.9207 × 105 0.1801 0.3607 0.2245 0.1351 0.8684 0.1351
14 5.2537 × 105 0.1850 0.3910 0.1357 0.0672 0.9414 0.0672
15 5.7623 × 105 0.1899 0.4153 0.0000 0.0000 1.0000 0.0000

The optimal values of the control variables among 18 generated load-wind scenarios for the BCS
are represented in Table 17. As it can be observed from Table 17, the VAR sources gain the value of
zero in most of the scenarios for the BCS. Hence, the fixed installation cost is calculated for the VAR
sources that gain the value of zero.

In order to investigate the impact of VAR planning in bus voltage magnitude over the different
load-wind scenarios, the voltage profile of load buses is plotted for each load-wind scenario in Figure 4.
This Figure shows that the voltage magnitude of the load buses is limited to the range of 0.95 p.u. and
1.05 p.u. for all scenarios. As a result, the voltage magnitude of the load buses is regulated within the
predefined limits.
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Figure 4. Voltage profile of the load buses for probabilistic multi-objective RPP considering the wind
power generation uncertainty.

5.1.6. Case F: Probabilistic Multi-Objective RPP Considering Load Demand and Wind Power
Generation Uncertainties Incorporating Reactive Power from Wind Farms

In order to evaluate the impact of generated reactive power by wind farms on RPP, the reactive
power of wind farms is taken into account during the planning process. Assuming the constant PF
operation for the proposed wind farms, the generated reactive power is calculated for each scenario
based on Table 18. The value of PF for the proposed wind farms is taken to be 0.98. It should be
noted that the generated reactive power by the proposed wind farms is calculated using Equation (47),
as follows:

QWi,S = PWi,S tan
(
cos−1(PF)

)
(47)

where QWi,S and PWi,S indicate the generated reactive and active power by the proposed wind
farms, respectively.

Table 18. The characteristics of generated reactive power by the proposed wind farm for
different scenarios.

Scenario Wind Power Generation (MVAR)

S1 0.0000
S2 1.0702
S3 3.0645
S4 5.0709
S5 7.0824
S6 8.1223
S7 0.0000
S8 1.0702
S9 3.0645
S10 5.0709
S11 7.0824
S12 8.1223
S13 0.0000
S14 1.0702
S15 3.0645
S16 5.0709
S17 7.0824
S18 8.1223
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Similar to the former case studies, after performing the probabilistic multi-objective RPP
considering the reactive power injection by the proposed wind farms, 15 Pareto optimal solutions are
obtained, as shown in Table 19.

Table 19. Obtained Pareto optimal solutions for the probabilistic multi-objective RPP considering load
demand and wind power generation uncertainties incorporating the generated reactive power by the
proposed wind farms.

χ f1($) f2 f3
^
F1

^
F2

^
F3 min(

^
F1,

^
F2,

^
F3)

1 2.0015 × 105 0.1164 0.0010 1.0000 1.0000 0.0000 0.0000
2 2.1125 × 105 0.1215 0.0308 0.9706 0.9279 0.0719 0.0719
3 2.2251 × 105 0.1267 0.0608 0.9407 0.8559 0.1443 0.1443
4 2.4128 × 105 0.1319 0.0908 0.8910 0.7838 0.2167 0.2167
5 2.6295 × 105 0.1370 0.1208 0.8336 0.7118 0.2892 0.2892
6 2.8786 × 105 0.1422 0.1508 0.7676 0.6397 0.3616 0.3616
7 3.1517 × 105 0.1474 0.1808 0.6953 0.5677 0.4340 0.4340
8 3.4345 × 105 0.1525 0.2108 0.6203 0.4959 0.5064 0.4959
9 3.7331 × 105 0.1577 0.2408 0.5412 0.4240 0.5789 0.4240

10 4.0216 × 105 0.1629 0.2708 0.4648 0.3521 0.6513 0.3521
11 4.3098 × 105 0.1680 0.3008 0.3884 0.2802 0.7237 0.2802
12 4.6004 × 105 0.1732 0.3308 0.3115 0.2083 0.7961 0.2083
13 4.9099 × 105 0.1782 0.3609 0.2295 0.1377 0.8685 0.1377
14 5.2389 × 105 0.1831 0.3909 0.1423 0.0696 0.9410 0.0696
15 5.7760 × 105 0.1881 0.4153 0.0000 0.0000 1.0000 0.0000

From Table 19, it is clear that for the BCS, all the objectives are slightly improved towards Case
E. Although this enhancement does not seem to be significant, it shows the penetration of generated
reactive power by the proposed wind farms on planning studies. Moreover, the related active power
loss reaches 8.4807 MW, which shows a reduction with respect to Case E. The optimal values of the
control variables among 18 generated load-wind scenarios incorporating the generated reactive power
by the proposed wind farms for the BCS are represented in Table 20.
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It can be inferred from Table 3 that in almost all scenarios, the VAR sources gain the value of zero,
except for the installed VAR compensator at bus 30. In addition, it is revealed that the expected value
of the required VAR compensator device at bus 30 reduces while the generated reactive power of the
hypothetical wind farms is taken into account. As a result, wind farms have the capability to participate
in VAR planning. This leads to a reduction in the size and amount of VAR sources. Therefore, practical
power systems show less desire to install new VAR support while numerous large-scale wind farms
with sufficient generated reactive power are available.

5.2. Discussions

Table 21 compares the performance of Case E with other cases. As it can be observed, compared
with Case B, the performance of Case E in terms of obtaining better values for f1, f2, and Ploss is
improved. Case E also shows better performance rather than Case C. All objectives are improved
considerably compared with Case C. Note that, due to the presence of wind farms, f2 is enhanced,
while improving on the loadability index. In addition, Case E is compared with Case D, and it can be
observed that all objectives are improved. f1 is improved significantly. However, f2, f3, and Ploss are
not enhanced considerably. This is due to the fact that wind power generation uncertainty has a great
impact on all objectives, which in both Case E and Case D are considered. While, the performance of
Case F is better than Case E considering f1, f2, and Ploss, and is slightly more than f3.

Table 21. Comparison of different cases.

Case f1($) f2 f3 Ploss (MW)

B 4.9361 × 106 0.1533 0.1653 9.3494
C 2.2510 × 106 0.1606 0.1688 9.5049
D 7.5741 × 105 0.1570 0.2100 8.5777
E 3.4683 × 105 0.1539 0.2107 8.5575
F 3.4345 × 105 0.1525 0.2108 8.4807

6. Conclusions

A multi-objective RPP in power systems considering load demand and wind power generation
uncertainties to minimize reactive power investment cost, reduce active power losses, improve voltage
stability level, and enhance loadability factor is presented in this paper. The ε-Constraint method
is used to solve the probabilistic multi-objective RPP. For this purpose, using the L-index, the VAR
compensation buses are found at the first stage. Then, to distinguish the exact difference between the
deterministic and probabilistic VAR planning studies, five different cases are investigated. In order
to test the efficiency of the proposed method, the IEEE 30-bus test system is implemented in GAMS
software under five various conditions. The simulation results show that the proposed probabilistic
multi-objective RPP considering load demand and wind power generation uncertainties is effective in
reducing the VAR installation cost, improving the voltage stability of the system, and enhancing the
loadability, simultaneously.
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Appendix A

Table A1. Parameters of the wind farm.

Parameter Value

α 2
β 10

vc
in 3 m/s

vrated 10.28 m/s
vc

out 25 m/s
Pr

w 40 MW
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Abstract: The positive temperature coefficient (PTC) effect of the semiconductive layers of high-voltage
direct current (HVDC) cables is a key factor limiting its usage when the temperature exceeds 70 ◦C.
The conductivity of the ionic conductor increases with the increase in temperature. Based on the
characteristics of the ionic conductor, the PTC effect of the composite can be weakened by doping the
ionic conductor into the semiconductive materials. Thus, in this paper, the PCT effects of electrical
resistivity in perovskite La0.6Sr0.4CoO3 (LSC) particle-dispersed semiconductive composites are
discussed based on experimental results from scanning electron microscopy (SEM), transmission
electron microscopy (TEM) and a semiconductive resistance test device. Semiconductive composites
with different LSC contents of 0.5 wt%, 1 wt%, 3 wt%, and 5 wt% were prepared by hot pressing
crosslinking. The results show that the PTC effect is weakened due to the addition of LSC. At the
same time, the injection of space charge in the insulating sample is characterized by the pulsed
electroacoustic method (PEA) and the thermally stimulated current method (TSC), and the results
show that when the content of LSC is 1 wt%, the injection of space charge in the insulating layer can
be significantly reduced.

Keywords: La0.6Sr0.4CoO3; semiconductive layer; PTC effect; space charge; HVDC transmission

1. Introduction

High-voltage direct current (HVDC) transmission plays a significant role in the power system [1–5].
In particular, HVDC cable transmission is feasible over long distances and large capacities due to the
absence of reactive power and low transmission losses [6,7]. Typical medium and high-voltage power
polyethylene (PE)cable cross-sectional constructions include: (1) conductors, (2) conductor shield,
(3) insulation, (4) insulation shield, (5) metal shield, and (6) enclosure material [8]. In the construction
of high-voltage power cables, the semiconductive layer can suppress the injection of carriers from
the metal electrode into the insulating layer and can effectively prevent local electric field distortion
between the conductor and the insulating layer.

However, the electrical resistance of the semiconductive layer can suddenly increase to 90 ◦C,
which causes the cable to heat up and leads the interface to partially melt. This phenomenon is called
the positive temperature coefficient (PTC) effect [9]. The PTC effect of semiconductive composites is
usually weakened by increasing the content of carbon black (CB) or by using high-structure carbon
black [10,11]. However, the amount of CB added to the semiconductive shielding layer affects its
processing and mechanical properties. The conductivity of the ionic conductor increases with increasing
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temperature. In this work, the influence of the (CB—La0.6Sr0.4CoO3 (LSC)) co-filled on the electrical
properties of semiconductive composites was studied, in which LSC was used as a second filler to
suppress the PTC effect. The perovskite oxide LaCoO3 has been widely used because of its high ionic
and electrical conductivity. The ideal perovskite structure is shown in Figure 1 [12–14]. When La in
LaCoO3 is partly replaced by the Sr, the lattice spacing becomes larger and the oxygen vacancies in
the crystal increase [15]. Oxygen vacancies and lattice defects of LSC can provide more conductive
channels for electrons, which facilitates electron migration when Sr-doped LaCoO3 is added to a
semiconductive composite material.

Figure 1. Structure of LaCoO3.

On the other hand, space charge accumulation of the insulating layer is another key factor affecting
the stable operation of the cable. Insulating layers tend to accumulate space charge, which causes
distortion of the electric field [16,17]. Eventually, the insulating layer is easily aging or mangled [18–20].
Until recently, most studies have been limited to the insulation nano-doped polyethylene, which has
been attracting more and more attention. It has been reported that polyethylene-doped inorganic
nanoparticles such as MgO, ZnO and SiO2 can significantly suppress the accumulation of space charge
in the insulation [21–25]. Some researchers add SrFe16O19 to the semiconductive layer to reduce the
injection of space charge in the insulating layer by using the Lorentz force of magnetic particles on
the charge [26]. However, in this study, we suppressed the injection of space charge by using the LSC
modified semiconductive layer. The injection of charges into the insulating layer is reduced, through
the Coulomb effect between LSC particles in semiconductive materials and injected charges. This work
provides a new idea for the development of semiconductive materials.

2. Materials and Methods

2.1. Materials

2.1.1. Preparation of LSC

The LSC was prepared by using the sol-gel method [27,28], mixing a stoichiometric amount
of lanthanum nitrate hexahydrate La(NO3)3·6H2O strontium nitrate Sr(NO3)2 with cobalt nitrate
hexahydrate Co(NO3)2·6H2O in deionized water under constant stirring to get a clear solution. Citric
acid (CA) was then added into the solution (CA and total metal ion in a 7:5 molar ratio), in which as
a ligand to form a complex compound with the metal ion. Then, the pH value of the solution was
adjusted to 9–10 by dropwise addition of aqueous ammonium hydroxide. The solution was slowly
evaporated in a water bath at 70 ◦C for 10 h and the gel obtained was at the temperature of 150 ◦C
overnight. Finally, the obtained powder was calcined at 900 ◦C for 6 h to obtain LSC nanoparticles.

2.1.2. Ball Milling of LSC

The prepared LSC powder was ball milled in a planetary ball mill, where 10 g of LSC powder and
zirconia balls (mass ratio of zirconia balls to LSC powder of 20:1) were added to a ball mill jar, and
then 200 mL of ethanol were added. The speed during ball milling was 300 rpm. The samples of ball
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milling of 20 and 40 h, respectively, were obtained for observation by scanning electron microscopy.
Finally, the samples were dried at 50 ◦C to obtain the LSC nanoparticles after ball milling [29].

2.1.3. Preparation of the Nanocomposite

The matrix polymer was prepared by mixing 25% carbon black (CB), 45% low-density polyethylene
(LDPE), and 30% ethylene-vinyl acetate copolymer (EVA) with an open mill at ◦C. Then, the LSC was
mixed with the above matrix polymer in different mass percentages, as shown in Table 1. At last,
the above materials were shaped by hot pressing by a vulcanizer.

Table 1. Sample notation and composition.

Sample 1# 2# 3# 4# 5#

CB/LDPE/EVA matrix (wt%) 100 99.5 99 97 95
LSC (wt%) 0 0.5 1 3 5

2.2. Characterization

2.2.1. X-ray Diffraction (XRD)

The crystal structural analyses of LSC were determined by XRD measurements (Rigaku,
D/max-2500/PC) from 20◦ to 90◦.

2.2.2. Scanning Electron Microscopy (SEM)

The morphology of the nanoparticles was observed with a field emission SEM
(FEI·Nova·Nano·SEM450) at a 5 kV accelerating voltage. Dispersion of the nanoparticles in
the semiconductive composites was observed using SEM (JSM-6700F, JEOL, Tokyo, Japan).
The nanocomposites were broken in liquid nitrogen and then fractured cross-sections were sprayed
with gold to avoid the charge accumulation effect during observation.

2.2.3. Transmission Electron Microscopy (TEM)

In order to characterize the dispersion of the LSC in the matrix polymer, 50–100 nm thick ultra-thin
sections were cut using a ultramicrotome and observed using a TEM (FEI·Tecnai·G2F30).

2.2.4. Resistivity Test

In the actual operation of the cable, the working temperature is greatly affected by the load.
The resistance of the semiconductive layer will increase with the increase in the temperature, showing
obvious PTC effect, which will lead to the increase in the interface thermal effect between the
semiconducting layer and the insulating layer, and affect the service life of the cable. In this work,
the resistivity of the semiconductive layer was measured by the DB-4 wire and the cable semiconductive
rubber-resistance tester using the (DC) current-voltage method test principle. The samples, with length
110 mm, width 50 mm, and thickness of 1 mm, were obtained by hot pressing crosslinked. The sample
is placed in a drying oven with programmable temperature control, and the resistivity of the sample is
recorded at different temperatures. When the instrument is used to measure, the sample does not need
surface treatment, and the operation is simple. The resistivity of the sample can be obtained directly
without formula derivation and calculation, thus avoiding the error in the calculation process.

2.2.5. Pulsed Electroacoustic Measurement (PEA)

The distribution of space charge was tested by PEA. The LDPE insulating sample used for PEA
testing had an average thickness of 300 μm and the semiconductive layer had a thickness of 500 μm.
The experiment was carried out for 30 min at room temperature under a negative DC electric field of
10 and 40 kV/mm. The PEA test chart is shown in Figure 2.
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Figure 2. Illustration of the pulsed electroacoustic (PEA) measurement.

2.2.6. Thermally Stimulated Current (TSC)

The TSC method includes the thermal stimulation polarization current method (TSPC) and the
thermal stimulation depolarization current method (TSDC). The TSDC method is more common in the
measurement and characterization of traps in polymer insulation. Thus, the TSC method generally
refers to the TSDC method. The TSDC method was used in this experiment. The thickness of the
insulating sample and the semiconductive layer used for TSC was 300 and 500 μm, respectively.
A negative DC field strength of 10, 30, and 40 kV/mm was applied to both ends of the LDPE for 30 min
at room temperature when the semiconductive composites with different LSC contents were used as
the semiconductive layer, and then, the sample was rapidly cooled. Next, the temperature was raised
from 293 K at a heating rate of 5 K/min to 363 K to measure the value of the thermal stimulation current
during the heating process. The schematic diagram of the TSDC test is shown in Figure 3.

Figure 3. Schematic diagram of thermal stimulation current method.

3. Results

3.1. Structural Characterization of LSC

The XRD pattern of LSC is presented in Figure 4. It is observed that there are no impurity peaks
from the XRD pattern, and the XRD diagram of LSC shows the characteristic of sharp peaks, indicating
that the crystallization of LSC was excellent. The XRD pattern of LSC displays characteristic peaks
at 2θ = (23.4◦, 33.2◦, 40.8◦, 47.6◦, 53.5◦, 59.1◦, 69.6◦, 79.2◦, 83.7◦, and 88.2◦,) which correspond to the
planes of (012), (110), (202), (024), (122), (300), (220), (134), (042), and (404) simultaneously, consistent
with the standard reference data (JCPDF:89-5719).
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Figure 4. X-ray diffraction (XRD) patterns of LSC.

3.2. SEM of LSC

The SEM images of the LSC before ball milling and after ball milling for 10 and 20 h are shown
in Figure 5. It can be seen from Figure 5 that the particle size of the nanoparticles decreases with
increasing ball milling time. The LSC without ball milling is composed of particles with a particle
size of about 300 nm. In Figure 5a, the grains of LSC powder are bonded together. After ball milling,
the particles originally bonded together are dispersed. From Figure 5b, it can be seen that after ball
milling for 10 h, the size of LSC particles is distributed around 400–700 nm. After ball milling for 20 h,
the size of LSC particles is 300 nm. The particles bonded after ball milling are dispersed, and the
particle size distribution is more uniform. This facilitates the preparation of a smooth semiconductive
shielding layer.

 

Figure 5. Scanning electron microscopy (SEM) images of LSC: (a) Ball milling (BM)-LSC (0 h);
(b) BM-LSC (10 h); (c) BM-LSC (20 h).

3.3. SEM and TEM of the Semiconductive Shielding

The dispersion of nanoparticles in the matrix polymer can be observed by the SEM of Figure 6 and
the TEM of Figure 7. Figure 6a–c shows the fracture surface SEM images of composite nanomaterials
with an LSC content of 0%, 1%, and 5%, respectively. The white spots in Figure 6 are the LSC
nanoparticles. It can be seen from Figure 6b that the nanoparticles are uniformly dispersed in the
matrix and the white spots in Figure 6b,c increase as the LSC content increases. Figure 7 shows that,
the contrast degree of the carbon black particles in the polymer matrix are light, and the black particles
with deep contrast are LSC particles. It can be seen from the figure that the size of the black particles
acts at several hundred nm, which matches the SEM image of the LSC particles in Figure 5. Figure 7
shows that carbon black particles fill the matrix polymer and form conductive channels. LSC particles
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are uniformly dispersed in the polymer matrix. However, the nanoparticles are prone to agglomeration
when the LSC concentration is high.

Figure 6. SEM of sections of non-semiconducting shielding materials with different LSC contents:
(a) 0 wt% LSC; (b) 1 wt% LSC; (c) 5 wt% LSC.

Figure 7. Transmission electron microscopy (TEM) micrographs of the semiconductive materials with
different LSC contents: (a) 0 wt% LSC; (b) 0.5 wt% LSC; (c) 3 wt% LSC.

3.4. Electrical Properties of the Semiconductive Shielding

Figure 8 shows that curve of resistivity versus temperature for the semiconductive layer containing
different mass fractions of LSC. Figure 9 shows the resistivity curve of semiconductive materials
with different LSC contents at 383 K. It can be seen from Figure 9 that at 383 K, the resistivity of
semiconducting shielding material without LSC doping is 798 ρ/Ω·cm and when the LSC doping amount
is 1 wt%, the resistivity is 128.5 ρ/Ω cm, decreased by 83.9%. Some researchers have added SrFe16O19

to semiconductor shielding materials and tested their resistivity. The resistivity of semiconductive
materials with SrFe16O19 doping of 1 wt% and 5 wt% is similar to that without SrFe16O19 doping. When
the doping amount of SrFe16O19 is 30 wt%, the resistivity of semiconductive materials is more than 103

at 383 K [26]. We can see that the resistivity demonstrates a slow rising tendency with temperature
before the temperature is below 343 K. Meanwhile, there is a huge transition in the resistivity value
of the semiconductive composites without added LSC after the temperature exceeds 343 K. In other
words, the semiconductive layer without added LSC possesses a significant PTC effect. Since the
electrical conductivity of the LSC increases with increasing temperature, the semiconductive layer to
which LSC is added still has good electrical conductivity at high temperatures. It can be seen from
Figure 9 that at 383 K, the resistivity of semiconductive materials with 1 wt% LSC doping is greatly
reduced compared with that without LSC. Therefore, the addition of LSC can improve the PTC effect of
the semiconductive composites so that it still meets the resistivity requirements of the semiconductive
layer at high temperatures. In particular, the semiconductive layer with a 1% LSC presents good
electrical conductivity at high temperatures. This might be attributed to the distortion of the crystal
structure of Sr-doped LaCoO3, the lattice spacing becomes larger, and the amount of O vacancies
increases, providing more conductive channels for carrier transport.
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Figure 8. Resistivity of the semiconductive composites with different mass fractions of LSC as a function
of temperature.

Figure 9. Resistivity curves of semiconductive materials with different LSC contents at 383 K.

The formula for calculating the strength of the polymer’s positive temperature coefficient:

α = lg
ρv(max)

ρv(min)

The calculated PTC strengths of semiconductive composites with LSC doping contents of 0%,
0.5 wt%, 1 wt%, 2 wt%, 3 wt% and 5 wt% were 1.47, 0.96, 0.91, 0.99, 0.95, 1.02. Compared with the
PTC strength of the semiconductive materials without LSC, the PTC strength of the semiconductive
materials with 1 wt% LSC content decreased by 38.1%, which indicated that the addition of LSC has a
significant weakening effect on the PTC effect of the system, which is related to the increase in the
conductivity of the ionic conductor with the increase in temperature. As the temperature increases,
the number of carriers in the LSC increases, and the mobility of the carriers increases. Therefore,
the PTC effect of the LSC/CB/LDPE/EVA composites is weaker. With the increase in LSC content,
the PTC strength of nanocomposites decreases first and then increases. Because of the agglomeration
of LSC in semiconductive materials, part of the carbon black conductive network in the composites is
disconnected, thus, the PTC strength of semiconductive materials increases when LSC content is high.
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3.5. Depolarization Current Properties

Figure 10 presents the depolarization current of the insulating layer when nanocomposites with
different LSC contents were used as semiconductive layers. Figure 10a shows the depolarization
current in LDPE at a 10 kV/mm DC field. It can be seen that the depolarization current increases first
and then decreases with increasing temperature. The peak value of the current of all samples appeared
at 330–340 K under 10 kV/mm DC field, which indicates that the trap levels are basically the same.
At high loading levels, the peak value of the depolarization current of the LDPE increases as the LSC
content in the semiconductive layer increases. Figure 10b,c shows the depolarization current of LDPE
at 30 and 40 kV/mm. The depolarization current increases as the electric field increases, mainly because
of the increased charge injection under a strong electric field. At the same time, the position of the peak
moves toward the high temperature direction, mainly because the depth of charge injection increases
as the electric field strength increases.

 
Figure 10. Thermal stimulation current of LDPE when different semiconductive layers are used as
electrodes, the applied electric field was: (a) 10 kV/mm, (b) 30 kV/mm, (c) 40 kV/mm at room temperature.

The depolarization current peak that appears between 300 and 320 K in Figure 10c is due to the
dipole polarization of small molecular chains and polar groups in LDPE.

The total trap charge can be calculated according to the TSDC curves. Figure 11 shows the amount
of trap charge in LDPE when a composite with different LSC contents is used as a semiconductive
layer. It can be concluded from Figure 11 that the effect of suppressing space charge injection when
the composite material with an LSC content of 1% is used as the semiconductive layer is the most
obvious. When the composites without LSC were used as the semiconductive layer, the charge amount
in the insulating sample is 1.35 × 10−9, 3.26 × 10−9, and 4.26 × 10−9, respectively, under 10, 30 and
40 kV/mm DC electric fields. For LSC content with 1 wt%, the charge of the insulating layer decreased
to 0.75 × 10−9, 1.34 × 10−9, and 2.75 × 10−9, respectively, decreasing by 44.4%, 58.9%, and 35.7%. When
the LSC concentration in the semiconductive composites is high, the trap charge amount in the LDPE
increases. The reason might be that the agglomeration of nanoparticles causes the surface roughness of
the nanocomposite to increase, resulting in electric field distortion.

102



Appl. Sci. 2020, 10, 2915

Figure 11. The total amount of charge in the LDPE when the composite with different LSC content acts
as a semiconductive layer.

In general, when the composite material with a 1% LSC content is used as a semiconductive layer,
the peak value of the depolarization current is the smallest. The depolarization currents have the same
tendency at different polarization voltages.

3.6. Space Charge Distribution

The space charge distribution of LDPE under a 10 kV/mm and a 40 kV/mm DC electric field within
30 min at room temperature is shown in Figures 12 and 13. It can be seen from Figure 12a that the
accumulation of the homocharge is observed near the cathode and the anode in the LDPE when the
semiconductive layer is not added to with LSC. Among them, the heterocharge is derived from the
ionization of the crosslinked byproducts and the ionization of the impurities, and the homocharge
is derived from the injection of the electrodes. It can be seen from Figures 12c and 13c that there is
almost no accumulation of the homo charge at the cathode. However when the content of LSC in the
semiconductive layer exceeds 1%, as the LSC content increases, the space charge injection in the LDPE
increases; that is, the inhibition effect of the semiconductive layer is weakened, which may be related
to the agglomeration of the LSC. It can be inferred that semiconductive materials with an LSC content
of 1% can suppress the injection of space charge. Due to the scattering effect at the interface between
the nanoparticles and the polymer, the mean free path of electrons is increased and the migration rate
of electrons is reduced.

  
Figure 12. Cont.
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Figure 12. Space charge distribution of LDPE when the composite with different LSC contents acts as a
semiconductive layer under 10 kV/mm DC electric field.

  

  

Figure 13. Space charge distribution of LDPE when the composite with different LSC contents acts as a
semiconductive layer under 40 kV/mm DC electric field.

When the composite without LSC is used as the semiconductive layer, the maximum charge
density near the cathode and anode is 11.46 and 9.37 C/m3 respectively under a 10 kV/mm DC electric
field. After doping by LSC with 1 wt%, the interface charge near the cathode and the anode is reduced
to 6.53 and 7.76 C/m3. The maximum charge density near the two electrodes is 22.15 and 21.36 C/m3

under a 40 kV/mm DC electric field. When the semiconductive layer is doped with 1 wt% LSC,
the interface charge reduced to 12.77 and 20.89 C/m3, respectively. When the charge is injected from
the metal electrode to the insulating layer, it passes through the semiconductive layer, and the charge
receives the Coulomb effect of the LSC particles in the semiconducting shielding layer, so that part of
the charge cannot be injected into the insulating layer through the semiconductive layer, thus reducing
the charge injection in the insulating layer.
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4. Discussion

LaCoO3 has a typical perovskite structure. When Sr2+ is added into the perovskite lattice to replace
La3+, the net electric imbalance will be caused. In order to compensate the net electric imbalance,
oxygen vacancy will be generated in the lattice to bring many holes to achieve the charge balance,
and oxygen vacancy is allowed to transfer through the perovskite lattice [30]. When the charge is
injected from the metal electrode into the insulating layer, it needs to pass through the semiconductive
layer. The oxygen vacancy of LSC crystal in the semiconductive layer has electrostatic attraction to the
charge, which hinders the movement of the charge, making it difficult for the charge to be injected
into the insulating layer through the semiconductive layer, thus reducing the charge injection in the
insulating layer.

On the other hand, in ionic crystals, alternating charged plane stacking can generate divergent
electrostatic energy, which makes the oxide surface polar. This polar surface is electrostatically unstable,
and surface charge must be compensated by surface reconstruction or charged defect accumulation [31].
When the charge is injected from the metal electrode to the insulating layer, it passes through the
semiconductive layer. Under the action of electric field, due to the polarity of LSC particle surface,
the ions of LSC crystal will move relatively, which will cause polarization, and then lead to the
interaction between the polarization field and the charge, thus reducing the charge injection in the
insulator. In 1993, Landau proposed that electrons could trap themselves in the deformed lattice [32].
In 2002, Iwanaga et al. observed trapped electrons and holes in PbBr2 crystal [33]. When electrons
change from free-form to self-trapped, their mobility will change obviously. As shown in Figure 14, if
electrons are injected into the lattice, due to the effect of electrons on the crystal lattice, the surrounding
crystal lattice is distorted, causing the positive ions around it to move closer to the electrons, and the
negative ions to move far away, which is called a “polarized cloud”. The polaron is a combination of
electrons and a polarized cloud around it. As the electrons move to drag the surrounding polarized
clouds, the mass increases and the migration rate decreases. Lattice deformation can bind electrons,
thereby, the injection of electrons from the metal electrode to the insulating layer was suppressed.

 

Figure 14. Schematic diagram of electron trapping.

5. Conclusions

In this paper, semiconductive layers with different contents of LSC were prepared by melt blending.
The appearance and resistivity of the nanocomposites and their effects on space charge injection of
insulating layers were studied. The conclusions are drawn as follows:

1. When the LSC content in the semiconductive composites is low, the nanoparticles are uniformly
dispersed in the matrix, and when the content of the nanoparticles increases, agglomeration occurs.
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2. The addition of LSC can suppress the PTC effect of the semiconducting layer. When the LSC
content is 1 wt%, the PTC strength of semiconducting shielding layer decreased from 1.47 to
0.99, decreasing by 38.1%. This is because the LSC doped in semiconductive materials is an ionic
conductor, and the mobility of carriers increases with the increase in temperature.

3. The experimental results show that when the doping amount of LSC is 1 wt%, the charge amount
in the insulating sample is the smallest, which is 0.75 × 10−9, 1.34 × 10−9, and 2.75 × 10−9,
respectively, decreasing by 44.4%, 58.9%, and 35.7%. This is because the charge is subjected to
the Coulomb force of the LSC particles in the semiconductive layer, which reduces the charge
injection from the metal electrode to the insulating layer.
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Abstract: In this paper, a Modified Adaptive Selection Cuckoo Search Algorithm (MASCSA) is
proposed for solving the Optimal Scheduling of Wind-Hydro-Thermal (OSWHT) systems problem.
The main objective of the problem is to minimize the total fuel cost for generating the electricity
of thermal power plants, where energy from hydropower plants and wind turbines is exploited
absolutely. The fixed-head short-term model is taken into account, by supposing that the water head
is constant during the operation time, while reservoir volume and water balance are constrained over
the scheduled time period. The proposed MASCSA is compared to other implemented cuckoo search
algorithms, such as the conventional Cuckoo Search Algorithm (CSA) and Snap-Drift Cuckoo Search
Algorithm (SDCSA). Two large systems are used as study cases to test the real improvement of the
proposed MASCSA over CSA and SDCSA. Among the two test systems, the wind-hydro-thermal
system is a more complicated one, with two wind farms and four thermal power plants considering
valve effects, and four hydropower plants scheduled in twenty-four one-hour intervals. The proposed
MASCSA is more effective than CSA and SDCSA, since it can reach a higher success rate, better
optimal solutions, and a faster convergence. The obtained results show that the proposed MASCSA
is a very effective method for the hydrothermal system and wind-hydro-thermal systems.

Keywords: Cuckoo Search Algorithm (CSA); Fixed-Head Short-Term Model; Hydrothermal System;
Optimal Scheduling of Wind-Hydro-Thermal System (OSWHTS)

1. Introduction

Short-term hydrothermal scheduling considers optimization horizon from one day to one week,
involving the hour-by-hour generation planning of all generating units in the hydrothermal system,
so that the total generation fuel cost of thermal units is minimized, while satisfying all constraints from
hydropower plants, including hydroelectric power plant constraints, such as water discharge limits,
volume reservoir limits, continuity water, generation limits, and thermal power plant constraints,
including prohibited operating zone and generation limits. There is a fact that the load demand
changes cyclically over one day or one week, and varies corresponding to the short-term scheduling
horizon, which is in a range from one day to one week. A set of beginning conditions, consisting
of initial and final reservoir volumes for the scheduling horizon, inflow into the reservoir, and the
water amount to be used for the scheduling horizon, is assumed to be known. During the scheduling
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generation process, it is necessary to consider the capacity of the reservoir and inflow once they
have significant impacts on the water head variations, and lead to being represented by different
hydro models. In this paper, a fixed-head short-term hydrothermal scheduling with reservoir volume
constraints is considered. The reservoir water head is supposed to be fixed during the scheduling
horizon [1]. Therefore, the water discharge is still the second-order function of hydro generation and
given coefficients. The total amount of water is not required to be calculated and constrained. However,
the initial and final values of the Reservoir Volume Should Be met with the optimal operation of the
hydrothermal system. The capacity of the reservoir to contain water during the operation must be
observed and followed by the constrained values, such as minimum volume corresponding to the
deadhead and maximum volume corresponding to the highest head. Moreover, the continuity of
water is always constrained at each subinterval over the scheduling horizon. Other issues related to
power transmission lines, such as power balance and power losses, are also taken into account for
most test systems.

The problem has been studied so far and obtained many intentions from researchers. Several
algorithms, such as Gradient Search Algorithm (GSA) [2], Newton–Raphson Method (NRM) [3],
Hopfield Neural Networks (HNN) [4], Simulated Annealing Algorithm (SAA) [5], Evolutionary
Programming Algorithm (EPA) [6–8], Genetic Algorithm (GA) [9], modified EPA (MEPA) [10],
Fast Evolutionary Programming Algorithm (FEPA) [10], Improved FEPA (IFEPA) [10], Hybrid
EPA (HEPA) [11], Particle Swarm Optimization (PSO) [12], Improved Bacterial Foraging Algorithm
(IBFA) [13], Self-Organization Particle Swarm Optimization (SOPSO) [14], Running IFEPA (RIFEPA) [15],
Improved Particle Swarm Optimization (IPSO) [16,17], Clonal Selection Optimization Algorithm
(CSOA) [18], Full Information Particle Swarm Optimization (FIPSO) [19], One-Rank Cuckoo Search
Algorithm with the applications of Cauchy (ORCSA-Cauchy) and Lévy distribution (ORCSA-Lévy) [20],
Cuckoo Search Algorithm with the applications of Gaussian distribution (CSA-Gauss), Cauchy
distribution (CSA-Cauchy), and Lévy distribution (CSA-Lévy) [21], Adaptive Cuckoo Search Algorithm
(ACSA) [22], Improved Cuckoo Search Algorithm (ICSA) [23], Modified Cuckoo Search Algorithm
(MCSA) [24], and Adaptive Selective Cuckoo Search Algorithm (ASCSA) [24] have been applied
to solve the problem of hydrothermal scheduling. Almost all of the above-mentioned methods are
mainly meta-heuristic algorithms, excluding GSA and NRM. Regarding the development history, GSA
and NMR are the oldest methods, with the worst capabilities to deal with constraints and finding
high-quality parameters of the problem, and they are applied for hydropower generation function
with the piecewise linear form or polynomial approximation form. GSA cannot deal with the systems
with complex constraints and also the systems with a large number of constraints and variables.
NRM seems to be more effective than GSA when applied to systems where the approximation of
the hydro generation cannot be performed. However, this method is fully dependent on the scale
of the Jacobian matrix and the capability of taking the partial derivative of the Jacobian matrix with
respect to each variable. On the contrary to GSA and NRM, population-based metaheuristic algorithms
are successfully applied for solving the complicated problem. Among those methods, SAA and GA
are the oldest methods and found low-quality solutions for hydropower plants and thermal power
plants. Differently, PSO and EPA variants are more effective in reaching better solutions with faster
speed. The improved versions of EPA are not verified, while they were claimed to be much better
than conventional EPA. Only one-thermal and one-hydropower plant system and quadratic fuel cost
function is employed as the case study for running those methods. In order to improve the conventional
PSO successfully, weight factor [16] and constriction factor [17] are respectively used to update new
velocity and new position. The improvement also leads to an optimal solution with shorter execution
time, but the two research studies report an invalid optimal solution, since the water discharge violates
the lower limit. In [19], the new version of the updated velocity of the FIPSO is proposed and tested
on a system. However, the method reports an invalid solution violating the lower limit. IBFA [13]
also shows an invalid optimal solution with more water than availability. CSOA is demonstrated
to be stronger than GA, EP, and Differential Evolution (DE) for this problem. CSA variants [20–24]
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are developed for the problem and reached better results. Different distributions are tested to find
the most appropriate one as compared to original distribution, which is Lévy distribution. Cauchy
and Gaussian distributions also result in the same best solution for the system with four hydropower
plants and one thermal power plant, but the two distributions cope with a low possibility of finding
the best solution.

In recent years, wind energy has been considered as a power source, together with conventional
power plants, to supply electricity to loads. The optimal scheduling of thermal power plants and wind
turbines is successfully solved using the Artificial Bee Colony Algorithm (ABCA) [25] and Wait-And-See
Algorithm (WASA) [26]. Then, the wind-thermal system is expanded by integrating one more
conventional power source, which is a hydropower plant, leading to the wind-hydro-thermal system.
The optimal scheduling of the wind-hydro-thermal system is performed using different metaheuristic
algorithms, such as Nondominated Sorting Genetic Algorithm-III (NSGA-III) [27], Multi-Objective
Bee Colony Optimization Algorithm (MOBCOA) [28], Distributionally Robust Hydro-Thermal-Wind
Economic Dispatch (DR-HTW-ED) method [29], nonlinear and dynamic Optimal Power Flow (OPF)
method [30], Modified Particle Swarm Optimization (MPSO) [31], Mixed Binary and Real Number
Differential Evolution (MBRNDE) [32], Mixed-Integer Programming (MIP) [33], Two-Stage Stochastic
Programming Model Method (TSSPM) [34], and Sine Cosine Algorithm (SCA) [35]. In general, almost
all applied methods are meta-heuristic algorithms and the purpose of those studies is to demonstrate
the highly successful constraint handling capability of the applied metaheuristic algorithms, rather
than showing high-quality solution searching capability.

In this paper, wind farms, together with the hydrothermal system, are considered to supply
electricity to loads, in which the fixed-head short-term hydrothermal system is investigated.
The objective of the Optimal Scheduling of Wind-Hydro-Thermal System (OSWHTS) problem is
to minimize total electricity generation fuel cost of thermal power plants in a day, subject to the
wind farms, reservoirs, and thermal units’ constraints. In the fixed-head short-term model, water
discharge is a second-order equation, with respect to the power output of the hydropower plant.
In addition, hydraulic constraints are discharge limits, reservoir volume limits, initial reservoir volume,
and end reservoir volume. In order to solve the OSWHTS problem successfully and effectively,
a Modified Adaptive Selection Cuckoo Search Algorithm (MASCSA) is proposed by applying two
new modifications on the Adaptive Selection Cuckoo Search Algorithm (ASCSA), which was first
developed in [24]. In addition, other metaheuristic algorithms are implemented for comparisons.
The implemented algorithms are CSA [36] and SDCSA [37]. CSA was first introduced by Yang and
Deb in 2009 [36], and it has been widely applied for different optimization problems in electrical
engineering. However, CSA is indicated to be less effective for large and complicated problems [24,37].
Hence, SDCSA and ASCSA are proposed. SDCSA is applied only for benchmark functions, while
ASCSA is more widely applied for three complicated hydrothermal scheduling problems. ASCSA is
superior to many existing meta-heuristic algorithms, such as GA, DE, and other CSA variants. ASCSA
is an improved version of CSA, by implementing two more modifications, including a new selection
technique and an adaptive mutation mechanism. ASCSA can reach high performance, but it suffers
from long simulation time, due to the selection of mutation factor and threshold. Thus, in this paper,
two new modifications, including setting the mutation factor to one and proposing a new condition for
replacing the threshold, are applied.

The novelties of the paper are the integration of wind turbines and the fixed-head short-term
hydrothermal system and a proposed CSA, called MASCSA. Thanks to the novelties, the main
contributions of the study are the most appropriate selection of control variables for the optimal
scheduling of the wind-hydro-thermal system, the effective constraint handling method, and the high
performance proposed MASCSA method.

The rest of the paper is organized as follows. The formulation of the OSWHTS problem is given
in Section 2. The details of the proposed method are described in Section 3. The search process of
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MASCSA for the OSWHTS problem is presented in Section 4. The comparison results of the two test
systems are given in Section 5. Finally, the conclusions are summarized in Section 6.

2. Formulation of Optimal Scheduling of Wind-Hydro-Thermal System

In this section, the optimal scheduling problem of the wind-hydro-thermal system with the
fixed-head short-term model of a hydropower plant is mathematically expressed considering the
objective function and constraints. A typical wind-hydro-thermal system is shown in Figure 1. From the
figure, Nh hydropower plants, Nt thermal power plants, and Nw turbines in a wind farm are generating
and supplying electricity to loads via different buses. The purpose of the system is to minimize the total
electricity generation cost of Nt thermal power plants, considering the available water in reservoirs
and the intermittent nature of wind power. The cost of generated power by hydropower plants and
the wind farm is neglected, but all constraints from the plants are supervised. The objective function
and all constraints can be mathematically formulated as follows:
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Figure 1. A typical wind-hydro-thermal system.

2.1. Total Electricity Generation Fuel Cost Reduction Objective

Total fuel cost for generating electricity from all thermal power plants is considered as a major
part that needs to be minimized as much as possible. The objective is shown as follows:
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2.2. Set of Constraints and Wind Model

2.2.1. Constraints from Hydropower Plants

Hydropower plants are constrained by limits of reservoirs, turbines, and generators. The detail is
expressed as follows:

Water Balance Constraint: The reservoir volume at the ith considered subinterval is always related
to the volume of previous subinterval, water inflow, and water discharge. All the parameters must be
supervised so that the following equality is exactly met.

RVhp,i−1 −RVhp,i + WIhp,i −Qhp,i = 0, i = 1, 2, . . . , Ns (2)

Note that RVhp,i−1 is equal to Vhp,0, if i = 1, and RVhp,i is equal to RVhp,Ns, if i = Ns.
Initial and Final Volumes Constraints: Vhp,0 and Vhp,Ns in constraint (2) should be equal to two given

parameters, as shown in the model below.

RVhp,0 = RVhp,start (3)

RVhp,Ns = Vhp,end (4)

For each operating day, initial volume, RVhp,start, and final volume, RVhp,end, of each reservoir are
required to be always exactly met.

Reservoir Operation Limits: Water volume of reservoirs must be within the upper and lower limits
in order to assure that the water head is always in operation limits. Therefore, the following inequality
is an important constraint.

RVhp,min ≤ RVhp,i ≤ RVhp,max,
{

hp = 1, 2, . . . , Nh
i = 1, 2, . . . , Ns

(5)

Limits of Discharge Through Turbines: Turbines of each hydropower plant is safe, if the water
discharge through them does not exceed the limits. Both upper and lower limits have a huge meaning
for the safety and stable operation of turbines. Thus, the following constraints are considered.

qhp,min ≤ qhp,i ≤ qhp,max,
{

hp = 1, 2, . . . , Nh
i = 1, 2, . . . , Ns

(6)

where qhp,i is determined as follows:

qhp,i = xhp + yhpPHhp,i + zhp
(
PHhp,i

)2
(7)

In addition, the total discharge of each subinterval is determined as follows:

Qhp,i = tiqhp,i (8)

Limits of Hydropower Plant Generators: The power generation of each hydropower plant must
follow the inequality below, to assure the safe operation of generators all the time.

PHhp,min ≤ PHhp,i ≤ PHhp,max,
{

hp = 1, 2, . . . , Nh
i = 1, 2, . . . , Ns

(9)
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2.2.2. Constraint of Thermal Power Plant

It is supposed that thermal power plants have plentiful fossil fuel and their energy is not
constrained. However, thermal power plant generators have to satisfy physical limits similar to
generators of hydropower plants. Namely, the power generation is limited as follows:

PTtp,min ≤ PTtp,i ≤ PTtp,max,
{

tp = 1, 2, . . . , Nt

i = 1, 2, . . . , Ns
(10)

2.2.3. Constraints of Power Systems

Power systems require the balance between the generated and consumed power for the stable
voltage and frequency in power systems [38–43]. The power generation of all hydropower plants and
thermal power plants, and power consumed by load and lines must follow the equality below:

Nt∑
tp=1

PTtp,i

Nh∑
hp=1

PHhp,i +

Nw∑
w=1

PWw,i − PL,i − PTL,i = 0 (11)

2.2.4. Modeling of Wind Uncertainty

Basically, electricity power from wind turbines is highly dependent on wind speed. The operation
characteristics of a typical wind turbine are shown in Figure 2. For the figure, wind turbines cannot
generate electricity when the wind speed is lower than WVin and higher than WVout. The generated
power by wind turbines, shown in Figure 2, can be also formulated as follows [43,44]:

PWw =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0, (WVw<WVin and WVw >WVout)
(WVw−WVin)
(WVr−WVin)

× PWw,rate, (WVin ≤WVw ≤WVr)

PWw,r, (WVr ≤WVw ≤WVout)

(12)

PWr
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Figure 2. A typical wind turbine characteristic.
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3. The Proposed Method

3.1. Conventional Cuckoo Search Algorithm (CSA)

CSA is comprised of two techniques for updating new solutions. The first technique is based on
Lévy flights to expand searching space considering very large step sizes. On the contrary, the second
technique narrows searching space nearby current solutions, using a mutation operation similar to
that in the DE algorithm. Due to different strategies, the first technique is called the exploration
phase, whereas the second technique is known as the exploitation phase. The exploration phase is
mathematically expressed as follows:

Sonew
s = Sos + α× (Sos − SoGbest) ⊗ Lévy(β) (13)

where α is the positive scale factor, which can be selected within the range of 0 and 1; Lévy(β) is the
Lévy distribution function [21], and SoGbest is the best solution of the previous iteration.

The exploitation phase can be mathematically expressed as the following mutation technique:

Sonew
s =

⎧⎪⎪⎨⎪⎪⎩
Sos + δ× (So1 − So2), rds <MF

Sos, otherwise
(14)

where So1 and So2 are two randomly generated solutions from the current solutions, rds is a randomly
generated number within zero and 1, and MF is the mutation factor, which is selected within the range
of 0 and 1.

In the exploitation phase, there is a possibility that new solutions cannot be updated, i.e., new
solutions and old solutions can be the same. This is particularly the case, given that the mutation factor,
MF, is selected to be close to zero, and therefore the possibility that the phenomenon happens is very
high. Additionally, it is obvious that new solutions are absolutely updated, if MF is selected to be close
to 1.0. Consequently, the searching performance of CSA is highly dependent on the most appropriate
value of MF.

3.2. Modified Adaptive Selective Cuckoo Search Algorithm (MASCSA)

The main shortcomings of CSA are indicated in [24], by presenting and analyzing the selection
mechanism and mutation mechanism. The two main shortcomings are to miss promising solutions
due to the selection mechanism and generate new solutions with low quality, due to the same updated
step size of the mutation mechanism. As a result, two modifications are proposed to be the new
selection mechanism and the adaptive mutation mechanism. The selection mechanism and the adaptive
mutation mechanism are presented in detail as follows:

3.2.1. New Selection Mechanism (NSM)

The selection mechanism in [24] is proposed to retain better solutions in the old and new solution
sets. Thus, before implementing the selection between new and old solutions, the old and new
solution sets with twice the population are grouped into one. Then, the fitness function is used to sort
solutions from the best one to the worst one. Finally, the first population is retained and another one
is abandoned.

3.2.2. Adaptive Mutation Mechanism (AMM)

AMM in [24] is applied to use two different sizes of the updated step. In Equation (14), only
the step with the deviation between two random solutions is applied. Consequently, the mechanism
applies two different sizes for each considered solution, in which the small step size is established by
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using two solutions, and the large step size is calculated by using four different solutions. The small
size and the large size support the formation of new solutions, as shown in the following equations:

Sonew
s = Sos + δ× (So1 − So2) (15)

Sonew
s = Sos + δ× (So1 − So2) + δ× (So3 − So4) (16)

However, ASCSA has still applied the condition of the comparison between rds and MF, shown in
Equation (14). Thus, either Equation (15) or Equation (16) is not used if rds is higher than MF. Clearly,
there is a high possibility that new solutions are not generated if MF is set to close to zero. In order to
avoid this shortcoming, MF is set to one in the proposed MASCSA method.

Furthermore, in order to determine the use of either Equation (15) or Equation (16), ASCSA has
applied a condition much dependent on a high number of selections. A ratio of fitness function of
each considered solution to the fitness function of the best solution is calculated and then the ratio is
compared to a threshold, which is suggested to be 10−5, 10−4, 10−3, 10−2, and 10−1. If the ratio is less
than the threshold, Equation (15) is used. Otherwise, Equation (16) is selected. Clearly, the condition is
time-consuming, due to the selection of five values for the threshold. Consequently, in order to tackle
the main disadvantage of ASCSA, a modified adaptive mutation mechanism is proposed and shown
in the next section.

3.2.3. The Modified Adaptive Mutation Mechanism (MAMM)

In the MAMM, the adaptive mutation mechanism in [24] is applied, together with a proposed
condition for determining the use of small size or large size in Equations (15) and (16). The fitness
function of each solution is determined and defined as FFs. The fitness function is used to calculate the
effective index of each solution and the average effective index of the solutions. The effective index
of the sth solution, EIs, and the average effective index of the whole population, EIa, are calculated as
follows:

EIs = FFbest/FFs (17)

EIa = FFbest/FFa (18)

where FFbest and FFa are the fitness function of the best solution and the average fitness function of the
whole population. In the case that the effective index of the sth solution is less than that of the whole
population, the sth solution is still far from the so-far best solution and small size should be used for
the sth solution. On the contrary, the sth solution may be close to the so-far best solution and the large
size is preferred. In summary, the modified adaptive mutation mechanism can be implemented by the
five following steps:

Step 1: Set mutation factor MF to one
Step 2: Calculate the fitness function of the sth solution, FFs and determine the lowest one, FFbest

Step 3: Calculate the mean fitness function of all current solutions, FFa

Step 4: Calculate EIs and EIa using Equations (17) and (18)
Step 5: Compare EIs and EIa

If EIs < EIa, apply Equation (15) for the sth solution.

Otherwise, apply Equation (16) for the sth solution.

Using the AMM [34], ASCSA can jump to promising search zones with appropriate step size,
as shown in Equations (15) and (16). However, the condition for applying either Equation (15) or
Equation (16) is time-consuming, due to the many values of threshold, including 10−5, 10−4, 10−3,
10−2, and 10−1. In addition, the mutation factor is also set to the range from 0.1 to 1.0 with ten values.
Therefore, it should try (5×10) = 50 values for the ASCSA. This becomes a serious issue of ASCSA in
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finding the best solution. Therefore, the application of the new condition can enable MASCSA to reach
high performance, but the shortcomings of the time-consuming manner can be solved easily.

4. The Application of the Proposed MASCSA Method for OSWHT Problem

4.1. Decision Variables Selection

Solution methods can be applied for an optimization problem with the first step of determining
decision variables, which are included in each candidate solution. In the problem, the decision variables
are selected to be as follows:

1. Reservoir volume of all hydropower plants at the first subinterval to the (Ns − 1)th subinterval:
Vhp,i, where hp = 1, . . . , Nh and i = 1, . . . , Ns.

2. Power generation of the first (Nt − 1) thermal power plants for all subinterval: PTtp,i, where tp = 1,
. . . , Nt − 1 and i = 1, . . . , Ns.

4.2. Handling Constraints of Hydropower Plants

From the constraint of water balance in Equation (2), the total discharge of each subinterval is
obtained as follows:

Qhp,i = Vhp,i−1 −Vhp,i + WIhp,i, i = 1, 2, . . . , Ns (19)

Then, the discharge of each hour is determined using Equation (8), as follows:

qhp,i =
Qhp,i

ti
,
{

hp = 1, 2, . . . , Nh
i = 1, 2, . . . , Ns

(20)

As a result, the power generation of hydropower plants can be found using Equation (7).

4.3. Handling Power Balance Constraint

From the power balance constraint shown in (11), the power generation of the Nt
th thermal power

plant is determined as follows:

PTNt,i = PL,i + PTL,i −
Nt−1∑
tp=1

PTtp,i −
Nh∑

hp=1

PHhp,i −
Nw∑

w=1

PWw,i (21)

4.4. Fitness Function

The fitness function of each solution is determined to evaluate the quality of the solution. Therefore,
the total electricity fuel cost of all thermal power plants and all constraints that have the possibility to
be violated are the major terms of the fitness function. As shown in Section 4.1, reservoir volume and
power generation of the first (Nt − 1) thermal power plants are the decision variables. Hence, they
never violate the limits. However, the discharge of each hour and power generation of hydropower
plants, and the last thermal power plant, have a high possibility of violating both the upper and lower
limits. Derived from the meaning, the solution quality evaluation function is established as follows:

FFs = TFC + PF1 ×
Nh∑

hp=1

Ns∑
i=1

Δqhp,i
2 + PF2 ×

Nh∑
hp=1

Ns∑
i=1

ΔPHhp,i
2 + PF3 ×

NS∑
i=1

ΔPTNt,i
2 (22)

where PF1, PF2, and PF3 are the penalty factors corresponding to the violation of discharge, power
generation of hydropower, and power generation of the last thermal power plant, respectively. Δqhp,i,
ΔPHhp,i, and ΔPTNt,i are the penalty terms of discharge, power generation of hydropower plants, and

117



Appl. Sci. 2020, 10, 2964

power generation of the last thermal power plants. The penalty terms in Equation (22) are determined
as follows:

Δqhp,i =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(
qhp,i − qhp,max

)
, qhp,i > qhp,max(

qhp,min − qhp,i
)
, qhp,i < qhp,min

0, otherwise

(23)

ΔPHhp,i =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(
PHhp,i − PHhp,max

)
, PHhp,i > PHhp,max(

PHhp,min − PHhp,i
)
, PHhp,i < PHhp,min

0, otherwise

(24)

ΔPTNt,i =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(PTNt,i − PTNt,max), PTNt,i > PTNt,max

(PHNt,min − PTNt,i), PTNt,i < PTNt,min

0, otherwise

(25)

4.5. The Whole Application Procedure of MASCSA for OSWHT Problem

The whole solution process of the optimal scheduling of the wind-hydro-thermal system with the
fixed-head short-term model is described in Figure 3, as follows:

Step 1: Set values to Ps and Itermax

Step 2: Randomly initialize Sos (s=1, . . . , Ps) within the lower and upper bounds
Step 3: Calculate PWw,i using Equation (12)
Step 4: Calculate Qhp,i, qhp,i and PHhp,i using Equations (19), (20), and (7).
Step 5: Calculate PTNt,i using Equation (21)
Step 6: Calculate the fitness function using Equations (22)–(25)
Step 7: Determine SoGbest and set current iteration to 1 (Iter=1)
Step 8: Generate new solutions using Equation (13) and correct the solutions
Step 9: Calculate Qhp,i, qhp,i, and PHhp,i using Equation (19), (20), and (7).
Step 10: Calculate PTNt,i using Equation (21)
Step 11: Calculate fitness function using Equations (22)–(25)
Step 12: Compare FFnew

s and FFs to keep better solutions
Step 13: Generate new solutions using MAMM and correct the solutions
Step 14: Calculate Qhp,i, qhp,i, and PHhp,i using Equations (19), (20), and (7).
Step 15: Calculate PTNt,i using Equation (21)
Step 16: Calculate fitness function using Equations (22)–(25)
Step 17: Apply NSM in Section 3.2.1.
Step 18: Determine SoGbest

Step 19: If Iter= Itermax, stop the solution searching algorithm. Otherwise, set Iter= Iter+1 and go back
to Step 8
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Figure 3. The flowchart for implementing MASCSA for OSWHT problem.

5. Numerical Results

In this section, the performance of the proposed MASCSA is investigated by comparing the results
of the proposed method to those from other implemented methods, such as CSA and SDCSA. Two test
systems are employed as follows:

1. Test System 1: Four hydropower plants and four thermal power plants with valve effects are
optimally scheduled over one day with twenty-four one-hour subintervals. The data of the system
are modified from Test System 1 in [7] and also reported in Tables A1–A3 in the Appendix A.

2. Test System 2: Four hydropower plants, four thermal power plants, and two wind farms with
the rated power of 120 MW and 80 MW are optimally scheduled over one day with twenty-four
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one-hour subintervals. The data of the hydrothermal system are taken from Test System 1 while
wind data are taken from [45] and also reported in Table A3 in the Appendix A.

The implemented methods are coded on MATLAB and a personal computer with the CPU of Intel
Core i7-2.4GHz, RAM 4GB for obtaining 50 successful runs. The optimal generations of two systems
are reported in Tables A4 and A5 in the Appendix A.

5.1. Comparison Results on Test System 1

In this section, the MASCSA is tested on a large hydrothermal system with four hydropower
plants and four thermal power plants, considering valve effects scheduled in twenty-four one-hour
subintervals. In order to investigate the effectiveness of the MASCSA, CSA and SDCSA are implemented
to compare the results. In the first simulation, Ps and Itermax are set to 200 and 5000 for all methods,
respectively, but CSA cannot reach successful runs for each of the 50 trial runs. Meanwhile, SDCSA
reaches a very low success rate. Then, Itermax is increased to 10,000 with a change of 1000 iterations.
SDCSA and MASCSA can reach 100% successful runs at Itermax = 10,000, but CSA only reaches 50
successful runs over 70 trial runs. Results obtained by the implemented methods are summarized in
Table 1.

It is noted that the results from CSA, SDCSA, and MASCSA are obtained at Ps = 200 and
Itermax = 10,000, with the aim of reaching a higher number of successful runs for CSA and SDCSA.
In order to check the powerful searchability of MASCSA over CSA and SDCSA, Figures 4 and 5 are
plotted to present less cost and the corresponding level of improvement. Figure 4 indicates that the
reduced cost that ASCSA can reach is significant and much increased for average cost and maximum
cost. Accordingly, the level of improvement of the minimum cost, average cost, and maximum cost are
respectively 0.54%, 1.3% and 2.81% as compared to CSA and 0.29%, 0.92% and 2.75% as compared
to SDCSA. Similarly, the improvement of standard deviation is also high, corresponding to 23% and
27.12%, as compared to CSA and SDCSA. The indicated numbers lead to the conclusion that MASCSA
is superior over CSA and SDCSA, in terms of finding the best solution and reaching a more stable
search process.

In addition, the best run and the average run of 50 successful runs are also plotted in Figures 6
and 7 for search speed comparison. The two figures confirm that MASCSA is much faster than CSA and
SDCSA for the best run and the average of all runs. In fact, in Figure 6, the best solution of MASCSA at
the 5000th iteration is much better than CSA and SDCSA, and the best solution of MASCSA at the
7000th iteration is also better than that of CSA and SDCSA at the last iteration. This indicates that
the speed of MASCSA can be nearly two times faster than CSA and SDCSA. In Figure 7, the average
solution of 50 solutions found by MASCSA is also much more effective than that of CSA and SDCSA.
The average solution of MASCSA at the 7000th iteration is also better than that of CSA and SDCSA at the
last iteration. Clearly, the stability of MASCSA is also nearly twice as good as that of CSA and SDCSA.
The whole view of the 50 solutions comparison can be seen by checking Figure 8. Many solutions of
MASCSA have lower cost than that of CSA and SDCSA.

In summary, the proposed MASCSA is superior over CSA and SDCSA in finding optimal solutions
and reaching a faster search speed for Test System 1. Hence, the proposed modifications of MASCSA
are effective for large-scale power systems.

Table 1. Summary of results obtained by CSA, SDCSA, and MASCSA for Test System 1.

Method CSA SDCSA MASCSA

Minimum Cost ($) 35640.09 35550.06 35447.25
Average Cost ($) 36835.21 36694.27 36355.55

Maximum Cost ($) 38616.82 38595.07 37533.4
Std. Dev. ($) 595.36 628.65 458.1301

Computation Time (s) 437.30 498.71 457.92
Success Rate 50/70 50/50 50/50
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Figure 4. Better cost in $ obtained by MASCSA, compared to CSA and SDCSA, for Test System 1.
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Figure 5. The level of improvement of MASCSA compared with CSA and SDCSA for Test System 1.

Figure 6. The best convergence characteristics obtained by implemented CSA methods for Test System 1.
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Figure 7. The mean convergence characteristics of 50 successful runs obtained by implemented CSA
methods for Test System 1.

Figure 8. Fitness functions of 50 successful runs obtained by CSA methods for Test System 1.

5.2. Comparison Results on Test System 2

In this section, the implemented methods are tested on a wind-hydro-thermal system. The system
is the combination of the hydrothermal system in Test System 1 and two wind farms. The system is
optimally scheduled in twenty-four one-hour subintervals. Similar to Test System 1, three CSA methods,
including CSA, SDCSA, and MASCSA, are successfully implemented considering all constraints of
the system with the initial settings of Ps = 200 and Itermax = 10,000. Accordingly, Table 2 shows the
obtained results by CSA, SDCSA, and MASCSA. The key information in this table is the success
rate comparison. Meanwhile, the comparison of cost is shown in Figures 9 and 10 for reporting less
cost and the corresponding level of improvement of MASCSA over CSA and SDCSA, respectively.
It should be emphasized that MASCSA can reach 50 successful runs over 50 trial runs, but the number
of trial runs for CSA and SDCSA is much higher, which is 72 runs for CSA and 65 runs for SDCSA.
Obviously, the constraint solving performance of MASCSA is much better than CSA and SDCSA.
Figure 9 shows the significant cost reduction that MASCSA can reach as compared to CSA and SDCSA.
The exact calculation, as compared to CSA and SDCSA, of MASCSA can reduce minimum cost by
$685.51 and $422.90, mean cost by $572.95 and $466.75, maximum cost by $447.48 and $291.97, and
standard deviation by 49.53 and 72.62. As can be observed from Figure 10, the level of improvement is
also high and can be up to 2.46% for minimum cost and 14.69% for standard deviation.
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Table 2. Summary of results obtained by CSA, SDCSA, and MASCSA for Test System 2.

Method CSA SDCSA MASCSA

Minimum Cost ($) 27890.67 27628.06 27205.16
Average Cost ($) 28682.37 28576.17 28109.42

Maximum Cost ($) 29793.52 29638.01 29346.04
Std. Dev. 471.41 494.50 421.88

Computation Time (s) 440.5 499. 1 462.4
Success Rate (%) 50/72 50/65 50/50
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Figure 9. Better cost in $ obtained by MASCSA, compared to CSA and SDCSA for Test System 2.
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Figure 10. The level of improvement of MASCSA, compared to CSA and SDCSA for Test System 2.

Figures 11 and 12 illustrate the faster search performance of MASCSA than CSA and SDCSA for
the best run and the whole search process of 50 successful runs. The pink curves of MASCSA in the
two figures are always below the black and blue curves of CSA and SDCSA. The best solution and
the mean solution of MASCSA are always more promising than those of CSA and SDCSA at each
iteration. Namely, the best solution and the mean solution of MASCSA at the 7000th iteration have
lower fitness functions than those of CSA and SDCSA at the 10,000th iteration. Fifty valid solutions
shown in Figure 13 indicate that MASCSA can find a high number of better solutions than the best
solution of CSA and SDCSA.

In summary, the proposed MASCSA can reach a higher success rate, better solutions, and faster
speed than CSA and SDCSA for Test System 2. Consequently, the proposed MASCSA is really effective
for the system.
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Figure 11. The best convergence characteristics obtained by implemented CSA methods for Test
System 2.

Figure 12. The mean convergence characteristics of 50 successful runs obtained by implemented CSA
methods for Test System 2.

Figure 13. Fitness functions of 50 successful runs obtained by CSA methods for Test System 2.

6. Conclusions

In this paper, a Modified Adaptive Selection Cuckoo Search Algorithm (MASCSA) is implemented
for determining the optimal operating parameters of a hydrothermal system and a wind-hydro-thermal
system, to minimize the total electricity generation cost from all available thermal power plants.
The fixed-head short-term model of hydropower plants is taken into consideration. All hydraulic
constraints, such as initial and final reservoir volumes, the upper limit and lower limit of reservoir
volume, and water balance of reservoir, are seriously considered. The proposed MASCSA competes
with the conventional Cuckoo Search Algorithm (CSA) and Snap-Drift Cuckoo Search Algorithm
(SDCSA). Two test systems are employed to run the proposed methods and those CSA methods.
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The comparison results indicate that the proposed method is more powerful than CSA and SDCSA in
searching for optimal solutions, with much faster convergence. The proposed method can deal with all
constraints more successfully and reach much better results. The success rate of the proposed method
is 100% for all test cases, while the success rates of the other CSA methods are 0% or much lower than
100%. Furthermore, the proposed method can reach a speed that is twice as fast as CSA and SDCSA.
The improvement of the proposed method is significant compared to CSA methods, even when it
is over 2%. Consequently, the proposed method is effective for complicated problems with a set of
complicated constraints.
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Nomenclature

TFC Total fuel cost for generating electricity of all thermal power plants
ti Number of hours for the ith subinterval
ktp, mtp, ntp, αtp, βtp Coefficients of the fuel cost function of the tp

th thermal power plant
PTtp,i Power generation of the tp

th thermal power plant at the ith subinterval
PTtp,min Minimum power generation of the tp

th thermal power plant
PTtp,max Maximum power generation of the tp

th thermal power plant
Nt Number of thermal power plants
Ns Number of subintervals
tp Thermal power plant index
hp Hydropower plant index
Nw Number of wind turbines in a wind farm
Nh Number of hydropower plants
RVhp,i Reservoir volume of the hp

th hydropower plant at the end of the ith subinterval
WIhp,i Water inflow into the reservoir of the hp

th hydropower plant at the ith subinterval

Qhp,i
Total water discharge through turbines of the hp

th hydropower plant over the ith

subinterval
RVhp,start Available reservoir volume of the hp

th hydropower plant before optimal scheduling
RVhp,end Final reservoir volume of the hp

th hydropower plant at the end of optimal scheduling
RVhp,Ns Reservoir volume of the hp

th hydropower plant at the end of the Ns
th subinterval

RVhp,min Minimum reservoir volume of the hp
th hydropower plant

RVhp,max Maximum reservoir volume of the hp
th hydropower plant

qhp,min Minimum discharge per hour through turbines of the hp
th hydropower plant

qhp,max Maximum discharge per hour through turbines of the hp
th hydropower plant

qhp,i Discharge per hour through turbines of the hp
th hydropower plant over the ith subinterval

xhp, yhp, zhp Discharge function coefficients of the hp
th hydropower plant

PHhp,min Minimum power generation of the hp
th hydropower plant

PHhp,max Maximum power generation of the hp
th hydropower plant

PTtp,max Maximum power generation of the tp
th thermal power plant

w Wind turbine index in the wind farm
PWw,i Power output of the wth wind turbine at the ith subinterval
Nw Number of wind turbines in a wind farm
PWw Power generation of the wth wind turbine
PTL,i Total power loss at the ith subinterval
PL,i Power of load at the ith subinterval
PWw,r Rated generation of the wth turbine
WVw Wind speed flowing into the wind turbine
WVin Cut-in wind speed
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WVr Rated wind speed
WVout Cut-out wind speed
Sos

new The sth new solution
Sos The sth solution
δ Randomly generated number within 0 and 1
PS Population size
Itermax Maximum number of iterations
FFs Fitness function of the sth solution
FFs

new Fitness function of the sth new solution

Appendix A

Table A1. Data of thermal units for Test Systems 1 and 2.

Thermal
Plant (tp)

ktp ($/h)
mtp

($/MWh)

ntp

($/MW2h)
αtp ($/h)

βtp
(rad/MW)

PTtp,min

(MW)
PTtp,max

(MW)

1 60 1.8 0.0011 14 0.04 10 500
2 100 2.1 0.0012 16 0.038 10 675
3 120 1.7 0.0013 18 0.037 10 550
4 40 1.5 0.0014 20 0.035 10 500

Table A2. The data of hydropower plants of Test Systems 1 and 2.

Hydro
Plant

xhp yhp zhp
PHhp,min

(MW)
PHhp,max

(MW)
RVhp,start
(acre-ft)

RVhp,end
(acre-ft)

RVhp,min
(acre-ft)

RVhp,max
(acre-ft)

1 330 4.97 0.0001 0 1000 100,000 80,000 60,000 120,000
2 350 5.20 0.0001 0 1000 100,000 90,000 60,000 120,000
3 280 5.00 0.00011 0 1000 100,000 85,000 60,000 120,000
4 300 4.80 0.00011 0 1000 100,000 85,000 60,000 120,000

Table A3. Load demand and water inflows of Test Systems 1 and 2, and wind speed of Test System 2.

i PL,i (MW)
WI1,i

(acre-ft/h)
WI2,i

(acre-ft/h)
WI3,i

(acre-ft/h)
WI4,i

(acre-ft/h)
WV1,i
(m/s)

WV2,i
(m/s)

1 1200 1000 800 800 600 13.2500 11.8000
2 1500 600 500 600 600 14.0000 12.0000
3 1100 700 500 700 700 12.7500 12.2000
4 1800 900 700 900 900 11.9000 12.4000
5 1200 900 700 900 900 12.5000 12.5000
6 1300 800 1000 800 800 13.9000 14.0000
7 1200 800 800 800 800 11.8000 15.0000
8 1500 700 800 700 700 12.7500 14.5000
9 1100 500 800 500 500 12.9000 13.0000
10 1800 500 800 500 500 12.2000 13.7500
11 1200 500 1000 500 500 15.0000 13.4000
12 1300 500 500 500 500 13.2500 13.4000
13 1200 800 500 700 800 14.3000 12.8000
14 1500 900 600 500 900 14.1000 12.2500
15 1100 600 600 600 600 14.2500 11.4000
16 1800 500 500 500 900 11.7500 11.5000
17 1200 950 950 950 900 13.7500 11.0000
18 1300 650 650 650 900 12.6000 11.2500
19 1200 550 550 550 700 11.5000 11.1000
20 1500 600 800 600 600 11.9000 11.0000
21 1100 600 800 600 600 14.5000 11.4500
22 1800 350 800 350 700 16.0000 11.8000
23 1200 600 1000 600 600 12.7000 11.7500
24 1300 400 400 800 800 13.0000 12.2500
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Table A4. Optimal generations obtained by MASCSA for Test System 1.

i PH1,i
(MW)

PH2,i
(MW)

PH3,i
(MW)

PH4,i
(MW)

PT1,i
(MW)

PT2,i
(MW)

PT3,i
(MW)

PT4,i
(MW)

1 44.80801 14.16502 490.1285 87.41643 89.3452 12.62116 88.98154 372.5341
2 609.7317 143.2493 12.82028 307.1734 23.53235 230.9884 137.2026 35.30191
3 109.6465 37.35409 2.452622 124.6044 28.81944 257.5346 262.3531 277.2352
4 118.6829 209.1928 666.0213 297.5565 12.51122 258.6675 166.9801 70.38769
5 56.98094 45.39613 206.5053 160.3263 78.1622 171.7098 110.8455 370.0738
6 503.2596 29.56263 129.0674 139.9014 22.80823 14.94842 269.5132 190.939
7 36.86074 25.08108 68.49895 347.292 94.01591 54.25231 265.6672 308.3319
8 354.087 119.3664 422.4064 22.18463 10.79384 40.37366 317.7927 212.9954
9 144.103 61.76661 44.56178 516.3614 25.04571 33.71163 15.01317 259.4367

10 655.2274 16.59057 91.88618 456.164 18.12036 176.5345 92.90249 292.5745
11 278.88 388.1928 55.58513 137.1538 91.58185 54.79326 122.1367 71.67637
12 139.7707 155.1218 691.5244 9.54121 32.3046 26.83425 147.7469 97.15622
13 303.2588 157.3504 313.9772 31.71765 83.83766 57.62889 109.2016 143.0277
14 10.34539 272.7907 410.6611 120.8436 18.08671 88.22264 305.0479 274.0019
15 88.28575 72.00485 91.75589 3.615984 125.1402 258.6483 264.4204 196.1286
16 202.7669 355.5148 124.7267 413.8378 21.4753 38.13277 185.3267 458.2191
17 405.6118 173.3598 65.81836 191.381 172.3582 81.61249 16.90782 92.95048
18 53.41923 578.2875 32.04454 36.24217 14.19755 206.3252 17.42234 362.0615
19 25.19439 55.43374 107.4736 606.1157 10.38145 17.65185 349.2747 28.47448
20 113.4698 387.7457 218.9941 476.7102 36.44216 61.98075 94.40057 110.2567
21 21.36867 45.56289 68.42235 0.01089 83.52566 176.4324 517.9546 186.7225
22 781.8121 182.5285 84.45162 206.7152 12.23156 10.00549 152.9166 369.3391
23 32.86834 39.96427 319.6729 24.81205 163.4837 28.45411 231.0542 359.6904
24 488.9518 0.799135 14.99782 405.5991 13.56384 100.0802 197.855 78.15313

Table A5. Optimal generations obtained by MASCSA for Test System 2.

i PH1,i
(MW)

PH2,i
(MW)

PH3,i
(MW)

PH4,i
(MW)

PT1,i
(MW)

PT2,i
(MW)

PT3,i
(MW)

PT4,i
(MW)

PW1,i
(MW)

PW2,i
(MW)

1 16.85933 229.55 0.134587 148.8408 159.2501 36.35852 424.1347 31.472 99 54.4
2 109.9363 124.1835 450.167 129.3755 19.29588 30.2673 195.5862 277.1883 108 56
3 156.1532 89.33193 29.22211 424.3342 40.3847 18.70972 82.69941 108.5647 93 57.6
4 513.1342 271.1357 94.45502 420.9233 72.21183 249.6429 19.60898 16.88815 82.8 59.2
5 51.90915 130.3908 245.2019 379.6717 14.69276 115.6292 98.70234 13.80215 90 60
6 294.8739 11.9783 196.5268 34.98355 93.87338 35.32824 182.5234 271.1124 106.8 72
7 416.6924 85.92395 8.473279 179.9067 101.4721 22.10531 97.93109 125.8952 81.6 80
8 351.3595 155.4003 202.7161 240.5383 12.53609 48.06011 38.52946 281.8602 93 76
9 389.9609 30.64644 54.04259 10.0147 102.4636 86.01121 77.38582 190.6748 94.8 64
10 720.8998 144.4804 329.3808 181.5187 93.46645 33.37868 10.59862 129.8766 86.4 70
11 240.2481 189.7078 86.89813 349.9913 24.03108 13.15772 96.695 12.07097 120 67.2
12 244.4353 271.5002 395.8987 77.36695 41.96806 47.50929 45.08705 10.03442 99 67.2
13 168.0087 16.65194 56.36502 475.7266 11.10658 12.34142 73.02665 212.7731 111.6 62.4
14 388.4088 216.0905 196.185 6.14652 29.35371 72.20059 179.7867 244.6281 109.2 58
15 56.27707 87.74482 73.2046 34.60997 52.19771 161.4649 181.1577 291.1432 111 51.2
16 69.37554 645.5049 83.869 471.2085 10.57164 87.95043 180.7956 117.7243 81 52
17 24.40547 27.2146 408.8432 236.6929 27.55716 134.5309 146.7204 41.03535 105 48
18 402.7853 12.41216 333.9288 4.44101 33.34047 169.246 103.3128 99.33338 91.2 50
19 64.22907 202.1967 35.74582 90.85649 14.28666 246.1285 98.05939 321.6974 78 48.8
20 295.1399 75.00936 206.4338 254.5644 83.71423 100.8545 186.706 166.7778 82.8 48
21 36.08288 120.2875 402.702 24.58846 64.47947 139.7841 41.62437 104.8512 114 51.6
22 0.695207 18.65639 438.5363 708.044 58.3994 75.50154 141.1705 184.5967 120 54.4
23 178.9307 341.9207 198.9793 80.87282 22.25196 29.93504 10.96953 189.7399 92.4 54
24 396.5688 69.67454 216.289 157.7857 27.38508 154.2192 88.0156 36.06202 96 58
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