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When Applied Science invited me to organize a Special Issue on Movement Biomechanics and
Motor Control, more than one year ago, I was surprised, but also flattered by the invitation. Actually,
Movement Biomechanics and Motor Control was the name of my laboratory at Politecnico di Milano.
The name comes from the intense activity we developed in this field many years ago, mainly thanks to
my great friend Prof. Paolo Crenna, who passed away prematurely. I started contacting old friends,
Prof. Marco Schieppati in particular, who suggested a number of outstanding researchers to me and
accepted to work on the excellent review that you can see published in the present issue [1]. I was
impressed by the warm responsiveness of most authors who accepted to contribute with their original
papers. As I supposed, some of the contacted persons already had a plan of publication, but some of
them accepted to change it in favor of this Special Issue. This was a sign of the interest of this topic,
which is really multifaceted and still has wide areas that are worth investigating. This special issue
provides a demonstration of this. The papers collected deal with anticipatory postural adjustments [2]
and anticipatory locomotor adjustments [3], strategies to tackle obstacles [2–4], the effects of weight
unloading on gait [5], posture control in special populations: ataxic children [6] and obese subjects [7],
surface perturbation during posture [8], effects of sensory information and feedback on postural
control [9,10], elderly behavior during a motor-motor double task [11], upper limb control [12,13],
different aspects related to running: ankle joint dynamic stiffness [14] and fatigue [15]. There is also a
flash on an ecologic condition where a pedestrian has to program its strategy to cross a road in between
two moving vehicles [16], and a study on visual-manual control in monkeys [17].

While selecting the contributions I tried to comply with the main inspiration of this special issue,
that was not biomechanics alone (an extremely wide area), nor motor control alone (extremely wide as
well), but the integration between biomechanical and motor control aspects. Actually, all of the collected
papers investigate motor control with a basis in more or less complicated movement biomechanics
methodologies and use biomechanical concepts, so the purpose seems to have been fulfilled.

I am quite sure that such a wide spectrum of research studies offers a useful overview of the
present interests and future perspectives in this area.

I must thank all the authors that contributed to realize this high quality editorial initiative, and I
hope this collection will be useful and stimulating for future studies and applications.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.
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Featured Application: A strong point of balance challenging experiments is that, in addition to

representing a paradigm for understanding the control of dynamic equilibrium and the processes

of sensory integration in a complex motor task, they are useful in quantifying sensory and motor

impairments in patients with balance problems of central and peripheral origin. Moreover, these

protocols can be easily and successfully adapted to balance training for rehabilitation purposes.

Abstract: This short narrative review article moves from early papers that described the behaviour of
healthy subjects balancing on a motorized platform continuously translating in the antero-posterior
direction. Research from the laboratories of two of the authors and related investigations on dynamic
balancing behaviour are briefly summarized. More recent findings challenging time-honoured views
are considered, such as the statement that vision plays a head-in-space stabilizing role. The time
interval to integrate vision or its withdrawal in the balancing pattern is mentioned as well. Similarities
and differences between ageing subjects and patients with peripheral or central disorders are concisely
reported. The muscle activities recorded during the translation cycles suggest that vision and
amplitude changes of the anticipatory postural activities play a predominant role in controlling
dynamic balance during prolonged administration of the predictable perturbation. The potential of
this paradigm for rehabilitation of balance problems is discussed.

Keywords: dynamic balance; motorized platform; antero-posterior translation; reflex responses;
anticipatory adjustments; vision; ageing; neuropathy; Parkinson’s disease

1. Introduction

Balance is one of the 4000 most commonly used words, according to the Collins dictionary [1]
(admittedly, possibly boosted by its usage in economics). We would sustain here this trend by
proposing a survey of the balancing behaviour when humans are forced to keep their equilibrium
on a flat support base that continuously and predictably moves back and forth in the antero-posterior
direction, i.e., along the sagittal axis of the standing subjects (Figure 1).

Appl. Sci. 2019, 9, 5310; doi:10.3390/app9245310 www.mdpi.com/journal/applsci3
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The antero-posterior (A-P) platform translation challenges body balance differently
than the medio-lateral (M-L) translation. In the former case, both legs behave equally, in a symmetrical
way: the feet act as a solid interface between body and platform because of their length and the efficacy
of the action of the plantar- and dorsi-flexor foot muscles, and the distance between the feet may
not be critical to the balancing task. Conversely, in the medio-lateral perturbations, the legs and
pelvis configure a parallelepiped shape when standing on the platform [2], where both legs are
equally displaced with respect to the vertical plane (in the same sense, both legs to the right or
to the left). This compels reciprocal relaxation, contraction of the agonist neck, trunk, pelvis (mainly),
and lower limb muscles of both sides of the body in order to minimize displacement in the frontal
plane. Further, the medio-lateral perturbations imply a rotational torque component, albeit minimal,
because the centre of mass (CoM) of the body lies somewhat ahead of the centre of the ankle
joints during normal standing, and the inertia of the former and displacement of the latter would
create an asymmetrical compensation.

 

Figure 1. This shows a platform that can produce movements of the supporting base in various
directions in the horizontal space according to different driving functions.

While many studies on balance control have addressed perturbations in the sagittal plane
(such as A-P impulsive and continuous translations), less attention has been devoted to the balancing
behaviour in response to M-L translations, and no prolonged perturbations have been administered,
yet. Hence, this short review will not consider the findings obtained with perturbations in the frontal
plane. This article will not address the mechanisms responsible for the maintenance of the erect
stance under static conditions, either, even if during quiet stance, antero-posterior sway of the body
occurs and can be easily detected [3]. Besides, this article will not deal with the automatic postural
activities accompanying gait, be it simple walking along a linear path or more demanding walking
as when we move along curved trajectories (e.g., [4,5]). As a further stipulation, we will not deal
here with another type of perturbation, which has been popular in the past, consisting of the toe-up
or toe-down tilt of the supporting platform. This perturbation challenges balance to a minor extent
compared to the translations, because the platform is most often set to rotate (has the centre of rotation)
around the ankle joint, thereby producing reflex responses in the stretched plantar- or dorsi-flexor
muscles, but small displacements of the CoM with respect to the support base (see [6]). The main
aim of that experimental condition has been indeed to study the stretch reflexes and their modulation
under various sensory and environmental conditions [7] or in the case of neurological disorders [8].
A good review article on the broader issue of the control of perturbed balance is available [9].
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2. The Continuous Predictable Balance Perturbations Administered by the Antero-Posterior
Translation of the Platform

The peculiar challenge to our ability to remain upright, when we are standing in the critical
situation represented by the continuous predictable back and forth displacement of the support
base, prompts our balance capacities aimed at keeping the body’s CoM over the moving support
base. The brain controls our postural muscles accordingly, by activating short and long latency reflex
responses, by preparing anticipatory activities once the features of the perturbation become known,
and by putting in place corrective activities when the reactions are not perfectly calibrated. The sensory
input from the periphery (proprioceptors, including the vestibular system, and exteroceptors, including
vision) plays a crucial role [10]. The muscle spindles of the postural muscles (see [11]) and the vestibular
system and vision would be paramount, since cutaneous receptors of the foot sole seem to contribute
little to the control of stance [12,13], probably through modulation of the stretch reflex excitability [14].
The vestibular system would play a head stabilizing role [15,16] in keeping with [17], who showed that
head displacement on the translating platform in chronic vestibular patients with eyes closed (EC) was
larger than the 95th percentile of healthy subjects.

In addition, where the sequence of support-base perturbations goes on for any longer, the brain’s
computational effort and the muscle forces diminish over time, featuring a clear-cut adaptation
phenomenon (see [18]). However, in many such experimental conditions, the analysis of the muscle
activities and the body’s mechanics have been limited to the epochs (the perturbation cycles) recorded
in the period when the steady-state is reached (the term steady-state is reductive, owing to the high intra-
and inter-subject variability of the balancing behaviour; see [19]). These limitations notwithstanding,
though, this protocol has been rich with interesting conclusions about the strategies put in place for
maintaining equilibrium and about the processes of the integration of proprioceptive and visual inputs.

Just before the turn of the century, two groups independently exploited this paradigm.
Buchanan and Horak [20] observed the effects of the frequency of a sizable antero-posterior
translation of the support platform on the movements of the body segments, with and without vision
(eyes open (EO)). They found that at low translation frequencies (<0.3 Hz), subjects rode the platform
showing no major joint motion, and the role of vision hardly affected this behaviour. At higher
translation frequencies (<0.5 Hz), behaviour was characterized by large amplitude motions of the head
and trunk when vision was not available, whereas vision strongly reduced these antero-posterior
oscillations to the point that the head moved less than the platform (a “fixed-in-space” head behaviour).
Corna et al. [21] observed the same behaviour, whereby subjects behaved as a non-rigid, noninverted
pendulum and stabilised head in space with vision. Without vision, the head oscillated more
than the platform, again at low translation frequencies. Therefore, the balancing strategy during this
type of continuous perturbation shifts from a pendulum to an inverted pendulum type, passing from
active head-and-trunk control with vision to maximal body compliance to the translation pattern
with EC.

3. Muscle Activities

Muscle stretch (mainly of the postural muscles of the leg) certainly occurs during this condition.
The feet are moved backwards with respect to the CoM of the body during the backward translation
phase, producing ankle dorsiflexion and a stretch of the triceps surae. The forward translation
produces an ankle plantarflexion and a stretch of the pretibial muscles. In passing, the intrinsic foot
muscles are not unrelated to the reactions, and they play their own role, scarcely addressed so far [22,23].
Short and long latency leg reflexes are elicited in the leg muscles by the displacement of the body
segments [24]. Trunk and neck muscles contribute prominent balance correcting effects [25–27] as they
also do under similar perturbation conditions, seated [28].

Notably, the continuous, predictable translations of the support base elicit proactive
strategies [29–31]. The related muscle activities are aimed at counteracting the balance perturbations
elicited by the platform displacement reversal at the dead points of the platform translation cycles.
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These activities are not connected to proprioceptive reflexes triggered by muscle stretch, but configure
anticipatory postural adjustments. Figure 2 shows an example of a recording of the tibialis anterior
activity during the first two cycles of a continuous perturbation at a 0.2 Hz frequency and the trace
of the platform antero-posterior translation. The first cycle elicits a brisk EMG response due
to the muscle stretch induced by the forward displacement of the platform. Before the turn-around
point preceding the successive translation cycle, EMG activity not related to muscle stretch appears,
to be followed by a stretch reflex response more modest than that occurring during the first cycle.
The anticipatory activities appear when the leg muscles are not stretched and are appropriate for
counteracting the inertia of the body at the time of the turning points of the platform. Anticipatory
activities may not be optimally tuned to the complex combination of active and passive body
movements from the beginning of the perturbation sequence and may be adjusted as the perturbation
proceeds [32,33].

Figure 2. Top trace shows the tibialis anterior (TA) EMG at the beginning of a series of perturbations
delivered with eyes open at a 0.2 Hz frequency. The bottom trace is the platform antero-posterior translation.

4. Vision

During quiet stance, unsteadiness in the dark is a sign of impaired proprioception (see [34]
for a good review article, with historic hints). For instance, closing the eyes increased the body’s
sway in all the subjects, as detected by instrumented platforms [35]. The increase in sway
can be inconspicuous in healthy subjects, whereas in patients with neuropathy or deficits
of the vestibular system, the postural imbalance when standing or walking with EC can be
remarkable [36–38]. An investigation based on continuous random platform tilts [39] suggested
that vision modulates the vestibular noise, thereby reducing the threshold for position detection.
When healthy subjects stand with EC on the antero-posterior translating platform, the balancing
behaviour consisting of large head antero-posterior displacements (compared to those of the platform
and head with EO) is obvious [40]. The large head displacements when balancing on that platform with
EC occur therefore in the absence of any proprioceptive malfunction. This leads to two easy conclusions:
(1) vision does increase stability when standing, both under quiet conditions and when balancing
on the translating platform; (2) standing on the translating platform is quite different from a quiet
stance in that, even with full somato-sensation, unsteadiness becomes an issue without vision.
It is perhaps appropriate here to mention that healthy subjects never fall and rarely take a compensatory
step during the trials, which commonly comprise numerous perturbation cycles [41].

The translating platform is not just a means for evaluating the role of vision in stance by
enhancing the likelihood to detect clear-cut differences between eyes open/eyes closed conditions.
It is an interesting protocol to address the role of vision and its disorders in the control of dynamic
balance as well. It has been shown that the head antero-posterior oscillations, normally limited with
EO, increase steadily with the severity of poor vision. When subjects balance on the mobile platform
wearing test lenses to modify visual acuity from clear vision to blurred vision, head stabilization in space
progressively worsens with the decrease in visual acuity and becomes similar to the EC behaviour
when vision is severely blurred [42]. Thus, a simple light/dark dichotomy hypothesis for the visual
control of dynamic stance is not supported, because the balancing pattern changes gradually from
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head-fixed-in-space to large head oscillation as a function of visual acuity. This suggests that the visual
input is integrated as is the general somaesthetic feedback and that we have no capacity of extrapolating
simple information from the fixed environment from an indistinct image of it. It is notable that, in this
case, head stability gradually diminishes progressively with visual acuity deterioration even when all
balancing trials are performed within a short period of time and within the same laboratory, i.e., when
subjects are well accustomed to both the environment and the continuous perturbation protocol.

Hence, clear vision is a powerful player in the control of balance, particularly under critical dynamic
conditions. However, what is the actual purpose of vision under these conditions? Is it necessary
for minimizing body segments’ oscillations? Two questions deserve an answer. (1) Are there
conditions in which we can do without vision because other sensory receptors firing under unstable
conditions come to the rescue? (2) Are supra-postural visual tasks able to modulate the stabilizing effect
of vision? The former question receives an explicit answer: no. We have already mentioned that reduced
vision is not enough to stabilize body oscillations on the platform. Moreover, blind people, including
congenitally blind subjects (therefore, people used to moving in their environment and counteracting
postural perturbations of various natures for years without vision), do not sway less than sighted people
when administered the continuous perturbations of balance on the periodically moving platform.
Their head oscillations are quite superimposed to those of the sighted people balancing with EC [43].
Hence, they have not learned to better exploit their somato-sensation or vestibular input in order to
enhance stability, whereas they might have done so. On the contrary, normal subjects need not learn
to exploit proprioception because it is so easy for them to open their eyes under critical conditions.
Therefore, one is compelled to ask whether stability is an obligation for our body under the critical
balancing condition and if vision is the means for achieving stability. The lesson from the blind subjects
is that they can easily tolerate ample head and body oscillations, even if, in principle and if needed,
they should be able to diminish their oscillations thanks to the proprioception and the vestibular input.
The latter question receives an explicit answer: yes. As a matter of fact, under certain conditions,
sighted subjects can tolerate ample head and body oscillations, when balancing on the translating
platform, despite having normal vision, for instance while reading a text. In this case, as the text
moves with the moving platform to which it is fixed as an integral whole, the head moves as much
as the platform, and the distance between the eyes and the text is kept constant [44]. Therefore, these
findings suggest that head stabilization in space can be revoked by the brain to enhance the performance
of a non-postural task. Head stabilization is not necessarily produced by vision to obtain a dependable
spatial reference. Not only that: if proprioception and the labyrinth do produce head stabilizing effects,
their role would be anyway contingent and subject to the supra-postural task.

5. Playing with Vision

As said above, the differences in head oscillation eyes open/eyes closed are easily quantified.
To summarize, oscillations are smaller than those of the platform with vision and larger without vision.
One question had been raised some time ago. Given these clear-cut differences, it should be easy to
investigate the phenomena occurring at the passage vision/no-vision (or vice versa) while subjects
were balancing on the translating platform. Beyond curiosity, such an experiment can give hints as
to the time necessary to integrate vision into the balance control [45]. As a matter of fact, closing the eyes
in the middle of a series of perturbations soon produces a shift from small to large head oscillations,
and the balancing pattern becomes definitely equal to that with EC. The same is true for the opposite
change. The time period for integration of vision (the delay to reduction in head oscillation) is
between 1.0 and 1.5 s, shorter than that for vision withdrawal (1.5–2.5 s). Of course, the periodic nature
of the perturbations and the length of the translation cycles can affect the statistical estimate of the “true”
delay. This time interval comprises the time to integrate the available sensory inputs, i.e., to change
from an allocentric reference with EO to a proprioceptive reference with EC and vice versa and to
adjust the calibration of the motor activity to reach the best motor control with the new sensory set.
With a different technique, the delay in body sway on changing visual conditions has been calculated
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during quiet stance later on [46]. Interestingly, the delays observed during the platform continuous
translations on addition or withdrawal of vision are broadly similar to those measured during quiet
stance. This shows that the time to embodiment (or to disappearance) of the balance stabilizing effect
of vision does not depend on the balancing condition at hand, is not at all negligible in duration, and
may be critical in the prompt adaptation to changing conditions [47].

6. Aging

Gait perturbation paradigms are effective to improve reactive responses during walking in healthy
elderly people [48]. Balance recovery is less prompt and effective in the oldest elderly
people, in particular when sensory information is manipulated, and more so when more than one
system is challenged [49,50]. However, the capacity to maintain quiet upright stance does not appear
to be markedly altered in normal elderly subjects when estimated under static [51,52] and dynamic
conditions by delivering isolated rotation tilt of the support basis triggering stretch responses [53].
This can be related on the one hand to the relatively easy task of standing quietly required by static
force-platform measurements and on the other on the limited modifications with age in the latency
and amplitude of the reflex responses [53–55].

It has been suggested, based on pseudorandom tilts of the support base, that older subjects
rely more on proprioception rather than visual and vestibular cues for dynamic balance control [56].
When healthy elderly subjects are administered the periodic antero-posterior translations of the support
base, they can perform even better than their young peers, provided vision is available and the frequency
of oscillation is low (Figure 3, control). The smaller head oscillation is accompanied by higher flexibility
of their body, as indicated by a low cross-correlation value between feet and head. With EC and
high perturbation frequency, though, their oscillation is much larger than for the young subjects, and
they assume a stiffer state [57]. Interestingly, when elderly persons rely on anticipatory adjustments
during continuous perturbations, their behaviour is again similar to that of the young subjects,
but they are more destabilized when perturbations are unanticipated (externally triggered) [58].
Van Ooteghem et al. [59] showed that older adults maintained the capacity to learn adaptive postural
response minimization of instability similarly to young adults. However, despite practice, they
still maintained a stiff attitude. Others have found, with continuous multidirectional perturbations,
that elderly people do not behave in a strongly different way than the young subjects, but muscle
weakness and postural asymmetries do represent a cause for enhanced risk of falling [49]. Anxiety
is an additional problem in elderly, as seen by their increased sense of instability when balancing
on a platform translating fore and aft in unpredictable mode [60].

 
Figure 3. Mean indexes of head antero-posterior (A-P) displacement while standing on a platform
moving continuously back and forth 6 cm in the A-P direction at a 0.2 Hz frequency with both eyes open
and eyes closed. Despite data from small numbers of subjects per group contributing to the column
values, overall, vision stabilizes the head compared to no-vision. CMT1A, Charcot-Marie-Tooth type
1A; SND, sensory neurone disease.
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7. Neuropathy

How do neuropathic patients behave when they are exposed to such a critical balancing condition?
These patients feature loss of sensation from the receptors innervated by the abnormal sensory
fibres. The lesion can have several origins, from occupational exposure [61], metabolic, viral, toxic
(chemotherapy), immune, and genetic nature, hypovitaminosis, and aging [62]. Diabetic neuropathy
is a common example of sensory neuropathy. Small and large sensory fibres, or both, can be affected.
The nerve fibres can show demyelination or axon degeneration [63]. Of course, in many cases including
diabetes, neuropathies can affect both sensory and motor fibres [64], and in some cases, pure motor
neuropathies can be observed.

It is known that body sway during quiet stance is increased in neuropathic patients [65,66]
and that standing on foam with EC can detect subclinical neuropathies in older adults [67].
Therefore, neuropathic patients should experience severe instability when standing on the translating
platform, all the more so when vision is not available. However, when neuropathic patients
balance on the continuously back and forth translating platform, most of them show a surprisingly
good performance (Figure 3, CMT1A, diabetes), in spite of a clear-cut unsteadiness during quiet
stance [68]. This has been shown to occur in patients affected by diabetic sensorimotor neuropathy and
Charcot–Marie–Tooth type 1A (CMT1A) neuropathy [69]. There are three reasons that can explain
this behaviour. First, the proprioceptive input that drives the balancing behaviour originates not only
in the more distal parts of the lower limbs (typically more affected by the fibre degeneration than other
body parts), but likely from many different segments of the body as well, and the comprehensive
afferent input would be more than enough for controlling balance. Second, at least as far
as the Charcot–Marie–Tooth type 1A condition is concerned (the disease mainly affects the largest
myelinated fibres; see [70]), the relatively good balancing capacity may depend on the integrity
of the smaller (type II) afferent fibres originating from the muscle spindles. Third, the results are
obtained under steady-state conditions, i.e., under conditions where subjects have learned to adapt
optimally to the continuous perturbing stimulus by top-down control of the coordinated body
movements in order not to stumble or fall as a consequence of the successive perturbations.

Conversely, patients affected by a rare form of pure sensory neuropathy with a lesion to
both the peripheral and central axons of large nerve fibre tract (ganglionopathy or sensory neurone
disease) ((Figure 3, SND) show severe unsteadiness under both static and dynamic conditions.
When standing on the moving platform, the oscillation of their head is not larger than in healthy
subjects with EO, but becomes abnormally large with EC. In a sense, the findings confirm the modest role
of the large sensory afferent fibres in this task seen in Charcot–Marie–Tooth disease type 1A. However,
removal of vision is more troublesome [71]. In these SND patients, the degeneration of the central
branch of the afferent fibres would be responsible for the deterioration of equilibrium, possibly through
abnormal reactivity of the brain cortices and circuits that elaborate and integrate the visual feedback
for the control of balance [72].

Attempts have been made at understand the actual role of the somatosensory input in the balancing
behaviour induced by the continuous perturbations of stance. A typical approach has been to vibrate
postural muscles, since it is known that muscle-tendon vibration selectively activates the muscle
spindle receptors, in particular those originating from the annulo-spiral endings of the spindle [73,74].
The vibration of either the Achilles tendon or the tendon of the tibialis anterior muscle in subjects
standing on the translating platform produced only minor disequilibrium with EO [75]. On the one
hand, these findings together with those from the pathological model mentioned above confirm that
equilibrium under critical conditions is not severely affected by a continuous proprioceptive disturbance
and that, more generally, the Ia muscle afferent input and the induced stretch reflex modulation are not
essential in the control of stance under continuous perturbations. On the other hand, they suggest
that anticipation rather than feedback would be the main mechanism by which the central nervous
system manages this challenging situation. In the mentioned paper [75], however, abnormal head
control did emerge with EC when the postural leg muscles were vibrated. This would be connected
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with abnormal cortical processing of the perturbation related sensory inflow because the unnatural
discharge originating in the vibrated spindles would lead to gating of the proprioceptive volley
reaching the somatosensory cortex [76].

8. Parkinson’s Disease

If the balancing behaviour is affected not only by vision or by somato-sensation, but is
also dependent on the supraspinal integration of these afferent inputs into a coherent motor
response [8,77–79], balance performance should be considerably degraded in Parkinson’s disease (PD)
patients, particularly when the support base translates continuously. Quiet stance is affected in these
patients, but in several of them, body sway is comprised within the normal values of age matched
controls [52,65]. More than that, in partial attenuation of the statements about their proprioceptive
deficits, the capacity of the patients to score their instability consciously is not affected, showing
that they are able to collect and integrate the sensory inputs from the periphery and convert them
into an explicit evaluation of their sway [65,80]. When patients with Parkinson´s disease are standing
on the moving platform continuously delivering the cyclic perturbations, their trunk and head do
not oscillate more than age matched healthy subjects, regardless of vision availability. Again, their
preserved reflex responses and the capacity to anticipate the successive perturbation cycles [81] may help
them to react properly to the postural challenge [82]. It should be considered that medicated patients
maintain the capacity of improving automatic postural responses with practice [83]. However, patients
characterized as fallers based on their medical history do show larger head oscillations compared to
non-fallers when they close their eyes [84]. Further, these fallers show smaller cross-correlation and
larger time delays between head and platform motion. Interestingly, in that cohort, head displacement
increased with levodopa dose, suggesting the possibility for medication to worsen balancing capacity
while improving the score of the Unified Parkinson’s Disease Rating Scale.

As has been done in healthy young subjects, the translating platform has been exploited to
answer the question of whether patients with PD are more sluggish in their ability to adapt promptly
in the balancing behaviour to sudden changes in visual conditions [85]. Patients change body
kinematics and EMG patterns to those appropriate for the new visual condition as normal subjects do
when balancing on the moving platform. However, patients are slower in changing their behaviour
(i.e., shifting from head-fixed-in-space with EO to body riding the platform with EC), in particular
for the change EC to EO, as if adding a new important sensory inflow would represent an integration
problem. These findings should be considered in the framework of the integration deficits in PD [86].

9. Adaptation to the Repeated Perturbation Cycles

The findings from the studies reported in the preceding sections were obtained mostly under
steady-state conditions, i.e., when the initial uncontrolled reactions to the onset of the platform
translation have vanished. Usually, the first few translation cycles are omitted from the analysis.
Yet, these initial cycles and associated reactions and their changes as a function of the successive
cycles can tell something about the way subjects comply with the condition and, in perspective,
whether the problems in balancing behaviour affect more the transient phase or the steady-state
behaviour or how pathologies affect these initial reactions. Adaptation implies a gradual shift
from a reactive response to the abrupt onset of the perturbation series and from conscious control
of the balancing behaviour to a more automatic processing, including modulation of the reflex
responses triggered by the continuous stimulation (see [87] for the neck responses in seated
subjects). Hence, understanding the adaptation phenomenon adds to our capacity of better exploiting
this challenging perturbation procedure in order to understand the mechanisms and processes
whereby the appropriate balancing behaviour is achieved and maintained in order to produce a more
suitable behaviour.

The strength of the reflex response triggered by a certain ankle rotation during a series of
horizontal translations is modulated appropriately by its repetition [88]. Even more so, the very same
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responses elicited by the translating platform itself should be liable to modulation by the continuous
perturbation cycles. By using a sequence of discrete impulsive perturbations, Keshner et al. [89]
had already suggested that adaptation was due to a generalized habituation in the postural control
system. Others have shown that event related cortical potentials connected to the postural stimulus
diminish over time with the successive cycles [90]. Of course, at the onset of the sequence of
perturbations, a combined postural and startle response ensues [91,92].

Taken together, the studies show that adaptation occurs when a subject’s balance is
challenged by repeated perturbations. Under these circumstances, the sensorimotor processes
underlying the adaptation to the repeated perturbations would require the collection of information
about the amplitude velocity and frequency of the displacement of the support surface and
of the instantaneous and continuously varying position of the body’s CoM relative to the platform.
This information would improve the performance by reducing redundant muscle activity (the initial
co-contraction of the antagonist leg muscles) and enhancing the intersegmental coordination [33,41].
The reduction in the muscle activity concerns both the reflex responses and the anticipatory
activities, a sign of coordinated modulation of responses occurring at different times of the perturbation
cycle. Interestingly, the reduced muscle bursts of activity do not modify their time relationship
with the perturbation cycle [93]. This indicates that the adaptation modulates so nicely with the neuronal
excitability and muscle activity that it need not modify the time windows of their activation to comply
with the changes in the body’s mechanics. As a consequence, the head back-and-forth oscillation
is diminished as well [41,94]. The speed of the adaptation process is susceptible to fatigue, even
if the basic task of controlling the CoM of the body is substantially maintained [95–97].

10. Rehabilitation

Predictable balance perturbations have been successfully employed for rehabilitation of
balance in selected patient groups [98] including vestibular patients [17], who may poorly behave
on the platform when not compensated [99], and cerebellar patients, of both degenerative and vascular
origin [100]. In all groups, such a training improved balance, allowing recommending the continuous
translation as an effective and measurable way of rehabilitation. To our knowledge, clinical trials of
balance rehabilitation in neuropathic patients based on this protocol have not been exploited, yet.
However, these patients can improve balance control following multisensory training [101], strongly
suggesting that continuous perturbations with and without vision could enhance their compensation
capacities. Patients with Parkinson’s disease show minor adaptation problems that can contribute
to their balance dysfunction [8,85,102]. A balance training with a continuous, predictable translation
of the support base has improved their balance and coordination capacities as much as training
based on standardized exercises [103]. Interestingly, gait speed was also improved in both cases.
Overall, the continuous and predictable translations of a support base onto which standing patients
would be trained to enhance their reflex and balance correcting responses and to calibrate their
anticipatory adjustments seem to be useful, yet still not exploited for all the potential advantages.

11. Conclusions and Perspectives

This short narrative review summarized some findings of studies on dynamic balance control.
We briefly considered the potential of this protocol for both basic and translational research. It disclosed
interesting features of balance control in healthy subjects and patients with balance problems.
Much can still be done. Quantification of the variability of the balancing behaviour has not been
addressed in depth. We are still missing normative values for the cross-correlation and time lag
between moving body segments, which could likely be exploited as markers for initial balance problems.
The effect of fatigue and adaptation while the training is administered needs further inquiry as well.
Importantly, this protocol has proven helpful in rehabilitating balance in various cohorts of patients.
Again, the rehabilitating potential can be further exploited, not only in patients with balance problems,
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but also in healthy older subjects, for which the risk of falling owing to stumbling or slipping is
not uncommon.
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Abstract: Gait initiation (GI) over an obstacle to be cleared is a functional task that is highly challenging
for the balance control system. Two swing-foot strike patterns were identified during this task—the
rearfoot strike (RFS), where the heel strikes the ground first, and the forefoot strike (FFS), where the
toe strikes the ground first. This study investigated the effect of the swing-foot strike pattern on the
postural organisation of GI over an obstacle to be cleared. Participants performed a series of obstacle
clearance tasks with the instruction to strike the ground with either an FFS or RFS pattern. Results
showed that anticipatory postural adjustments in the frontal plane were smaller in FFS than in RFS,
while stability was increased in FFS. The vertical braking of the centre of mass (COM) during GI
swing phase was attenuated in FFS compared to RFS, leading to greater downward centre of mass
velocity at foot contact in FFS. In addition, the collision forces acting on the foot were smaller in
FFS than in RFS, as were the slope of these forces and the slope of the C7 vertebra acceleration at
foot contact. Overall, these results suggest an interdependent relationship between balance control
mechanisms and foot strike pattern for optimal stability control.

Keywords: anticipatory postural adjustments; balance control; foot strike pattern; gait initiation;
obstacle clearance; biomechanics

1. Introduction

Like all terrestrial species, humans move in a gravity field that permanently attracts them towards
the centre of the earth. Therefore, balance control is a key component of daily motor tasks. Gait
initiation (GI), which corresponds to the transient phase between quiet standing and level walking,
is a classical paradigm for investigating how balance is controlled during a functional whole-body
movement [1,2]. Gait initiation can be broken down into a postural phase (corresponding to anticipatory
postural adjustments (APAs)), followed by a swing phase that ends at the time of swing foot contact
with the support surface. These APAs are characterised by a centre of pressure (COP) shift backwards
towards the heels, and laterally towards the forthcoming swing leg. The backward centre of pressure
shift reflects a strategy to generate the initial propulsive forces necessary to reach the intended centre of
mass velocity at the end of gait initiation [3–6]. The mediolateral (ML) centre of pressure shift reflects
a strategy to propel the centre of mass above (or beneath) the forthcoming stance foot in order to
maintain ML stability during the swing phase of gait initiation [7–11].
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Besides ML APAs, a major mechanism involved in stability control is the braking of the centre
of mass fall during the swing phase of gait initiation. Previous lines of research have shown that
braking is an active phenomenon that occurs in anticipation of the swing foot’s collision with the
ground, and involves the activation of the soleus of the stance leg [12–15]. Anticipatory centre of mass
braking attenuates the vertical ground reaction forces (GRFs) at the time of foot collision (hereafter
called collision forces), thus facilitating balance control and reducing the risk of injury linked to the
transmission of this impact throughout the musculoskeletal system.

These collision forces are also known to depend on the swing-foot strike pattern at the time
of collision [16–18]. At least two main swing-foot strike patterns have been identified in the
literature—rearfoot strike (RFS), where the swing heel strikes the ground first, and forefoot strike
(FFS), where the swing toe strikes the ground first [16]. Because studies have reported that participants
systematically used an RFS pattern, foot strike patterns have so far not been considered in the literature
on gait initiation. However, a recent study showed that when gait was initiated with the goal of
clearing an obstacle longer than 30% of body height, a change from an RFS to an FFS pattern was
observed in most trials [10]. Based on previous research on the effect of the foot strike pattern on
collision forces during stepping down while walking [17,18] or running [16,19–22], it was proposed
that this change in foot strike pattern reflected a strategy directed at attenuating collision forces.

It is surprising that the authors of these important lines of research, focusing on foot strike pattern
effects, did not consider that the magnitude of the anticipatory braking might have changed between
the RFS and FFS patterns. Indeed, such a change could at least partly account for the differences in the
collision forces observed, with a larger anticipatory centre of mass brake being potentially responsible
for greater attenuation of the collision forces. More generally, a brief literature review shows that the
balance control mechanisms described above have been investigated by independent lines of research
(for a recent review see [2]). Thus, it remains largely unknown whether these mechanisms (i.e., ML
APAs, force braking and foot strike pattern) are independently controlled by the central nervous system
(CNS) or are interdependent. Gait initiation with an obstacle to be cleared is a natural task that offers
the opportunity to test the interdependence between these mechanisms since, as stated above, both
foot strategies are naturally used to land on the support surface.

In the present article, it is expected that the ML APAs and the vertical centre of mass braking
mechanisms are programmed according to foot strike patterns (FFS or RFS). Specifically, it is reasoned
that the need to actively brake the centre of mass fall during the step–swing phase becomes less
imperative in FFS if the FFS pattern is more effective than the RFS pattern to attenuate the collision
forces, as repeatedly shown in the literature [16,19–22]. Because it has an energetic and attentional
cost [12], the CNS may consequently choose to attenuate this active braking for economical purposes.
If so, the duration of the swing phase of gait initiation can be expected to be shortened for the FFS
pattern, since the centre of mass would fall more rapidly.

Of particular interest, recent studies reported that the amplitude of the ML APAs associated with
gait initiation over an obstacle was programmed according to this temporal parameter (i.e., the duration
of the swing phase), and was lower when this duration decreased with a lower obstacle [10,11]. In the
present study, changes in ML APAs amplitude can therefore be expected because of the changes in the
swing-foot strike pattern.

Hence, the present study aimed to investigate the effect of changing the swing-foot strike pattern
(FFS vs. RFS) on the postural organisation of gait initiation over an obstacle. The hypothesis of an
interdependent relationship between balance control mechanisms for optimal stability control was
raised. Specifically, and for the reasons detailed above, it was expected that both active braking of
the centre of mass fall and the ML APAs associated with gait initiation over an obstacle to be cleared
would be attenuated in the FFS compared to the RFS pattern, but with no consequent alteration in ML
stability or increase in collision forces.
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2. Materials and Methods

2.1. Participants

In all, 13 young healthy subjects (eight males and five females, age (mean standard ± 1 deviation),
28.7 ± 1.5 years; height, 178.1 ± 7.2 cm; weight, 69 ± 8.3 kg) participated in the experiment. All were
free of any known neuromuscular disorders. They provided written informed consent after being
informed of the nature and purpose of the experiments, which were approved by the local ethics
committee of University Paris-Sud, Paris-Saclay (EA 4532, 10 September 2019). The study complied
with the standards set by the Declaration of Helsinki.

2.2. Experimental Protocol

The participants were instructed to initiate gait at maximal velocity with their preferred limb
while clearing an obstacle, and to continue walking at the same velocity to the end of a five-meter track
(Figure 1). The task was self-triggered, that is, the participants initiated gait only when they felt ready.
As in our previous study [11], the obstacle height was 10% of the subject’s height and its distance
from the subject was 30% of the subject’s height. Two conditions of gait initiation were performed.
Under the first condition, the participants were instructed to strike the ground with the heel first after
stepping over the obstacle (rearfoot strike (RFS) condition). Under the second condition, they were
instructed to strike the ground with the forefoot first (forefoot strike (FFS) condition). We showed in
our previous study [11] that participants used both the FFS and the RFS patterns under the condition
where the obstacle had the same distance/height features as in the present study. In other words,
no clear preferred foot strike pattern could be detected, suggesting that participants of the present
experiment were not much constrained by the instruction on the foot strike pattern.

Figure 1. Schematic illustration of the experimental setup. (A) Gait initiation with a forefoot strike
(FFS) pattern. (B) Gait initiation with a rearfoot strike (RFS) pattern. 1, walkway; 2, force plate; 3,
obstacle; 4, reflective marker; 5, Vicon camera; 6, visual target.

The order of the conditions was randomised to avoid rank effects. For each condition, the subjects
were allowed two familiarisation trials, after which five trials were recorded. In the initial posture,
the participants stood upright barefoot, with their feet hip-width apart, their arms hanging loosely
alongside their body and their body weight evenly distributed between their legs.

Gait was initiated on a force plate (600 × 1200 mm, AMTI, Watertown, MA, USA) positioned at
the beginning of the track. The force plate was embedded in the track and was long enough so that
the participant’s swing foot always landed on it at the end of gait initiation. The obstacle consisted of
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a lightweight wooden rod (length, 65 cm; diameter, 1 cm) resting on two adjustable upright stands
(Figure 1). The participant’s toes served as the reference point for positioning the obstacle. Reflective
skin markers (9 mm in diameter) were placed bilaterally at the hallux (toe markers), head of the fifth
metatarsal (metatarsal markers) and posterior calcaneus (heel markers). In 10 subjects, a marker was
also placed at the top spine level (C7) to investigate the transmission of the collision forces from the
swing foot to the upper part of the musculoskeletal system. An additional marker was positioned at
the middle of the obstacle to determine the safety distance, that is, the distance between the swing
foot and the obstacle at the time of clearance. A V8i VICON eight-camera (Mcam2) motion capture
system (Oxford Metrics Ltd., Oxford, UK) with a 64-channel analogue card was used to collect both the
position of these markers and the force plate data at a sampling rate of 500 Hz. Kinematic and force
plate data were acquired and synchronised using the Vicon acquisition software (Workstation, Version
5.1, Oxford, UK).

2.3. Data Analysis

After data collection, kinematic and force plate data were processed offline using a custom-made
program written in MATLAB™ (Version 5.3 (R11), The MathWorks Inc., Natick, MA, USA). Data were
low-pass filtered using a Butterworth filter with a 15 Hz cutoff frequency for kinematic data [23] and
a 10 Hz cutoff frequency for kinetic data [24]. The ML and anteroposterior (AP) coordinates of the
centre of pressure (yP and xP, respectively) were computed from force plate data in accordance with
the instructions from the manufacturer (AMTI) as follows:

yP =
Mx + Fy× dz

Fz
, (1)

xP =
−My + Fx× dz

Fz
, (2)

where Mx and My are the moment around the AP and ML axes, respectively; Fy, Fx and Fz are the ML,
AP and vertical ground reaction forces, respectively; and dz is the distance between the surface of the
force plate and its origin.

Instantaneous acceleration of the centre of mass along the AP, ML and vertical axes was determined
from the ground reaction force according to Newton’s second law. The centre of mass velocity and
displacement were computed by the successive numerical integration of centre of mass acceleration
using integration constants equal to zero, namely, initial velocity and displacement null [3].

Gait initiation onset (t0) and swing-foot contact were determined from force plate data. Since gait
initiation onset did not necessarily occur simultaneously in the ML and AP axes, two t0 times were
estimated, one for each axis. T0y and t0x corresponded, respectively, to the instants when the ML and
AP centre of pressure trace exceeded 2.5 standard deviations from its baseline value, respectively [24].
The one occurring first was considered t0. Swing-foot contact corresponded to the instant when the
ML and the AP centre of pressure trace shifted abruptly towards the swing-leg side and forward,
respectively. Swing heel-off and swing toe-offwere determined from VICON data. They corresponded
to the instants when the swing heel marker’s vertical position and the swing toe marker’s anterior
position exceeded their position in the initial static posture by 3 mm.

2.4. Dependant Variables

Initial posture, APAs and swing foot lift. Gait initiation was divided into three phases, namely
APAs (from t0 to swing heel-off), swing foot lift (from heel-off to toe-off) and swing phase (from swing
toe-off to swing foot contact) (Figure 2). The ML and AP centre of mass position in the initial upright
posture was estimated by averaging the centre of pressure position during a 250 ms period, lasting
from t0 minus 1500 ms to t0 minus 1250 ms. No dynamic phenomena were detected during this
period. APAs amplitude was characterised by the peaks of the backward and ML centre of pressure
shift obtained during the APAs time window. The duration of APAs along the ML and AP axes was
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computed separately, as the t0 times for these two axes did not necessarily occur simultaneously as
stated above. The centre of mass velocity and displacement along the ML and AP axes were determined
at swing toe-off and foot contact.

Figure 2. Typical biomechanical traces and representation of the main experimental variables (horizontal
plane). Traces are from one representative subject initiating gait in the (left) rearfoot strike condition
and the (right) forefoot strike (FFS) condition. Anteroposterior (AP) direction. x’MTO, x’MFC: centre of
mass (COM) velocity at toe-off and foot contact; xPmax: peak of centre of pressure (COP) displacement
during anticipatory postural adjustments (APAs); F: forward; B: backward. Mediolateral (ML) direction.
y’MTO, y’MFC: COM velocity at toe-off and foot contact; yMTO, yMFC: COM displacement at toe-off
and foot contact; yPmax: peak of COP displacement during APAs; ST: stance limb; SW: swing limb.
Vertical dashed lines: t0 onset variation of biomechanical traces; HO: swing heel-off; TO: swing toe-off;
FC: swing foot contact. Horizontal arrows. APAs: anticipatory postural adjustments; FL: swing foot
lift; SWING: swing phase of gait initiation.
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Motor performance. Motor performance was quantified with the AP centre of mass velocity at
foot contact, step length and swing phase duration. Step length corresponded to the distance covered
by the heel marker of the swing leg from the initial posture to foot contact.

Safety distance. The vertical distance between the obstacle and the marker of the swing/rear heel,
and between the obstacle and the marker of the swing/rear toe was measured at the instant these
markers passed over the obstacle. The smaller of these two vertical distances corresponded to the
safety distance.

ML dynamic stability. ML dynamic stability at foot contact (hereafter called ML stability) was
quantified by the ML boundary of the base of support (BOSymax) and an adaptation of the margin of
stability (MOS) [25]. The BOSy was measured as the distance at foot contact between the marker on
the fifth metatarsal of the stance foot and the heel marker of the swing foot in the case of a rearfoot
strike, or the marker on the fifth metatarsal of the swing foot in the case of a forefoot strike. The MOS
corresponded to the difference between BOSymax and the ML position of the extrapolated centre of mass
at swing foot contact (YcoMFC), that is, MOS = BOSymax − YcoMFC. Based on the study of Hof et al. [25],
the ML position of the extrapolated centre of mass at foot contact (YcoMFC) was calculated as follows:

YCOMFC = yMFC +
y′MFC
ω0

, (3)

where yMFC and y’MFC are, respectively, the ML centre of mass position and velocity at foot contact,

and ω0 is the eigenfrequency of the body modelled as an inverted pendulum calculated as ω0 =
√

g
l ,

where g = 9.81 m/s2 is gravitational acceleration and l is the length of the inverted pendulum, which in
this study was estimated to 57.5% of body height [26]. This quantity was held constant during the gait
initiation. ML stability at foot contact is preserved on the condition that YcoMFC is within BOSymax,
which corresponds to a positive MOS.

Centre of mass braking. The braking index introduced by Welter and colleagues provides evidence
that the centre of mass does not merely fall under the force of gravity but that the CNS prepares for
foot contact by decreasing the centre of mass vertical velocity to achieve a soft landing [15]. It was
calculated according to the formula of Chong et al. [12] as follows:

Braking index = (VMIN − VFC)/VMIN, (4)

where VMIN is the minimum vertical centre of mass velocity occurring between mid- to late swing,
and VFC is the vertical centre of mass velocity at foot contact (Figure 3).

This index indicates the amount of change (i.e., braking) in the centre of mass vertical velocity at
foot contact relative to its minimal value. If the centre of mass vertical velocity is actively decreased
before foot contact, the braking index value is increasing.

Collision forces. The combined effect of the foot strike pattern (RFS vs. FFS) and vertical force
braking on the collision forces and on the transmission of these forces through the body was assessed
using variables extracted from force plate and VICON data, respectively. The variables obtained
from the force plate were the peak and slope of the vertical ground reaction force trace occurring
immediately after foot contact [16] (Figure 3). The variable obtained from VICON data was the slope
(computed at foot contact) of the vertical acceleration of the marker placed at the C7 spine level.
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Figure 3. Typical biomechanical traces and representation of the main experimental variables (vertical
direction). Traces are from one representative subject initiating gait in the (left) rearfoot strike condition
and the (right) forefoot strike condition. COM, GRF, acc: centre of mass, ground reaction forces, and
acceleration, respectively; VMIN, VFC: peak of negative vertical COM velocity and COM velocity at
foot contact (FC). Vertical dashed lines: t0 onset variation of biomechanical traces; HO: swing heel-off;
TO: swing toe-off; FC: swing foot contact. Horizontal arrows. APAs: anticipatory postural adjustments;
FL: swing foot lift; SWING: swing phase of gait initiation.

2.5. Statistics

Mean values and standard errors were calculated for each variable under each condition.
The normality of data was checked using the Kolmogorov–Smirnov test and the homogeneity
of variances was assessed using Bartlett’s test. Paired t-tests were used to compare mean values. The
alpha level was set at 0.05.
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3. Results

3.1. Biomechanical Traces

The time course of the biomechanical traces was generally similar under both experimental
conditions (see Figures 2 and 3). Swing heel-offwas systematically preceded by postural dynamics that
corresponded to APAs. During these APAs, the centre of pressure displacement reached a peak value
in a backward direction and towards the swing leg side, while the centre of mass velocity was directed
forwards and towards the stance leg side. The ML centre of mass velocity trace reached a first peak
value towards the stance leg side at around heel-off. This trace then fell towards the swing leg side
and a second peak value towards this side was reached a few milliseconds after foot contact. The ML
centre of mass shift trace was bell-shaped and reached a peak value towards the stance leg side in the
late part of the swing phase. The AP centre of mass velocity increased progressively until it reached
a peak value a few milliseconds after swing foot contact, while the centre of mass was continuously
shifted forward (see Figure 2).

The time course of the vertical ground reaction force and the centre of mass vertical velocity
was also generally similar under both experimental conditions (see Figure 3). Following foot-off, the
centre of mass was accelerated downwards (negative velocity indicates downward centre of mass
movement) and then reversed. In fact, during single support, the centre of mass velocity shows a V
shape indicating that the centre of mass fall was braked.

3.2. Initial Posture, APAs and Swing Foot Lift

Statistical analysis showed that there was no significant effect of the swing-foot strike pattern on
the initial position of the centre of mass along the ML and the AP direction. Additionally, there was no
significant effect of the swing-foot strike pattern on the peak of AP centre of pressure shift and AP/ML
APAs duration (Figure 4). By contrast, the peak of the ML centre of pressure shift was significantly
smaller under the FFS than under the RFS condition (t12 = −2.43, p = 0.032) and foot lift duration
was significantly longer under the FFS than under the RFS condition (t12 = 5.22, p < 0.001). Foot lift
duration was 88 ± 8 ms under the RFS condition and 105 ± 7 ms under the FFS condition. Finally,
the ML centre of mass velocity at toe-off was significantly lower under the FFS than under the RFS
condition (t12 = −3.25, p = 0.006), whereas the AP centre of mass velocity at toe-offwas significantly
higher (t12 = 2.46, p = 0.003).

3.3. Safety Distance

The safety distance values for the swing foot and for the rear foot were 13.6 ± 0.9 cm and 14.4 ±
1.4 cm, respectively, under the RFS condition, and were 13.7 ± 0.9 cm and 15.0 ± 1.5 cm, respectively,
under the FFS condition, with no significant difference across conditions.

3.4. Motor Performance

The swing phase duration was significantly shorter (t12 = −5.01, p < 0.001) and the AP centre of
mass velocity at foot contact was significantly smaller (t12 = −4.64, p < 0.001) under the FFS than under
the RFS condition. By contrast, step length did not differ between the two conditions. Step length was
79.2 ± 4.0 cm under the RFS condition and 77.8 ± 4.5 cm under the FFS condition.

3.5. ML Dynamic Stability

The ML margin of stability (MOS) at foot contact was significantly greater under the FFS than
under the RFS condition (t12 = 6.12, p < 0.001), showing that ML dynamic stability at foot contact was
increased under the FFS compared to the RFS condition (Figure 5). The results further show that the
ML size of the base of support (BOSymax) was larger under the FFS than under the RFS condition
(t12 = 4.77, p < 0.001), and that the ML centre of mass velocity at foot contact was lower (t12 = 5.75,
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p < 0.001). By contrast, the ML centre of mass position at foot contact was not significantly different
between the two conditions.

Figure 4. Effects of swing-foot strike pattern on selected APA parameters. Reported are mean values
(all participants together) + 1 SE. APAs: anticipatory postural adjustments; TO: toe-off; COP: centre of
pressure; COM: centre of mass; RFS: rearfoot strike condition; FFS: forefoot strike condition. Bars at the
left side: mediolateral (ML) direction. Bars at the right side: anteroposterior (AP) direction. * Indicates
a significant difference between bars.

3.6. Centre of Mass Braking

The braking index was significantly smaller under the FFS than under the RFS condition (t12 =−2.44,
p = 0.03), that is, the downward vertical centre of mass velocity was braked less before foot contact
under the FFS condition (Figure 6). As a consequence, the vertical centre of mass velocity at foot
contact was greater under the FFS than under the RFS condition (t12 = −2.19, p = 0.049), and the swing
phase was shorter (as reported above).
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Figure 5. Effects of swing-foot strike pattern on selected stability parameters along the mediolateral
(ML) direction. Reported are mean values (all participants together) + 1 SE. BOSymax: base of support
size; MOS: margin of stability; COM: centre of mass; RFS: rearfoot strike condition; FC: swing foot
contact; FFS: forefoot strike condition. * Indicates a significant difference between bars.

3.7. Collision Forces

The peak value of the vertical ground reaction forces, which occurred shortly after foot contact
and reflected the collision forces acting at the foot, was significantly smaller under the FFS than under
the RFS condition (t12 = −5.61, p < 0.001), as was the slope of these forces (t12 = −5.11, p < 0.001; see
Figure 6). In addition, the slope of the vertical acceleration (computed at foot contact) of the marker
located at the C7 spine level was significantly smaller under the FFS than under the RFS condition
(t12 = −2.32, p = 0.045).
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Figure 6. Effects of swing-foot strike pattern on collision force parameters, vertical force braking and
swing duration. Reported are mean values (all participants together) ± 1 SE. GRF: ground reaction
forces; COM: centre of mass; C7: 7th cervical vertebrae; FC: foot contact; RFS: rearfoot strike condition;
FFS: forefoot strike condition. * Indicates a significant difference between bars.

4. Discussion

The present study investigated the effect of changing the swing-foot strike pattern (FFS vs. RFS)
on ML APAs and active braking of the centre of mass fall, and on the related ML stability and force
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collisions. Specifically, it was hypothesised that the active braking of the centre of mass fall and
the ML APAs associated with gait initiation over an obstacle to be cleared are both attenuated in
an FFS compared to an RFS pattern, but with no alteration of ML stability or increase in collision
forces. The results discussed below are in line with these expectations and suggest the existence of an
interdependent relationship between balance control mechanisms for optimal stability control.

Do and colleagues first reported that, in young healthy adults, the centre of mass fall during the
swing phase of gait initiation was actively braked in anticipation of the swing foot’s collision with the
ground [2,14,15,27,28]. This centre of mass brake, which was ascribed to an activation of the soleus
of the stance leg (not recorded in the present study), aims to attenuate the vertical ground reaction
forces at the time of foot contact (i.e., the collision forces). Therefore, this braking facilitates balance
control following foot contact and attenuates the transmission of the collision forces throughout the
entire musculoskeletal system by allowing a softer swing foot landing [6,14,15]. The results of the
present study showed that the indicator of this centre of mass brake (the braking index) reached a
significantly lower value under the FFS than under the RFS condition (the difference between the two
conditions was Δ = 19.4%), thus revealing that the fall of the centre of mass was much less braked
under the FFS condition. The much larger downward-oriented centre of mass velocity at foot contact
under the FFS condition (Δ = 74.5%) can be considered a direct consequence of this reduced braking.
Therefore, it could be surprising that the two indicators of the collision forces’ perturbing effect (namely,
peak collision forces and the slope of this peak) were both smaller under the FFS than under the RFS
condition (Δ = 27.3% and Δ = 26.2%, respectively), revealing that the foot landing was softer under the
first condition. In addition, the jerk value recorded at the C7 spine level was lower under the FFS than
under the RFS condition. This finding suggests that the collision forces acting at the foot were absorbed
to a greater extent by the swing leg under the FFS condition, reducing its transmission through the
upper part of the musculoskeletal system. In turn, these results are in line with classical studies in the
literature comparing collision forces during running [16,19–22,29,30], or during stepping down during
ongoing gait [17]. According to van Dieën et al. [17], the FFS pattern allows the ankle plantar flexors
of the swing leg to produce negative work that can absorb part of the collision forces. This negative
work is absent in the RFS pattern which might explain the greater collision forces found under the RFS
condition. As stressed in the introduction, it is noteworthy that centre of mass braking has not been
investigated in any of these studies. Consequently, a possible modulation effect of this force braking
on the collision forces cannot be discounted in these studies.

In fact, the result of the present study showing that the collision forces were smaller under the
FFS than under the RFS condition, despite the centre of mass braking being attenuated, further stresses
the efficiency of the FFS pattern in dampening collision forces. The present results may also suggest
that the dampening effect specifically associated with the FFS alone was probably underestimated in
the studies on foot strike pattern cited above.

The question arises as to why centre of mass braking is attenuated under the FFS condition
compared to the RFS condition. To interpret this finding, it should be stressed that this braking has an
energetic and attentional cost [14,15] and shares a dampening action on collision forces with the foot
strike strategy. Therefore, when the FFS pattern is employed, the need to actively brake the centre of
mass fall becomes less crucial than when the RFS pattern is used. The CNS would then attenuate this
active brake in order to minimise the associated energetic and attentional cost, and would rely more
heavily on the efficiency of the foot strike strategy to dampen the collision forces. This implies that the
CNS takes into account the foot strike pattern and the related dampening effect when programming
braking force generation. This statement is in line with the hypothesis of an interdependent relationship
between these two mechanisms (active braking and foot strike pattern) for optimal stability control
and better ground reaction force management. The results linking ML APAs to the foot strike pattern
further strengthen this hypothesis (paragraph below).

During gait initiation or any locomotor task, imbalance occurs in the frontal plane due to the
transition from a bipedal to a unipedal stance. Following swing foot-off, the centre of mass falls
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rapidly towards the swing leg side under gravity, and this lateral fall is braked by foot contact with
the ground. This ML imbalance is greater when an obstacle is to be cleared, since the duration of the
lateral fall of the centre of mass is increased compared to a control condition with no obstacle to be
cleared [10,11,31–33]. The development of ML APAs is therefore of utmost importance to maintain
stability as it acts to minimise this lateral fall by propelling the centre of mass towards the stance leg
side and thus attenuating the ML gap between the centre of mass and the centre of pressure at the
time of swing foot-off [7,8,10,11,34,35]. Previous modelling studies demonstrated the link between ML
APAs and ML stability at foot contact [8,10,11,34].

In the present study, the results showed that the amplitude of these ML APAs, in terms of peak
centre of pressure shift, was lower under the FFS than under the RFS condition (Δ = 9.4%). It also
revealed that this lower amplitude was not accompanied by a ML APA duration lengthening strategy.
Such a trade-off strategy between APA amplitude and APA duration has been repeatedly reported in the
literature under various conditions of postural constraints, such as fear of falling [36], fatigue [37–39],
leg dominance [40] and temporal pressure [41]. There was no such compensative trade-off strategy in
the present study. Consequently, the ML centre of mass velocity at the time of swing foot-off, which
represents the total amount of forces applied to the centre of mass during the APAs, reached a lower
value under the FFS than under the RFS condition (Δ = 5.99%). For the above reasons, ML dynamic
stability, as measured with the MOS [25], could be expected to be lower under the FFS than under the
RFS condition. However, contrary to this expectation, the MOS reached much higher values under
the FFS than under the RFS condition (Δ = 71.42%), that is, ML dynamic stability was significantly
improved. Changes in two components of the MOS with the foot strike strategy can account for this
result, as detailed below.

First, the ML centre of mass velocity at the time of foot contact reached a lower value under
the FFS than under the RFS condition (Δ = 14%), that is, the velocity at which the centre of mass fell
towards the swing leg side was attenuated. This finding could be ascribed to the lower duration of the
swing phase of gait initiation under the FFS compared to the RFS condition (Δ = 6.70%), which implies
that the period during which the centre of mass was falling laterally under gravity was reduced. In
turn, this shorter duration of the swing phase under the FFS condition could be ascribed to the lower
force braking under the FFS condition (Δ = 19.4%), which accelerated the fall of the centre of mass to a
greater extent (as discussed above).

As a second factor contributing to enhanced stability, the size of the ML base of support was
increased under the FFS compared to the RFS condition. This result could not be ascribed to a strategy
of a more lateral placement of the swing foot [24,35] (since the distance between the two heels remained
unchanged between the two foot strike conditions), but to foot anatomy. Under the FFS condition, the
ML base of support size corresponded to the distance between the stance heel and the fifth metatarsal
of the swing foot, while under the RFS condition, it corresponded to the distance between the two
heels. It was therefore smaller than under the FFS condition. This difference reached up to 10 cm in
some subjects.

The question arises as to why the amplitude of ML APAs is decreased when stability is increased
with the change in the foot strike pattern.

Generating ML APAs is known to have an energetic cost, requiring a coordinated activation of
hip abductors and ankle dorsiflexors [7,42]. Although not shown in the literature to date, it may also
have an attentional cost, as has previously been documented for the control of static erect posture
and level walking [43,44]. An optimal strategy for stability control would appear to be to reduce
this cost by attenuating the ML APAs under the FFS condition while, at the same time, increasing
stability with the mechanical and anatomical changes reported above—neither of which requires any
additional energetic or attentional cost (even less for attenuated force braking). This optimal strategy
implies that one (or both) of these factors associated with the foot strike pattern be accounted for in the
programming of ML APAs. This statement further reinforces the hypothesis proposed above of an
interdependent relationship between motor mechanisms for optimal stability control.
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Interestingly, previous studies focusing on the effect of different sorts of constraints applied to the
postural system during gait initiation (such as temporal pressure [41,45], progression velocity [24],
the presence of an obstacle of different heights and distances to be cleared [10,11], the addition of a
mass distributed (a)symmetrically over the body or the ankles [46–48], etc.) repeatedly showed that
the CNS modulated the spatiotemporal features of ML APAs so as to maintain an equivalent MOS
value. This motor invariance through these disparate postural constraints led the authors to suggest
that the CNS would set a fixed MOS value before initiating gait and would then adjust ML APAs
features to keep it unchanged (for review, see [2]). Thus, the present finding that the MOS was not
invariant is not in line with these previous results and related hypothesis. Now, it may be recalled
that the participants systematically used an RFS pattern in all of the previous studies. Therefore, the
MOS was computed and compared across conditions at the moment the swing heel hit the ground. By
contrast, the present study compared the MOS of two different postures of the landing foot. These foot
postures were responsible for the difference in the ML size of the base of support, which was a major
factor explaining the MOS differences between the two foot strike conditions. It is possible that, for a
given foot strike pattern (RFS or FFS), a fixed MOS value is planned before initiating gait, and may be
greater for the FFS than the RFS pattern due to foot anatomy.

5. Conclusions

In conclusion, these findings are in line with the hypothesis of an interdependent relationship
between balance control mechanisms and foot strike pattern for optimal stability control. These findings
are original since previous studies in the literature focused on either balance control mechanisms during
gait initiation or changes in the collision forces with the foot strike pattern. Thus, the present study
linked these two major lines of research to better highlight how balance is controlled in humans during
a functional locomotor task. The question remains as to whether and how coordination between these
balance control mechanisms is affected by aging as well as neurological and musculoskeletal disorders.
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Featured Application: The fundamental knowledge from this work has potential to eventually

inform clinical interventions for gait and mobility training.

Abstract: Research shows a blend of bilateral influence and independence between leading and
trailing limbs during obstacle avoidance. Recent research also shows time constraints in switching
leading limb strategies. The present study aimed to understand the ability to switch anticipatory
locomotor adjustments (ALAs) in the trailing limb. Ten healthy young adults (24 ± 3 years) were
immersed in a virtual environment requiring them to plan and step over an obstacle that, for the
trailing limb, could change to a platform, requiring a switch in locomotor strategies to become a
leading limb to step onto a new surface. Such perturbations were provoked at either late planning or
early execution of the initial trailing limb obstacle avoidance. Sagittal plane trailing limb kinematics,
joint kinetics and energetics were measured along with electromyographic activity of key lower limb
muscles. Repeated measures ANOVAs compared dependent variables across conditions. To adjust
to the new environment, knee flexor power around toe-off decreased (p < 0.001) and hip flexor
power increased (p < 0.001) for late planning phase perturbations, while there was only an increase
in mid-swing hip flexor power (p < 0.05) during perturbations at execution. Findings showed
no influence of the leading limb function on the ability to switch trailing limb ALAs during late
planning. However, the trailing limb was also constrained for modifying ALAs once execution began,
but on-going limb control strategies could be exploited in a reactive mode.

Keywords: obstacle avoidance; anticipatory control; gait; locomotion; perturbation

1. Introduction

Navigating complex daily environments involves anticipatory control to safely avoid obstacles.
There are robust and different lower limb strategies for stepping over an obstacle compared to stepping
onto a platform. The anticipatory locomotor adjustment (ALA) to step over an obstacle involves a knee
flexor generation strategy around toe-off (K5) [1,2] for both the leading and trailing limbs (respectively
the first and second limbs to adapt) that puts energy in the lower limb to increase both knee and hip
flexion. For the trailing limb, hip flexor generation power around toe-off (referred to as H3) for limb
advancement can also be delayed until mid-swing (referred to as H3D) [3,4]. The higher the obstacle,
the greater H3D [3]. For a level change accommodation, the leading limb instead increases the existing
hip flexor generation at toe-off to help lift the limb to the new height [5].
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In addition, there are differences in the modes of control between the leading and trailing limbs.
Mohagheghi et al. [6] showed that the leading limb control is modifiable online by visual information
during execution, whereas the trailing limb depends on visuomotor memory. The authors also
concluded that there is independent control between the leading and the trailing limbs related to
this difference in the use of visual information. The visual memory of the trailing limb for obstacle
avoidance has been shown to be robust enough to be retained during cessation of the task up to two
minutes after the leading limb has crossed in humans [7].

The hypothesis of independence between the two lower limbs was also reinforced by unexpected
perturbations due to contact with the obstacle and the fact that only the limb that made contact was
modified on subsequent obstacle crossings [8]. More recently, Howe et al. [9] found that lead limb toe
trajectory was affected by the combined loss of the lower half of the visual field and ankle skin local
anesthesia, whereas the trailing limb was only affected by loss of lower visual input. This emphasizes
differences in motor control between limbs. Finally, such differences in adapted limb control have been
highlighted during memory-guided obstacle crossing wherein the obstacle was removed and only its
position replaced by a contrast tape [10]. The success rate of the trailing limb was four times lower
than for the leading limb. The authors suggested that greater dependence on visual sampling during
the approach phase for the trailing limb could explain this degraded performance.

However, Santos et al. [11] suggested that the hypothesis of independence between leading
and trailing limbs could have been observed because of the predictability of the static environments
used. By changing obstacle dimension one step before clearance, the authors showed that the trailing
limb can use visual information from the leading limb’s obstacle crossing. In studying foot–body
balance geometries for adapted gait, Dugas et al. [12] perturbed obstacle placement both early and
late in the approach to and beginning of obstacle avoidance. Secondary findings of differences
between clearance and maximum foot heights for the leading and trailing limbs across perturbation
conditions further supported limb independence in leading and trailing limb adaptations within
non-predictable environments.

While limb independence seems well accepted, the above-noted studies using dynamic
environments also point to the ability to modify obstacle avoidance once it has been planned.
In an early example of this, Patla et al. [13] showed that relatively quick modifications of a planned
obstacle avoidance can be made when a second obstacle is introduced unexpectedly. Yet, all of this
work only supports the modification of an already planned strategy. Very recently, McFadyen et al. [14]
used virtual reality (VR) to instantly change environmental demands, requiring one to switch between
the respective knee and hip strategies described earlier either during the late planning stage at foot
contact preceding the obstacle or at the beginning of step execution for the leading limb. Results
showed that leading limb strategies could be switched within the late planning stage but appeared to be
“locked-in” once execution began, at least to allow the planned strategy to be initiated uninterrupted,
regardless of whether substituting a knee with a hip strategy or vice versa.

However, given the presumed independence between leading and trailing limb control for obstacle
avoidance noted above and differences in the underlying motor control, it is not clear whether the same
time-constrained control previously shown [14] exists for the trailing limb. Therefore, the purpose of the
present work was to study the ability to switch from a trailing limb obstacle avoidance strategy to a level
change accommodation strategy with the leading limb during either late planning or early execution
when following obstacle avoidance by the contralateral leading limb. Knowing underlying locomotor
control constraints could be relevant to clinicians for mobility training in pathologic populations.

2. Materials and Methods

2.1. Participants

Ten healthy young adults (24 ± 3 years; 5 males; height = 1.75 ± 0.79 m; mass = 67.5 ± 9.0 kg)
with normal or corrected-to-normal vision (Snellen chart eye test) and without musculoskeletal or
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neurological problems affecting their walking (self-reported) were recruited and provided their written
consent to participate to the experiment. The study was approved by the ethics committee of the
Centre intégré universitaire de santé et de services sociaux de la Capitale-Nationale (#2018-433).

2.2. Experimental setup and protocol

Non-collinear triads of markers were placed on the lateral aspects of the feet, lower legs and
thighs and at the level of the sacrum for the pelvis. Markers were tracked by nine cameras (Vicon
Motion Systems, Inc/MX T-series, Denver, USA; 100 Hz). Joint centers, segment centers of mass and
radii of gyration were estimated in relation to anatomical landmarks (heels, toes, 5th metatarsal heads,
medial/lateral malleoli, medial/lateral femoral condyles, left/right iliac spines and left/right anterior
superior iliac spines) digitized with respect to the segment marker triads during a calibration set-up.
It is unknown how limb dominance influences anticipatory locomotor adjustments (ALAs); and to
control for any possible variability, the dominant limb, as determined from the Waterloo Footedness
Questionnaire [15] (testing dominance during both movement and stabilization), was designated as
the trailing limb for initial obstacle crossing.

Surface electromyography (EMG) was recorded (Noraxon, Scottsdale, USA; 1000 Hz) with
electrodes on the mid-bellies of the rectus femoris (RF), vastus lateralis (VL), semitendinosus (ST),
biceps femoris (BF), tibialis anterior (TA), medial gastrocnemius (GM) and soleus (SOL) muscles of the
trailing limb. Signals were amplified (gain = 1000) and band-pass filtered at collection (15–500 Hz)
and then offline (20–400 Hz). Signal strength and crosstalk were verified by isometric testing of each
muscle, except for the GM and SOL, for which participants were asked to rise onto their toes while
standing in order to solicit these muscles.

Participants donned a security harness used to prevent a complete fall. A starting line was
determined at a point to allow the participant to make 3 steps at a self-selected natural speed with the
trailing foot landing on a force plate (Bertec Corporation, Columbus, USA, 1000 Hz) corresponding to
the final position before clearing an obstacle (1.6 cm2 wooden stick; Figure 1A). A second environment,
involving the same starting position, introduced a 1.5 m deep platform (Figure 1B) positioned at 0.71 m
(obstacle front to platform front) from where the obstacle was placed. Both surface changes were set
to heights between 15% to 16% of participants’ lower limb lengths. Participants were familiarized
with both physical environments performing five trials of stepping over an obstacle and five trials
to step onto the platform. Five additional trials of stepping over an obstacle with the leading limb
only and then stepping onto the platform with both limbs (Figure 1C) were carried out to practice the
experimental conditions requiring them to adjust for an obstacle with the leading limb first and a level
change to the platform with the trailing limb immediately after. For all trials, participants were asked
to walk at a natural pace.

After these trials in the real world, participants were fitted with a head mounted display (HMD,
Oculus Rift V1, Menlo Park, USA) tracked by three non-colinear markers. A virtual reality system
similar to the one used previously [14] produced a virtual environment (VE) resembling the laboratory
with the above described surface changes (Figure 1A,B). This VE was modeled in Blender and
programmed with Vizard (WorldViz, Inc, Santa Barbara, USA) to be synchronized to the participant’s
movements. The lower limbs of a first-person avatar were also aligned with those of the participant’s,
using a skeletal template from the Vicon data to allow participants to also see their lower limbs in real
time (refresh rate of 60 Hz). This was important for more realistic control of lower limbs during ALAs.
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Figure 1. Virtual environment with the obstacle (A), platform (B) and the half obstacle and platform (C).
The timing of instantaneous perturbations was triggered by a 20 N load at trailing limb heel contact
(D; T1) or at 20 N of unloading at trailing limb toe-off (E; T2).

After participants were comfortably fitted in the HMD, both real obstacle and platform
environments were also set in place and simultaneously presented in the VE, and participants
were invited to step over the obstacle, step onto the platform and touch them both with a foot for as
long as they needed to feel comfortable and to understand that the VE coincided spatially to the real
environment. Participants then finally practiced both obstructed environments individually as the
ALA tasks to be used in the protocol.

During data collection, participants were required to approach and step over the obstacle in the VE
that could disappear and be instantaneously replaced with a platform appearing 71 cm further along the
path requiring a new locomotor strategy by the trailing limb. Two experimental conditions, presented
in blocks counterbalanced across participants, were related to the timing of this VE change during
the trailing limb step preceding the obstacle at either foot contact (Figure 1D) or at the subsequent
toe-off (Figure 1E). The environment changes were respectively triggered when the vertical ground
reaction force under the trailing foot exceeded 20 N (T1 corresponding to late planning) and falling
below 20 N (T2 corresponding to execution). Each block was comprised of a total of 15 trials, including
5 environment perturbations and 10 catch trials without environment perturbations. Participants were
instructed to walk at a comfortable and natural rhythm and to adapt their gaits to the new environment
if presented. Participants were assured that the physical environment always corresponded to the
last environment that was presented in the HMD. To provide confidence to the participants, before
collection of each experimental block, participants first observed the instantaneous change from
obstacle to platform and then performed three practice trials for the environment, knowing it would
change at the respective time. Between all data collection trials, the image in the HMD was blacked out
and participants wore earphones that played pink noise at a volume determined to block all ambient
noise within the laboratory to prevent them from anticipating the upcoming condition.
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At the end of data collection, French versions of the simulator sickness questionnaire [16] were
used to measure simulator sickness, and the Presence Questionnaire [17] and SUS questionnaire [18],
both used to measure the degree of VE immersion, were administered.

2.3. Data analysis

Marker, force plate and full wave rectified EMG data were all passed through lowpass, zero lag,
Butterworth filters with cut-off frequencies set respectively to 6, 50 and 100 Hz based on previous
work [14,19]. Relative joint angles were calculated using Cardan rotation matrices prioritizing the
sagittal plane. Maximum relative joint angles (MJRA) during the ALA swing phase, minimum foot
clearance (MFC; the vertical distance between the heel and the obstacle or platform front edge) and
mean COM velocity (COMv; as the mean velocity in sagittal plane of pelvis COM during the ALA
stride) were also calculated. Newton–Euler inverse dynamics equations with a custom-made program
were used to estimate lower limb kinetics and energetics respectively for net muscle moments of force
(MMF) and muscle mechanical power (product of the MMF and relative joint angular velocities). These
data were normalized to body mass, and muscle mechanical work of the trailing limb was calculated
as the mathematical integral of targeted positive and negative power bursts corresponding to ankle
plantar flexor generation (push-off; A2), knee extensor absorption at the end of stance (K3), the delayed
knee extensor absorption around mid-swing (K3D), knee flexor generation at toe-off (K5) and hip flexor
generation at both toe-off (H3) and mid-swing (H3D). Hip hiking work (HH) around toe-off was also
calculated as the area under the positive power burst from the product of the vertical hip joint reaction
force and vertical hip joint velocity with positive power corresponding to energy from the pelvis.

The areas under muscle bursts for BF and ST EMG activity that aligned with the K5 power burst
for obstacle avoidance [1] were calculated. As in a previous study [14], we took electromechanical
delays into consideration by choosing these muscle bursts to begin at the local minimum prior to the
K5 power burst and continue for the duration found for the corresponding K5 power burst of that
trial. This allowed EMG data to provide physiological confirmation of knee flexor strategies across
conditions. To compare across participants, percentage changes in these EMG bursts from the mean
unperturbed trials for each perturbation time within each environment block were also calculated.
As there was no appropriate hip flexor muscle activity recorded (RF has not been shown to be a good
measure of a hip flexor activity [20]), no corresponding EMG areas were presented for hip flexion.

For descriptive time series data, EMG, kinematic, kinetic and energetic (muscle mechanical power)
data were normalized to 100% of stride, with toe-off fixed at 60% and ensemble averaged across trials
for each condition.

2.4. Statistical analysis

Repeated measures ANOVAs for perturbation conditions were used (SPSS, IBM, New York,
USA, v.24) to compare the three perturbation timings (unperturbed, early and late). Sphericity was
verified for each variable with Mauchly’s test of sphericity, and a Huynh–Feldt correction was applied
when appropriate. When main effects were found, Bonferroni-corrected post-hoc comparisons were
applied for further comparisons between conditions. A Wilcoxen signed-rank test was used to
compare percentage changes in targeted knee flexor bursts between T1 and T2 perturbated conditions.
Significance level was set to p = 0.05 (including after Bonferroni corrections) for all analyses. Effect
sizes (partial eta squared, η2) with 95 % confidence intervals (CI; {lower endpoint, upper endpoint})
are presented with ANOVA data.

3. Results

It appears that all participants tolerated the VE well given average low group scores of 0.31/3 ± 0.19
on the Simulator Sickness Questionnaire. In addition, average group scores of 5.51/7 ± 0.77 were found
on the Presence Questionnaire, and they were 4.54/7 ± 0.68 on the SUS Questionnaire, showing that
participants were relatively well immersed.
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Two participants contacted the platform without tripping when it appeared at trail foot toe-off
(T2). One of them contacted it twice and the other only once. These trials were kept for analysis
because the participants did not lose their balance and patterns prior to platform contact did not show
any outlying behavior.

Before presenting the dependent variables, the general pattern changes within the time series
patterns for angular displacement, net muscle moment of force and net muscle power plots are
described. Across the three joints, locomotor adjustments for the new VE were mostly seen around
toe-off and during the swing phase (Figure 2). At the ankle, a greater dorsiflexion occurred at mid-swing
when the obstacle changed to the platform at trailing foot toe-off (T2). The related kinetic and energetic
changes were less evident in the plots because of the relatively small mass of a foot to control during
swing phase compared to the whole body during the stance phase.

Figure 2. Average plots of angular displacement (top), net muscle moment of force (middle) and net
muscle power (bottom) at the ankle (left), knee (middle) and hip (right) joints of the trailing limb during
unperturbed conditions (gray line), and perturbations of obstacle to platform at T1 (O-P-T1; dashed
line) and T2 (O-P-T2; black line). Gait stride was normalized to 100% with toe-off fixed at 60%.
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At the knee joint, there was a decrease in knee flexion combined with a decreased knee flexor
moment associated with decreased generation for the early change (T1) at toe-off. For the late
perturbation (T2), kinetic and energetic curves were similar to those for the obstacle condition.

Finally, at the hip joint, hip flexion was higher when the obstacle changed to a platform, regardless
of the timing of perturbations (T1 or T2). The kinetic and energetic plots showed a larger hip flexor
moment combined with energy generation around toe-off (H3) when the platform appeared early
(T1). For the obstacle-only condition and late perturbation (T2), there was some hip flexor energy
generation at toe-off that switched to a hip extensor moment with energy absorption before returning,
at mid-swing, to hip flexor power generation (H3D). There did not appear to be any change in linear
hip hiking power (HH) across conditions.

To better understand how an obstacle avoidance strategy can change to level accommodation
strategy, specific kinematic variables were calculated and presented in Figure 3. First, MJRA of
dorsiflexion, knee and hip flexion during the obstacle crossing swing phase were all significantly
different across conditions with a main effect of time (p < 0.001 for the three joints; ankle η2 = 0.6811
CI{0.3308, 0.7906}; knee η2 = 0.8117 CI{0.5647, 0.8761}; hip η2 = 0.8340 CI{0.6107, 0.8907}). More
precisely, at the ankle, dorsiflexion was greater for late perturbation than O (p < 0.001) and O-P-T1
(p = 0.007) conditions, while O-P-T1 was similar to obstacle condition (p = 0.715). At the knee, MJRA
were only decreased for the early perturbation compared to the obstacle condition (p < 0.001) and to
late perturbation (p < 0.001), but the late perturbation was not different from the obstacle condition
(p = 1.000). At the hip, MJRA increased for both changes to Pl (p < 0.001 for T1 and T2), and no
differences were observed between the two perturbation timings (p = 1.000).

Figure 3. Average (standard deviation) of maximum joint relative angles (MJRA) during trailing
limb swing phase (A). Minimal trailing limb foot clearance (MFC) of the obstacle—negative values
correspond to the foot passing below obstacle level (B). Average pelvis center of mass (COM) velocity
during trailing limb swing phase (C) across unperturbed (blue), early perturbation of obstacle to
platform (O-P-T1, orange) and late perturbation (O-P-T2, gray) conditions.

Finally, MFC of the trailing foot over the obstacle had a main effect of time (p < 0.001; η2 = 0.7874
CI{0.3939, 0.8743}) with decreased MFC for early VE change compared to obstacle only and to the T2
perturbation (p < 0.001 for both), and late perturbation was not different than obstacle only (p = 1.000).
A main effect of time was also present for COMv (p = 0.002; η2 = 0.4987 CI{0.1064, 0.6677}). COMv was
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significantly slower for O-P-T2 condition than for the obstacle condition (p = 0.008) and for O-P-T1
(p = 0.025), but these latter two conditions were not different from each other (p = 0.673). We can see in
the plot of COMv (Figure 4) that participants appeared to slow down only during the swing phase.

Figure 4. Average plots of pelvis COM velocity (COMv) across unperturbed (gray), early perturbation
of obstacle to platform (O-P-T1, dashed line) and late perturbation (O-P-T2, black line) conditions. Gait
stride was normalized to 100% with toe-off fixed at 60%.

For the accommodation strategies related to the muscle mechanical work for the power bursts
around toe-off and during swing (Figure 5), ankle push-off (A2) remained unchanged across conditions
(p = 0.755; η2 = 0.028 CI{0, 0.1939}). Knee extensor absorption at the end of the stance phase (K3),
however, showed a main effect of time (p = 0.014; η2 = 0.4357 CI{0.0216, 0.6544}). Post-hoc analyses
showed a tendency of K3 to be augmented for early change (p = 0.053), but not for late one (p = 0.146),
and the O-P-T1 (obstacle-platform at T1) condition was not different than O-P-T2 conditions (p = 0.141).
For knee flexor generation (K5) and the subsequent delayed knee extensor absorption (K3D), there were
main effects of time for both power bursts (p< 0.001; η2 = 0.7894 CI{0.3962, 0.8756}, p= 0.001; η2 = 0.6356
CI{0.1944, 0.7786} respectively). Post-hoc analyses showed that K5 significantly decreased when the
obstacle switched to a platform early (O-P-T1; p < 0.001), but not late (O-P-T2; p = 1.000). Significant
differences were also observed between the two perturbation timings (p < 0.001). The delayed knee
extensor absorption right after K5 (K3D) was also significantly decreased for the early change compared
to the obstacle only (p = 0.002) and late perturbation conditions (p = 0.019). There was no difference
between late perturbated trials and obstacle only (p = 1.000). Hip flexor generation around toe-off (H3)
showed a general effect of time (p < 0.001; η2 = 0.7530 CI{0.3192, 0.8555}) and was augmented in an
early perturbation (O-P-T1; p < 0.001), but not for a late one (O-P-T2; p = 0.408). O-P-T1 and O-P-T2
conditions were also different from each other (p = 0.003). There was also a main effect of time for
the hip flexor generation during mid-swing (H3D; p = 0.005; η2 = 0.4685 CI{0.0637, 0.6578}). Post-hoc
analyses showed that it was increased for the late perturbation only (O-P-T2) compared to the obstacle
condition (p = 0.037) and to the O-P-T1 condition (p = 0.034) with no significant difference observed
between O-P-T1 and obstacle conditions (p = 0.379 ).The positive hip linear power burst at toe-off
showed a main effect of time (p = 0.009; η2 = 0.4830 CI{0.0925, 0.6568}) with an increase of power burst
for a late perturbation compared to the obstacle condition (p < 0.001). The obstacle condition was not
different from O-P-T1 (p = 0.519). O-P-T1 was not different from O-P-T2 (p = 0.242).
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Figure 5. Average (standard deviation) of net muscle work corresponding to ankle push-off (A2);
knee extensor absorption around (K3); after toe-off (K3D); after knee flexor generation (K5); hip flexor
generation around toe-off (H3); hip flexor generation at mid-swing (H3D); and hip hiking around
at toe-off (HH) across the unperturbed (O; blue), early perturbation of obstacle to platform (O-P-T1,
orange) and late perturbation (O-P-T2, gray) trials.

The related muscle activity is presented in Figure 6 for a participant with patterns representing what
was observed across all participants, specifically for the areas of interest for statistical testing. EMG plots
of tibialis anterior showed increased activity in swing during late perturbation (T2). Semitendinosus
(ST) and the biceps femoris (BF) activity showed higher activity at toe-off, corresponding to the K5
muscle power burst, for the obstacle and late perturbation (T2) conditions. All other muscles appeared
to be qualitatively similar across conditions. To confirm the qualitative observations for greater ST and
BF activity at toe-off corresponding to the K5 power burst, a percentage of change relative to obstacle
condition was calculated for each perturbation condition (Figure 7). For both targeted bursts of ST and
BF, muscle activity for the early perturbation condition was lower than for the late one (p = 0.017 for
ST; p = 0.007 for BF).
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Figure 6. Surface EMG of seven lower limb muscles of one representative subject across conditions
of unperturbed (O; gray), early perturbation of obstacle to platform (O-P-T1, dashed line) and late
perturbation (O-P-T2, black line) conditions.

42



Appl. Sci. 2020, 10, 2256

Figure 7. Percentage changes in the area under the curve of semitendinosus (ST) and biceps femoris
(BF) EMG activity corresponding to the K5 power burst across the early perturbation of obstacle to
platform (O-P-T1, orange) and late perturbation (O-P-T2, gray) conditions.

4. Discussion

ALAs are essential to maintaining equilibrium within the dynamic environments found daily.
Earlier work has shown the capacity to add onto an already planned ALA online [13], while a more
recent study has revealed that one can also switch from one ALA to another for the leading limb, but only
before ALA execution begins [14]. Yet, there is ample research to suggest differences in sensorimotor
control between leading and trailing limbs [6,7]. The present study involved a perturbation requiring
participants to switch from an initially planned obstacle avoidance ALA in the trailing limb to a
leading limb level change accommodation ALA. This strategy switch created a contrast between
what the leading and trailing limb planned and executed. As previously observed by McFadyen
et al. [14], it was also found here that a trailing limb ALA can be switched within the late planning
stage, but not once execution begins. In addition, it was found that, differently than for the leading
limb, the pre-existing hip flexor work at the transition to swing phase could be exploited after initial
execution to accommodate the need to step up to a higher surface level.

The current observation of the ability to switch trailing limb ALAs during late planning (T1) at
the same time as the leading limb executes obstacle avoidance, supports the fact that the leading limb
obstacle avoidance function was of insignificant influence on the trailing limb successfully switching to
a new ALA. Such an ALA switch must, therefore, be driven by visual information of the environmental
change. This ability to use visual information for trailing limb control has already been suggested for a
static obstacle avoidance situation when vision was manipulated during planning and approach [6].
In addition, Santos et al. [11] showed this in a more dynamic situation for changing obstacle heights
at a trailing limb foot contact (similar timing to T1 in the present study). However, previous studies
involved only modifying an already planned trailing limb strategy. In the present work, ALAs after
switching were very different for both limbs, and the leading limb knee flexor strategy to step over
the obstacle did not affect the capacity to switch ALAs within the trailing limb. This further supports
independent control between limbs [6,8,12]. It appears that the previously suggested feedforward
influence of leading limb function on trailing limb control [11] is thus context specific and likely only
true when both limbs perform the same ALA (i.e., both stepping over an obstacle).

Despite this lack of influence of leading limb control at the early switch (T1) of ALAs in the trailing
limb, it was observed that the initially planned obstacle avoidance strategy could not be canceled out
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at the beginning of its execution (T2). As noted above, this is probably not due to influence from the
leading limb and is more likely for the same reason discussed by McFadyen et al. [14] for switching
leading limb ALAs. Specifically, a locomotor strategy is not immediately modifiable once it is launched
regardless of being a leading or trailing limb. This inability to switch as execution begins (T2) was
clearly expressed in the lower limb kinematic, kinetic and EMG patterns with large effect sizes as
shown by the partial eta squared values for most variables.

Yet, despite the fact that ALAs could not switch at the beginning of the execution, some
modifications in locomotor patterns were seen at mid-swing. More precisely, for the T2 perturbation,
the trailing limb increased the already existing mid-swing delayed hip flexor generation (H3D) seen
for trailing limb obstacle avoidance. This was likely to compensate for the inability to increase the
pre-planned hip flexor generation at toe-off (H3) for obstacle avoidance. This may be similar to what
Patla et al. [13] proposed as an ability to exploit an on-going plan (in their case for knee flexion of the
leading limb) and modulate it online at a later latency. That is, the delayed hip flexor generation at
mid-swing would was already planned for trailing limb obstacle avoidance, but then further exploited
to replace lost H3 strategy for a platform ALA. In a previous study [14], when the leading limb
switched at execution, a hip extensor burst appeared during swing phase 300 ms after the environment
perturbation. This timing is similar to the fine-tuning stage of gait adaptations [6] and was considered
to be more a reactive response rather than a strategy substitution. The present study shows a similar
reaction time for the trailing limb for the increased H3D in mid-swing. This reactive strategy would
also be assisted by a slight increase in hip hiking power (HH) as well representing a frontal plane
contribution. Yet, this latter change on its own was at the same time as when the initially planned
obstacle ALA was first carried out. Thus, it would appear that HH is autonomous to the lower limb
ALA and can be added on at early latency, even when the newly erroneous obstacle ALA must be
initiated for the late perturbation at execution. The observed significant changes in H3D and HH
power bursts are supported by good effect sizes with approximately half the variance explained by the
conditions. However, with the larger confidence intervals, some caution is required.

Results at the ankle joint also showed greater mid-swing dorsiflexion and TA activity for the late
perturbation condition (T2) but without changes immediately following toe-off. This again supports
no immediate means to switch an ALA once executed, but an ability to adapt online at a later latency
as a reactive strategy. Why the ankle creates more dorsiflexion than the other conditions even if it
appears to finish the stride on the new surface level with the same relative joint angles between T1 and
T2 perturbations is unclear. It could be a preventative overshoot to avoid tripping in this reaction to
the new environment.

It is difficult from the present study to deduce the underlying neural control. With respect to the
same observations for lead limb ALA switching, McFadyen et al. [14] offered some conjecture from the
literature. They noted that perhaps motor plans involving posterior parietal cortex (PPC) [21] could
lead to muscle synergies set in the motor cortex through pyramidal tract neurons [22]. These synergies
may be initially locked-in upon execution, but can also be modified at a later point, perhaps through
reticular spinal neuron pathways suggested to be involved in pattern modifications [23]. In the present
study, wherein participants had to switch from a trailing limb obstacle crossing strategy to a leading
limb level accommodation strategy, it is highly likely that similar neural control is involved. However,
while PPC would likely be involved in trailing limb motor planning, it appears to also be important
for the visual memory of the obstacle for this limb [24,25]. However, this visual memory would be
useless in the current ALA switch. PPC cell discharge is related to bilateral function rather than any
specific limb. Thus, it could perhaps reorganize motor planning such that cells related to trailing limb
function would be inhibited while other cells related to the new leading limb function would need
to newly discharge in relation to the new position of the limb relative to the platform that appeared.
The premotor cortex (PMC) might also be involved in this transition from trailing to leading limb
roles given recent literature suggesting some limb-dependent cells of PMC in cats that contribute the
selection of the first limb to step over and the related interlimb coordination [26]. How such neural
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pathways are be related to the constraints in anticipatory and reactive control of trailing and leading
limb function for ALAs discussed above will require more study.

Although more research is required to understand any clinical relevance of these present findings,
given the differences in the underlying control of the leading and trailing limbs, it could be clinically
relevant to train each side in leading and trailing functions to improve dynamic balance. As to the
inability to switch ALAs once execution begins, but with online adaptation of hip flexors to assure
final and safe accommodation, perhaps reactive training could be another point of focus.

The present study is not without limitations. Virtual reality is a great way to control environmental
factors and produce protocols not possible in the physical environment. However, it is important
participants see it as being as real as possible. The results showed acceptable presence levels, but as
discussed in previous similar work [14], VR did also result in some behavior (higher foot clearance and
maintaining some knee flexor generation power (K5) for a platform accommodation) that is different
from what might be expected in an only physical environment. However, in this within-subject design,
we are confident that we were able to show general control changes between the ALA switching
conditions. The present study was also limited in number of participants and to healthy young adults
only. Further work is needed to understand such adaptability constraints and their consequences for
safe ALAs in other populations (e.g., older adults, populations with neurological impairments).

5. Conclusions

The present study involved switching from a planned trailing limb obstacle avoidance involving
a knee flexor strategy to a leading limb surface level accommodation involving a hip flexor strategy.
The findings showed that, despite presumed feedforward control involving the leading limb during
the original plan, such leading limb influence appears context specific, and the trailing limb can benefit
from ongoing visual information. However, there also appears to be a limb independent rule that
anticipatory locomotor adjustments can be switched during the planning phase, but at execution, the
planned pattern must be initiated. Yet, the control system appears able to exploit other aspects of the
ongoing lower limb control strategies, such as the hip flexor power at mid-swing, to accommodate to
the new locomotor demands of the environment. Underlying neural mechanisms for such flexibility
and constraints in anticipatory locomotor adjustments are only speculative for now and require further
study. More research is also needed to better understand the implications of such control for locomotor
control changes with age and impairments.
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Abstract: The aim of this study was to explore the underlying age-related differences in dynamic motor
control during different step ascent conditions using muscle synergy analysis. Eleven older women
(67.0 y ± 2.5) and ten young women (22.5 y ± 1.6) performed stepping in forward and lateral directions
at step heights of 10, 20 and 30 cm. Surface electromyography was obtained from 10 lower limb and
torso muscles. Non-negative matrix factorization was used to identify sets of (n) synergies across age
groups and stepping conditions. In addition, variance accounted for (VAF) by the detected number
of synergies was compared to assess complexity of motor control. Finally, correlation coefficients of
muscle weightings and between-subject variability of the temporal activation patterns were calculated
and compared between age groups and stepping conditions. Four synergies accounted for >85%
VAF across age groups and stepping conditions. Age and step height showed a significant negative
correlation with VAF during forward stepping but not lateral stepping, with lower VAF indicating
higher synergy complexity. Muscle weightings showed higher similarity across step heights in older
compared to young women. Neuromuscular control of young and community-dwelling older women
could not be differentiated based on the number of synergies extracted. Additional analyses of
synergy structure and complexity revealed subtle age- and step-height-related differences, indicating
that older women rely on more complex neuromuscular control strategies.

Keywords: EMG; muscle synergies; forward stepping; lateral stepping; aging; neural control

1. Introduction

Aging is associated with gradual changes in neuromuscular control [1,2]. Eventually, these changes
can have a major impact on fall risk, mobility and independence in older adults [3–5], which may be
exacerbated in post-menopausal women due to accelerated muscle wasting [5]. One major challenge
with assessing changes in neuromuscular control in healthy community-dwelling older adults is
that, due to the gradual nature of age-related neuromuscular deterioration, pre-clinical changes in
neuromuscular control of everyday tasks may go undetected [6]. In healthy older adults, changes in
neuromuscular control can be revealed by increasing task challenge. For example, by increasing gait
speed, cadence, step length, and step height [7–9].
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Step ascent, a functional task in daily life, provides a challenge that can easily be modified by
increasing step height and has been demonstrated to be an effective training stimulus to improve muscle
volume and functional ability in older women [10,11]. However, the effects of aging and task challenge
on the neuromuscular control strategies behind step ascent have not yet been thoroughly explored. In a
previous study conducted with older women, we found that peak activation of several major lower
limb muscles occurred during the ascent phase of stepping and that there is a positive dose-response
relationship between step height and peak muscle activation [10]. However, the increase in step height
was also accompanied by increased between-subject variance of peak activation magnitudes [10].
This could be attributable to a tendency of older adults to modulate their motor strategies (e.g.,
shifting joint moment generation from the knee to the ankle), in order to operate within the limits of
their physical capacity when ascending steps [12,13]. Additionally, it is unknown if other observed
age-related changes in neuromuscular control strategies, such as increased antagonistic co-contraction
of quadriceps and hamstrings to help maintain postural control during dynamic tasks [14–17], may
interact with increased task challenge.

One way to assess neuromuscular control is through muscle synergy analysis. Previous studies
have found that low-dimensional sets of motor modules, also known as muscle synergies, can be used
to reconstruct muscle activation patterns during various motor tasks [18–22]. These synergies are
composed of groups of muscles that are assumed to be activated by a single neural command [23].
It is thought that the central nervous system employs this modular organization to reduce the large
number of degrees of freedom inherent to the redundancy of the human musculoskeletal system [24],
and to allow for flexible but accurate response selection during motor tasks [25]. However, some
researchers have argued that modular recruitment of muscles might represent predetermined control
strategies and could merely be an effect of task constraints or optimized performance criteria, rather
than reflecting neural control strategies employed by the central nervous system [23,26]. Regardless of
the mechanisms underlying modular organization of muscle activation, extracting muscle synergies
from electromyographic (EMG) signals can provide important insights about neuromuscular control
strategies used to perform functional tasks [27]. In older adults with a history of falls, declines in
neuromuscular control are reflected in a decreased number of extracted synergies from walking tasks
that challenge dynamic balance [6]. A decreased number of synergies is indicative of decreased
complexity of motor control or a decreased motor repertoire. These underlying changes in synergy
complexity can be quantified using variance account for (VAF) by a given set of extracted synergies
and defining the number of synergies required to adequately reconstruct the original EMG signals
(indicated by a-priori or a-posteriori set thresholds for VAF) [28]. For example, high VAF by a limited
number of synergies represents decreased complexity of motor control, which is often associated with
neuromuscular pathologies such as cerebral palsy and stroke [6,27,29] and characterized by increased
levels of co-activation between individual muscles [30]. However, healthy aging is associated with
a more gradual process of physical decline and thus changes in complexity of motor control may
not manifest in a decreased number of synergies [8]. Consequently, age-related changes in motor
control may be better reflected by comparisons of VAF for a fixed number of synergies [29,31,32] or
by assessing changes in spatio-temporal organization of muscle synergies, such as altered module
composition and shifts in activation patterns [2,6]. Differences in spatio-temporal organization within
a stable number of synergies can arguably be considered more subtle than differences in the total
number of synergies as they tend to reflect compensatory or alternative motor strategies in order to
overcome increased or altered task challenges, whereas a decreased number of synergies is usually
used as an indication of neural impairments. Although it is currently unknown how aging and task
intensity affect muscle synergy organization during stair ascent, analyses of underlying differences
could provide a basis to improve detection of pre-clinical age-related deterioration in neuromuscular
control and more effectively target fall prevention programs at individuals most at risk.

Therefore, the purpose of this study was to explore muscle synergy recruitment during step
ascent in forward and lateral directions and with incremental step heights in young and older adults.
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Specifically, we aimed to assess the effects of age-related changes, task intensity, and their interaction
on complexity and organization of motor control by comparing the number of extracted synergies,
variance accounted for (VAF) by a fixed number of synergies, and spatio-temporal characteristics of
the extracted synergies across conditions.

2. Materials and Methods

2.1. Participants

Eleven older women (67.0 y ± 2.5, 161.3 cm ± 4.9, 64.4 kg ± 6.8) and ten young women (22.5 y ± 1.6,
168.9 cm ± 1.7, 64.2 kg ± 7.9) were recruited for this study. Potential participants were excluded if they
suffered from neurological or motor disorders, impaired balance control, or if they had been involved
in a structured training program in the last 6 months prior to participation in the study. This study
was approved by the Human Ethics Committee of KU Leuven in accordance with the Declaration of
Helsinki and registered with the Clinical Trial Center UZ Leuven (S56405). All participants signed
informed consent prior to participation in the study.

2.2. Experimental Protocol

Participants performed a series of stepping tasks consisting of stepping onto a wooden block in
forward direction (Fstep) and in lateral direction (Lstep). Task intensity was determined by the height
of the block (10, 20 and 30 cm) [10]. A previous study by Singh and Latash revealed that muscle fatigue
can cause higher variability of muscle activation patterns and composition of synergy components [33].
In contrast with more common tasks used for muscle synergy analyses (e.g., gait and perturbation
trials), step ascent with incremental heights presents a relatively high physical challenge for older
adults [10], thus increasing the risk of fatigue with a high number of repetitions. Pilot testing showed
that, despite regular breaks, execution of more than three repetitions per trial, combined with the
number of trials, was already quite fatiguing for the older women in this study. Therefore, each trial
consisted of three repetitions to avoid confounding effects of fatigue on synergy composition. Every
repetition was performed with the dominant leg first, followed by the trailing leg, and ending in double
support on top of the block. Left-right dominance was determined during familiarization by noting
with which foot participants preferred to take the first step. As a control question, participants were
asked with which foot they would prefer to kick a ball [34]. Only two participants (both young women)
showed left-side dominance. Step ascent was assessed in both forward and lateral directions, as these
are functional tasks that require simultaneous coordination of the hip, knee and ankle musculature and
can be challenging for older adults [12,13]. Stepping up in forward direction shows close functional
resemblance to stair-climbing [34], which is an activity of daily life associated with high fall risk in older
adults [35]. Stepping up in lateral direction is a less common task for older adults and can provide
an additional challenge to the hip abductors, which play an important role in medio-lateral balance
control [36]. The speed of task execution was controlled by a metronome at 1 second for ascent, 1 second
stance, and 1 second descent to avoid differences in muscle activation due to explosive movements.

2.3. Kinematics

Kinematics were recorded at a sampling rate of 100 samples/s by means of 3D motion capture
cameras (Vicon®, Oxford Metrics, Oxford, UK). Infrared reflective markers (diameter 14 mm) were
placed on both heels and the sacrum. Only data from the ascent phase were used for analysis. Based
on the kinematic data, the start of the ascent phase was defined at 200 ms prior to initial vertical
displacement of the leading heel marker beyond 2× the standard deviation obtained during normal
stance. The end of the ascent phase was defined at 500 ms after maximum knee extension, defined as
the maximum relative distance between the heel and sacrum. Two sub-phases (foot clearance and
pull-up) of step ascent were defined using the dominant heel marker trajectories. The shift from foot
clearance to pull-up phase was defined at 100 ms after vertical displacement of the leading heel marker
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dropped below 2× the standard deviation obtained during normal stance. Kinematic data from the
trailing heel were included to detect and eliminate trials with undesirable events, such as the toe
getting caught on the edge of the step. No such events were detected.

2.4. Electromyography

Muscular activation was collected unilaterally from ten lower limb and trunk muscles on the
dominant side using surface electromyography (EMG) (Aurion®, ZeroWire, Milan, Italy) sampled
at 1000 samples/s. Activation was recorded from the following 10 muscles: the tibialis anterior (TA),
the lateral head of the gastrocnemius (GL), soleus (SOL), vastus lateralis (VL), rectus femoris (RF),
biceps femoris (BF), semitendinosus (ST), gluteus maximus (GMAX), gluteus medius (GMED), and the
erector spinae (ERS), in accordance with SENIAM guidelines [37]. The skin was shaved and thoroughly
rubbed with an alcohol swab to ensure optimal conductivity. Bi-polar Ag/Ag-Cl electrodes (Ambu®

BlueSensor P, Ballerup, Denmark) were then placed on the belly of the muscles with an inter-electrode
distance of 25 mm. Sampling of kinematic and EMG data was synchronized.

2.5. Synergy Extraction and Data Analyses

All EMG and kinematic data were processed using custom MATLAB scripts (MATLAB R2014b,
MathWorks®, Natick, MA, USA). The EMG signals were high-pass filtered with a 1st order Butterworth
filter with a cut-off at 20 Hz, full-wave rectified and smoothed with a 0.1-s moving average window [10,38].
EMG signals from forward and lateral stepping were normalized to the respective maximum activation
obtained over all trials performed in the congruent direction so that activation could not exceed
100% [39,40]. The EMG signals were time-synchronized with the kinematically defined start and end
points and subsequently normalized over time to define 0%–100% of the step cycle. Finally, because
EMG data were only collected during step ascent and therefore represented intervals, rather than
continuous activation patterns (as would be the case during gait trials), signals were averaged over the
three repetitions performed in each condition. The choice to average signals rather than concatenating
them was made in order to obtain the best reconstruction quality for our relatively short intervals, at the
risk of losing information on step-to-step variability [40].

Muscle synergies were extracted from the individual average EMG data matrix using non-negative
matrix factorization (NNMF). NNMF calculates muscle synergies (W) and their relative temporal
activation patterns (C), resulting in muscle activations being represented as W × C + e. W represents
the relative muscle co-activation, defined as the relative weight of each muscle per synergy, and is
constructed as an m × n matrix where m is the total number of muscles and n is the selected number of
synergies. C represents the temporal activation patterns and is constructed as an n × t matrix where
t represents the number of data points over normalized time (100 per individual trial) and e is the
residual error matrix [22,41]. The algorithm was repeated 1000 times for each subject to avoid local
minima. The appropriate number of synergies was defined using two criteria. First, using an iterative
process where the number of synergies varied between 1 and 10, the minimum number of synergies was
selected based on the number required to reach ≥ 85% of group-averaged variance accounted for (VAF).
As an additional local criterion, synergies had to account for ≥75% VAF for each individual muscle [42].
This double criterion approach was selected in order to adequately reproduce relevant features of the
synergy compositions. VAF was defined as the uncentered Pearson correlation coefficient between
W × C and the EMG amplitude time series. To compare spatio-temporal characteristics, individual
synergies obtained from different subjects were pooled and matched based on the correlation of their
structure (muscle weightings in each synergy of W) using a custom cluster analysis algorithm [43]. If a
synergy showed equal correlation to more clusters, that synergy remained in the pool it was initially
assigned to. Each synergy of W and C was subsequently averaged over all participants in that age
group. For comparisons between age groups, the group-averaged synergies were also matched based
on their structure using cluster analysis. Finally, we computed time-averaged standard deviations of
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the synergy activation patterns, with a fixed number of synergies, to assess if age-related differences in
group-averaged VAF could be affected by between-subject variability of temporal activation patterns.

2.6. Statistical Analyses

Statistical analyses were performed with SPSS (IBM® SPSS v23 Statistics for Windows, Armonk,
NY, USA). For both step directions, two-way repeated measures ANOVA (age × synergy number) for
VAF was used to assess the interaction effect of age and number (n) synergies on VAF [39]. The number
of synergies needed to adequately reconstruct the EMG signals was then determined using the iterative
process described in the previous paragraph. Subsequently, two-way repeated measures ANOVA (age
× step height) was used to assess the main and interaction effects of age and step height on synergy
complexity, which was defined as VAF obtained with n synergies [29] fixed to four. Data were tested for
normality with a Kolmogorov–Smirnov test. Sphericity was checked using Mauchly’s test for sphericity.
If a significant main effect was found, post-hoc tests comparing differences between age groups were
performed using independent samples t-tests, while related-samples t-tests were used to compare
differences per step height and synergy number. Alpha was set to 0.05 for all statistical tests.

Similarity of muscle synergies (based on muscle weightings, W) was quantified based on Pearson’s
correlation coefficients where r> 0.7 represented significant similarity and r> 0.45 represented marginal
similarity [20,44]. Correlated synergies within age groups between step heights, and between age
groups for each step height, were considered to be shared synergies, while non-correlated synergies
were considered task-specific or age-related synergies [44]. Differences in muscle contributions to each
synergy (W) between age groups were checked using Mann–Whitney U tests.

3. Results

Time-normalized kinematic data from the heel and pelvic markers showed high similarity (r >
0.9) in averaged vertical displacement over time between young and older women for all step heights.
An example of the averaged vertical displacement patterns and standard deviations at 30 cm step
height is provided in Figure 1.

Two-way ANOVA (age × synergy number) of VAF revealed significant main effects of synergy
number for all step directions and heights (p < 0.001), but no interaction effects with age (p ≥ 0.05).
A significant main effect of age (p = 0.028) was detected only for lateral stepping at 30 cm. For the
group-averaged VAF, four muscle synergies were required to achieve a threshold level of 85% VAF for
reconstructed signals across both age groups, step directions and step heights (Figure 2). This indicates
that age, step direction and step height did not affect the number of synergies needed to reconstruct the
EMG data. Consequently, the following results were obtained assuming n = 4 synergies. For forward
stepping, four synergies accounted for 90.5%, 89.8% and 91.8% of variance in young women and
88.5%, 87.3% and 87.4% in older women for step heights of 10, 20 and 30 cm respectively. In lateral
stepping, VAF by four synergies was 90.3%, 90.0% and 91.7% in young women and 88.2%, 88.0% and
87.4% in older women for step heights of 10, 20 and 30 cm respectively. Two-way ANOVA (age × step
height) on VAF obtained from n = 4 synergies revealed a significant main effect of step height (p =
0.002) and age (p = 0.026) in forward direction, but not in lateral direction (p = 0.187 and p = 0.138
respectively). No significant age × step height interaction effect was found for either step direction (p
> 0.05). For forward stepping, related-samples t-tests revealed a significant difference between step
heights of 10 cm versus 20 and 30 cm (p = 0.009 and 0.014 respectively), but not between 20 and 30 cm
(p > 0.05). Independent samples t-tests revealed a significant difference between age groups for each
step height (p = 0.005, p = 0.041 and p = 0.019 for 10, 20 and 30 cm respectively).

53



Appl. Sci. 2020, 10, 1987

F
ig

u
re

1
.

A
ve

ra
ge

d
ve

rt
ic

al
di

sp
la

ce
m

en
to

ft
he

he
el

an
d

sa
cr

um
in

yo
un

g
(l

ef
tc

ol
um

n)
an

d
ol

de
r

w
om

en
(r

ig
ht

co
lu

m
n)

at
30

cm
st

ep
he

ig
ht

in
fo

rw
ar

d
di

re
ct

io
n

(F
st

ep
)a

nd
la

te
ra

ld
ir

ec
ti

on
(L

st
ep

).
Ve

rt
ic

al
lin

es
in

di
ca

te
av

er
ag

e
po

in
to

ft
ra

ns
it

io
n

fr
om

fo
ot

cl
ea

ra
nc

e
to

pu
ll-

up
ph

as
e.

54



Appl. Sci. 2020, 10, 1987

Figure 2. Averaged variance accounted for (VAF) by number of extracted synergies at step heights of
10, 20 and 30 cm in forward (Fstep) and lateral (Lstep) stepping directions for young and older women.
The appropriate number of synergies was defined as the least number of synergies required to reach >85%
VAF (indicated by dashed lines) and a reconstruction quality of ≥75% VAF for each individual muscle.

Comparisons between muscle weightings (Table 1, Figures 3 and 4) showed that synergy 2 and 4
had high inter-step height similarity for both age groups and step directions. Synergy 4 also appeared
to be highly similar between age groups. In synergy 2, a lower similarity between age groups was
found, probably due to a difference in quadriceps/hamstring co-activation, as characterized by a
significantly decreased contribution of the quadriceps and increased contribution of the hamstrings
for most stepping conditions in older women. The composition of synergy 3 appeared to be the most
variable. In contrast with forward stepping, which showed a robust synergy organization within and
between age groups, lateral stepping resulted in lower correlations between step heights for the young
group when compared to the older group.

Table 1. Similarity index (Pearson’s r) of synergy weightings, across step heights for each age group, and
across age groups for each step height. Results are displayed separately for forward stepping (Fstep) and
lateral stepping (Lstep). Grey =marginal similarity (r > 0.45) and black = significant similarity (r > 0.7).

Young Women Older Women Young vs. Older Women

10 cm vs.
20 cm

20 cm vs.
30 cm

10 cm vs.
30 cm

10 cm vs.
20 cm

20 cm vs.
30 cm

10 cm vs.
30 cm 10 cm 20 cm 30 cm

Fstep Correlation coefficients (r)

Synergy 1 0.64 0.56 0.87 0.84 0.76 0.88 0.61 0.02 0.69

Synergy 2 0.95 0.96 0.87 0.88 0.84 0.83 0.59 0.76 0.73

Synergy 3 0.44 0.70 0.89 0.74 0.43 0.85 0.88 0.71 0.85

Synergy 4 0.96 0.95 0.89 0.91 0.78 0.86 0.89 0.85 0.74

Lstep Correlation coefficients (r)

Synergy 1 0.94 0.48 0.38 0.56 0.95 0.54 0.48 0.67 0.03

Synergy 2 0.61 0.90 0.40 0.83 0.91 0.95 0.19 0.51 0.79

Synergy 3 0.90 0.43 0.15 0.88 0.94 0.71 0.90 0.82 0.29

Synergy 4 0.70 0.66 0.95 0.76 0.64 0.80 0.90 0.75 0.76
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Analyses of the temporal activation patterns (Figures 3 and 4) and the time-averaged standard
deviation of these temporal activation patterns (Figure 5) showed that the between-subject variability
of activation timing for most step heights and directions was significantly higher in the older cohort.

 

Figure 5. Between-subject variability (time-averaged standard deviation) of temporal activation patterns
across time-normalized trials, expressed as a percent of 100 (in arbitrary units, n synergies = 4). Data are
displayed separately for forward (Fstep) and lateral (Lstep) step directions with step heights of 10, 20
and 30 cm. * indicates a significant difference at p = 0.05, ** indicates a significant difference at p = 0.01.

4. Discussion

The purpose of this study was to investigate the effects of age and task challenge on neuromuscular
control and resultant complexity of neuromuscular activation patterns of women during step ascent by
examining muscle synergy organization during stepping tasks with incremental step heights in both
forward and lateral directions.

Our results show that complexity of motor control is quite robust across step heights and age
groups for stepping in forward and lateral directions. We found no differences in the number of
synergies between age groups and step heights for either age group. Further analyses of VAF by four
synergies revealed main effects, but no interaction effect, of age and step height on complexity of motor
control during forward stepping, indicating subtle differences that could not be detected by analyses
of the number of extracted synergies. These analyses revealed that older women actually exhibited
more complex motor control strategies, indicated by lower VAF [29], for each step height. Additionally,
forward step heights of 20 and 30 cm yielded a significantly lower VAF at n = 4 synergies compared to
10 cm. Comparisons of muscle synergy organization revealed that muscle contributions to individual
synergies (e.g., muscle weightings) during forward stepping were quite robust between step heights
for both age groups. Finally, age-related differences in synergy organization were characterized by a
notably lower similarity index between step heights for lateral stepping in young women and increased
between-subject variability of the temporal activation patterns in older women.

The extraction of four synergies from step ascent is in agreement with previous studies of
locomotion in healthy adults that included a maximum of ten lower limb muscles [24,40]. An important
aspect of this study is the inclusion of EMG signals obtained from 10 lower limb muscles, including the
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gluteus medius, gluteus maximus and the erector spinae. Our results were in line with a previous
study by Oliveira et al., who also found four synergies were sufficient to reconstruct the EMG signals
of ten lower limb muscles. However, they also proposed that the addition of EMG measurements
from hip extensors and abductors during gait would likely increase dimensionality [40]. Our data
show that this is not necessarily true for step ascent. For example, during forward stepping, gluteus
medius activation coincided with activation of the triple extensors (gluteus maximus, plantar flexors
and rectus femoris). During lateral stepping, inclusion of the gluteus medius and erector spinae did not
increase dimensionality in the form of an additional synergy as their activation coincided mainly with
tibialis anterior activation during lift-off of the trailing foot and trunk stabilization prior to the double
support phase after ascent. In line with previous studies including healthy older adults, our results
indicate that age did not affect the number of synergies required to reconstruct the muscle activation,
which implies that the complexity of motor control (or motor repertoire) of our healthy older cohort
was not reduced [6,8,17,45]. However, we were surprised to find that the VAF at a fixed number of
synergies, which can be used as an alternative way to assess complexity of motor control [29], was
decreased in older women and with step height, indicating increased rather than decreased complexity.
We propose that this may be due to the increased challenge posed by step ascent for older adults,
forcing some to adopt different motor strategies to compensate for decreased physical capacity [15,46].
As a consequence, the organization or timing of motor modules may be altered, inevitably leading
to higher between-subject variability in older adults compared young adults. The assumption that
shifts in muscle synergy organization are attributable to (relative) increases in task challenge is in line
with previous findings by Routson et al., showing that changes in speed, cadence, step length, and
step height during gait can lead to altered temporal activation patterns [7]. Additionally, other studies
have explored the interaction between age and task challenge during gait and found that walking
at a higher than preferred cadence revealed small differences in spatio-temporal characteristics of
neuromuscular control in older but not in young adults [8,9], although this proposed interaction effect
was not confirmed by our results.

More detailed analyses of synergy organization in our older cohort revealed a trend towards increased
contribution of the hamstrings and decreased contribution of the quadriceps in synergy 2, indicating
an increase in quadriceps/hamstring co-activation during the initial foot clearance phase for both step
directions compared to young women. These results are in line with findings from previous studies
that have shown elevated muscle co-activation in older adults to increase joint stiffness and enhance
stability during activities of daily life, such as stair climbing and single step descent [17,47–49], and
directly affect muscle synergy organization [8,17]. Additionally, comparisons of synergy organization
across step heights revealed that, in young women, increasing the step height from 20 to 30 cm was
associated with an increased contribution of the gluteus medius and maximus to synergy 1 and of
the calf muscles to synergy 3 during foot placement and the initial pull-up phase of ascent in lateral
direction, while the composition of the remaining synergies remained similar. These changes indicate
that some synergies reflect basic motor patterns which are activated during a variety of tasks, whereas
other synergies can be flexibly recruited to match task-specific demands [20,44], such as the increased
challenge to medio-lateral stability imposed by increased step heights. This is reflected by kinematic
analyses of motor strategies for stair negotiation, showing both common and variable patterns, with the
highest variability often seen at the hip joint [50]. The age-related differences in neuromotor strategies
found in this study were reflected by subtle differences in kinematic profiles of the heel and sacrum.
For example, visual inspection (Figure 1) revealed that, for older women, average vertical displacement
of the sacrum was more linear in both directions with distinctly higher between-subject variability
during the pull-up phase of forward stepping and higher between-subject variability of heel peak
height during the foot clearance phase. However, these kinematic profiles were primarily included to
define start and end points of each step cycle. As such, they provide limited information about how
muscle synergy organization affects strategies such as total lower limb extension patterns and joint
kinematics and kinetics and should be a focus of future studies [50].
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Additional analyses were included to detect possible age-related differences of temporal activation
patterns. Our results did reveal higher between-subject variability of temporal activation patterns,
indicating increased heterogeneity of motor control strategies within the older cohort. This may
reflect a relative increase in functional demand imposed by step heights of 20–30 cm in this age
group, necessitating individual modulations of synergy timing to compensate for decreased physical
capacity [7,12]. Higher between-subject variability of temporal activation patterns associated with
increased task challenge in young women indicates that synergy organization is likely also associated
with differences in motor skill levels [27]. This is illustrated by notable changes in between-subject
variability of activation patterns in synergies 1 and 3 between step heights of 20 and 30 cm in lateral
direction. Finally, although not the primary focus of this study, the differences in synergy organization
between forward and lateral stepping are in line with findings from previous studies, showing that
EMG recruitment patterns are task-specific for forward and lateral stepping [34,51].

Some limitations of this study have to be recognized. We chose to include only women in this
study. As such, additional research is required to assess if these findings also apply to older males. EMG
was only collected from the dominant leg. For this reason, differences in motor strategies involving
additional push-off force of the trailing leg could not be analyzed [25]. Additionally, due to the technical
limitations of surface EMG recording, no data were collected from the deeper thigh muscles such as the
hip adductors. Future studies involving step ascent should consider including the hip adductors in order
to increase dimensionality and provide information regarding the effects of antagonistic co-contraction
of the hip ab- and adductors. Finally, a possible limitation lies with averaging EMG signals of individual
participants over three repetitions of the same trial, rather than concatenating them prior to running the
factorization algorithm. This may have led to a decrease of detail in the data [40].

5. Conclusions

Neuromuscular control of young and community-dwelling older women in stepping up in
forward and lateral direction could not be differentiated based on the number of synergies. However,
additional analyses of synergy complexity, such as VAF by the given number of synergies, and synergy
structure revealed several age- and step-height related differences. These findings show that the ability
to modulate synergy composition is well preserved in healthy older women and that they respond
to more challenging physical tasks by adapting basic muscle recruitment patterns. This results in
more complex motor control patterns despite evidence of increased antagonistic co-activation, likely
indicating increased involvement of mechanisms for balance control.
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Abstract: Modifications in load-related sensory input during unloaded walking can lead to
recalibration of the body schema and result in aftereffects. The main objective of this study was to
identify the adaptive changes in gait and body-weight perception produced by unloaded walking.
Gait performance during treadmill walking was assessed in 12 young participants before and after
30 min of unloaded walking (38% body weight) by measuring lower limb kinematics, temporal gait
measures, and electromyography (EMG). A customized weight-perception scale was used to assess
perception of body weight. Participants perceived their body weight to be significantly heavier than
normal after unloading while walking. Angular displacement about ankle and knee was significantly
reduced immediately after unloaded walking, while temporal gait parameters remained unchanged.
The EMG activity in some muscles was significantly reduced after unloading. These findings indicate
that walking at reduced body weight results in alterations in segmental kinematics, neuromuscular
activity, and perception of body weight, which are the aftereffects of motor adaptation to altered
load-related afferent information produced by unloading. Understanding the adaptive responses
of gait to unloading and the time course of the aftereffects will be useful for practitioners who use
body-weight unloading for rehabilitation.

Keywords: motor adaptation; body-weight unloading; gait adaptation; treadmill walking; spaceflight;
lower-body positive pressure

1. Introduction

The sensorimotor system is comprised of sensory systems, motor systems, and the central
integration processes that help in producing and controlling movements. The vestibular, proprioceptive,
and visual systems provide sensory information from the external environment as well as that related
to body position and movement. The sensory inputs from these systems are integrated in the central
nervous system (CNS) following which appropriate motor commands are generated and sent through
the descending pathways to the various body segments. Any changes in the sensory information
either due to changes in the environmental condition or body condition will affect movement control.
The process that enables us to modify and maintain accurate movements as sensory condition changes
is called motor adaptation [1].

Several studies have investigated motor adaptation using a variety of experimental paradigms.
One of the ways is by studying the changes in the movement characteristics produced by adding
and subsequently removing sensory (visual, proprioceptive, acoustic, and vestibular) distortions or
perturbations while performing motor tasks [2–5]. One of the common locomotor adaptation paradigms
involves studying locomotor changes by altering the normal interlimb relationship during walking
by changing the speeds of treadmill belts relative to each other (commonly called split-belt treadmill
walking [6–8]). Adaptive changes in step length and double support time are observed during split-belt
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walk. Similarly, in another paradigm, the effect of increased trunk rotation during walking was studied
by having the subjects walk along the circumference of a rotating disc for 2 h [9]. Subsequently, after
the adaptation session, the subjects were found to produce curved walking trajectories. Likewise,
adaptive changes in heading direction in response to modifications of the direction of optical flow was
also observed after exposing subjects to a visual scene that gave the perception of walking along the
perimeter of a room [10].

Body-weight unloading (BWU) using various types of body-weight support systems is used
to study locomotor adaptation in response to reduced load input [11–14]. Load-related sensory
information is essential for regulating the timing, phasing, and magnitude of neural activities that
generate locomotor patterns during stepping [15–17]. They also help in maintaining balance control
during locomotion and gait termination [18–20]. Lower-body positive pressure (LBPP) is an emerging
technology that is used to provide body-weight support [21]. It consists of an air chamber that covers
the lower part of the body. When inflated with positive pressure, the lower part of the body is lifted
upwards from the hips and the body weight is reduced. LBPP is regarded as one of the superior
methods of unweighting when compared to upper-body harness [21]. Upper-body harness partially
supports the body weight and results in the formation of pressure points. LBPP on the other hand results
in uniform distribution of air pressure around the entire surface of the body while still maintaining
normal muscle activation and is thus considered superior [22,23]. Body weight as large as 80% can
be unloaded in increments as small as 1% using this system. An antigravity treadmill is a special
type of treadmill that is equipped with an LBPP air chamber and provides an opportunity to study
locomotor adaptation to BWU. Several studies using either the antigravity treadmill or the vertical
harness system have investigated the immediate effects of BWU on metabolic energy expenditure and
locomotor performance [12,13,24–26]. A linear decrease in stride frequency, vertical contact forces,
stance time, peak hip and knee flexion, and extensor and flexor muscles’ activity burst during the
stance phase with BWU has been reported [24,26–28].

Besides having acute effects on gait performance, exposure to BWU for a short period of time in the
order of a few minutes and subsequent reloading can alter movement characteristics [29,30]. Further,
prolonged exposure to BWU for a longer period of time in the order of a few months can also produce
significant changes in movement characteristics that last for a significant period of time as seen in
crewmembers returning from space [20,31–34]. Due to the fact that adaptive changes produced during
spaceflight is coupled with changes in structural and functional characteristics of the neuromuscular
system, we cannot compare it with short-term changes that we observe on the ground that are solely
produced by reduced body load. However, studying the adaptive changes to short-term BWU can
improve our understanding of the mechanism adopted by the sensorimotor system during adaptation.
Also, with the increase in use of BWU for treadmill training in patients with neurological impairments,
studying the adaptive changes to short-term BWU may provide valuable information to practitioners
who administer gait or balance rehabilitation using it [21,35,36].

The main objective of this study was to investigate changes in locomotion produced by 30 min of
walking at a reduced body weight, which roughly relates to that of Martian gravity (38% of normal
body weight). Locomotion was assessed by measuring temporal gait parameters, changes in joint
angles, and neuromuscular activation of the lower limbs before, during, and after the adaptation
session. We also assessed the adaptive changes in subjective body-weight perception as a function of
movement context (walking, standing, and sitting). Body-weight perception was assessed using a
customized weight scale. It was hypothesized that the effect of unloaded walking on weight perception
would vary as a function of movement context.
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2. Materials and Methods

2.1. Participants

Twelve young and healthy participants (23.7 ± 3.3 years; 6 males and 6 females) participated in
the study. The experimental protocol was approved by the institutional review board at the University
of Houston and was conducted in accordance with the Declaration of Helsinki. The participants were
screened using a modified physical activity readiness questionnaire (PAR-Q) [37]. This questionnaire
was used to assess if the participants were physically fit and for any conditions that might affect gait
and balance. The participants were excluded if their response was “yes” to any of the questions in the
modified PAR-Q.

All the participants attended three data collection sessions, which were conducted on three
separate days. Their gait performance was assessed during one of the three sessions before, during, and
after the adaptation sessions. On the other two days, participants performed two different tests before
and after the adaptation sessions while being seated and while standing (Figure 1). These tests were part
of another study. Weight perception was assessed on all the three days before, during, and after the two
adaptation sessions. During the adaptation sessions, the participants walked continuously for 30 min
while being loaded (100% body-weight/control condition) or unloaded (38% body-weight/unloading
condition). Post-adaptation sessions consisted of either continuing to walk, sitting, or standing
without any movements. The order of the three sessions as well as the order of the two adaptation
sessions (control and unloading condition) within each session were randomized across the participants
(Figure 1). An overview of the experimental design is depicted in the flow chart below.

 

Figure 1. Flow chart describing the experimental design of the study.

2.2. Body-Weight Unloading

Participants were unloaded using an LBPP antigravity treadmill to unload the body weight.
The participants donned a pair of neoprene shorts that were used to zip them into the antigravity
treadmill. Once inside the chamber, the inside pressure was calibrated and set to a level that
corresponded either to 100% body weight or 38% body weight.

2.3. Gait Assessment

After a familiarization period, baseline gait performance (preadaptation) was measured for a
duration of two minutes prior to each adaptation session as the participants walked inside the chamber
at normal (100%) body weight at a speed of 1 m/s (Figure 2). Following the baseline assessment,
they performed the adaptation session for a period of 30 min. In the case of the control adaptation
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session, they continued to walk at 100% body weight while, during the unloading adaptation session,
they were unloaded to 38% body weight. After the adaptation session, the participants performed
the post-adaptation session during which their gait was once again assessed at normal body weight
(Figure 1). After this, they were given a mandatory break of at least 10 min before starting the
other session.

Participants’ gait performance was assessed by measuring kinematics, electromyography (EMG),
and temporal parameters before, during, and after the two adaptation sessions. Lower limb kinematics
along the sagittal plane were measured by using goniometers (Biometrics©) attached unilaterally
on the right ankle and knee joint. Joint kinematics were restricted to ankle and knee joints since the
chamber frame obscures the pelvis and hip making recording of the hip motion prohibitive. Kinematic
data were collected at a sampling rate of 1000 Hz. EMG was recorded using bipolar surface electrodes
(Delsys© Trigno TM wireless EMG system) at a rate of 2000 Hz. EMG was recorded from four muscles
viz tibialis anterior (TA), medial head of gastrocnemius (GA), rectus femoris (RF), and biceps femoris
(BF) muscles of the right leg. A pair of foot switches (Biometrics©) were attached to the sole of the
right foot, one under the great toe and the other under the heel. The data from the foot switches were
recorded at a rate of 1000 Hz and were used to determine foot-fall events in the gait cycle.

 

Figure 2. Figure illustrating the setup of lower-body positive pressure (LBPP) or antigravity treadmill.

2.4. Weight Perception

Weight perception was assessed during all three sessions, both during and after the adaptation
sessions. We used a 7-point scale, with 1 being very light and 7 being very heavy. The participants
were instructed to mentally assign the weight they perceived prior to the adaptation session as 4 on
the 7-point scale that translated to “normal” weight. They were instructed to report their perception
of weight relative to this during the adaptation session and at three different time intervals after the
adaptation session, which were immediately after (T+0), 5 min (T+5) after, and 10 min (T+10) after
the session.

2.5. Data Analysis

Data analysis for temporal gait measures, kinematics, and EMG was primarily focused on 7 epochs
for each of the control and unloading conditions (Figure 3). These were:

1. Mean of the first 30 strides after one minute of walking before the unloaded or control adaptation
session (T0)

2. Mean of 30 strides just prior to the completion of the control or unloading adaptation session
starting from 29 min (Tduring)
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3. Mean of the first 30 strides immediately after 30 min of the adaptation session (control and
unloading), i.e., immediately post adaptation (T1)

4. Mean of 30 strides immediately after the first 100 strides of the post-adaptation session
(101–130 strides) (T2)

5. Mean of the first 30 strides immediately after 3 min of the post-adaptation session (T3)
6. Mean of the first 30 strides immediately after 6 min of the post-adaptation session (T4)
7. Mean of the first 30 strides immediately after 9 min of the post-adaptation session (T5).

Figure 3. Flow chart indicating the epochs of interest for data analysis.

2.6. Temporal Gait Measures

Temporal gait measures were calculated using the gyroscope data obtained from the Trigno EMG
sensor attached to the anterior part of the lower right leg (TA muscle). We used a gait feature extraction
algorithm that was used previously in an earlier study [38] to identify three main gait-events: (1) initial
contact (IC), (2) mid swing (MS), and (3) terminal contact (TC). These gait events were then used to
compute stride time, stance time, and swing time. Stride time was defined as the duration between
successive IC points. Stance time was defined as the time between IC and TC of each gait cycle. Swing
time was defined as the time between TC of one gait cycle to the IC of the next gait cycle. The temporal
gait parameters were then averaged within each epoch of interest.

2.7. Kinematic Measures

Joint angular data recorded from the goniometers were low-pass filtered with a cutoff frequency
of 10 Hz [39]. Following this, they were divided into individual strides based on heel-strike events
obtained from the foot switches and reduced to 100 data points. Then, the joint-angle waveforms
were averaged across 30 strides within each epoch of interest. To facilitate comparison across subjects,
the joint-angle waveforms of each of the epochs were normalized to the peak joint angle of the T0

waveform by dividing all the points of the waveform by that peak angle value. Range of motion (ROM)
of the joints was then computed as an outcome measure at each epoch as the difference between the
maximum and minimum angular displacements of the normalized waveforms.

2.8. EMG Measures

The EMG signals were first band-pass filtered using a second-order Butterworth filter using cutoff
frequencies of 10 Hz and 450 Hz, followed by full wave rectification [29]. The rectified signals were
then low-pass filtered at a cutoff frequency of 25 Hz to obtain the linear envelope [40]. Following this,
the signals were separated into individual strides based on heel-strike events and reduced to 100 data
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points per stride. Then, the EMG waveforms were averaged across 30 strides within each epoch
of interest [41]. Waveforms of all the epochs were normalized to the mean EMG activity of the T0

waveform by dividing all the points of the waveform by that mean value [42]. After this, within each
epoch, the EMG activity across 7 different gait phases was calculated individually. This was calculated
by taking the average of the points that represent the respective gait phases. For example, the average
of points 1 through 12 would represent the mean EMG activity of the loading phase. A breakdown of
the percentage of the time represented by each of the 7 gait phases within a gait cycle is described
below [43].

1. Loading response (1–12%)
2. Mid-stance (12–31%)
3. Terminal stance (31–50%)
4. Pre-swing (50–62%)
5. Initial swing (62–75%)
6. Mid-swing (75–87%)
7. Terminal swing (87–100%)

2.9. Statistical Analyses

All statistical analyses were performed using SPSS V.20 (IBM Corp, Somers, NY, USA). Two-way
repeated measures analysis of variance (RANOVA) was performed on each of the temporal (stride
time, stance time, and swing time), kinematic (range of motion of knee and ankle joint), and EMG
(mean EMG activity) outcome measures separately. The EMG activity of each of the 7 phases of the
gait cycle was analyzed separately. The two factors in these analyses were “condition” (control vs.
unloading) and epochs (T0, Tduring, and T1–T5). Simple planned contrasts were used to assess changes
in the outcome measures across epochs relative to T0 whenever there was a main effect of epoch.
Additionally, a simple effects analysis was performed on each of the conditions whenever there was a
significant interaction effect. Before performing the ANOVA analysis, data were analyzed to assess
whether all the required assumptions were met. Whenever the assumption of sphericity was not
fulfilled, the degrees-of-freedom was adjusted using Huyn–Feldt correction.

A nonparametric test (Friedman’s ANOVA) was conducted to test for changes in body-weight
perception separately for each of the three sessions. This was followed by a Wilcox signed ranked test
to compare differences between different time intervals.

3. Results

3.1. Body-Weight Perception

Perception of body weight remained unchanged during and after the control adaptation session
regardless of the movement context. During the unloading condition, there was a significant decrease
in perceived body weight during unloaded walking across all the three sessions (Z < −2.71, p < 0.007).
There was a significant increase in perceived body weight after unloading at T+0 (Z = −3.06, p < 0.05)
and T+5 (Z = −2.81, p < 0.05) during the walking session. Although there was a trend towards increased
body-weight perception while seated and standing after unloading, the changes in the scores were not
significant (Figure 4).
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Figure 4. Group median along with the 25th and 75th percentile scores of weight perception during
sitting, standing, and walking across different time intervals for the unloading condition. * Significant
difference (p < 0.05) relative to T0 of the corresponding condition.

3.2. Temporal Gait Measures

There was a significant main effect of time (F (3.12,37.49) = 4.56, p = 0.007) on swing time
and a significant interaction effect between condition and time (F (2.75,33.00) = 4.04, p = 0.017).
Results from the simple effects analysis indicated that the swing time was significantly increased at
Tduring (0.54 ± 0.01) relative to T0 (0.52 ± 0.01) during the unloading condition and that it returned to
baseline immediately after the adaptation session. However, swing time remained unchanged across
time during the control condition. Stride time and stance time remained unchanged across time for
both the control and unloading conditions. The average stance and swing times across different epochs
for the two conditions are summarized in Figure 5.
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Figure 5. Group means (±SEM) of (A) swing time and (B) stance time across different epochs for the control
and unloading conditions. * Significant difference (p < 0.05) relative to T0 of the corresponding condition.

3.3. Kinematics

Overall, the ROMs of ankle and knee joints during the unloading condition were significantly less
when compared to the control condition (main effect of condition, ankle: F (1, 10) = 15.29, p = 0.003;
knee: F (1, 10) = 8.47, p = 0.016). There were no changes in ankle and knee ROMs across time in the
control condition. For the unloading condition, the ROM for both the joints was significantly reduced
at Tduring (ankle: 2.44 ± 0.20; knee: 1.29 ± 0.04) and T1 (ankle: 2.93 ± 0.17; knee: 1.46 ± 0.05) relative to
T0 (ankle: 3.31 ± 0.22; knee: 1.58 ± 0.03). Knee ROM was also reduced at T2 (1.47 ± 0.05). However, it
was not different from T0, starting fromT3 through T5 (Figure 6).
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Figure 6. Group means (±SEM) of normalized range of motion of (A) ankle and (B) knee joint across
different epochs during control and unloading conditions. * Significant difference (p < 0.05) relative to
T0 of the corresponding condition.

3.4. EMG

3.4.1. Rectus Femoris Activity

EMG activity during all seven gait phases remained unchanged after walking in the control
condition. For the unloading condition, there was a significant effect of time on EMG activity during
loading phase (F (3.07, 30.70) = 7.62, p = 0.001), mid-stance (F (3.24, 32.36) = 5.051, p = 0.005), pre-swing
(F (3.15, 31.53) = 2.94, p = 0.046), mid-swing (F (2.94, 29.41) = 4.557, p = 0.01), and terminal swing (F
(5.38, 53.85) = 8.90, p < 0.0001). There was reduced activity during unloaded walking (1.08 ± 0.11)
relative to T0 (1.45 ± 0.15) in the loading phase. Immediately after unloading (T1), the activity
increased (1.80 ± 0.18), following which the activity returned to baseline at T2 (1.65 ± 1.7) and remained
unchanged through the subsequent epochs (T2–T5). EMG activity during the mid-stance phase was
significantly reduced during unloaded walking (0.66 ± 0.07) relative to T0 (0.96 ± 0.10) and returned
to baseline at T1 (0.97 ± 0.11). However, it was subsequently reduced at epochs T2 (0.83 ± 0.08) and
T3 (0.86 ± 0.09), following which it returned to baseline at T4 (0.84 ± 0.1) and remained unchanged
at T5 (0.83 ± 0.09). During pre-swing, there was no significant change in activity during unloading
and immediately after unloading at T1, even though there was a major trend towards reduced activity.
However, the activity was significantly reduced starting from T2 (0.8 ± 0.07) through subsequent
epochs (T3: 0.81 ± 0.08, T4: 0.80 ± 0.07, and T5: 0.80 ± 0.06) relative to T0 (1.08 ± 0.11). The EMG
activity during mid-swing was significantly reduced during unloaded walking (0.61 ± 0.06) relative
to T0 (0.80 ± 0.05) and returned to baseline immediately after unloading at T1 and was not different
from that of T0. Subsequently, it was reduced from T2 through T5 (T2: 0.66 ± 0.05, T3: 0.69 ± 0.06, T4:
0.66 ± 0.07, and T5: 0.68 ± 0.07). Similar to the mid-swing phase, EMG activity was also reduced in the
terminal swing phase, during unloaded walking (0.85 ± 0.09) relative to T0 (1.25 ± 0.10). However,
it was not different from that of T0 after unloading from T1 through T5. These changes are summarized
in Figure 7.
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Figure 7. Group means (±SEM) of EMG activity of the rectus femoris (RF) muscle across different
epochs during the (A) loading, (B) mid-stance, (C) pre-swing, (D) mid-swing, and (E) terminal swing
phases for control and unloading conditions. * Significant difference (p < 0.05) relative to T0 of the
corresponding condition.

3.4.2. Biceps Femoris Activity

There were no changes in BF activity after the adaptation session during any of the gait phases in
the control condition. However, the BF activity changed in the unloading condition during the terminal
stance and mid-swing phases as a function of time. During the terminal stance phase, EMG activity
remained unchanged during and immediately after unloaded walking at T1 and T2. However, it was
reduced relative to T0 (0.58 ± 0.07) starting from T3 (T3: 0.43 ± 0.07; T4: 0.43 ± 0.07) through T5 (0.41
± 0.05). BF activity during the mid-swing phase was reduced during unloaded walking (0.83 ± 0.13)
relative to T0 (1.37 ± 0.17) and was not different from that of T0 from T1 through T5 (Figure 8).
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Figure 8. Group means (±SEM) of biceps femoris (BF) muscle activity during the (A) terminal stance
and (B) mid-swing phases of the gait cycle during control and unloading conditions across different
epochs. * Significant difference (p < 0.05) relative to T0 of the corresponding condition.

3.4.3. Gastrocnemius Activity

EMG activity of GA remained unchanged relative to baseline during each of the seven phases
in the control condition. There was a significant effect of time for the unloading condition during
the mid-stance (F (2.14, 21.43) = 8.46, p = 0.002) and terminal stance phases (F (5.33,53.28) = 32.902,
p < 0.001). The EMG activity during both phases was significantly reduced during unloaded walking
(mid-stance: 0.77 ± 0.15, terminal stance: 0.81 ± 0.13). However, it was not different relative to T0

(mid-stance: 1.58 ± 0.22, terminal stance: 1.93 ± 0.20) from T1 through T5 (Figure 9).
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Figure 9. Group means (±SEM) of the medial head of gastrocnemius (GA) muscle activity during (A)
mid-stance and (B) terminal stance during control and unloading conditions across different epochs.
* Significant difference (p < 0.05) relative to T0 of the corresponding condition.

3.4.4. Tibialis Anterior Activity

As in the case with other muscles, TA activity remained unchanged after the adaptation session in
the control condition. There were changes in the muscle activity in the unloading condition only during
the mid-swing phase. Specifically, the activity significantly increased immediately after unloaded
walking relative to T0 (1.00 ± 0.07) from T1 (T1: 1.19 ± 0.07, T2: 1.20 ± 0.08, T3: 1.18 ± 01, and T4:
1.19 ± 0.1) through T5 (1.24 ± 0.1) (Figure 10). Table 1 provides a summary of changes in EMG activity
during and after unloaded walking across different epochs and gait phases.
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Figure 10. Group means (±SEM) of tibialis anterior (TA) muscle activity during the mid-swing phase of
the gait cycle during control and unloading conditions across different epochs. * Significant difference
(p < 0.05) relative to T0 of the corresponding condition.

Table 1. A summary of changes in EMG activity of all four muscles across different epochs and gait
phases: The upward arrow indicates a significant (p < 0.05) increase, and the downward arrow indicates
a significant (p < 0.05) decrease in activity relative to T0, while “-“ indicates no significant changes
relative to T0.

RF Loading Phase Mid-Stance Terminal Stance Pre-Swing Initial Swing Mid-Swing Terminal Swing

Tduring - ⇓ - - - ⇓ ⇓
T1 ⇑ - - - - - -
T2 - ⇓ - ⇓ - ⇓ -
T3 - ⇓ - ⇓ - ⇓ -
T4 - - - ⇓ - ⇓ -
T5 - - - ⇓ - ⇓ -

BF Loading Phase Mid-Stance Terminal Stance Pre-Swing Initial Swing Mid-Swing Terminal Swing

Tduring - - - - - ⇓ -
T1 - - - - - - -
T2 - - - - - - -
T3 - - ⇓ - - - -
T4 - - ⇓ - - - -
T5 - - ⇓ - - - -

GA Loading Phase Mid-Stance Terminal Stance Pre-Swing Initial Swing Mid-Swing Terminal Swing

Tduring - ⇓ ⇓ - - - -
T1 - - - - - - -
T2 - - - - - - -
T3 - - - - - - -
T4 - - - - - - -
T5 - - - - - - -

TA Loading Phase Mid-Stance Terminal Stance Pre-Swing Initial Swing Mid-Swing Terminal Swing

Tduring - - - - - - -
T1 - - - - - ⇑ -
T2 - - - - - ⇑ -
T3 - - - - - ⇑ -
T4 - - - - - ⇑ -
T5 - - - - - ⇑ -

4. Discussion

The main objective of this study was to investigate the changes in temporal, kinematics, and
neuromuscular activity during locomotion produced by 30 min of walking at 38% bodyweight and the
second was to test the adaptive changes in body-weight perception in response to 30 min of walking at
reduced body weight as a function of movement context (walking, standing, and sitting). The results
indicate that 30 min of unloaded walking modifies body-weight perception as a function of movement
context. Further, it also modifies gait performance characterized by alterations in the movement of
ankle and knee joints and neuromuscular activation patterns, some of which persist up to 10 min after
the adaptation period. These results are individually discussed in detail in this section.
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4.1. Body-Weight Perception

As expected, participants felt lighter during unloaded walking in all three test sessions.
Their perception of body weight after unloaded walking varied as a function of the movement
context. It significantly increased after unloading only during the gait session, while it returned to
baseline immediately after unloading during the sessions when the participants were seated or stood
statically. The increase in perceived body weight observed during the gait session aligns with the
finding of increased rate of perceived exertion found after 3 min of unloaded running in a similar
study [29]. The increase in perceived body weight only during the gait session could be due to the
presence of active movements during walking as opposed to during sitting and standing.

In the literature related to sensory psychology, perception of active touch or touching has
been shown to be different from passive touch or the act of being touched [44,45]. Active touch
involves a combination of active movement and the sensory feedback that results from touching. Thus,
the resulting stimulus during active touch contains two components: exterospecific and propriospecific
information. Passive touch, on the other hand, involves only the sensory feedback of the stimulus
that is applied on the skin. For example, when we use our hand to touch an object, the movement
about all the joints present in the hand and the cutaneous inputs arising from contact are continuously
integrated while shaping the percept of the object. However, when being touched by an external
stimulus, only the sensory inputs from the cutaneous receptors in the skin and its underlying tissue are
available. In other words, active touching involves both objective and subjective sensory information,
thus making it comparatively a more enriching experience.

Extending the above theory to the context of the current study, the contexts of sitting and standing
can be associated to a “passive experience” of the sensory environment. Conversely, walking can be
associated with an “active experience” where the participants had the opportunity to “actively explore”
the new sensory environment. Thus, it is possible that the perception of body weight during the active
experience was modified as a result of changes in the relationship between the sensory and motor
elements that were used in forming the percept of body weight. On the other hand, since only the
sensory element related to body-load perception was used in forming the percept of body weight
during passive experiences such as during sitting and standing, there was no change in perception of
body weight. In summary, the findings of the current study support the notion that different movement
contexts can have different sensory consequences associated with them.

4.2. Temporal Gait Measures

The results indicate that there were no significant changes in any of the temporal gait measures
during and after unloaded walking, except for swing time, which was significantly increased during
unloaded walking. The increase in swing time during unloaded walking corroborates the findings
from previous studies [11,18,24,46,47]. This observation of increased swing time with body-weight
unloading is in line with the predictions of the ballistic pendulum model of walking, which states
that the motion of the swing leg is like that of a pendulum of which the oscillation period is inversely
related to gravity. Additionally, the setup of LBPP by itself might also have contributed to this increase
in swing time. Specifically, since the lower body is supported in this type of setup, there is less of a
threat to postural instability, due to which one can afford to spend a longer time in the swing phase.

The lack of significant changes in temporal parameters following adaptation to unloading could
be due to the constraints imposed on the walking performance by the speed and the dynamics of
the treadmill and particularly due to the lack of stride to stride variability inherently associated with
treadmill walking [48]. Thus, potentially testing the aftereffects of adaptation to unloading during
over-ground walking as opposed to treadmill walking could provide additional insights into the
adaptive process.

Although not statistically significant, there was a trend towards increased stance time accompanied
by a decrease in swing time immediately after unloaded walking (at T1) similar to that reported in
another similar study [30]. These changes in stance and swing time after unloading have been proposed
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as a control strategy adopted by the motor control system to maintain prolonged foot contact with
the ground and, hence, to maintain stable balance by increasing the stance time while also decreasing
the time spent during the unstable swing phase to prevent the risk of falls following adaptation to
unloaded walking. However, since the lower body was securely attached to the antigravity chamber in
the current study, there was no risk of falling. Thus, similar trends in the adaptive changes of stance
and swing times between the two studies indicate that these changes might have been a direct result of
modulation of somatosensory information resulting from changes in body-load sensing mechanisms
and not that due to postural instability.

4.3. Kinematics

The range of ankle and knee joint angular displacement was significantly reduced during unloaded
walking as in other locomotor studies that were focused on assessing immediate online changes in
kinematics in response to body-weight unloading [24,46,47,49]. There was reduced angular motion
of ankle and knee joints in the form of aftereffects following the adaptation session (post-unloading)
for up to three minutes. These modifications in kinematics similar to those observed during the
adaptation phase were found to slowly decay and return to baseline levels by the end of the testing
session. There were no changes in ankle or knee angular movement during or after the control
adaptation session. This confirms that the kinematic changes observed after unloading are not caused
by muscular fatigue.

Ruttley [40] found a significant increase in total ankle and knee angular movement from heel
strike to peak knee motion during post-adaptation to unloaded walking. The disparity with the current
results could be related to the differences in the nature of the unloading system. Unloading systems
using a vertical harness produce inertial forces as a result of the systems mass. Thus, excessive joint
excursions are produced to overcome these inertial forces while walking, which could have resulted
in an aftereffect manifested as increases in knee and ankle joint excursion after unloaded walking in
Reference [40]. Since unloaded walking inside the antigravity treadmill is not influenced by such
mechanical constraints, the modifications observed in lower-limb movements in the current study
might represent the pure aftereffects of adaptation to unloaded walking. Although the body-weight
unloading techniques and the outcome measures used to quantify joint motion in the two studies were
different, the fact that there was a distinct recovery curve in both studies indicates that there was an
adaptive change in kinematics that was produced by unloaded walking.

4.4. EMG

4.4.1. During Adaptation

In line with the findings from other locomotor studies related to body-weight unloading, we
found a significant reduction in the EMG activity of the extensor muscle GA during unloaded walking.
This change was observed specifically during the mid-stance and terminal stance phases, which (during
loaded walking) are the periods of peak muscle activity. GA enables controlled plantar flexion of the
ankle joint in order to shift the center of gravity towards the front and allows lifting of the heel from
the ground. The need for forward propulsion during push-off is expected to be reduced with reduced
body load. A significant decrease in GA activity combined with reduced ankle-joint motion observed
during unloaded walking in the current study supports this argument.

Additionally, we found a decrease in RF activity during mid-stance and later swing phases during
unloaded walking. RF does not have a dominant role during mid-stance; however, it is known to
play a predominant role during the transitory phases from stance to swing phases and vice versa.
During the transition from swing to stance phases, it begins to prepare in a feedforward manner for
the large ground reaction forces that the limbs will encounter upon heel strike during the next stance
phase. Since the magnitude of the ground reaction forces decreases with unloading, the muscular
effort required to counteract these forces at reduced body load is also less. This might be the reason
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why there was a reduced activity in RF during the later phases of the swing phase during unloaded
walking. During the transition from the stance to swing phases, i.e., during the pre-swing phase, it
acts as a hip flexor and helps in lifting and propelling the limb into swing. One would expect that
the muscular effort required to propel the limb is reduced during unloaded walking. In line with this
hypothesis, there was a trend towards reduced RF activity during the pre-swing phase as well, which
approached significance (p = 0.065).

4.4.2. Post-Adaptation

Neuromuscular changes after unloading were most evident in RF and TA muscles. Additionally,
these changes occurred close to two discrete events in the gait cycle which are characterized by large
amounts of energy transfers, namely the heel strike and toe off. These observations are similar to
those reported in spaceflight-related locomotor studies pointing towards some potentially common
adaptive mechanisms [20,33,42]. As in the case with kinematics, there were no significant changes
in neuromuscular activity of any of the muscles either during or after the control adaptation session.
This further reiterates that the observed changes in neuromuscular activities after unloading are
not caused due to fatigue but rather due to adaptation to unloaded walking. Although statistically
insignificant, some visually evident changes in activity of some muscles were observed during certain
phases of the gait cycle in the control condition. We speculate that these changes are mere random
fluctuations as there are no specific methodological or physiological reasons as to why such changes
might occur.

Around heel strike, we saw an increase in RF activity during the loading phase immediately after
unloaded walking, combined with a reduction in knee and ankle angular excursion. This could be
in response to the large ground reaction forces that the body encountered during the loading phase
relative to that encountered during unloaded walking. Layne et al. [20] also found an increase in RF
activity during the stance phase of the gait cycle after long-duration spaceflight. It has been suggested
that modifications in RF activity combined with increased kinematic variability after spaceflight are
attempts to attenuate the energy generated by the ground reaction forces around heel strike that are
transmitted to the head [42,48,50,51]. Apart from heel-strike-specific modulations, we also observed a
small reduction in RF and BF activity during the mid-stance and terminal stance phases of the gait
cycle during some of the epochs. Although RF and BF have limited functional roles during these
phases, these changes reflect an overall reinterpretation of sensory inputs as a result of adaptation
to unloading.

Around toe off, there was a significant reduction in RF activity during the pre-swing phase after
the first 100 strides (T2) post-unloading adaptation session. As mentioned earlier, the RF activity
during the pre-swing phase is responsible for lifting the leg so that it can be propelled forward during
the swing phase. During unloading, as expected, we saw a reduction in activity during this phase
as the muscular effort required to propel the leg is less. Extending this logic, we would expect the
muscular effort post-unloading to increase due to the increase in body-weight load. As expected, the
RF activity increased at T1 relative to Tduring. This increase in RF activity was however transient, as it
was significantly reduced from T2 up to 10 min. A reduction in RF activity was also combined with
reduced angular excursion of ankle and knee joints during some epochs.

With regards to TA, we observed an increase in activity during the mid-swing phase. This must
have been an attempt by the motor control system to compensate for reduced knee flexion by increasing
its activity to increase the dorsiflexion about the ankle joint for adequate clearance of the toe. Since we
did not observe any foot-scraping events in any of the subjects, it seems that the ankle dorsiflexion
during the mid-swing phase was sufficient for toe clearance.

The above patterns of reduced RF activity during the pre-swing phase and increased TA activity
during the mid-swing phase of the gait cycle were also observed after long-duration spaceflight during
treadmill walking [20]. The fact that a short exposure of 30 min of body-weight unloading on Earth
resulted in similar patterns of neuromuscular changes as those observed after long-duration spaceflight
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is interesting. This finding suggests that there might be some common adaptive mechanisms regardless
of the duration of exposure to unloading. In general, modifications in neuromuscular activations after
spaceflight have been suggested to be driven by alterations in the neural drive to the motor neurons.
There is compelling evidence in the spaceflight literature that shows alterations in postural muscle
activity caused by exposure to weightlessness [52–55]. Muscle disuse as well as muscle loss are also
known to cause changes in neural drive after spaceflight. Furthermore, modifications in proprioceptive
functioning has also been suggested to contribute to changes in neuromuscular activation.

4.5. Clinical Implications

Gait-training programs with BWU are designed to provide support to the patient’s body weight
to allow for the reestablishment of damaged sensorimotor pathways or emergence of new ones to
restore normal walking patterns [22]. Gait alterations observed during and after unloaded walking
in the current study suggests that lowering body weight to as low as 38% during gait training is not
recommendable if we want to reduce the risk of altering normal gait characteristics. Practitioners should
be vigilant about choosing the right combination of body-weight level and walking or running speed
for training purposes. Particularly, they have to choose a level that does not alter normal kinematic
patterns and neuromuscular activities to a large extent.

5. Conclusions

Alterations in kinematics and neuromuscular activities observed during unloaded walking are
a result of the adaptation of the neuromuscular system to the reduction in ground reaction forces,
shear forces, foot sole pressure, and joint loads associated with unloading. In particular, these changes
are caused due to somatosensory-mediated central changes in the body schema produced by new
relationships between sensory and motor elements that are characteristic to an unloaded environment.
The continued alterations in kinematics and neuromuscular activities observed after unloading are
aftereffects of the adapted state of the body schema. The recovery of kinematics and neuromuscular
activity over the course of the post-adaptation phase are indicative of the recalibration process that the
body schema undergoes in order to restore the original sensory motor relationships. Similarities in the
pattern of changes in neuromuscular activation amplitudes between spaceflight and the current study
indicate that there might be some common adaptive mechanisms that are mediated by load-related
somatosensory changes. Additionally, these alterations in kinematics and neuromuscular characteristics
caution practitioners to choose the optimal level of body-weight unloading for gait training.

6. Future Direction

Two important methodological limitations of this study are worth noting. Firstly, the choice of the
level of body-weight unloading was limited to 38% body weight. This prevented us from capturing
the adaptive effects across different levels of unloading. Future studies should aim to capture the
dose-response relationship between level of unloading and the magnitude of adaptive changes in
movement characteristics. This will allow us to determine the optimal level of unloading that can be
useful for improving gait in patients while producing the least amount of alterations in the movement
and neuromuscular activation patterns. Secondly, assessing gait performance during treadmill walking
as opposed to during over-ground walking must have limited us from capturing true adaptive effects
of unloading with regards to temporal gait measures.

Additionally, it will be worth exploring the effects of passive unloading during standing inside
the antigravity chamber for extended periods of time. Comparing the effects of passive unloading and
unloaded walking (active loading) as in the current study will help isolate the effects of inactivity from
that of unloading.

79



Appl. Sci. 2019, 9, 4494

Author Contributions: R.K. and C.S.L. participated in the conceptualization, methodology, validation, formal analysis,
and writing –review and editing. R.K. participated in the software, investigation, data curation, writing-original draft
preparation and visualization. C.S.L. participated in resources, supervision and project administration.

Funding: This research received no external funding.

Acknowledgments: The authors thank Mai Lee and David Young for their assistance in running experiments,
Beom-Chan Lee for providing us access to the EMG recording system, and Ajitkumar Mulavara for providing
valuable inputs during the conception of the study.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Shadmehr, R.; Smith, M.A.; Krakauer, J.W. Error correction, sensory prediction, and adaptation in motor
control. Annu. Rev. Neurosci. 2010, 33, 89–108. [CrossRef] [PubMed]

2. Mazzoni, P.; Krakauer, J.W. An implicit plan overrides an explicit strategy during visuomotor adaptation.
J. Neurosci. 2006, 26, 3642–3645. [CrossRef] [PubMed]

3. Adams, H.; Narasimham, G.; Rieser, J.; Creem-Regehr, S.; Stefanucci, J.; Bodenheimer, B.
Locomotive Recalibration and Prism Adaptation of Children and Teens in Immersive Virtual Environments.
IEEE Trans. Vis. Comput. Graph. 2018, 24, 1408–1417. [CrossRef] [PubMed]

4. Martin, T.A.; Keating, J.G.; Goodkin, H.P.; Bastian, A.J.; Thach, W.T. Throwing while looking through prisms.
II. Specificity and storage of multiple gaze-throw calibrations. Brain 1996, 119 Pt 4, 1199–1211. [CrossRef]

5. Temple, D.R.; De Dios, Y.E.; Layne, C.S.; Bloomberg, J.J.; Mulavara, A.P. Efficacy of Stochastic Vestibular
Stimulation to Improve Locomotor Performance During Adaptation to Visuomotor and Somatosensory
Distortion. Front. Physiol. 2018, 9. [CrossRef]

6. Reisman, D.S.; Bastian, A.J.; Morton, S.M. Neurophysiologic and rehabilitation insights from the split-belt
and other locomotor adaptation paradigms. Phys. Ther. 2010, 90, 187–195. [CrossRef]

7. Torres-Oviedo, G.; Vasudevan, E.; Malone, L.; Bastian, A.J. Locomotor adaptation. Prog. Brain Res. 2011, 191,
65–74.

8. Helm, E.E.; Reisman, D.S. The Split-Belt Walking Paradigm: Exploring Motor Learning and Spatiotemporal
Asymmetry Poststroke. Phys. Med. Rehabil. Clin. N. Am. 2015, 26, 703–713. [CrossRef]

9. Gordon, C.R.; Fletcher, W.A.; Melvill Jones, G.; Block, E.W. Adaptive plasticity in the control of locomotor
trajectory. Exp. Brain Res. 1995, 102, 540–545. [CrossRef]

10. Mulavara, A.P.; Richards, J.T.; Ruttley, T.; Marshburn, A.; Nomura, Y.; Bloomberg, J.J. Exposure to a rotating
virtual environment during treadmill locomotion causes adaptation in heading direction. Exp. Brain Res.
2005, 166, 210–219. [CrossRef]

11. Davis, B.L.; Cavanagh, P.R.; Sommer, H.J.; Wu, G. Ground reaction forces during locomotion in simulated
microgravity. Aviat. Space Environ. Med. 1996, 67, 235–242. [PubMed]

12. Ivanenko, Y.P.; Grasso, R.; Macellari, V.; Lacquaniti, F. Control of foot trajectory in human locomotion:
Role of ground contact forces in simulated reduced gravity. J. Neurophysiol. 2002, 87, 3070–3089. [CrossRef]
[PubMed]

13. Grabowski, A.M. Metabolic and biomechanical effects of velocity and weight support using a lower-body
positive pressure device during walking. Arch. Phys. Med. Rehabil. 2010, 91, 951–957. [CrossRef] [PubMed]

14. Kurz, M.J.; Deffeyes, J.E.; Arpin, D.J.; Karst, G.M.; Stuberg, W.A. Influence of lower body pressure support on
the walking patterns of healthy children and adults. J. Appl. Biomech. 2012, 28, 530–541. [CrossRef] [PubMed]

15. Takakusaki, K. Neurophysiology of gait: From the spinal cord to the frontal lobe. Mov. Disord. 2013, 28,
1483–1491. [CrossRef]

16. Nielsen, J.B.; Sinkjaer, T. Afferent feedback in the control of human gait. J. Electromyogr. Kinesiol. 2002, 12,
213–217. [CrossRef]

17. Pearson, K.G. Generating the walking gait: Role of sensory feedback. Prog. Brain Res. 2004, 143, 123–129.
18. Dietz, V.; Müller, R.; Colombo, G. Locomotor activity in spinal man: Significance of afferent input from joint

and load receptors. Brain 2002, 125, 2626–2634. [CrossRef]
19. Harkema, S.J.; Hurley, S.L.; Patel, U.K.; Requejo, P.S.; Dobkin, B.H.; Edgerton, V.R. Human lumbosacral

spinal cord interprets loading during stepping. J. Neurophysiol. 1997, 77, 797–811. [CrossRef]

80



Appl. Sci. 2019, 9, 4494

20. Layne, C.S.; Lange, G.W.; Pruett, C.J.; McDonald, P.V.; Merkle, L.A.; Mulavara, A.P.; Smith, S.L.;
Kozlovskaya, I.B.; Bloomberg, J.J. Adaptation of neuromuscular activation patterns during treadmill
walking after long-duration space flight. Acta Astronaut. 1998, 43, 107–119. [CrossRef]

21. Takacs, J.; Anderson, J.E.; Leiter, J.R.; MacDonald, P.B.; Peeler, J.D. Lower body positive pressure: An emerging
technology in the battle against knee osteoarthritis? Clin. Interv. Aging 2013, 8, 983–991. [PubMed]

22. Kurz, M.J.; Corr, B.; Stuberg, W.; Volkman, K.G.; Smith, N. Evaluation of lower body positive pressure
supported treadmill training for children with cerebral palsy. Pediatr. Phys. Ther. 2011, 23, 232–239.
[CrossRef] [PubMed]

23. Ruckstuhl, H.; Kho, J.; Weed, M.; Wilkinson, M.W.; Hargens, A.R. Comparing two devices of suspended
treadmill walking by varying body unloading and Froude number. Gait Posture 2009, 30, 446–451. [CrossRef]
[PubMed]

24. Finch, L.; Barbeau, H.; Arsenault, B. Influence of body weight support on normal human gait: Development of
a gait retraining strategy. Phys. Ther. 1991, 71, 842–855, discussion 855–856. [CrossRef] [PubMed]

25. Sylos-Labini, F.; Lacquaniti, F.; Ivanenko, Y.P. Human locomotion under reduced gravity conditions:
Biomechanical and neurophysiological considerations. Biomed. Res. Int. 2014, 2014, 547242. [CrossRef]
[PubMed]

26. Newman, D.J.; Alexander, H.L.; Webbon, B.W. Energetics and mechanics for partial gravity locomotion.
Aviat. Space Environ. Med. 1994, 65, 815–823.

27. Fischer, A.G.; Wolf, A. Assessment of the effects of body weight unloading on overground gait biomechanical
parameters. Clin. Biomech. (Bristol, Avon) 2015, 30, 454–461. [CrossRef]

28. Apte, S.; Plooij, M.; Vallery, H. Influence of body weight unloading on human gait characteristics: A systematic
review. J. NeuroEng. Rehabil. 2018, 15, 53. [CrossRef]

29. Sainton, P.; Nicol, C.; Cabri, J.; Barthelemy-Montfort, J.; Berton, E.; Chavet, P. Influence of short-term
unweighing and reloading on running kinetics and muscle activity. Eur. J. Appl. Physiol. 2015, 115, 1135–1145.
[CrossRef]

30. Ruttley, T.M. The Role of Load-Regulating Mechanisms in Gaze Stabilization during Locomotion; University of
Texas Medical Branch: Galveston, TX, USA, 2007.

31. Reschke, M.F.; Bloomberg, J.J.; Harm, D.L.; Paloski, W.H.; Layne, C.; McDonald, V. Posture, locomotion,
spatial orientation, and motion sickness as a function of space flight. Brain Res. Rev. 1998, 28, 102–117.
[CrossRef]

32. Mulavara, A.P.; Peters, B.T.; Miller, C.A.; Kofman, I.S.; Reschke, M.F.; Taylor, L.C.; Lawrence, E.L.; Wood, S.J.;
Laurie, S.S.; Lee, S.M.C.; et al. Physiological and Functional Alterations after Spaceflight and Bed Rest.
Med. Sci. Sports Exerc. 2018. [CrossRef] [PubMed]

33. Layne, C.; Mulavara, A.P.; McDonald, P.V.; Pruett, C.J.; Kozlovskaya, I.B.; Bloomberg, J. Alterations in human
neuromuscular activation during overground locomotion after long-duration spaceflight. J. Gravit. Physiol.
2004, 1–16.

34. Layne, C.S.; Spooner, B.S. Microgravity effects on “postural” muscle activity patterns. Adv. Space Res. 1994,
14, 381–384. [CrossRef]

35. Berthelsen, M.P.; Husu, E.; Christensen, S.B.; Prahm, K.P.; Vissing, J.; Jensen, B.R. Anti-gravity training
improves walking capacity and postural balance in patients with muscular dystrophy. Neuromuscul. Disord.
2014, 24, 492–498. [CrossRef] [PubMed]

36. Birgani, P.M.; Ashtiyani, M.; Rasooli, A.; Shahrokhnia, M.; Shahrokhi, A.; Mirbagheri, M.M. Can an
anti-gravity treadmill improve stability of children with cerebral palsy? In Proceedings of the 2016
38th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC),
Orlando, FL, USA, 16–20 August 2016; pp. 5465–5468.

37. Thomas, S.; Reading, J.; Shephard, R.J. Revision of the Physical Activity Readiness Questionnaire (PAR-Q).
Can. J. Sport Sci. 1992, 17, 338–345. [PubMed]

38. Fraccaro, P.; Coyle, L.; Doyle, J.; O’Sullivan, D. Real-world Gyroscope-based Gait Event Detection and
Gait Feature Extraction. In Proceedings of the eTELEMED, The Sixth International Conference on eHealth,
Telemedicine, and Social Medicine, Barcelona, Spain, 24–27 March 2014; pp. 247–252.

39. Winter, D.A. Human balance and posture control during standing and walking. Gait Posture 1995, 3, 193–214.
[CrossRef]

81



Appl. Sci. 2019, 9, 4494

40. den Otter, A.R.; Geurts, A.C.H.; Mulder, T.; Duysens, J. Speed related changes in muscle activity from normal
to very slow walking speeds. Gait Posture 2004, 19, 270–278. [CrossRef]

41. Shiavi, R.; Frigo, C.; Pedotti, A. Electromyographic signals during gait: Criteria for envelope filtering and
number of strides. Med. Biol. Eng. Comput. 1998, 36, 171–178. [CrossRef]

42. Layne, C.S.; McDonald, P.V.; Bloomberg, J.J. Neuromuscular activation patterns during treadmill walking
after space flight. Exp. Brain Res. 1997, 113, 104–116. [CrossRef]

43. Kharb, A.; Saini, V.; Jain, Y.K.; Dhiman, S. A review of gait cycle and its parameters. IJCEM Int. J. Computat.
Eng. Manag. 2011, 13, 78–83.

44. Gibson, J.J. The Senses Considered as Perceptual Systems; Houghton Mifflin: Oxford, UK, 1966.
45. Gibson, J.J. Observations on active touch. Psychol. Rev. 1962, 69, 477–491. [CrossRef] [PubMed]
46. Awai, L.; Franz, M.; Easthope, C.S.; Vallery, H.; Curt, A.; Bolliger, M. Preserved gait kinematics during

controlled body unloading. J. Neuroeng. Rehabil. 2017, 14, 25. [CrossRef] [PubMed]
47. Donelan, J.M.; Kram, R. The effect of reduced gravity on the kinematics of human walking: A test of the

dynamic similarity hypothesis for locomotion. J. Exp. Biol. 1997, 200, 3193–3201. [PubMed]
48. McDonald, P.V.; Basdogan, C.; Bloomberg, J.J.; Layne, C.S. Lower limb kinematics during treadmill walking

after space flight: Implications for gaze stabilization. Exp. Brain Res. 1996, 112, 325–334. [CrossRef]
49. Lewek, M.D. The influence of body weight support on ankle mechanics during treadmill walking. J. Biomech.

2011, 44, 128–133. [CrossRef]
50. Mulavara, A.P.; Ruttley, T.; Cohen, H.S.; Peters, B.T.; Miller, C.; Brady, R.; Merkle, L.; Bloomberg, J.J.

Vestibular-somatosensory convergence in head movement control during locomotion after long-duration
space flight. J. Vestib. Res. 2012, 22, 153–166.

51. Bloomberg, J.J.; Peters, B.T.; Smith, S.L.; Huebner, W.P.; Reschke, M.F. Locomotor head-trunk coordination
strategies following space flight. J. Vestib. Res. 1997, 7, 161–177. [CrossRef]

52. Clément, G.; André-Deshays, C. Motor activity and visually induced postural reactions during two-g and
zero-g phases of parabolic flight. Neurosci. Lett. 1987, 79, 113–116. [CrossRef]

53. Clément, G.; Gurfinkel, V.S.; Lestienne, F.; Lipshits, M.I.; Popov, K.E. Changes of posture during transient
perturbations in microgravity. Aviat. Space Environ. Med. 1985, 56, 666–671.

54. Lestienne, F.G.; Gurfinkel, V.S. Postural control in weightlessness: A dual process underlying adaptation to
an unusual environment. Trends Neurosci. 1988, 11, 359–363. [CrossRef]

55. Pöyhönen, T.; Avela, J. Effect of head-out water immersion on neuromuscular function of the plantarflexor
muscles. Aviat. Space Environ. Med. 2002, 73, 1215–1218. [PubMed]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

82



applied  
sciences

Article

Postural Control in Children with Cerebellar Ataxia

Veronica Farinelli 1, Chiara Palmisano 2,3, Silvia Maria Marchese 1,*,

Camilla Mirella Maria Strano 1, Stefano D’Arrigo 4, Chiara Pantaleoni 4, Anna Ardissone 5,

Nardo Nardocci 5, Roberto Esposti 1 and Paolo Cavallari 1

1 Human Physiology Section of the Department of Pathophysiology and Transplantation, Università degli
Studi di Milano, 20133 Milano, Italy; veronica.farinelli@unimi.it (V.F.); camistra94@gmail.com (C.M.M.S.);
roberto.esposti@unimi.it (R.E.); paolo.cavallari@unimi.it (P.C.)

2 Movement Biomechanics and Motor Control Lab, Department of Electronic Information and Bioengineering,
Politecnico di Milano, 20133 Milano, Italy; chiara.palmisano@polimi.it

3 Department of Neurology, University Hospital and Julius-Maximilian University Würzburg,
97080 Würzburg, Germany

4 Developmental Neurology Department, Fondazione IRCCS Istituto Neurologico C. Besta, 20133 Besta, Italy;
Stefano.Darrigo@istituto-besta.it (S.D.); chiara.pantaleoni@istituto-besta.it (C.P.)

5 UOC Neuropsichiatria Infantile, Fondazione IRCCS Istituto Neurologico C. Besta, 20133 Besta, Italy;
Anna.Ardissone@istituto-besta.it (A.A.); nardo.nardocci@istituto-besta.it (N.N.)

* Correspondence: silvia.marchese@unimi.it

Received: 5 December 2019; Accepted: 20 February 2020; Published: 28 February 2020
��������	
�������

Abstract: Controlling posture, i.e., governing the ensemble of involuntary muscular activities that
manage body equilibrium, represents a demanding function in which the cerebellum plays a key role.
Postural activities are particularly important during gait initiation when passing from quiet standing
to locomotion. Indeed, several studies used such motor task for evaluating pathological conditions,
including cerebellar disorders. The linkage between cerebellum maturation and the development of
postural control has received less attention. Therefore, we evaluated postural control during quiet
standing and gait initiation in children affected by a slow progressive generalized cerebellar atrophy
(SlowP) or non-progressive vermian hypoplasia (Joubert syndrome, NonP), compared to that of
healthy children (H). Despite the similar clinical evaluation of motor impairments in NonP and SlowP,
only SlowP showed a less stable quiet standing and a shorter and slower first step than H. Moreover,
a descriptive analysis of lower limb and back muscle activities suggested a more severe timing
disruption in SlowP. Such differences might stem from the extent of cerebellar damage. However,
literature reports that during childhood, neural plasticity of intact brain areas could compensate for
cerebellar agenesis. We thus proposed that the difference might stem from disease progression, which
contrasts the consolidation of compensatory strategies.

Keywords: children; gait initiation; postural control; generalized cerebellar atrophy; cerebellar vermis
hypoplasia; progressive ataxia; compensatory strategies

1. Introduction

Postural adjustments are involuntary muscular activities that accompany the voluntary movement.
These activities spread over adjacent muscles and thus create “chains” that reach the available support
points (in many cases, the ground). Such chains allow fine-tuning the body equilibrium, in order to
adapt it to the mechanical needs of the ensuing movement. For example, when flexing both arms at
the shoulder, postural actions develop in a dorsal muscle chain, including Erector Spinae (ES), Biceps
Femoris (BF), and Soleus (SOL), to counteract the reaction force due to arm movement [1]. Instead,
when rising on tiptoes, involuntary bursts of activity develop in Tibialis Anterior (TA) muscles, so as
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to induce a forward fall of the Centre of Mass (COM); in this way, COM reaches the forefoot, and
the voluntary contraction of Soleus muscles (SOL) rises the body [2]. Otherwise, simply recruiting
SOL would produce a backward fall. Whenever the mechanical needs of action may be estimated
beforehand, like when programming a voluntary movement, appropriate postural actions are usually
produced in advance of the movement itself, witnessing that such Anticipatory Postural Adjustments
(APAs) are programmed in a feed-forward way [3–6].

APAs are particularly evident in gait initiation, in which they maintain the body’s dynamic
balance and create the propulsive forces to move the COM forwards. In healthy adults performing gait
initiation [7–12], the Center of Pressure (CoP), i.e., the barycenter of the ground reaction forces, first
moves backward and towards the future swing foot. The onset of such a CoP shift is usually called APA
onset, while its time period is called the imbalance phase. Indeed, the ensuing horizontal gap between
CoP and COM (where the gravity force vector is applied) produces an “imbalance” torque that pushes
COM forwards and towards the future stance foot. Then, CoP moves laterally towards the stance foot,
continuing to promote the forward acceleration of COM while braking its lateral fall. At the same time,
this CoP shift withdraws body weight from the swing foot, hence the name unloading phase. Finally, as
COM proceeds, CoP travels forwards along the stance foot, from toe-off to heel-strike of the swing foot
(first swing) [13]. Considering the muscular actions that drive gait initiation, before the beginning of
the imbalance phase, an inhibition occurs in the background EMG (electromyographic) activity of both
SOL muscles, which are tonically active during quiet stance. SOL inhibitions are shortly followed by
the recruitment of TA muscles, which are silent during quiet stance and activate close to the APA onset.
In particular, in the stance leg, the SOL inhibition precedes TA excitation by about 100 ms [7]. A drop
in the background activity is also observed in other dorsal muscles, like BF and ES, while bursts of
activity occur in ventral muscles, like Rectus Femoris (RF) [14].

Less literature is available on APAs during gait initiation in children. A systematic survey by
Ledebt et al. (1998) [15] showed that APAs start developing at 2–3 years of age but complete their
maturation well after the age of 8, a result in line with the observations carried out on toddlers up to
5 years old children [16] and in 4–6 years old children [17]. Another interesting study was published
by Isaias et al. (2014) [18], who analyzed SOL and TA in 10 ± 3 years-old children and reported
inhibition-excitation patterns like in adults, but with a lower time interval between SOL inhibition and
TA excitation.

Several studies showed altered gait initiation in those neurological diseases characterized by
poor motor control, as Rett syndrome [18], Parkinson’s disease [19], and cerebellar pathologies [20,21].
In particular, Timmann and Horak [21] reported that adults with cerebellar deficits showed a decreased
force production and a significant reduction of the length and peak velocity of the first step, accompanied
by impairments in the predictive adaptation of APAs to the mechanical needs of gait initiation. Despite
these authors also found that the temporal parameters of APAs were overall preserved in patients
with cerebellar disease, several other works [22–26] addressed the role of cerebellum in postural
control and provided evidence that such structure is involved not only in modulating rate and force of
muscle activities but also in determining their relative timing. Indeed, cerebellar deficits often lead to
dysfunctional co-contractions [22,24,26]. In this regard, it is worth recalling the involvement of the
cerebellum in building up the temporal pattern of APAs, in particular, its ability to create and store
internal models of body mechanics. This is proved by the contribution of the cerebellum in modulating
sensory-motor interactions and integrating feed-forward and feed-back modes [27].

The cerebellum is also known to play an important role in many developmental disorders [28].
Nevertheless, very little attention has been given to the linkage between the development of postural
control and the maturation of such neural structure. Aiming to elucidate this topic, we explored quiet
stance and gait initiation in children affected by Pediatric Cerebellar Ataxia (PCA), used as a model of
cerebellar dysfunction vs. a healthy control group of comparable age.

PCAs are a heterogeneous group of cerebellar developmental disorders characterized by
dysfunctional motor coordination and very early cerebellar symptoms. The first clinical signs
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are marked hypotonia, wobbling gait, dysmetria, dysarthria, and a significant developmental delay.
Most children show also marked speech impairment and cognitive deficits. In some cases, the
cerebellum degenerates with time, but so slowly that it becomes difficult to classify the disorder as
progressive or not [29]. In this framework, we studied a group of children with generalized cerebellar
atrophy and clinical evidence of slow progression during follow-up (SlowP). In other cases, the disease
has a proven non-progressive course, as in Joubert syndrome, which is characterized by cerebellar
hypoplasia limited to the vermis and peduncles [30]. Thus, we also considered the second group of
children (non-progressive, NonP) affected by this kind of pathology. It is also important to note that
the onset of the SlowP pathology is clinically indistinguishable from that of the NonP forms; therefore,
practically, both diseases are present since birth.

In order to characterize quiet stance and gait initiation, we measured the classical posturographic
parameters [31,32] and the first step length and velocity (as measures of performance). Besides, we
also calculated the shifts of CoP and COM, as well as the horizontal distance (gap) between these two
points in the imbalance and unloading phases, to highlight the net effect on COM dynamics. In order
to document possible changes in muscular APAs, we evaluated the EMG activities that accompany the
APA onset. Should we observe significant differences between each pathological group and healthy
children, this would point out the involvement of the cerebellum also during the key phase of human
maturation, in which the central nervous system learns gait initiation dynamics and how to optimize
this motor process. Moreover, these findings would be fruitful in tailoring rehabilitation for such
pathologies. Finally, a different motor pattern in children with SlowP vs. NonP would suggest possible
compensation mechanisms. In particular, taking into consideration that children with SlowP suffer
from generalized cerebellar damage, better motor behavior in SlowP vs. NonP could suggest the
involvement of extracerebellar regions. On the other side, better behavior in children of the NonP
group could as well stem from a compensatory involvement of the cerebellar hemispheres, which are
unaffected by Joubert syndrome.

2. Materials and Methods

2.1. Participants

Thirteen participants with PCA were recruited at the “Istituto Neurologico Carlo Besta” of Milan:
seven of them had radiological signs of generalized cerebellar atrophy and clinical evidence of slow
progression during follow-up (SlowP, mean age: 12 ± 3 years), while the remaining six suffered from
Joubert syndrome, i.e., a proven non-progressive pathology (NonP, mean age: 12 ± 3 years). All of
them underwent clinical evaluation, including the administration of the Scale for the Assessment and
Rating of Ataxia (SARA, [33]), an MRI scan for establishing the cerebellar alteration (atrophy and/or
hypoplasia), and genetic screening. In particular, all children with Joubert syndrome showed a unique
cerebellar and brainstem malformation known as the “molar tooth sign” [30]. The demographic and
clinical data of each patient are reported in Table 1.

Seven healthy children, free from neurological or psychological pathologies and typically
developing, were enrolled as a control group, from the primary school “FAES” in Milan (H, 4 males
and 3 females, mean age: 10 ± 3 years). The experimental procedure was carried out in accordance
with the standards of the Declaration of Helsinki. The Ethical Committee “Comitato Etico di
Ateneo dell’Università degli Studi di Milano” approved the study and the written consent procedure,
on 15 February 2016 (counsel 5/16). Before each acquisition, the child neuropsychiatrist and the
experimenters explained the aim of the study and the details of the experimental procedure to
the parents and to their child. Only those children who agreed with the study participated in the
experiments. The parents of each participant, as her/his legal representatives, signed the consent
procedure. All children were perfectly aware of the task since no one of them failed in accomplishing it.
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Table 1. Demographic and clinical characteristics of children with PCA. SlowP: slowly progressive
ataxia; NonP: non-progressive ataxia (Joubert syndrome); EXOSC3: exosome component 3; KCNC3:
potassium voltage-gated channel subfamily C member 3; ADCK3: aarF domain-containing kinase 3;
NPHP1: nephrocystin 1; AHI1: Abelson helper integration site 1; SUFU: negative regulator of hedgehog
signaling; PCA: pediatric cerebellar ataxia. Details about a molecular diagnosis can be found at [34].

Patient Age Gender Molecular Diagnosis SARA

SlowP_01 9 M mutation in a candidate gene 8
SlowP_02 8 M mutation in a candidate gene 14
SlowP_03 12 M EXOSC3: c.572G > A 15
SlowP_04 13 F KCNC3: c.1268G > A 17
SlowP_05 13 F to be evaluated 13
SlowP_06 16 F ADCK3: c547C > T; c1042C > T 13
SlowP_07 17 M to be evaluated 18
NonP_01 10 M NPHP1: c.1358G > T; c.1438-4C > T 12
NonP_02 12 F to be evaluated 15
NonP_03 18 M to be evaluated 14
NonP_04 9 M AHI1: c.1829G > C; c.2671C > T 15
NonP_05 12 F SUFU: c.1217T > C 11
NonP_06 9 M SUFU: c.1217T > C 15.5

2.2. Experimental Protocol

Subjects were asked to perform a gait initiation task several times. They were instructed to
stand quietly on a force plate for 30 s and then to walk at their natural speed after a vocal prompt,
self-selecting the leading limb [35]. After three to five steps, subjects stopped and returned to the
initial position.

Each subject repeated the task until three valid trials were collected (i.e., trials in which the subject
did not move the feet, arms, or head during the quiet stance preceding gait initiation). Subjects were
allowed to rest 2 min before repeating the task. A maximum of nine trials was required to satisfy
the above criterion; the average number of trials per subject was 6.6 ± 2.7. At the end of the resting
periods between motor tasks, the experimenter asked the child, “Do you feel fatigued? Are you ready
to start again?”. Moreover, since the parents assisted at the trials, they could report to the experimenter
any possible discomfort of their child. Neither children nor their parents complained about fatigue.
The width of the base of support was self-selected by each subject in the first trial, then marked on the
platform with adhesive tape and kept fixed for all further trials. The distance between lateral malleoli
during quiet stance was comparable among groups (SlowP: median = 162.8 mm, range = 115.6 to
205.6 mm; NonP: 165.6 mm, 152.3 to 198.5 mm; H: 150.3 mm, 147.5 to 242.3 mm), with no significant
differences (Kruskal–Wallis p = 0.566).

2.3. Recordings

Body kinematics was recorded by means of a six-cameras optoelectronic system (SMART-E, BTS,
Milan, Italy) using a full-body marker set [36], which allowed estimating the Centre of Mass (COM)
and its trajectory, according to Isaias et al. (2014) [18]. A dynamometric force plate (9286AA, KISTLER,
Winterthur, Switzerland) was used to compute the Center of Pressure (CoP) position. Wireless probes
(FREEEMG 1000, BTS, Milan, Italy) were employed bilaterally to record the surface electromyographic
(EMG) activity of Tibialis Anterior (TA), Soleus (SOL), Rectus Femoris (RF), Biceps Femoris (BF),
and Erector Spinae (ES). Electrodes were placed according to the Surface Electromyography for the
Non-Invasive Assessment of Muscles (SENIAM) guidelines [37]. Synchronous data acquisition was
accomplished by the SMART-E workstation; sampling rate being 60 Hz for optoelectronic cameras,
960 Hz for dynamometric signals, and 1000 Hz for EMGs.
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2.4. Data Processing

During the 30 s quiet standing period, the statokinesigram, i.e., the trajectory of the CoP in the
horizontal plane, was used to extract specific indexes of balance control. These indexes were: the area
and the eccentricity of the ellipse containing 95% of CoP positions, the total length of CoP trajectory
(CoP length), the average CoP velocity, and the peak-to-peak Mediolateral and Anteroposterior
CoP displacements (ML and AP ranges, respectively) [31,32]. In particular, the ellipse area (A) and
eccentricity (e) were calculated according to the following formulae:

A = a ∗ b ∗π (1)

e =

√∣∣∣ a2−b2
∣∣∣

a
(2)

in which a and b were the semi-major axis (i.e., half of the ellipse longest diameter) and the semi-minor
axis (i.e., half of the shortest diameter), respectively.

Gait initiation was subdivided into three phases [13]: the imbalance phase, in which CoP moves
backward and towards the future swing foot; the unloading phase, in which CoP moves laterally
towards the stance foot, and the first swing, in which CoP moves forwards along the stance foot, from
toe-off to heel-strike of the swing foot. The temporal events delimiting each phase were determined by
visual inspection of the CoP trajectory; in particular, the onset of the CoP backward shift represented
the APA onset.

For the imbalance and unloading phases, separately, we measured the phase duration, the length of
the CoP trajectory, the maximum AP and ML shifts of both CoP and COM, and the distance from CoP
to COM projection on the horizontal plane, at the end of the phase.

The first swing phase was evaluated by measuring the length of the first step, normalized to the
lower limb length (LL), and its velocity (v), expressed in Froude number (Fr = v√

g∗LL
g being gravity

acceleration [38]); also these measurements were obtained from kinematic data.
For each subject, the kinematic and dynamometric variables were averaged over the three valid

trials recorded. Data normality was evaluated by means of the Shapiro–Wilk test. Considering
that data were not normally distributed, the differences among SlowP, NonP, and H groups were
analyzed non-parametrically by using Kruskal–Wallis tests followed by Dunn post hoc, with Bonferroni
adjustment. The level of significance was set to 0.05.

The analysis of EMG recordings regarded the timing of muscle activation or inhibition, surrounding
the APA onset at gait initiation. Raw EMG data were high-pass filtered (fcut = 50 Hz) with a zero-phase
shift 6th-order elliptic filter, to remove movement artifacts, and then the signals were rectified. For each
muscle, the traces of the recorded trials were time-aligned to the APA onset and averaged across trials.
For each averaged EMG track, the period from 1 s to 0.5 s before the APA onset—where no EMG
changes were observed—was assumed as reference. The signal was integrated (time constant = 11 ms),
and the mean level in the reference period was subtracted. The onset of an excitatory or inhibitory
EMG change was identified by a software algorithm, which searched the first time point in which
the track fell above or below 2 SD of the reference signal (excitation or inhibition, respectively) and
remained there for at least 50 ms. Whenever the criterion was met, the algorithm searched backward
the point in which the signal started to deviate from the mean reference value [39]. No statistical
analysis was performed on EMG timings because of the many cases in which no clear inhibitory or
excitatory changes could be identified.

3. Results

3.1. Postural Parameters

The analysis of quiet stance (static posturography) highlighted alterations of postural control
in subjects with cerebellar deficits. In fact, children of both the SlowP and NonP groups showed an
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ellipse area greater than H (Kruskal–Wallis p = 0.039), mainly due to a greater CoP displacement in the
mediolateral direction (Kruskal–Wallis p = 0.022).

However, post hoc showed that this difference was statistically significant only in subjects with
SlowP vs. H (Table 2). In particular, the latter group revealed an inversion of the normal ellipse
configuration, with mediolateral oscillation as the preferred direction (Figure 1), which led to a
reduction of the ellipse eccentricity.

Figure 1. Statokinesigram, with 95% confidence ellipse, for representative children of the three groups:
healthy (H, panel A), with non-progressive PCA (NonP, B), and with slow progressive PCA (SlowP, C).
ML: mediolateral; AP: anteroposterior; PCA: pediatric cerebellar ataxia.
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Table 2. Postural parameters during quiet stance. Data are shown as median value (range) for children
with slow progressive PCA (SlowP), children with non-progressive PCA (NonP), and healthy children
(H). ML: mediolateral; AP: anteroposterior; CoP: center of pressure. * Significant difference between
SlowP and H groups, Dunn test p < 0.05.

SlowP NonP H

CoP length (mm) 1924 (1222 to 2983) 1481 (893 to 2911) 1594 (895 to 2309)
Average CoP velocity (mm/s) 64 (40 to 99) 49 (29 to 110) 53 (29 to 76)
ML range (mm) * 37 (24 to 97) 29.72 (13 to 85) * 19 (11 to 33)
AP range (mm) 39 (28 to 57) 31 (18.39 to 77.96) 26 (15 to 60)
Ellipse area (mm2) * 564 (354 to 2857) 447 (123 to 2075) * 208 (54 to 609)
Ellipse eccentricity 0.68 (0.48 to 0.87) 0.73 (0.65 to 0.93) 0.79 (0.51 to 0.83)

3.2. Gait Initiation Parameters

The spatial and temporal parameters during the imbalance and unloading phases were not
significantly affected by the pathology (Table 3). First step length and velocity were instead different
among the three groups (Kruskal–Wallis, p = 0.005 for length and p = 0.019 for velocity). However,
post hoc tests showed that such difference was statistically significant only in children with SlowP vs.
H (Table 4).

Table 3. Postural parameters during the imbalance and unloading phases. Data are shown as
median value (range) for children with slow progressive PCA (SlowP), children with non-progressive
PCA (NonP), and healthy children (H). ML: mediolateral, positive towards the swing foot; AP:
anteroposterior, positive when forwards; CoP→COM: horizontal distance from CoP to COM.

SlowP NonP H

IM
B

A
L

A
N

C
E

Phase duration (s) 0.41 (0.25 to 1.03) 0.42 (0.31 to 1.90) 0.31 (0.25 to 0.53)
CoP length (mm) 34 (24 to 100) 70 (33 to 134) 42 (17 to 68)
ML CoP shift (mm) 15.99 (13 to 28) 39.80 (−6 to 67) 25.95 (8 to 49)
AP CoP shift (mm) −18 (−43 to −5) −25 (−43 to −11) −14 (−41 to −8)
ML COM shift (mm) −7.33 (−14.67 to −2) −6 (−9.67 to 2) −7 (−13.67 to −2.33)
AP COM shift (mm) 4.33 (−0.67 to 20.33) 6 (2 to 8.67) 6 (2.33 to 11.67)
ML CoP→ COM (mm) −25 (−54.67 to −16.67) −30.75 (−49.25 to 54) −37.33 (−56.67 to −18)
AP CoP→ COM (mm) 24.67 (2.67 to 62.67) 28.83 (12 to 47.33) 21 (12 to 56)

U
N

L
O

A
D

IN
G

Phase duration (s) 0.46 (0.21 to 1.53) 0.33 (0.23 to 1.20) 0.41 (0.21 to 0.56)
CoP length (mm) 172 (112 to 202) 134 (62 to 175) 143 (90 to 172)
ML CoP shift (mm) −104 (−147 to −48) −127 (−168 to −9) −121 (−152 to −76)
AP CoP shift (mm) 9 (−12 to 28) −1 (−26 to 17) −9 (−59 to 9)
ML COM shift (mm) −34.67 (−66.67 to −21) −34.37 (−49 to −17) −35.67 (−53.33 to −22)
AP COM shift (mm) 43 (21.67 to 47.33) 35.08 (12 to 55.5) 38.67 (28 to 55.33)
ML CoP→ COM (mm) 44.25 (33.67 to 90.33) 50.96 (−7 to 62.67) 46.67 (23 to 61.67)
AP CoP→ COM (mm) 51 (37.33 to 94.33) 67.75 (29.33 to 106) 80 (57.33 to 108.5)

Table 4. First swing parameters. Data are shown as median value (range) for children with slow
progressive PCA (SlowP), children with non-progressive PCA (NonP), and healthy children (H). LL:
lower limb length; Fr: Froude number; * significant difference between SlowP and H groups, Dunn test
p < 0.05.

SlowP NonP H

First step length (%LL) * 47.34 (38.39 to 58.70) 62.93 (51.83 to 72.67) * 72.99 (47.46 to 83.61)
First step velocity (Fr) * 0.24 (0.12 to 0.32) 0.31 (0.24 to 0.39) * 0.39 (0.26 to 0.49)

3.3. EMG

Postural EMG changes accompanying APA onset, defined as the first CoP backward shift, could
not be detected in all recorded muscles and for all subjects. A descriptive analysis of electromyographic
recordings allowed appreciating the development of an inhibitory postural chain involving ES, BF, and
SOL, followed by an excitatory chain in RF and TA. Such a general pattern was observed in both the
stance and swing sides, irrespectively from the healthy or pathological status. Nevertheless, a different
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timing distribution of the muscular actions was found in the three groups (Table 5). In the stance limb
side, healthy subjects showed a clear craniocaudal progression, for both the inhibitory (first ES and
BF, then SOL) and excitatory (first RF, then TA) chains. Such a progression was lost both in children
with NonP and in those affected by SlowP; moreover, in SlowP, the recruitment of the excitatory chain
was delayed. On the contralateral side with respect to the swing limb, both chains had a caudocranial
progression in the H group (first SOL, then BF and ES; first TA, then RF), while children with NonP
displayed a disrupted progression of the inhibitory chain, where SOL de-activated after BF and ES,
followed by an almost synchronous activation of RF and TA. Instead, in children with SlowP, the
inhibitory chain still maintained a caudocranial progression but was overall delayed. Also, in this
group, the excitatory actions in RF and TA were synchronous.

Table 5. Latencies (ms) of postural EMG changes with respect to the APA onset (time 0). Median,
minimum, and maximum values, together with the number of subjects (n) in which APAs could be
identified, for children with slow progressive PCA (SlowP), children with non-progressive PCA (NonP),
and healthy children (H). EMG: electromyographic; APA: anticipatory postural adjustment.

SlowP NonP H

S
T

A
N

C
E

Erector spinae inhibition −68 (−85 to −52) n = 2 −79 (−109 to −49) n = 2 −102 (−115 to −80) n = 3
Biceps femoris inhibition −70 (−70 to −70) n = 4 −68 (−84 to −64) n = 3 −100 (−187 to 119) n = 7
Soleus inhibition −72 (−199 to 63) n = 6 −98 (−130 to −63) n = 3 −72 (−146 to −25) n = 5
Rectus femoris excitation 15 (−32 to 141) n = 4 −35 (−112 to 22) n = 5 −72 (−110 to 57) n = 5
Tibialis anterior excitation 31 (−52 to 66) n = 5 −41 (−49 to 26) n = 5 −31 (−49 to 108) n = 7

S
W

IN
G

Erector spinae inhibition −55 (−99 to 2) n = 3 −111 (−127 to −95) n = 2 −90 (−263 to 100) n = 4
Biceps femoris inhibition −71 (−90 to −39) n = 4 −136 (−160 to −113) n = 2 −94 (−199 to 70) n = 5
Soleus inhibition −98 (−184 to −35) n = 6 −53 (−100 to −24) n = 4 −121 (−259 to −111) n = 5
Rectus femoris excitation 3 (−40 to 24) n = 3 −11 (−83 to 162) n = 4 68 (−80 to 113) n = 3
Tibialis anterior excitation −2 (−51 to 145) n = 4 6 (−67 to 45) n = 4 −61 (−101 to 6) n = 6

Of note, in the control group, the inhibition of the stance leg SOL started about 40 ms prior to TA
excitation. While this timing was overall preserved in the children of the NonP group (about 60 ms),
it was effectively increased in children with SlowP (about 100 ms, Figure 2). Similar changes were
detected also for the swing leg.

Figure 2. EMG (electromyographic) of shank muscles of the stance leg. Comparison among healthy
children H, panel (A), children with non-progressive PCA NonP, (B) and children with slow progressive
PCA SlowP, (C). One representative subject for each group. Time 0: APA (anticipatory postural
adjustment) onset, defined as the first backward shift of the CoP (center of pressure). Black arrows
show SOL (soleus) inhibition and the following TA (tibialis anterior) excitation. Note that the time
delay between these two reciprocal actions gradually increased in children with NonP and SlowP with
respect to H children.
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4. Discussion

The aim of this study was to describe the postural control adopted by children with PCA during
quiet stance and gait initiation, in order to draw considerations on the role of the cerebellum in the
development of postural control. As a main result, we observed that in patients with slow progressive
PCA, i.e., SlowP, both the static and dynamic components of postural control were disturbed, while
the postural behavior of children with non-progressive PCA, i.e., NonP, was much similar to that of
healthy children.

During the maintenance of upright posture, children with SlowP showed an increased ellipse area,
mainly due to large mediolateral oscillations of the CoP. Considering CoP oscillations in anteroposterior
direction too, this resulted in a general reduction of the ellipse eccentricity, outlining an omnidirectional
decrease of stability. This finding was in agreement with the results described in adults with cerebellar
lesions [26]. No statistical posturographic differences were instead found between children with NonP
and H participants.

Gait initiation parameters during the imbalance and unloading phases remained substantially
unchanged in patients of both pathological groups compared to H controls. Also, this observation fitted
with previous results obtained in adults with cerebellar ataxia [21,40]. First step length and velocity
showed instead a marked reduction in children with SlowP with respect to H, possibly reflecting a
compensatory strategy for their poor balance control, and in agreement with what has been previously
described in adults [21].

Electromyographic data, despite the roughness of the descriptive approach, suggested that
patients with NonP and SlowP suffered more alterations in the temporal (when) than in the spatial
distribution (to what muscle) and in the sign of activity (how, i.e., excitation or inhibition). This aspect
agreed with the general view that assigns to the cerebellum the role of a “timing-machine” [41–45] and
leaves the pattern selection to other brain structures, like the basal ganglia. Such a perspective has
been confirmed also for what regards APAs in adults [46,47].

A short comment also deserves TA and SOL reciprocal activation. Despite our analysis was
descriptive, patients with PCA and healthy children displayed the classical anticipatory postural
pattern, characterized by SOL inhibition followed by TA activation of the stance limb (see Introduction).
However, the latency between SOL and TA activity in the healthy group (about 40 ms) was consistent
with what reported by Isaias et al. (2014) [18] and much lower than what has been found in adults
(about 100 ms, [7]). This observation supported the choice of devoting a paper to gait initiation in
children and, at the same time, suggested that the present H group, despite scarce, well represents
the underlying population. On the contrary, indications of altered timing were observed in patients
with PCA, in which the SOL-TA latency slightly increased to about 60 ms in children with NonP and
attained about 100 ms in children with SlowP. This suggested a framework of abnormal feed-forward
muscle synergies [21,24].

In summary, the reported differences in postural behavior between children with typical
development and children affected by PCA support our hypothesis that the cerebellum plays a
role also during the key phase of human maturation, in particular, in building internal models of
gait initiation dynamics. This finding further stresses the importance of including postural training
exercises in the rehabilitation programs for these pathologies [48]. Moreover, the observation that
the gait initiation protocol allowed distinguishing motor deficits in children with SlowP vs. NonP,
although the corresponding SARA scores were comparable, suggests that such protocol may be useful
to monitor the evolution of motor deficits over time. The following two subsections are devoted to
discussing the putative reasons for the different motor patterns we observed in patients of the two
groups, as well as the resulting clues about the compensation mechanisms.

4.1. Disease Progression and Postural Behavior

When looking to the present results as a whole, children with SlowP seem to have a worse
postural behavior with respect to both children of the NonP and H groups. This result is unlikely
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related to the severity of the pathology since all patients had a homogeneous SARA score, which,
in turn, indicates comparable motor deficits in clinical terms. Therefore, the difference might stem
either from the kind of cerebellar lesion (generalized atrophy vs. vermian hypoplasia) or from the
progressive or non-progressive nature of the pathology. In this regard, children with SlowP suffered
from generalized cerebellar atrophy, which represents macroscopic neuronal death, and received
an ascertained clinical and/or radiological diagnosis of slow progression. On the contrary, Joubert
syndrome, affecting children of the NonP group, is a congenital malformation that causes anomalous
organogenesis of both the cerebellar vermis and peduncles. Therefore, it has an intrinsically stable
nature along with the growth of the subject. In fact, once the organogenesis is completed, the vermian
hypoplasia remains stable throughout the patient’s lifetime.

It could be argued that our observation of worse postural control in children with SlowP may
be related to the larger extent of their cerebellar compromission (generalized atrophy vs. vermian
hypoplasia). However, literature reports an emblematic case that contrasts with this interpretation.
In fact, Titomanlio et al. (2005) [49] published a case report in which a 17-year-old subject with complete
cerebellar agenesis showed only mild ataxia with slight dysmetria and moderate mental retardation,
but no difficulty in attaining very complex motor tasks. Such evident functional compensation could
be explained only through the plasticity of the remaining brain areas, which had to cope with a lesion
that is stable since embryogenesis. This report suggests restricting the hypothesis to the progressive
nature of the pathology.

Returning to the present study, we envisage that children with NonP could use the plasticity of
their intact brain areas, which may include the cerebellar hemispheres, to effectively compensate for
their stable lesion and attain an almost normal psychomotor development. On the contrary, children
with SlowP suffer from a continuous cerebellar degeneration, which conflicts with the consolidation
of compensatory functional strategies. This perspective not only fits with the gradual worsening of
postural deficits we documented here when passing from healthy children to patients with NonP
and to patients with SlowP but would also explain why patients with adult-onset cerebellar lesions
show even more pronounced postural deficits [46]. Indeed, neural plasticity gradually but consistently
decreases over the lifespan [50].

4.2. Putative Compensatory Network

Finally, it remains to figure out which neural substrate could be involved in functional
compensation. In this regard, it is interesting to highlight recent evidence showing subcortical
bidirectional connections between the basal ganglia and the cerebellum [51–53].

The functional role of the basal ganglia to cerebellum connections has been deeply investigated.
Indeed, it has been observed that patients with Parkinson’s disease (PD) show abnormal functioning
also in the cerebellum [54,55]. A SPECT study in patients with PD confirms an increased cerebellar
activity when the effect of the anti-parkinsonian drug extinguishes [56]. Considering the reciprocal
connectivity, it is of interest that functional MRI has shown increased putamen-cerebellar activity in
patients with PD performing simple motor tasks and that greater putamen-cerebellar connectivity
is significantly correlated with better motor performance. On the contrary, the administration of
levodopa, which compensates the low endogenous dopamine production in patients with PD, has
reduced this connectivity, relieving the cerebellum from its compensatory task [57]. It has also been
observed that the compensatory role of the cerebellum contributes to preventing the full manifestation
of the typical motor symptoms during the initial stage of PD; this compensatory ability saturates with
time, leading these patients to develop cerebellar symptoms too [58].

These pieces of evidence allow arguing that, reciprocally, intact basal ganglia may compensate for
cerebellar deficits. This hypothesis is still to be demonstrated, but should it be proved, it would provide
a straightforward explanation for the graded postural impairments we found in children affected
by PCA, as well as for the worse impairments reported in adult patients with cerebellar ataxia [46].
Evidence in this regard might come from functional MRI and diffusion tensor imaging techniques.
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4.3. Limitations of the Study

The two main limits of the present study were the small number of participants and the low
number of valid trials recorded in each of them. In particular, we could not observe APAs in all subjects,
and this prevented a statistical analysis of EMG data. While it could be feasible to recruit more H
subjects, the rarity of PCAs limited the number of children that precisely fall within the SlowP or NonP
groups. With regard to the low number of valid trials, it could be increased only by prolonging the
experimental session, which would quickly become burdensome for children, and especially for those
affected by PCA.

5. Conclusions

Although all children with PCA showed clinically similar motor impairments, only children with
SlowP were less stable in standing and showed a significantly shorter and slower first step than healthy
children. Also, the descriptive EMG analysis in lower limb and back muscles pointed to a worse
postural control in children of the SlowP group. On the basis of recent literature, we proposed that
such different behavior stems from the disease progression, which interferes with the consolidation of
compensatory strategies in children with SlowP but not in those affected by NonP.
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Abstract: Obese individuals are characterized by a reduced balance which has a significant effect on
a variety of daily and occupational tasks. The presence of excessive adipose tissue and weight gain
could increase the risk of falls; for this reason, obese individuals are at greater risk of falls than normal
weight subjects in the presence of postural stress and disturbances. The quality of balance control
could be measured with different methods and generally in clinics its integrity is generally assessed
using platform stabilometry. The aim of this narrative review is to present an overview on the state
of art on balance control in obese individuals during quiet stance. A summary of knowledge about
static postural control in obese individuals and its limitations is important clinically, as it could give
indications and suggestions to improve and personalize the development of specific clinical programs.

Keywords: posture; stability; force platform; stabilometry; posturography; obesity

1. Introduction

Postural stability can be explained as the ability of one’s motor control to maintain the standing
posture, even during external perturbations. It is often described as static (quiet standing) or dynamic
(maintaining a stable position while undertake a prescribed movement) [1].

Postural stability is achieved when a subject can regain equilibrium after being disturbed. Postural
control requires the integration of inputs from various sensory systems, which are: (a) the proprioceptive
system (receptors in joints, muscles, tendons, skin) [2], (b) the visual system [3] and (c) the vestibular
system (semicircular canals and macular otoliths) [4]. Sensorimotor integration and balance regulation
rely on the cerebellum; most of the evidence of the function of the cerebellum in humans comes from
patients with cerebellar damage who display balance abnormalities and gait ataxia [5].

This multimodal (integrating visual, vestibular, and proprioceptive inputs) and redundant control
causes chaotic center of mass (CoM) oscillations known as postural sway [6–8]. In clinics the quality
and integrity of balance control is generally assessed using various measures of postural sway [6].

Instrumental evaluation with platform stabilometry or static posturography is a technique where
CoM fluctuations are represented by the center of foot pressure (CoP) displacements [9] and it consists
in the measurement of forces exerted against a force platform during quiet stance. This method is widely
used in clinical settings to evaluate the integrity of the postural control system and to obtain functional
markers on fine competencies and their development in different testing conditions (i.e., eyes open vs.
eyes closed, feet position, and presence of external stimuli) [10]. Commonly, the study of properties of
the CoP trajectory in clinics is performed using traditional time series, in particular analyzing length,
displacement excursion, velocity and frequency analysis. The main advantages of these analysis
techniques are the simplicity of the experimental set-ups and the safety for the subjects evaluated, a
particularly important consideration in pathological conditions [11]. However, some limitations are
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present: (a) the lack of a normal pattern due to intra- and inter-individuals variability; (b) the difficulties
inherent to standardizing the measurement experimental set-up (reproducibility of the experimental
protocol, environmental conditions, random errors, signal processing); and (c) the presence of highly
coupled parameters measured by means of the force platform [12,13]. Due to the presence of these
limitations, it is necessary to have reliable methods available to extract physiologically significant
information from the platform data [11,14]. Alongside the study of properties of the CoP trajectory
using traditional time series, some advanced mathematical methods have been developed applying a
dynamic approach, such as entropy and fractal dimension (FD) analysis [11,15,16]. Even if previous
studies [14,17,18] suggested that these methods could represent reliable techniques complementary to
the analysis in time and frequency domain in order to evaluate postural control, their use in clinical
setting is not yet widespread.

Balance is a fundamental element in carrying out daily life activities. Aging and various pathologies
increase the postural instability which can lead to falls [19]. In particular, some anthropometric
measurements (height and weight) are demonstrated to significantly influence both postural sway and
postural stability [12,20,21]. The excessive presence of fat adds mass to different regions and modifies
the body geometry [22]: in this way the altered CoM position leads to balance impairments [23].

It is estimated that in 2016, more than 1.9 billion adults aged 18 years and older were overweight;
of these over 650 million were obese [24]. A recent paper suggests that by 2030 nearly one in two
adults in the United States will be obese and nearly one in four adults will have severe obesity [25].
Patients with obesity have intrinsically reduced postural stability and balance as compared with their
normal-weight counterparts. This reduced stability increases linearly with body mass index (BMI).
They are at increased risk of falling at any age [26]. Although many studies investigated the risk of
falling in obese individuals, balance exercises in these individuals are often not implemented in the
rehabilitation program. After implementing a rehabilitation program with specific balance exercises,
patients with obese have shown to improve their balance control. Maffiuletti et al. [19] showed that just
4-min of specific balance training incorporated into the physical exercise routine improved postural
stability in patients with severe obesity. The recommended exercise program for patient with obesity is
a multicomponent 90-min exercise program that includes 15-min balance training, 15-min flexibility,
30-min aerobic exercise and 30-min high-intensity resistance training [27]. Different aspects of balance
control can be addressed:

1. Treatment of biomechanical constraints (weakness, reduced range of motion, reduced flexibility,
and improper postural alignment).

2. Weight shifting exercise to treat reduced limits of stability.
3. Sensory retraining of balance control.
4. Training of anticipatory postural adjustments focused on improving postural preparation for

transition from one position to another (sit-to-stand single-leg-stance, step initiation, and
compensatory forward stepping).

5. Training postural responses to perturbations.
6. Dynamic stability during gait (i.e., walking in different directions and environments).

The consensus is that obese individuals exhibit poor postural stability [28,29]; the aim of this
review will be to present an overview on the state of art on balance control in obese individuals during
quiet stance. A summary of our current knowledge about static postural control in obese individuals is
important from a clinical perspective, as it could allow for the development of clinical programs that
are more oriented towards the needs of this population, even avoiding the risk of comorbidity due
to falls.

2. Methods

We conducted an extensive search of the relevant literature, with a focus on studies/articles
published in the last 15 years (2004–2019). The literature search was performed in November 2019
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on the following electronic databases: Web of Science, PubMed MEDLINE, Scopus, and Mendeley.
Customized queries including keywords and Boolean logic with AND/OR operators were entered in
this form: “(balance OR posture OR stability) AND (posturography) AND (obesity)”, with document
type set to “Article”. The search was limited to full original articles written in English. Bibliographies
of identified papers were hand searched for supplemental relevant items.

All included studies had to meet the following criteria: overweight and obese adults (18–75 years;
with body mass index (BMI) ≥ 25 Kg/m2); studies assessing obese patients with genetic obesity;
evaluations performed with force platform. We excluded studies that were not primarily focused on the
evaluation of quiet standing evaluation (dynamic balance) in obese subjects, or non-adult participants
and elderly subjects.

3. Results

A total of 27 records were retrieved from the electronic databases. Eight items were added
by visual inspection of reference lists and review articles. After removing seven duplicates, titles
and abstracts screening led to exclude four papers. Out of the remaining 24 articles, 12 failed to
meet inclusion criteria. The main reasons for exclusion were as follows: studies assessing elderly or
non-adult patients; patients with neuropathy; the presence of other pathologies (multiple sclerosis).
The selection process is summarised in Figure 1.

Figure 1. Diagram of study selection.

Table 1 presents a summary of the papers on postural ability in obese individuals with the
demographic characteristics of the evaluated individuals and some details of the experimental set-up
(trial duration, conditions, feet position, analyzed parameters).
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3.1. Study Population

The sample size of participants ranged from n = 11 to n = 180 (mean age range: 19 years to
60 years). A total of 860 subjects were involved (approximately 60% females and 40% males), but we
could not exclude subjects overlapping in studies conducted by the same research group.

Experimental Set-up and Parameters

In terms of the experimental set-up, the common postural techniques are used in terms of trial
duration (30 s or 60 s) and conditions (eyes open and eyes closed). On the contrary, some differences
were found as for the feet position; this could represent a bias as it is demonstrated that anthropometric
measurements (e.g., maximum foot width), and the foot position could influence balance [12]. Almost
all the studies have been conducted using parameters obtained by time-domain analysis of the CoP
trajectory (length, displacement excursion, velocity).

To the best of our knowledge, most studies in obese individuals have adopted the traditional
time-domain approach. However, a growing number of studies have been designed to explore other
approaches for the analysis of the CoP trajectories during quiet standing and to characterize the
preferential involvement of specific neuronal loops in postural regulation (frequency), its irregularity
and complexity (entropy), its chaotic pattern (fractal dimension method), etc. [40].

Nevertheless, these alternative methodologies have not been used in obese patients. To our
knowledge, only few researches [17,37] quantified posture using the FD approaches in addition to the
time and frequency domain in genetic obese patients (Prader-Willi syndrome and Down syndrome).
The results showed that patients presented higher CoP fluctuations in both AP and ML directions
with longer CoP trajectory than the control group [35,41–43] and similar values as for the frequency
analysis. Furthermore, the pathological individuals presented larger excursions of CoP with the same
velocity of oscillation if compared to normal weight individuals. In addition, patients with genetic
obesity exhibited higher FD values, which were higher in patients with Down syndrome. According
to these results, the time domain parameters do not seem to clearly highlight early anomalies in
postural maintenance: the traditional method does not investigate the chaotic fluctuations of CoP
trajectories. Frequency analysis and dynamical system theory could identify early changes and may
match time frequency analysis to assess balance. However, the clinical interpretation of the results is
not completely clear and requires further in-depth investigation.

3.2. Gender Effects

Gender differences (considering in particular gynoid and android shape) are observed in terms
of body mass distribution, even if android fat distribution is also found in females, especially in
postmenopausal women: nevertheless, the research for possible gender-specific differences in balance
has reported contradictory findings. Some studies were conducted just on a specific gender (males or
females).

3.2.1. Males

Hue et al. [30] observed that obese men presented higher instability, in both the antero-posterior
(AP) and medio-lateral (ML) CoP excursions, than normal weight individuals; an improvement was
found in severely obese men after weight loss [31] and specific balance training [19]. This result
supports the suggestion that body weight is an important predictor of postural stability [30].

3.2.2. Females

Blaszczyk et al. [33] observed a significant postural instability in all obese patients; CoP
fluctuations were higher in patients with the highest body mass index (>40 kg/m2). In another
study, Cienliska-Swider et al. [38] quantified CoP characteristics in a group of obese women with
android type of obesity as compared with a group of obese women with gynoid type of obesity, standing
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with eyes open and closed. They found that women with abdominal obesity showed a larger sway
range in the AP direction under both conditions and a greater maximal CoP velocity than subjects with
gynoidal obese type under the eyes closed condition. Women with abdominal obesity seem to exhibit
greater postural instability in comparison with women with gynoid fat distribution. In another study
conducted by the same authors [8] on young obese women, they found that participants exhibited
sagittal plane postural instability only with their eyes closed. After body weight reduction, ML static
stability decreased, directly connected to a change in the base of support. Recently, Hita-Contreras [36]
analyzed the relationship between body weight/body fat distribution and postural balance and their
correlation with falls in postmenopausal women, which are characterized by weight gain and increased
central adiposity. In the obese group, higher excursions were found in the antero-posterior direction
under both eyes-open and eyes-closed conditions, as well as for the CoP velocity. In particular, in
overweight and obese individuals with an android body fat distribution a good correlation with the
risk of falling was found. Similar results were found in obese older women, suggesting that obesity
has a negative impact on the capacity of older woman to adequately use proprioceptive information
for posture control [44].

3.2.3. Males vs. Females

If instability was generally observed both in obese males and female, it is not clear whether
gender could influence balance. Cruz-Gomez et al. [34] assessed the influence of BMI group
(lean/overweight/obese) and gender on the postural sway of adolescents and adults during quiet
upright stance in four conditions (eyes open/closed on hard/soft surface). The postural stability of obese
subjects decreases with eyes closed, if compared to normal weight individuals, with no influence of the
gender. Thus, they found no interactions between the BMI group and the gender, independently of the
age of the subjects. On the contrary, in another study, Menegoni et al. [32] identified a gender-specific
effect in obese individuals: both genders displayed instability in AP direction, while only males
presented ML destabilization. The difference in male and female body tissue distribution could
potentially offer two related explanations to these outcomes. While males typically store more fatty
tissue around their abdomen, (android shape), females usually carry fat around the hips and the upper
portion of their legs (gynoid shape) [45]. AP instability is exacerbated in both populations by greater
overall mass which leads to higher ankle torque. The male distribution of mass, however, results in
increased loading of the pelvic girdle which, in turn may contribute to greater ML CoP excursion.
Similar, yet alternatively, the anatomically lower position of fat storage associated with the female
gynoid shape has a consequently lower CoM than the male android shape.

3.3. General Considerations

In general, body weight is considered a predictor of postural instability [30], from adolescence
onwards [26]. In obese individuals there is significantly greater forward CoP displacement during
dynamic standing balance activities [46]. Excessive body weight affects posture linearly with the
increase of BMI (0.39 < rho < 0.60, p < 0.05) [47,48], similarly to the later stages of pregnancy [31], the
center of gravity shifts forward, lumbar lordosis increases together with the pelvic forward tilt, dorsal
kyphosis and secondary cervical lordosis become more pronounced [49]. Otherwise, increased CoP
parameter values and therefore increased postural instability during quiet stance has been reported in
both morbidly and slightly obese subjects [39]. Two hypotheses have been proposed to explain the
presence of higher oscillations in obese individuals in comparison with normal weight subjects: a) the
reduction of plantar sensitivity due to the hyper activation of the plantar mechanoreceptors for the
continuous pressure of supporting the large mass; b) the presence of high mechanical request in obese
subjects due to a whole body center of mass further away from the axis of rotation causing a greater
gravitational torque [30].
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4. Conclusions

According to this narrative review, the research investigating the effect of adiposity on postural
balance is limited and, to date, has primarily focused on parameters related to time-domain approach
during bipedal stance.

Because of the elevated mass to height ratio of excessively muscular people, BMI becomes a
relatively ineffective method for differentiating between highly overweight subjects and bulky, yet
fit, muscular subjects. This could be a potential explanation for the discrepancies found in studies
using BMI as their sole classification metric. The relationship between excessive adiposity and balance
may be better explained using different measures of fat percentage. Rather, by including the ratio of
circumference between waist and hip, researchers could add a quantitative parameter (in addition
to the traditional BMI) which characterizes the shape of a subject and subsequently ensure better
homogeneity amongst groups.

Considering that the prevalence of obesity is increasing at a rapid rate all over the world, health
systems will have to face the growing problems directly related to obesity. It is now known that an
increase in BMI is associated with an increase in functional limitation, decreased stability and an
increased risk of falls. Complications associated with falls are often more difficult to treat in obese
individuals in comparison with normal-weight subjects. Targeted physical activity and rehabilitation
would seem to lead to improvements in terms of balance in obese people; it is still unclear whether a
regular exercise program and weight loss could be the first steps in countering the reduced balance
related to obesity. Balance exercises are often neglected in rehabilitation programs; evidence exists
that majority of patients with obesity complain of dizziness, but they seem to underestimate the risk
of fall; considering the increased risk of fall, balance exercises for the patient with obesity should be
implemented even in the absence of specific balance disorders.

The main limitation of this review is mainly related to the age of the evaluated patients. A
more extensive review could be conducted evaluating also the effects of age (elderly) and non-adult
participant’s (children and adolescents). In addition, it could be interesting to consider dynamic balance
training in these patients, which has been proven improving balance performance and decreases falls
in these subjects.
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33. Błaszczyk, J.W.; Cieślinska-Świder, J.; Plewa, M.; Zahorska-Markiewicz, B.; Markiewicz, A. Effects of excessive
body weight on postural control. J. Biomech. 2009, 42, 1295–1300. [CrossRef] [PubMed]

34. Cruz-Gómez, N.S.; Plascencia, G.; Villanueva-Padrón, L.A.; Jáuregui-Renaud, K. Influence of Obesity and
Gender on the Postural Stability during Upright Stance. Obes. Facts 2011, 4, 212–217. [CrossRef] [PubMed]

35. Rigoldi, C.; Galli, M.; Mainardi, L.; Crivellini, M.; Albertini, G. Postural control in children, teenagers and
adults with Down syndrome. Res. Dev. Disabil. 2011, 32, 170–175. [CrossRef]

36. Hita-Contreras, F.; Martínez-Amat, A.; Lomas-Vega, R.; Álvarez, P.; Mendoza, N.; Romero-Franco, N.;
Aránega, A. Relationship of body mass index and body fat distribution with postural balance and risk of
falls in Spanish postmenopausal women. Menopause 2013, 20, 202–208. [CrossRef]

37. Cimolin, V.; Galli, M.; Rigoldi, C.; Grugni, G.; Vismara, L.; de Souza, S.A.F.; Mainardi, L.; Albertini, G.;
Capodaglio, P. The fractal dimension approach in posture: a comparison between Down and Prader–Willi
syndrome patients. Comput. Methods Biomech. Biomed. Engin. 2014, 17, 1535–1541. [CrossRef]
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Abstract: Depending on task requirements, a human is able to select distinct strategies such as
the use of an ankle strategy and hip strategy to maintain their balance. Postural control actions
often co-occur with other movements, and such movements may bring about a change from one
type of postural coordination to another. The selection of a postural control strategy has typically
been investigated by the transition of the center of mass (COM), center of pressure (COP), and in
between angle joint motion along with their characteristics. In this paper, we proposed a method
using the logistic function of the sigmoid model based on cross-correlation coefficient (CCF) data for
investigating and observing the transition of postural control strategies of COM–COP and ankle-hip
angles towards anterior–posterior (AP) continuous translation perturbation. Subjects were required
to stand on the motion base platform where perturbations with an increasing frequency (0.2 Hz
to 0.8 Hz) and decreasing frequency (0.8 Hz to 0.2 Hz) in steps of 0.02 Hz, were induced. As the
frequency increased, the COM and COP displacements were decreased, with the opposite trend
observable with decreasing frequency. This pattern was also observed at the head peak-to-peak
amplitude. Meanwhile, ankle and hip angular displacements were increased during increasing
frequency and decreased during decreasing frequency. In this paper, the proposed sigmoid model
could identify the transition frequency of COM–COP and ankle–hip transition. The mean transition
frequency of COM–COP during increasing frequency was 0.44 Hz, and the ankle–hip transition
frequency was 0.42 Hz. Meanwhile, for decreasing frequency, the COM–COP transition frequency
was 0.55 Hz, and for the ankle–hip transition the frequency was 0.56 Hz. With frequencies, both
increasing and decreasing, the COM–COP and ankle–hip transition frequencies occurred almost at
the same frequency. Furthermore, the transition occurred at a lower time scale during increasing
frequency compared to decreasing frequency. In conclusion, the continuous translation surface
perturbation provided information on the behavior of postural control strategies. A sudden change
in ‘phase angle’ was observed, where either an ankle or hip strategy was implemented to maintain
balance. Besides, the transition frequency of postural control strategies could be determined to occur
between 0.4 Hz and 0.6 Hz, based on the average value, for healthy young subjects in the AP plane.
Furthermore, the proposed sigmoid model was believed to be able to be used in the determination of
transition frequency in postural control strategies.

Keywords: postural control strategies; sigmoid model; cross-correlation coefficient; continuous
support surface translation perturbation; kinematics; kinetics; transition

1. Introduction

The ability to maintain balance in an upright position during quiet standing and dynamic task
conditions is necessary for successful performance in daily life tasks [1,2]. Human postural control
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tends to initiate and constraint joint movement so that the center of mass (COM) is positioned over the
base of support (BOS) and aligned with the center of pressure (COP), which is known as an equilibrium
state. However, any external perturbation that is induced to those parts of the body will result in the
shift of COM closer to the BOS border and interrupt alignment between COM and COP, which will
cause a non-equilibrium state [3]. However, the balance control systems degenerate as we grow older,
and this factor becomes the main reason for the high risk of falls among elderly people. Therefore,
a better and deeper understanding of postural control strategies needs to be understood first before the
development of training and rehabilitation tools.

Depending on task requirements, a human is able to select distinct strategies. Two primary
postural control strategies were identified in upright bipeds, which are an ankle strategy and hip
strategy [4,5]. The ankle strategy is viewed as an inverted pendulum with the motion around the ankle
joint. Meanwhile, the hip strategy is used when the postural stability creates a particular constraint on
the posture when the motion is around the hip joint. With the presence of a hip strategy, Buchanan and
Horak suggested that a single link inverted pendulum will split into a multi-link model [6]. Besides
these two primary postural control strategies, an additional strategy mode has also been identified that
incorporates the ankle and hip strategies into a coordinated strategy. However, how these strategies
are selected to maintain balance is still unknown and needs further investigation. In this study, we only
observed the ankle and hip strategies since these are the primary strategies used in postural control.

Postural control actions often co-occur with other movements, and such movements may bring
about a change from one type of postural coordination to another. This can be caused by the
basic patterns of postural coordination being centrally represented by a set of motor programs,
and postural transitions being behavioral consequences of changes between programs operating at
the level of the central nervous system (CNS) [7,8]. These, as well as the changes between postural
states, are consequences of the self-organized nature of the postural system, which exhibit properties
of non-equilibrium phase transitions between attractors [9]. Typically, continuous relative phase
(CRP) [10] or point estimate relative phase (PRP) [11] have been applied to investigate the coordination
relation of two variables. The in-phase mode (~0◦) indicates that two stationary signals move in the
same direction, whereas the anti-phase mode (~180◦) indicates that the signals are moving in the
opposite direction. However, until now, there have been no studies that have mentioned the exact
frequency at which the postural strategy changes happens. Other methods can also be considered in
defining the coordination relation of two variables, such as cross correlation function (CCF) analysis.
This analysis is a powerful, efficient, and relatively easy-to-apply tool for quantifying associations
between variables. It also can be very useful for investigating spatial and temporal relationships
between time-varying signals and can provide further insight into the coordination of movement,
muscle activation patterns, and isolation noise within a signal. Furthermore, since the CCF coefficient
data shows a resemblance to a sigmoidal pattern, we proposed that the transition frequency could
be identified by using the logistic function of the sigmoid model. This is because the sigmoid model
provides a good example of non-linear and quickly increasing functions of the probability of disclosure
and makes computation easier [12]. While most traditional nonlinear activation functions are bounded,
simpler piecewise linear activation functions have become popular because of their computational
efficiency and robustness in preventing saturation [13]. Therefore, the sigmoid model is a reliable
analysis technique, which mimics the physiologically based prediction of the input/output relation [14].

There have been several studies into the coordination of the body that affords stability in dynamic
postural balance under both discrete [15,16] and continuous oscillation [17,18] of motion base support.
Many researchers have reported the use of support surface perturbation as an experimental method
to investigate different patterns of postural strategies [19–21]. According to previous studies, lower
extremities play an important role in balance. The ascending sensory pathway from the sole then
regulates muscle activation to initiate ankle motion, then activating hip motion, and finally the
upper body, including trunk and head [20]. Without sufficient activation or response from the lower
extremities, it is difficult for nervous systems to provide feedback to generate an effective strategy and
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prevent falling. Therefore, it is believed that support surface perturbation, which acts as an external
perturbation, is enough to induce postural control strategy patterns. Besides, this perturbation can
replicate daily life activities such as slipping, tripping, and also stepping. Both increasing frequency
and decreasing frequency were implemented in this paper. In previous studies, large step size changes
of continuous translation frequency were used [10,21]. Motor sensory perception could sense slight
changes of the translation frequency, which could lead to sudden changes in postural control strategies
and the possibility of the subjects not reacting naturally. Therefore, a small step size of translation
frequency was implemented in this paper to provide a more precise transition frequency.

This paper aims to investigate and observe the transition frequency of COM–COP and ankle–hip
transition towards continuous translation frequency perturbation. The logistic function of the sigmoid
model based on CCF coefficient data was used to determine the transition frequency. Besides, the effect
of frequency order perturbation towards the transition frequency was also observed. Moreover, this
paper is the first paper to introduce the sigmoid model based on CCF coefficient data for determining the
transition frequency of postural control strategies. We examined the hypotheses that (1) a sudden shift
from in-phase to anti-phase happens as effect of translation frequency perturbation; (2) the transition
frequency range decreases with the implementation of a small step size in continuous translation
perturbation; (3) the different order of translation frequencies affects the transition frequency; and (4)
the sigmoid model based on CCF coefficient data can be used in determining the transition frequency
of postural control strategies. The findings from this study will contribute to further understanding of
human postural control strategies.

2. Methods

2.1. Participants

In this study, 20 healthy young male subjects participated (25.70 ± 4.42 years old, 65.85 ± 9.53 kg,
170.43± 6.63 cm). The subject sample size (n) was confirmed with sample size calculation. The minimum
size for every parameter (increasing frequency (COM–COP, n = 15; ankle-hip, n = 9), and decreasing
frequency (COM–COP, n = 13; ankle–hip, n = 9)) was obtained. From the calculation, it was confirmed
that the current sample size was sufficient for conducting the experiment. Young and healthy
subjects were selected for the determination of transition frequency due to their agility and ability
for a better control strategy. All healthy subjects were free from neurological disorders, balance
disorders, and vestibular function disorders. They had no history of neurological impairment.
Information regarding the subjects’ history of falls and physical condition were recorded as references.
The experimental procedure was approved by the ethical committee of our research institute.

2.2. Experimental Procedures

Subjects were requested to stay standing quietly for 10 s to record quiet standing data. Then,
subjects were exposed to external surface continuous translation perturbation with two types of
frequency orders, which increased (0.2 Hz to 0.8 Hz) and decreased (0.8 Hz to 0.2 Hz) in 0.02 Hz steps
with a displacement of 100 mm peak-to-peak. Buchanan and Horak stated that the transition frequency
occurs at a frequency of 0.5 Hz and above [6]. Therefore, the selection of these frequencies, which is
from 0.2 H to 0.8 Hz, with 0.5 Hz in between, was used in the determination of transition frequency.
A 0.02 Hz step of frequency was implemented in order for subjects not to notice the slight changes
of the translation frequency. Besides, this approach can avoid sudden changes, and the subjects can
react naturally in executing postural control strategies. Each frequency changed after five oscillation
cycles. The subjects were instructed to maintain their postural balance while the continuous translation
perturbations were induced as they were barefoot, with eyes open, and focused at a mark that was set
at eye level. The total duration of the experiment was about 373 s for each subject in both increasing
and decreasing frequencies. The subjects’ vision and vestibular sense were not manipulated.
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2.3. Experimental Apparatus

An external continuous translation perturbation in an anterior–posterior (AP) direction was
produced by a 6-axis movable platform (MB-150, Cosmate, Tokyo, Japan). A force platform (9286A,
Kistler, Yokohama, Japan) was used to derive the displacement of the body’s COP and mounted on the
moving platform. A 3-D motion capture analysis system with ten high-precision infrared cameras
(Kestrel camera, Motion Analysis Corp., CA, USA) was used to record the motion of the passive marker
attached over the joints of the subjects. Eighteen fixed reflective markers (placed at the 3rd metatarsal,
lateral malleolus, lateral condyle, trochanter of the femur, iliac crest, acromion of spacula, top of the
head, and four markers on the force plate) were attached over the subjects’ joints. Both right and left
knees were locked to prevent bias movement from the knees. This study focused on two segmental
links of human postural strategies, which are ankle and hip strategies. Therefore, the absence from the
knee joint was necessary to purely obtain the ankle and hip joint data. The method used to lock the
knee joint was by using a pair of wood splints sandwiched around the knee joints in account of the
subject comfort.

2.4. Data Collection

Motion capture data, which are marker data, underwent their own post-processing in order to
create and gather the marker names and coordinates. All disconnected frames of marker positions
needed to be corrected and smoothed to eliminate noise. Furthermore, force plate data were also
filtered with a 2nd Butterworth filter with a cut off of 6 Hz to eliminate noise, especially from the
power line and movement. Each data point was then resampled to a sampling frequency of 200 Hz.
The coordinated data from motion capture were collected as raw data for the calculation process.
The COM was calculated from the eight-segment model. The total body COM position was obtained
by the weighted summation of the individual segment COM position, as mentioned in Equation (1).
Constant value for each segment was shown as in Table 1 [22]. The ground reaction force (Fv) was
obtained by summing up all the vertical forces from the strange gauge (i.e., fz1, fz2, fz3, and fz4) of
the force plate, as shown in Figure 1. The force plate moment in the x-axis (Mx) was generated by
these vertical forces, as shown in Equation (2). The joint movement coordinates (x, y, z) obtained from
motion analysis systems with a 1 kHz sample rate were used to measure joint angle displacement
(θankle and θhip) and body segment length (hankle, hhip, and hseg) for segmental COM location. The COP
displacement was determined from Equation (3) below where dz was the distance from the surface to
the platform origin. The ankle and hip angle displacement were calculated with Equation (4) by using
2 vectors, as shown in Figure 2. The average of head peak-to-peak amplitude for each frequency was
also calculated.

Table 1. Constant value for each segment [22].

Segment Segment Weight/Total Body Weight

Head, arm, trunk (HAT) 0.536
Pelvis 0.142

Left/Right Thigh 0.1
Left/Right Leg 0.0465
Left/Right Foot 0.0145
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Figure 1. Force distribution on force plate.

Figure 2. Joint angle.

The COM and COP displacement in the AP direction was as follows:

COMAP[mm] =
∑(

COMeach seg × constant valueeach seg
)

(1)

where the constant value is in the table below.

Mx = a( fz1 + fz2 + fz3 + fz4) (2)

COPAP[mm] =
Mx −

(
Fy·dz

)
Fv

(3)

where a is the sensor offset value and Fy is the horizontal component in y-direction force.
The ankle and hip angle displacement in the AP direction were as follows:

cosθ(deg) =

→
A·→B
|A||B| (4)

2.5. Data Analysis

2.5.1. Cross-Correlation Coefficient

This study focused on observing the changes of postural control strategies, especially regarding the
transition frequency of COM–COP and ankle–hip angle toward increasing and decreasing frequency
translation perturbation. In this paper, CCF analysis was used to observe the correlation between
COM–COP and ankle–hip angle. This analysis is a powerful, efficient, and relatively easy-to-apply
tool for quantifying associations between variables. It also can be very useful for investigating
spatial and temporal relationships between time-varying signals and can provide further insight into
the coordination of movement, muscle activation patterns, and isolation noise within a signal [23].
The coefficient value range was between −1.0 and 1.0. A CCF coefficient of −1.0 shows a perfect
negative correlation, while a coefficient of 1.0 shows a perfect positive correlation. A calculated value
greater than 1.0 or less than −1.0 means that there was an error in the experimental, data collection,
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and processing measurement. Cross-correlation involves correlating two different time-varying signals
against each other. It was calculated using Equation (5), where x and y are the sample data:

r =
n(
∑

xy) − (∑ x)(
∑

y)√[
n
∑

x2 − (∑ x)2
][

n
∑

y2 − (∑ y)2
] (5)

There was a total of 31 frequencies, from 0.2 Hz to 0.8 Hz and 0.8 Hz to 0.2 Hz with 0.02 Hz
steps. Each frequency comprised 5 cycles, which gave a total of 155 cycles except 0.2 Hz for increasing
frequency and 0.8 Hz for decreasing frequency translation perturbation, which comprised 6 cycles.
The first cycle of 0.2 Hz and 0.8 Hz was eliminated in order to cut out unnecessary movement at the
beginning of the experiment. An average of 5 cycles from every frequency was calculated. Then, by
using the value of average cycle, CCF coefficients were calculated for COM–COP and ankle–hip angle
in order to observe the correlation of these two cycles.

2.5.2. Logistic Function (Sigmoid Model)

The sigmoid model provides a good example of non-linear and quickly increasing and decreasing
functions of the probability of disclosure and makes computation easier [12]. Besides, the sigmoid
model is a reliable analysis technique that mimics the physiologically based prediction. In this paper,
the CCF coefficient data distribution graph exhibits a sigmoidal pattern at increasing and decreasing
stimulation intensities. Therefore, we proposed the sigmoid model in order to determine the transition
phase of human postural control strategies. A general least square model similar to one developed in
the investigation of the ascending limb of all recruitment curves and transcranial magnetic stimulation
(TMS) research was used [13]. In this paper, a custom four-parameter sigmoid model was modified as
shown in Equation (6) below:

Fx =
L

1 + ek(x−x0)
+ y0 (6)

where L is the vertical range of model, k is the gradient or slope of the model, and x is the CCF
coefficient data distribution. Furthermore, x0 is determined as the transition frequency, and y0 is the
vertical correcting position of the model.

The sigmoid model provides a good example of a non-linear model, can predict the probability as
an output, and makes computation easier. Therefore, the sigmoid model is reliable, which mimics
the physiologically based data as in this study is from CCF coefficient data distribution [14]. This
method utilizes curve fitting using a logistic function, which is optimized using the particle swamp
optimization (PSO) technique. With this technique, the model with the lowest error was chosen as
the best model providing the sigmoid model. In this paper, the lower frequency was referring to the
frequencies below 0.5 Hz and high frequency was for frequencies above 0.5 Hz.

This model clearly can divide upper and lower distributions and the slope in between the
distribution, as shown in Figure 3. In order to find the transition frequency for each subject, first we
determined the initial slip and convergence of the model by the velocity of the sigmoid model data.
The slope between the initial slip and convergence was defined as a transition phase, indicating that
transition happens from the positive phase shift to the negative phase shift and vice versa. We calculated
the coefficient of determination

(
r2
)
, which is also defined as global goodness-of-fit of the sigmoid

model, to clarify the fitness of the model towards CCF coefficient data. r2 was calculated in order to
define the fitness of the model since the model is a linear regression. The r2 value of more than 0.039
with one variable was indicated as acceptable to the fitness of the model.

112



Appl. Sci. 2019, 9, 4891

(a) Increasing frequency (b) Decreasing frequency

Figure 3. Example of cross-correlation function (CCF) data distribution with the sigmoid model graph
at (a) increasing and (b) decreasing frequency order conditions. The area between the upper distribution
and lower distribution of each condition was determined as the transition phase (indicated as a light
blue area) where the transition frequency was observed. CC: Cross-correlation function coefficient
data; SM: sigmoid model; TL: transition lower; TU: transition upper; TS: transition slip; TC: transition
convergence; TP: transition frequency point.

2.6. Statistical Analysis

The transition frequencies of all subjects are summarized in results section in terms of frequency.
A comparison of the transition frequency between increasing and decreasing frequencies of COM–COP
and ankle–hip angles was analyzed by using paired t-test analysis with a significance level of p < 0.05.
The same statistical test was used to analyze a comparison between COM–COP and ankle–hip transition
frequency in increased and decreased frequencies. Furthermore, two-way ANOVA analysis was used
to observe the comparison between individual subjects. The Bonferroni post hoc test was used to
determine the differences in all levels of comparison for the independent variables. All statistical
analyses were completed using the MATLAB software.

3. Results

3.1. Displacement of Kinematics Parameters

All subjects were able to accomplish the given tasks perfectly. Figure 4 shows the waveforms of
the representative subjects for COM, COP, ankle, and hip angle displacement during increasing and
decreasing frequencies. Based on these waveforms, the COM and COP displacements decreased in
frequency during increasing frequency. For ankle and hip angular displacement, the displacements
were increased. Meanwhile, COM and COP displacements were increased, and ankle and hip angular
displacements were decreased during decreasing frequency. With the presence of the transition between
COM–COP and ankle–hip, at a certain time, the phase was changed from in-phase to anti-phase.

Figure 5 illustrates the average value of head peak-to-peak amplitude for each frequency during
increasing and decreasing frequency. During increasing frequency perturbation, the peak-to-peak
amplitude was decreasing. It was observed that the head peak-to-peak amplitude dropped about 50%
between 0.42 Hz and 0.46 Hz. Besides, during decreasing frequency perturbation, the head peak-to-peak
amplitude was gradually increasing. However, during low frequency, the head peak-to-peak amplitude
during decreasing frequency was lower than increasing frequency.
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a) Increasing frequency translation perturbation

b) Decreasing frequency translation perturbation

Figure 4. The representative waveform of the center of mass (COM), center of pressure (COP), ankle
joint, and hip joint displacement based on time during (a) increasing frequency and (b) decreasing
frequency translation perturbation.

Figure 5. The average value of head peak-to-peak amplitude for each frequency during increasing and
decreasing frequency.

114



Appl. Sci. 2019, 9, 4891

3.2. Transition Frequency

The relation of COM–COP and ankle–hip angle was analyzed by using CCF coefficient data,
and the transition frequency was determined with the sigmoid model. The COM–COP and ankle–hip
sigmoid models of the representative subject are shown in Figure 6. All subjects showed the changes
from upper to lower distribution and vice versa of CCF coefficient data, which can be explained as the
degree of freedom of human balance being changed from one degree of freedom (DOF) to two DOF.
The COM–COP and ankle–hip transition frequency for every subject and perturbation conditions are
summarized and shown in Figure 7. Even though all subjects were free from neurological disease, they
showed different transition frequencies at both COM–COP and ankle–hip transitions.

COM–COP Ankle–hip
(a) Increasing frequency

COM–COP Ankle–hip
(b) Decreasing frequency

Figure 6. The representative of CCF coefficient data distribution with the sigmoid model during
(a) increasing frequency and (b) decreasing frequency translation perturbation condition. Each blue
point represents a CCF coefficient data for each frequency. The black line represents the sigmoid model.
UD: Upper distribution; LD: Lower distribution.

For the COM–COP transition, the transition frequency varied between subjects. From the total of
40 transitions frequencies of COM–COP and ankle–hip for the 20 subjects, 26 transitions frequencies
showed a transition of both COM–COP and ankle–hip transition at lower frequencies during increasing
frequency perturbation conditions. For decreasing frequency, 16 transition frequencies showed the
transition in the lower frequencies. The mean transition frequency of COM–COP was 0.44 Hz (±0.12)
during increasing frequency, while it was 0.55 Hz (±0.12) during decreasing frequency. Furthermore,
the mean transition frequency of ankle–hip during increasing frequency was 0.42 Hz (±0.12) and
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0.56 Hz (±0.12) during decreasing frequency. From the mean value of transition frequency, it was
observed that the COM–COP transition and ankle–hip transition occurred almost at the same frequency
during both increasing and decreasing frequency. A significant difference was observed between
increasing and decreasing frequency for COM–COP (p = 0.003) and ankle–hip transition frequencies
(p = 0.008). However, no significant difference was observed between COM–COP and ankle–hip
transitions frequency in both frequency conditions (increasing (p = 0.56, ns); decreasing (p = 0.17,
ns)). No significant difference was observed between subjects during both frequency order conditions
(increasing (p = 0.08, ns) and decreasing (p = 0.34, ns)). A significant difference was observed between
increasing and decreasing frequency perturbation for head peak-to-peak amplitude (p = 0.0361).
All subjects showed r2 value more than 0.039, indicating that the model significantly fit with the CCF
coefficient data distribution.

(a) COM COP (b) Ankle hip

Figure 7. The transition frequency of (a) COM–COP and (b) ankle–hip during increasing and decreasing
frequency translation perturbation. The dark line represents the mean value of transition frequency.

4. Discussion

The primary aim of this study was to observe and investigate the transition frequency of postural
control strategies by using a proposed sigmoid model based on CCF coefficient data distribution. This
paper is the first to use a sigmoid function model in order to observe the postural strategy transition
frequency. The finding shows that the subjects’ COM and COP displacements were decreased during
increasing frequency and increased during decreasing frequency. In this paper, the transition frequency
could be obtained from the proposed sigmoid model based on CCF coefficient data. All subjects
showed difference transition frequencies at both COM–COP and ankle–hip. The transition frequency of
ankle–hip occurred earlier than that of COM–COP during both increasing and decreasing frequencies.

4.1. Sigmoid Model Based on Cross-Correlation Coefficient Data for the Determination of Transition Frequency

Postural strategy transition can be defined as the changes of postural states between two attractors
that result from the consequence of changes between programs operating at the level of the central
nervous system (CNS) or of the self-organized nature of the postural system [9]. To date, several studies
have investigated the transition between postural strategies by using a relative phase, either using point
estimate relative phase (PRP) or continuous relative phase (CRP) [10,24–26]. However, in the present
study, we proposed an analysis of the transition of postural strategy coordination by using a sigmoid
model based on CCF coefficient data. The CCF coefficient is a statistical measure that calculates the
strength of the relationship between the relative movements of two variables. Besides, since the CCF
coefficient data distribution exhibits a similar pattern to the sigmoidal pattern, the sigmoid model was
proposed to determine the transition frequency of the postural control strategies. This proposed model
was shown to be suitable with any CCF coefficient data distribution even though the data were spread
in a large distribution.
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4.2. Kinematic Characteristic of Continuous Translation Perturbation Frequencies

The different frequencies, increasing and decreasing continuous translation perturbation platform,
provided an experimental manipulation to investigate postural control strategies [10]. Based on
kinematic results, COM and COP displacements were decreased towards increasing frequency and
increased during decreasing frequency. This is in contrast with ankle and hip angle, where angular
displacement increased during increasing frequency and decreased during decreasing frequency.
Sensory information from visual, vestibular, and somatosensory systems is regulated by the central
nervous system (CNS) to maintain balance and postural orientation. Different frequencies exposed to
the body will change the coordinative patterns of the head, trunk, and legs to accommodate the different
action on the body, such as the transition of postural strategy from ankle strategy to hip strategy [17].
Translating the body at different frequencies also moves the sensory systems within and outside of their
optimal operating ranges. In this paper, at a low frequency, the subjects appeared to “ride” the platform
depending on the movement of the platform itself. As suggested by Buchanan and Horak, the COM
amplitude decreased during increasing frequency and the head motion became fixed in space, allowing
vision scene oscillation produced by the translating support surface [6]. At the high frequency, the CNS
tended to apply accurate control to reduce kinematic displacement in order to maintain balance in the
desired position [27]. Besides, the CNS may suppress anticipatory postural adjustments (APAs) since
APAs can reduce the effect of the forthcoming body perturbation [28]. Focusing on COP displacement,
at a low frequency the displacement was smaller than COM and head displacement. In spite of this,
the COP displacement was higher than COM at a high frequency, which agreed with the result of
David A. Winter [2]. This indicated that the COP was greater in order to keep the COM within the
COP line to maintain equilibrium. As shown in the results, at a low frequency the COM and COP
were in-phase. As the frequency increased, COM and COP phases became anti-phase. An increasing
transition frequency causes the COP amplitude to decrease and disturb the postural strategy of a subject
as the COM amplitude can be out of bound, where a good prosecution of posture control strategy
always requires inbound COM amplitude to avoid a stepping strategy. To avoid the involvement
of a stepping strategy, the body increases joint stiffness and moment at the ankle joint [29]. At the
lower frequency, the ankle strategy was used as a balance strategy. However, the physiological limits
of performing the ankle strategy will be reached during increments in translation frequency; at this
instance, it will try to compensate the balance strategy with contribution from hip movement [30,31].
This action of hip movement changes the COM acceleration, which in fact will affect the postural
control strategy from an ankle to hip strategy. This changes the transition phase from in-phase to
anti-phase while adapting to the perturbation translation’s acceleration [32]. However, based on the
result, the ankle–hip transition usually comes earlier than that of the COM–COP transition.

4.3. From a Single-Linked Model to Multi-Segmental Model

Quiet standing tends to approximate a single-link inverted pendulum. Recent studies have pointed
out that hip joints play an important role in maintaining balance even in quiet standing [20,33–36], as
well as in dynamic tasks, which show more ankle–hip joints characteristics [36] and which we can
consider as a multi-segmental model. In this paper, the sigmoid model has shown that there was an
upper and lower distribution of CCF coefficient data of COM–COP and ankle–hip, which revealed
that there was a sudden transition from low to high frequency and vice versa at a certain frequency.
These pattern changes are consistent with the results from Ko et al. [24]. The joint degree of freedom
was regulated by a small amplitude as the motion from the moving platform was at a low frequency.
However, as the motion was increased, the joint degree of freedom motion showed a large amplitude
and forced the postural strategy to re-organize and dissipate the large force; i.e., the head fixed pattern
and transition from ankle to hip strategy and vice versa.

The means of transition frequency for COM–COP and ankle–hip transitions were 0.44 Hz and
0.42 Hz for increasing frequency and 0.55 Hz and 0.56 Hz for decreasing frequency, respectively.
This finding was parallel with Aviroop and Karl, who obtained a coordination change around of
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0.4 Hz–0.6 Hz for the COM–COP transition frequency [11]. The transitions frequencies in both
increasing and decreasing frequency were almost in the same frequency for both COM–COP and
ankle–hip. Even though the transition occurred almost at the same frequency, a slightly difference was
observed where the ankle–hip transition frequency was earlier than that of COM–COP. This finding
was consistent with Ko et al., who stated that the COM–COP coordination is relatively robust and on a
slower time scale of change compared to the coordination of joint components and their individual
motions [24]. As the perturbation applied originated from the lower extremities, the perturbation
moved to the sole then regulated muscle activation, which increased joint stiffness and moment at the
ankle joint. Then, as the physiological limit was reached, the hip movement was involved. Within this
process, the COM and COP positions were also moved from the origin.

The transition happened when the initial pattern was undergoing a state of instability.
The differences of transition frequency were observed between increasing and decreasing frequency,
where the mean transition frequency for increasing frequency condition occurred at the lower frequency
than decreasing frequency condition. These different values for the transitions indicated that the
coordination mode observed is dependent upon the direction of the changes in the control parameter
(platform frequency) [37,38]. These results exhibit a hysteresis phenomenon when the frequency
transition value is varied at different conditions of perturbation frequency. Hysteresis in this study
means that the tendency for the postural control systems itself to remain in the current behavior state
as the control parameter moves through the transition region, provides different frequency transition
values depending on the direction of the control parameter [39]. Furthermore, the coordination of
the postural control strategy was more stable when moving from anti-phase to in-phase (decreasing
frequency) compared to in-phase to anti-phase (increasing frequency) [11]. In decreasing frequency,
the instabilities decreased as the frequency perturbation decreased, which resulted in the earlier
transition frequency compared to increasing frequency. Therefore, the mean value of decreasing
transition frequency occurred earlier than that of increasing transition frequency, which indicates the
subjects easily coordinated the postural strategies during high frequency perturbation tasks.

The differences and variability of the transition point frequency of COM–COP and ankle–hip
among the subjects were also observed. The variation of transition frequency among the subjects might
be related to the balance ability of each subject [40]. It was suggested that patients with low scores of
the balance ability test, i.e., Functional Reach Test, have high joint stiffness [30]. However, in this study,
no correlation was observed between balance ability and transition frequency among the subjects. This
may have happened because there is no specified condition implemented that can normalize posture
control strategies.

4.4. Study Limitations

Two limitations to the present study should be noted. The first is that only healthy and young
subjects participated with high agility and flexibility, as the capability of each subject in terms of their
motor sensory and reflex were considered. Without these attributes, the possibility of the subject being
unable to produce a good posture control strategy during the manipulation of translation perturbation
is high. In the future, we will include a contribution from subjects with impaired conditions such as
having bad vision or vestibular disorder to determine this factor’s influence in the identification of
transition frequency. Besides for that, elderly people also need to be included. The second limitation is
that both knees of the subjects were locked during perturbation to minimize the knee involvement in
the postural control strategy, as our focus was to investigate the transition of ankle and hip strategy.
This is because during an upright bipedal state, the major contribution of posture control strategies
comes from ankle and hip movements, while the knee is involved only when the subject is out of
balance [41].
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5. Conclusions

In conclusion, a transition frequency identification of postural control from an ankle to hip strategy
was presented. Two types of data were used: the first was COM–COP displacements and the second
was ankle–hip angular displacements. These data were analyzed to obtain CCF coefficient data
under increasing and decreasing continuous translation surface perturbation at different frequencies.
The transition point of postural control strategies was identified based on the transition phase of
CCF data (in-phase to anti-phase). This was achieved by implementing the logistic function of the
sigmoid model to differentiate the upper and lower distribution of CCF coefficient data. Two tests were
performed to determine the significant difference between frequencies and types of data; the first was
a paired t-test and second was a two-way ANOVA. It was observed that ankle–hip angle opposed the
COM–COP displacements during increasing and decreasing perturbation frequency, where the COM
and COP displacements were decreased during increasing frequency perturbation while the ankle and
hip angle displacement were increased and vice versa for decreasing frequency perturbation. Besides,
the peak-to-peak amplitude of head displacement was decreased as the perturbation was increasing
and vice versa. At some instant, there is a sudden change in the ‘phase angle’ of the data, where either
the ankle strategy becomes passive or the hip becomes active. Based on the results, the mean transition
frequency of COM–COP and ankle–hip for all subjects was determined. It showed the transition of
COM–COP was evident at 0.44 Hz and the transition of ankle–hip was at 0.42 Hz during increasing
perturbation. Meanwhile, a transition frequency of 0.55 Hz (COM–COP) and 0.56 Hz (ankle–hip) was
observed during decreasing perturbation. Therefore, it was concluded that the transition frequency of
postural control strategies for both the COM–COP and ankle–hip data of healthy subjects was apparent
between 0.4 Hz and 0.6 Hz. The transition frequency was varied according to the direction of the
platform frequency. Besides, the variation in the transition frequency of each subject occurs because
there is no specified condition implemented that can normalize the posture control strategy such as a
light touch and body-harness support. In addition, the implementation of a small step size of 0.02 Hz
during increasing and decreasing continuous translation surface perturbation gives a more accurate
reading of transition frequency as compared with previous studies, which indicated that the range
of transition happened at 0.5 Hz and above. This study provides a new approach for analyzing the
transition phase of postural control strategies.
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Abstract: Visually guided weight shifting is widely employed in balance rehabilitation, but the
underlying visuo-motor integration process leading to balance improvement is still unclear. In this
study, we investigated the role of center of pressure (CoP) feedback on the entrainment of active
voluntary sway to a moving visual target and on sway’s dynamic stability as a function of target
predictability. Fifteen young and healthy adult volunteers (height 175± 7 cm, body mass 69± 12 kg, age
32 ± 5 years) tracked a vertically moving visual target by shifting their body weight antero-posteriorly
under two target motion and feedback conditions, namely, predictable and less predictable target
motion, with or without visual CoP feedback. Results revealed lower coherence, less gain, and longer
phase lag when tracking the less predictable compared to the predictable target motion. Feedback
did not affect CoP-target coherence, but feedback removal resulted in greater target overshooting and
a shorter phase lag when tracking the less predictable target. These adaptations did not affect the
dynamic stability of voluntary sway. It was concluded that CoP feedback improves spatial perception
at the cost of time delays, particularly when tracking a less predictable moving target.

Keywords: posture; balance; weight shifting; target predictability; coherence; dynamic stability

1. Introduction

An integral component of balance rehabilitation exercises is real time visual feedback regarding
the instantaneous center of pressure (CoP) or center of mass (CoM) trajectory in relation to a stationary
or moving visual target position. Although this visualization increases the role of visual information in
the multisensory integration process of controlling posture, its role in standing and dynamic balance
control is not well understood.

Experimental evidence on the role of visual feedback in controlling standing balance when the
goal of the task is to minimize sway around a reference position is conflicting. On one hand, real time
CoP or CoM feedback decreased sway amplitude [1] and the instability induced by proprioceptive,
somatosensory, and vestibular perturbations [2]. On the other hand, augmented feedback of the
two-dimensional CoP or CoM position did not improve postural stability of a two-legged quiet
standing posture [3], whereas, when standing participants were exposed to a complex visual room
oscillation, provision of CoP feedback further destabilized standing sway [4]. Furthermore, the spatial
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CoP variability of visually controlled whole-body leaning did not decrease when performance feedback
was provided in addition to only target information [5]. A possible explanation could be the fact that
visual feedback operates at a relatively low frequency scale and therefore it is not appropriate for
correcting the high-frequency, small-amplitude CoP oscillations of standing sway [6]. On the other
hand, feedback may have a more prominent impact on dynamic equilibrium control which involves
greater, longer, and lower frequency CoP fluctuations (drifts) over the base of support.

Provision of augmented visual feedback during performance of dynamic balancing tasks revealed
more systematic effects. Removing visual CoP feedback during lateral weight shifting decreased the
speed and spatial accuracy of performance [7]. However, the same removal did not have an impact on
performance when participants swayed voluntary while trying to produce different visually imposed
ankle–hip coordination patterns represented in a complex Lissajous figure [8]. This suggests that more
simple and direct forms of visual feedback are needed in order to improve performance. Indeed,
the provision of two-dimensional instead of one-dimensional information resulted in faster lateral
weight-shifting [9], while augmentation of the error feedback signal drove subjects to their steady-state
performance faster than unaltered visual feedback [10]. Horizontally biased visual feedback induced
horizontal compensatory postural adjustments, which increased CoP asymmetry even in quiet standing
after practice [11]. This evidence suggests that augmented, real-time visual feedback regarding sway
improves spatial accuracy and speed of performance when the goal of the task is to transfer the body
toward a stationary visual target, such as in lateral weight shifting.

The role of visual feedback when actively tracking a moving visual target with the whole body
is less studied. Work from our laboratory suggests that humans, regardless of their age, can couple
their voluntary sway to a moving visual target regardless of whether this oscillates in a stereotypical
(i.e., periodically) or in a more complex (i.e., chaotically) fashion [12]. However, the role of CoP
feedback in visuo-postural entrainment and its dependence on target predictability is still not known.
The extent to which the body’s stability is challenged by the availability of feedback and target
predictability during active target tracking is another unresolved issue. Local dynamic stability
represents the ability of a system to maintain its movement pattern despite intrinsic and extrinsic
perturbations [13,14]. Instantaneous visual feedback of the pelvis and trunk motion in the frontal
plane during gait reduced the local dynamic stability of the aforementioned segmental movements,
suggesting that visual feedback of the segment motions induces additional frontal plane instability
during gait [15]. The reasons for this increase are still not well understood.

In order to address the above challenges, we examined the role of visual feedback on visuo-postural
coupling and dynamic stability of sway when actively tracking either predictable (periodic) or less
predictable (chaotic) target motion cues in the sagittal plane. We hypothesized that when actively
tracking a visual target oscillating vertically with the body, the impact of feedback would depend on the
predictability of the visual motion cues. Specifically, two predictions were tested: (a) That the removal
of feedback would affect the strength of visuo-motor coupling and the dynamic stability of sway, and
(b) that the impact of feedback would be greater when tracking the less predictable target motion.

2. Materials and Methods

2.1. Participants

Fifteen healthy adults (10 males, 5 females, height 175± 7 cm, body mass 69± 12 kg, age 32± 5 years,
mean ± SD), recruited among the university staff participated in this study. None of the participants
had a history of neuromuscular impairments or balance-related dysfunctions. No participants used
orthotic insoles, and all had normal or corrected-to-normal vision. All participants were informed
about the experimental protocol and gave their informed consent prior to their inclusion in the
study. The experiment was performed with the approval of the institution’s ethics committee
(HU-KSBF-EK_2018_0013, Humboldt-Universität zu Berlin) in accordance with the Declaration
of Helsinki.
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2.2. Apparatus, Stimuli, and Task

Postural performance was recorded using a force platform (60× 90 cm, Kistler, 1000 Hz, Winterthur,
Switzerland). Visual stimuli were displayed on a large TV Screen (47 inch, HD LG), located 1.5 m in
front of the participant at eye level (Figure 1A).

The target’s motion was constructed in MATLAB (version R2014b, Math Works Inc, Natick, MA,
USA) using two signals of different degrees of predictability. The predictable signal was a sinewave with
a single frequency (f) set at 0.25 Hz that was generated using the sin function [sine = sin(2pi× f× t)].
This particular frequency was selected because it was the dominant frequency of intuitive, self-paced
voluntary sway based on prior studies [12,16] and pilot testing. The less predictable signal was derived
from a Lorenz attractor according to the parameters: σ = 10, β= 8/3, and r = 28 and the initial conditions:
x0 = 0.1, y0 = 0.1, and z0 = 0.1. The signal characteristics were h (time resolution) = 0.0040, steps
(number of points) = 10,000 (we choose 6000 data points from the y-axis [y (4000: 10,000)], and noise
flag = 0 [17,18]. The frequency range for the Lorenz signal was confined between 0 and 1 Hz, which
was an ecologically valid spectrum of frequencies for voluntary sway [19], and its power spectrum
revealed a dominant frequency around 0.25 Hz.

Prior to the experiment, participants were asked to step on the platform and adopt the testing
position with their arms freely hanging by their sides. The distance between the internal malleoli was
set at 10% of body height. The antero-posterior component of the base of support (foot length) was
measured using the distance of the most anterior point (toe) to the calcaneus in order to normalize the
amplitude of target motion. The maximum (peak to peak) amplitude of target motion was set to 60%
of the foot length (Figure 1B).

During the experiment, participants tracked the motion of the visual target, which moved
vertically on the screen, with their bodies by shifting their CoP in the antero-posterior direction. Two
different-colored dots were shown on the screen, specifically, a red dot, which illustrated the target to be
followed, and a yellow dot, which depicted the participant’s antero-posterior CoP component serving
as the instantaneous performance feedback signal. The only instruction given to participants was to
follow the motion of the red dot by controlling the motion of the yellow one, which was achieved by
shifting their weight antero-posteriorly. The two stimuli (target and feedback) were synchronously
represented on the TV monitor using custom build software (developed in MATLAB) while their
position was updated at a rate of 50 Hz, providing 120 s of continuous target stimulus motion and
resulting in 6000 data points for each signal. Participants performed one 120 s long tracking trial in
each of the following conditions: (a) Tracking of the sinusoidal target with (yellow dot was visible)
and without (yellow dot was not visible) visual feedback, and (b) tracking of the chaotic (Lorenz)
target with and without feedback. Task conditions were randomized to avoid possible order effects.
Participants were provided ample time to familiarize themselves with the task prior to actual testing.
Prior to each trial, the room lights were dimmed. Between each trial, participants rested for about
2 min. The experimental session, including subject preparation lasted no longer than 60 min.
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Figure 1. Graphical illustration of the apparatus and task. (A) Participants were asked to track the
visual (red) target dot moving in the vertical direction with their body by shifting their center of
pressure (CoP) (yellow dot) in the antero-posterior direction. An upward target motion was tracked by
a forward CoP shift, while a downward target motion was tracked by a backward CoP shift. (B) The
target’s (red dot) motion amplitude was normalized to 60% of the participants foot length. Tracking
lasted 120 s and was performed either with feedback (yellow dot was visible) or without feedback
(yellow dot was not visible).

2.3. Data Analysis

Center of pressure (CoP) and target time series were processed and analyzed in MATLAB (R2014b).
The original antero-posterior component of the CoP time series was down-sampled to 50 Hz in order
to match the screen update rate of the target signal display prior to low pass filtering using a 4th order
Butterworth low-pass filter, with a cutoff frequency at 5 Hz.

2.4. Spectral Coherence

The CoP-target motion coupling was assessed using spectral analysis in the frequency band
between 0–1 Hz, based on the methods of Halliday et al. [20]. For this purpose, a customized version
of a freely available software (NeuroSpec 2.0) was used. Both the CoP and target time series were
interpolated at 64 Hz in order to achieve an appropriate frequency resolution for the spectral analysis,
as we wanted to get a coherence, phase, and gain value of 0.25 Hz (frequency of the sinewave) and the
neighborhood frequencies (for the Lorenz signal). Spectral analysis was performed in the interpolated
time series of 7680 data points which were sampled at 64 Hz. Setting the segment length power at 210

(1024 data points) gave a segment duration of 16 s. This resulted in a frequency resolution of 0.0625
Hz. The software output the means and confidence limits across the entire frequency band (0–1 Hz)
according to three variables, i.e., spectral coherence, spectral phase, and spectral gain. The spectral
coherence was used as a metric of correlation between the two signals (CoP-target position) in the
frequency domain, illustrating their linear relationship. The spectral phase illustrated the temporal
relationship between the two signals, expressed in degrees (◦). The absolute synchronization between
the two signals was illustrated by 0◦ phase lag, while positive and negative values indicated that the
sway led or followed the target motion respectively. The spectral gain revealed information regarding
the spatial (amplitude) coupling between the two signals (CoP-target), while a gain of 1 indicated an
absolute spatial coupling at a given frequency point. Gain values less than or greater than 1 indicated
target undershooting or overshooting (the CoP moved with smaller or greater amplitude than the
target), respectively. For the sinewave, the coherence, phase, and gain values at the target’s dominant
frequency (0.25 Hz) were computed and registered for statistical analysis. Similarly, for the Lorenz
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target signal, the average of the coherence, phase, and gain values at 3 adjacent frequency bins (0.1875,
0.25, and 0.3125 Hz) was calculated.

2.5. Local Dynamic Stability

The local dynamic stability of the system in the current study was assessed using the maximum
finite-time Lyapunov exponent (MLE), which quantifies the rate of divergence of nearby trajectories in
state space [21,22]. The analysis followed the procedure used in a previous study [23]. The MLE was
calculated on the norm of the anterio-posterior and mediolateral CoP. Initially, the original time-series
were filtered using a 4th order Butterworth low-pass filter with a cut-off frequency of 20 Hz and
consequently down-sampled to 20,000 data points. Due to the standardized overall trial duration
(i.e., 120 s), no interpolation of the time-series was needed. To reconstruct the state space from the
one-dimensional time series, we used delay-coordinate embedding [24] as follows:

S(t) = [z(t), z(t + τ), . . . , z(t + (m− 1)τ)], (1)

where S(t) is the m-dimensional reconstructed state vector, z(t) is the input 1D coordinate series, τ is the
time delay, and m is the embedding dimension. Time delays were selected based on the first minimum
of the Average Mutual Information function [25]. For these data, m = 3 was sufficient to perform
the reconstruction. Individually selected time delays were chosen by averaging the outcome delays
deriving from both trials performed by the participants [26], with τ ranging from ~0.20 to ~0.27 of the
overall cycle. Further, the average divergence of each point’s trajectory to its closest neighbor was
calculated using the Rosenstein algorithm [27]. The resulting MLE was calculated based on the delay
of each participant, which ensured the standardization of the calculation for the MLE across all of the
individuals. Commonly, the first peak in the resulting divergence curves corresponded to a delay of
0.5 (percentage of the average postural sway cycle). The final MLE value was calculated as the slope of
the average divergence curves’ linear fit which corresponded to the individuals’ delay values at 0.25 of
the average postural sway cycle (i.e., the most linear part of the curve).

2.6. Statistical Analysis

Prior to statistical analysis, the Shapiro–Wilk test was applied to test for violations of the normality
assumption in each outcome measure. All measures were normally distributed and differences
between the two target motions (periodic and chaotic) and feedback conditions (with and without
visual feedback) on the CoP-target coherence, phase, and gain were compared by employing a 2 (target)
× 2 (feedback) ANOVA model with repeated measures on both factors. Target by feedback interactions
were further analyzed using pairwise comparisons between the feedback conditions, which were
performed separately on each target motion. Differences in the resulting MLE values were examined
using Student’s t-test via pairwise comparisons between the two feedback conditions. Effect sizes were
reported using h2. Statistical analysis was performed using SPSS (v.24).

3. Results

Group-averaged CoP displacement and target signals are shown in Figure 2 for sinusoidal and
chaotic target tracking, respectively, with and without feedback.
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Figure 2. Group-averaged (n = 15) CoP and target (black) time series during performance of (1st row)
the sinusoidal and (2nd row) the chaotic tracking with (blue) and without (red) feedback. Dotted lines
indicate the group 95% confidence intervals.

3.1. Spectral Analysis

• Coherence

The CoP-target coherence values ranged between 0.75 and 0.99 for all participants under all
tracking conditions (Figure 3A), suggesting that all participants were successful in tracking the
target. However, CoP-target coherence decreased significantly with chaotic tracking relative to the
periodic target (F(1,14) = 264, p = 0.000, h2 = 0.950), although this was not different between the two
feedback conditions.

• Phase

The CoP-target phase lag significantly increased when tracking the chaotic compared to the
periodic target (F (1,14) = 67.19, p = 0.000, h2 = 0.828). A negative phase lag value indicated that the
CoP followed the target motion (Figure 3B). A significant feedback by target interaction effect on the
phase lag (F (1,14) = 8.51, p = 0.011, h2 = 0.378) suggested that the effect of feedback was dependent
on the target motion. Post hoc analysis confirmed that the presence of visual feedback significantly
increased the CoP-target phase lag compared to the no feedback condition only in chaotic target
tracking (t (16) = 2.93, p = 0.010). On the other hand, the feedback signal had a non-significant effect on
the CoP-target phase lag when tracking the periodic target motion.

• Gain

Removal of feedback resulted in a significant increase in the CoP-target gain (F (1,14) = 68.49,
p = 0.000, h2 = 0.830), suggesting that target overshooting occurred during both periodic and chaotic
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target tracking (Figure 3C). More target overshooting was observed when tracking the chaotic target
compared to the periodic target (F (1,14) = 77.57, p = 0.000, h2 = 0.847). The impact of visual feedback
on CoP-target gain was significantly greater when tracking the chaotic compared to the periodic target,
as confirmed by a significant feedback by target interaction effect (F (1,14) = 22.16, p = 0.000, h2 = 0.613).
Specifically, the increase in CoP-target gain induced by the removal of feedback was greater when
tracking the chaotic compared to the sinusoidal target (t (16) = 7.81, p = 0.000).

Figure 3. Center of pressure (CoP)-target: (A) coherence, (B) phase, and (C) gain during tracking of the
sinusoidal and chaotic target motion with (YF, blue) and without (NF, red) CoP feedback. Dashed lines
indicate individual cases and group means are shown with solid bold lines. +: Significant difference
between feedback conditions at p < 0.05; *: Significant difference between target conditions at p < 0.05;
#: Significant feedback by target interaction effect at p < 0.05.

3.2. Local Dynamic Stability

The group means and standard deviations for the MLE exponent are shown in Figure 4.
The dynamic stability index of the normalized CoP displacement was not affected by the presence of
feedback when tracking either the sinusoidal or the chaotic target. This was confirmed by the absence
of a significant difference between the feedback conditions in both the periodic (p = 0.463) and chaotic
(p = 0.276) target tracking.

Figure 4. Maximum Lyapunov exponent (MLE) values of the CoP time series during tracking of the
sinusoidal target motion and chaotic target motion with (YF, blue) and without (NF, red) CoP feedback.
Dashed lines indicate individual cases and group means are shown with solid bold lines.
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4. Discussion

In accordance with our hypotheses, the present results confirmed an effect of real-time CoP
feedback on visuo-motor coupling during active postural tracking of a vertically moving visual target.
The effect was stronger when tracking the more variable (i.e., chaotic) target motion. On the other
hand, the presence/removal of feedback did not affect the dynamic stability of voluntary sway.

• Feedback improved spatial accuracy at the cost of time delays.

When real-time visual feedback of the CoP trajectory relative to the target motion was available
during active target tracking, the CoP-target gain was close to one. This suggests that sway amplitude
closely matched the target oscillation amplitude that was set to the individual stability boundaries
in the antero-posterior direction (60% of foot length). We argue that real-time feedback regarding
the instantaneous CoP position provided critical spatial information for actively controlling sway
amplitude through an error correction process, which allowed performers to make corrective postural
adjustments before horizontal CoP accelerations led to large deviations in postural sway. On the other
hand, removing CoP feedback during tracking of the vertical target motion increased the CoP-target
gain, suggesting target overshooting. Our results are concordant with those of a previous study
showing that augmented CoP feedback improved the spatial accuracy of lateral weight shifting [7].
However, instead of translating the body toward a stationary target, in our protocol, the task goal
required active and dynamic tracking of the moving target. Target overshooting in the absence of
feedback in this case implies larger antero-posterior CoP acceleration and, consequently, increased
difficulty and greater muscular effort in controlling the reversal in sway direction [28,29]. In this case,
the control of active sway relied on an internal representation of the body schema in space, which
tended to overestimate the sensory consequences of the actual tracking task relative to the boundaries
of the target’s motion, resulting in erroneously larger sway movements [30]. Internal representations of
the body schema are based on prior knowledge and appear to be central in the planning and control of
goal-directed actions [31,32]. The absence of error information in this case is related with exploratory
behavior of the spatial task constraints and over-corrections [33,34]. Greater reliance on prediction is
also associated with greater perceptual bias [30], which may explain the overestimation of the target
boundaries and the target overshooting observed in the absence of feedback.

On the other hand, availability of feedback increased the phase lag between the target and the
CoP motion when tracking the chaotic target, resulting in slower antero-posterior weight shifting.
This finding contradicts previous studies showing that provision of visual feedback resulted in faster
lateral weight shifting [10,35]. The discrepancy could be due to the stationary nature of the target used
in the previous weight shifting paradigms as opposed to the moving target used in the present study.
When the target was stationary, information about the target’s position was picked up prior to the onset
of movement, which allowed for faster lateral weight transfer. However, in the case of a moving target,
the target’s position was continuously updated during task performance, while real-time feedback
about the instantaneous CoP position imposed a greater need for online visuo-motor integration,
resulting in time delays when making the appropriate postural adjustments. In this case, feedback
may have acted as additional sensory noise that increased the time delay (phase lag) between the
target and sway motion [36]. On the other hand, periodic target tracking did not increase the phase lag
between postural sway and the target motion due to the predictable nature of the target motion. Once
a particular visuo-motor transformation was learned after a couple of sway cycles, the participant was
able to predict the target’s motion, thereby reducing the load of online visual information processing
during active target tracking [16].

Overall, our results suggest a trade-off in the control of the spatial and temporal properties of
sway when tracking a vertically moving target which was modulated by the availability of visual
CoP feedback. Feedback about the spatial error between the target and the CoP motion induced
a prioritization of spatial over temporal coupling [37], while the latter decreased due to the speed
accuracy trade-off [38].
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• Feedback did not affect the dynamic stability of voluntary sway.

Removal of feedback did not affect the local dynamic stability of sway. This suggests that the
additional visuo-motor processing load needed for matching the feedback (yellow dot) to the target
signal (red dot) in the feedback condition did not challenge the overall dynamic stability of the
voluntary sway task any more than the target tracking alone with no feedback. Along the same line of
evidence, in an optic flow stimulation study, participants experienced less postural instability during
the actual saccadic tracking of the directional stimuli compared to the preceding perceptual phase of
the heading direction [39]. This suggests that when the visual motion of the target was congruent with
the eye and/or body motion, the postural stability was not challenged. On the other hand, provision of
real-time visual feedback during gait decreased the local dynamic stability and induced instability
of the trunk and the pelvis in the frontal plane [15]. Several reasons could explain this disagreement.
Actively tracking a moving target by shifting the body weight in the sagittal plane is a less automatic
and slower task compared to gait. Provision of augmented feedback during gait could therefore lead to
a disruption of automaticity and impose greater demand for visuo-motor processing. Weight-shifting,
on the other hand, is a less automatized task that requires higher precision control, particularly when
reaching close to the stability limits. The plane of motion could also be an important task constraint
determining the impact of dynamic visual feedback cues on dynamic stability [40]. In the gait study,
feedback was represented by a horizontal visual motion to inform about the instantaneous position of
the pelvis and the trunk in the frontal plane, whereas in our paradigm, CoP feedback, provided by a
vertically moving dot, did not seem to affect the stability of sway in the sagittal plane. It is known
that non-gravity (horizontal)-related dynamic visual cues induce greater instability when compared to
gravity-relevant visual cues [40]

• The contribution of feedback increased when tracking the less predictable target.

Tracking of the chaotic target resulted in lower coherence, greater target overshooting, and a longer
phase lag between the target and the CoP motion when compared to periodic target tracking. These
results confirm previous findings from our laboratory showing that voluntary, sagittal plane sway
synchronizes better with predictable (i.e., periodic) target motion than less predictable (i.e., chaotic)
target motion when actively tracking a vertically moving target [12,16]. It could be suggested that
postural tracking of the chaotic target imposed more extensive visuo-motor processing due to the less
predictable nature of the target’s motion, which may have kept participants more actively engaged in
the tracking task due to the continuous need to attend to the target motion. Tracking of the sinusoidal
target motion, on the other hand, gradually decreased the need to attend to the target, as participants
were able to predict it and adjust their sway, employing an open-loop type of control [32]. This was
confirmed by the consistency of the target-CoP phase lag across the two feedback conditions when
tracking the sinusoidal target motion. Moreover, synchronizing body sway to a chaotically oscillating
target may also involve anticipatory control, which depends on the availability of visual feedback [41].
This process involves short-term prediction and correction of asynchronies between the target and the
CoP motion [42]. Instead of prediction on a local time-scale, however, strong anticipation assumes
coordination on a longer time-scale. Entraining to a chaotic target motion in this case would require
the coordination of posture to the global temporal structure of the stimulus signal and not on the local
temporal changes [5].

The greater target overshooting when tracking the less predictable target may also have been due
to the different amplitude scaling of the chaotic signal. The chaotic target motion-imposed direction
reversed at smaller sway amplitudes, as the target’s motion did not consistently reach the stability
limit, which was set at 60% of foot length in every sway cycle. The most important information for
stabilizing coordination with an oscillating stimulus was available for the actor around the endpoint
of its trajectory [43]. Thus, it may have been more difficult to control smaller oscillation amplitudes
during active sway than target amplitudes which reached the stability limit [44].
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5. Conclusions

Feedback may be more critical for spatial coupling when accuracy is a task requirement, while it
imposes an extra processing constraint for synchronizing voluntary sway to the moving target stimulus.
Models of postural control have highlighted possible roles for both feedback-based [45] and predictive,
feed-forward control [46] in the control of voluntary sway during static and dynamic balance activities.
Both control processes are compatible with these current behavioral results. The observed changes in
postural sway control as a function of feedback availability may reflect an updating of internal models
relating postural motor commands to their upcoming sensory consequences (i.e., forward models),
facilitating accurate on-line detection and correction of postural deviations (feedback control).
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Abstract: The first exposure to an unexpected, rapid displacement of a light touch reference induces a
balance reaction in naïve participants, whereas an arm-tracking behaviour emerges with subsequent
exposures. The sudden behaviour change suggests the first trial balance reaction arises from the
startling nature of the unexpected stimulus. We investigated how touch-induced balance reactions
interact with startling acoustic stimuli. Responses to light touch displacements were tested in
48 participants across six distinct combinations of touch displacement (DISPLACEMENT), acoustic
startle (STARTLE), or combined (COMBINED) stimuli. The effect of COMBINED depended, in part,
on the history of the preceding stimuli. Participants who received 10 DISPLACEMENT initially,
produced facilitated arm-tracking responses with subsequent COMBINED. Participants who received
10 COMBINED initially, produced facilitated balance reactions, with arm-tracking failing to emerge
until the acoustic stimuli were discontinued. Participants who received five DISPLACEMENT, after
initially habituating to 10 STARTLE, demonstrated re-emergence of the balance reaction with the
subsequent COMBINED. Responses evoked by light touch displacements are influenced by the
startling nature of the stimulus, suggesting that the selection of a balance reaction to a threatening
stimulus is labile and dependent, in part, on the context and sensory state at the time of the disturbance.

Keywords: light touch; balance; startle; human; standing

1. Introduction

Unexpected disturbances to balance are often met with whole-body reactions to stabilize the
body and mitigate the potentially catastrophic consequences of a fall [1]. Moreover, the opportunity
for generating a functionally meaningful response to a balance disturbance is normally limited to
the initial exposure to the disturbance; rarely is there a second chance to get it right. Therefore,
accurate interpretation of the sensory feedback related to balance disturbances is critical to generating
appropriate balance reactions. Recently, rapid, unexpected displacements of a light touch reference
were shown to evoke reactions consistent with a balance correction when standing with eyes closed,
despite the absence of a mechanical disturbance to balance per se [2,3]. However, this putative balance
reaction was not consistently expressed across participants and was only observed following the first
unexpected displacement of the touch reference. With subsequent touch displacements, participants
tracked the motion of the touch reference with a simple arm movement. This suggests that the sensation
at the fingertip during the first trial was misinterpreted as a sway of the body away from the touch
reference but was correctly interpreted as a displacement of the touch reference on subsequent trials.
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The sudden change in behaviour between the first and subsequent exposures to the light touch
displacement raises the possibility that the first trial response reflects a startle response. Startle reflexes
are commonly defined as involuntary motor reactions to unexpected sensory stimuli that habituate
with repeated exposure to the stimulus. Although startle reflexes are often described in relation
to sudden auditory stimuli, startles can be elicited from a variety of sensory modalities, including
tactile stimuli (reviewed in [4]). Moreover, it is well documented that the first exposure to unexpected
balance disturbances are of larger amplitude than subsequent exposures to the same perturbations [5–9].
Campbell et al. [6] demonstrated that a large first trial response to a balance disturbance likely arises due
to the superimposition of the balance reaction with a startle response, which subsequently habituates
with repeated exposure to the balance disturbance. A characteristic feature of the habituation of balance
reactions and startle responses is the attenuation of muscle activity associated with the evoked response.
In contrast, the putative balance reactions to light touch displacement we previously reported [2,3] do
not appear to habituate with subsequent exposures, but instead are replaced by a different behaviour
within a single trial making the contribution of a startle response to this first trial reaction ambiguous.

Evidence from both human and animal studies have demonstrated that startle responses summate
when evoked from more than one stimulus source [4]. Moreover, the summated responses are larger
when startling stimuli of different modalities (for example, tactile and acoustic) are combined [10,11].
Blouin et al. [12] exploited this property of summation of startle reflexes to restore the amplitude of
habituated postural responses in neck muscles, providing strong evidence that startle contributes to the
larger postural responses observed with the initial disturbance. In this study, we aimed to determine
what impact introducing a startling acoustic tone would have on the responses evoked by a rapid
displacement of a light touch reference during standing. We hypothesized that, similar to our previous
studies, an unexpected displacement of the light touch reference would result in a balance response
on the first trial followed by arm-tracking behaviour on subsequent trials; however, subsequently
combining an acoustic startle with the light touch displacement would promote re-expression of
the balance response. We further hypothesized that initially combining an acoustic startle with the
light touch displacement would result in a larger first trial balance response than with light touch
displacement alone, but that the arm-tracking behaviour would emerge with habituation of the startle
response. Finally, we hypothesized that allowing participants to habituate to the acoustic startle before
introducing an unexpected displacement of the light touch reference would result in touch-evoked
responses comparable to those observed in the absence of an accompanying acoustic startle.

2. Materials and Methods

Forty-eight healthy volunteers (29 female; 44 right-handed; median age 21 years; range 18–29 years)
provided written consent to participate in a protocol performed in accordance with the Declaration
of Helsinki, and approved by the University of Alberta Research Ethics Board (Pro00070448). It was
essential that participants were unaware that the touch reference would be displaced or that startling
tones would occur. As such, participants were screened to verify they were unaware of the study’s
protocol. Full disclosure of the study’s purpose and procedures was provided after the experimental
session and participants were provided the opportunity to withdraw their consent. One participant
reported with nonsyndromic autosomal recessive hearing loss. However, post hoc review of their
responses to the acoustic startle showed that they were indistinguishable from other participants and
therefore the data were retained within the set. Otherwise, none of the participants reported any
neurological or musculoskeletal disorders.

2.1. Set-Up and Apparatus

For all conditions, participants stood in stocking feet, shoulder width apart, on an ethylene-vinyl
acetate (EVA) foam pad placed atop a 6 axis force plate (AMTI OR6-7-1000, Advanced Mechanical
Technology Inc, Watertown, MA, USA) (Figure 1). During the test condition, participants were asked
to touch a 3D-printed plastic touch plate mounted to a steel rod that permitted the height of the touch

136



Appl. Sci. 2020, 10, 382

plate to be adjusted to the participant’s height. Participants were instructed to place the pad of the
right index finger on a raised dimple (~0.5 mm) at the center of the touch plate, with the remaining
fingers curled into the palm to avoid inadvertent contact with the plate. The use of the raised dimple
was necessary as blind-folded participants will normally seek the edges of the touch plate. The height
of the touch plate was adjusted so that participants could maintain contact of the finger pad with the
wrist in a neutral position, the elbow flexed to approximately 90◦, and a vertical alignment of the
upper arm. During the No Touch conditions, the right arm was free to hang in a relaxed position
at their side. The left arm was free to hang in a relaxed position at their side throughout the study.
To produce a linear displacement of the touch plate, the plate was mounted on a square rail acme
screw drive positioning stage (Lintech Positioning Systems 130 Series, Monrovia, CA, USA), driven by
a computer-controlled two-phase stepper motor (Applied Motion Products 5023-124 2-phase hybrid
stepper motor, Watsonville, CA, USA). The touch plate was displaced 12.5 mm, with a peak velocity of
124 mm/s. Stage position was measured using a linear displacement sensor (Penny & Giles SLS130,
Penny & Giles Controls Limited, Christchurch, UK). The entire touch plate apparatus was on top of a
6 axis force plate (AMTI MC3A-100, Advanced Mechanical Technology, Inc., Watertown, MA, USA) to
allow the vertical component of the touch force to be measured. The touch force was monitored online,
and auditory feedback was provided if the force exceeded 1 N. Participants wore a pair of darkened
goggles to block visual inputs.

 

Figure 1. Schematic of the experimental set-up. Participants stood on foam atop a force plate, while
lightly (<1N vertical load) touching a plastic touch plate. During DISPLACEMENT trials, the touch
plate was unexpectedly translated away from the participant with the use of a computer controlled
stepper motor. During STARTLE trials, the computer generated a startling tone delivered to the
participant via a pair of indwelling earphones. During COMBINED trials, the touch displacement and
startling tone were triggered simultaneously by the computer. In all conditions, the participant received
white noise to mask the sound of the operating motor. Electromyographic (EMG) (red), goniometers
(green), and center of pressure were used to characterize the evoked responses.

Auditory stimuli were delivered to the participants via a pair of Etymotic indwelling earphones
(Etymotic ER-2, Etymotic Research Inc., Elk Grove Village, IL, USA). The startling acoustic stimulus
(STARTLE) was generated from the PC sound card using a custom-written routine (LabView v8.2,
National Instruments, Austin, TX, USA) and consisted of a 150 ms, 450 Hz tone delivered with a peak
amplitude of 103 dB of sound pressure. Throughout the study, participants received white noise to
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mask the sound of the operating motor and other extraneous sounds. The white noise was calibrated
at its maximum level and had a peak amplitude of 84 dB. Therefore, the minimum STARTLE signal
to white noise was 19 dB of sound pressure. The STARTLE and white noise were calibrated using
an Audioscan Verifit (Audioscan, Dorchester, ON, Canada) fitted with a 2-cc coupler. The STARTLE
and white noise were mixed (Shure SCM268 Mixer, Shure Inc., Niles, IL, USA) prior to delivery to
the earphones.

2.2. Protocol

Participants were randomly allocated to one of six cohorts. Each cohort represented one of
the six possible sequences of the stimulus presentation orders for the three stimulus types: touch
displacement alone (DISPLACEMENT), STARTLE, or simultaneous presentation of DISPLACEMENT
and STARTLE (COMBINED). Pilot testing indicated that DISPLACEMENT and STARTLE evoked
responses in tibialis anterior (TA) and anterior deltoid (AD) with comparable latency, but that STARTLE
yielded shorter latency responses in sternocleidomastoid (SCM) and orbicularis oculi (OO) (also see
Figure 8). Consequently, COMBINED stimuli were presented with a 0 ms lag (i.e., synchronized
delivery via the computerized control program and verified post hoc from the linear displacement
and acoustic tone recordings), given that the primary objective of this study was the interaction of
STARTLE with DISPLACEMENT on responses related to activity in TA or AD. Each cohort completed
four conditions: (1) standing eyes open, (2) standing eyes open with light touch, (3) standing eyes
closed, and (4) the test condition. During the test condition participants were asked to stand with eyes
closed with light touch. Approximately 10 s into the test condition the first stimulus trial was delivered.
An additional 9 stimuli of that type were delivered, followed by 5 each of the other two stimuli types,
for a total of 20 stimuli. Stimuli were separated by at least 8 s intervals. The test condition took up to
7 min to complete. Conditions 1 to 3 were 90 s each and were performed to create the expectation that
the test condition would be uneventful. Participants rested for 2 min between conditions.

2.3. Recording and Data Acquisition

Electromyographic (EMG) activity was recorded from TA and soleus (SOL) of the right leg; AD
and posterior deltoid (PD) of the right arm; and the right SCM and OO. EMG activity was recorded
using pairs of Ag/AgCl electrodes (NeuroPlus A10040, Vermed, Bellows Falls, VT, USA) placed on the
skin over the bellies of the intended muscles, with an inter-electrode distance of about 2 cm. Ground
electrodes were placed over the right clavicle and the anterior tibia of the right leg. The skin at the
limb EMG recording sites was shaved with a razor and cleaned with alcohol, while the skin below the
eye and at the neck was only cleaned with alcohol. Electrode impedance was less than 20 kΩ at all
recording sites (Grass F-EZM5 impedance meter, Astro-Med, Inc., West Warwick, Rhode Island, USA).
The EMG signals were amplified and band-pass filtered (10 Hz-1 kHz with a 60 Hz notch filter, Grass
P511 amplifiers, Astro-Med, Inc., West Warwick, RI, USA) prior to digitization. Electrogoniometers
were placed across the right ankle (SG110A, Biometrics Ltd., Newport, UK) and elbow joints (SG110,
Biometrics Ltd., Newport, UK). All analog signals were digitized at 2000 Hz (PCI-MIO-16E-4, National
Instruments, Austin, TX, USA) and stored directly to hard drive using a custom-written LabView data
acquisition routine.

2.4. Data Analysis

Post-processing of the signals was performed offline using custom-written LabView routines.
The EMG signals were digitally full-wave rectified and then low-pass filtered (50 Hz, 4th order
zero-lag Butterworth filter). The mechanical signals were low-pass filtered (20 Hz, 2nd order zero-lag
Butterworth filter) and the position of the center of pressure was calculated from the force and moment
signals from the force plate. For each stimulus, a 900 ms trace was extracted from the continuous data
feed, aligned to the onset of the stimulus and included a 300 ms pre-stimulus period.
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To determine whether the stimulus evoked an EMG response in the recorded muscles, a two
standard deviations band around the mean EMG activity for the 100 ms prior to the perturbation onset
was calculated. A response was considered to be present if following the onset of the stimulus the
EMG trace exceeded this band for at least 20 continuous milliseconds. The onset latency of an evoked
response was taken as the time following the stimulus onset that the EMG trace first exceeded the two
standard deviations band. For consistency with our previous studies [2,3], only responses with onset
latencies <200 ms were considered.

A key outcome measure of interest was the habituation of EMG response amplitudes with
successive presentations of a stimulus. Therefore, it was important to estimate a response amplitude
even in cases when the criteria for a response (described in the previous paragraph) were not met as it
is possible that small amplitude responses were not identified. Consequently, EMG amplitude was
calculated for each stimulus trial. To do so, analysis windows were established for each muscle by
overlaying all 20 of the individual traces for that participant and manually placing cursors to capture
the onset and offset of the apparent initial evoked response. This was preferred to using the average
onset latency as average onset latencies will cleave the initial rise in a response in some of the trials
due to the natural trial by trial variation or when the onset latency was different between stimulus types
(for example, in OO and SCM, see Results and Figure 2). EMG response amplitudes were normalized
to the maximum voluntary contraction obtained at the end of the experimental session.

As noted previously [3], participants sway considerably when standing on foam, making the
two standard deviations method to identify stimulus-evoked events impractical for the mechanical
signals. Consequently, the change in anterior–posterior position of the center of pressure (COPAP)
was calculated as the difference in position 300 ms following the stimulus onset, relative to the
position at stimulus onset, for all trials. Changes in elbow and ankle angles were calculated using the
same approach.

 

Figure 2. Sample data traces from a single participant who received the COMBINED stimuli after
habituating to the DISPLACEMENT stimuli. Each cluster of traces represents the complete series of
trials for that stimulus mode, with the coloured traces representing the first trial for that stimulus mode
(Blue, DISPLACEMENT; Red, COMBINED; Green, STARTLE). The thin black lines of each cluster
represent the subsequent trials. The vertical dashed line is aligned to the onset of the stimuli. Positive
deflections in the COPAP traces represent forward, elbow traces represent extension, and ankle traces
represent plantarflexion. COPAP, center of pressure anterior–posterior; TA, tibialis anterior; SOL,
soleus; AD, anterior deltoid; PD, posterior deltoid; SCM, sternocleidomastoid; OO, orbicularis oculi.
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2.5. Statistics

Amplitude of evoked EMG responses or mechanical events were compared across repeated trials
within a protocol cohort using one-way repeated measures analyses of variance (rmANOVA). Six levels
were used for each rmANOVA: Trial 1, the mean of Trials 8–10, Trial 11, Trial 15, Trial 16 and Trial
20. The mean of Trials 8–10 was used to represent the habituated response to the initial stimulus,
whereas Trials 1, 11, 15, 16 and 20 represent the transition points between stimulus types. Significant
main effects were then assessed using Tukey’s Honest Significant Difference (HSD) tests, but only
immediately adjacent points in the sequence were compared (e.g., Trial 1 vs. Trials 8–10, Trials 8–10 vs.
Trial 11 etc.).

Note that for each EMG response or mechanical event, only participants with complete datasets
for that outcome measure were included for analysis. Thus, if an EMG response was contaminated,
such as by unexpected activity prior to the stimulus onset, then the data from that participant for that
muscle were excluded. EMG data were also excluded on three occasions because of persistent noise in
the recording that could not be eliminated. Due to a technical issue with the electrogoniometers, the
elbow and ankle recordings were not included in the datasets of 10 and 5 participants, respectively.
Additional participants were recruited to ensure a minimum of 5 complete datasets were available for
each outcome measure for each cohort, while maintaining balanced numbers in all cohorts. Doing so
brought the total number of participants in each cohort to 8. Consequently, the number of datasets for
each outcome measure varied between 5 and 8 across the cohorts. This is reflected in the n reported in
the Tables of statistics presented in the Results.

A comparison of EMG and mechanical response amplitudes was also performed between the
DISPLACEMENT and COMBINED stimuli for those participants who received these stimuli during
the initial 10 trial sequence of stimuli. Doing so allowed for up to 16 participants to be included in each
group by combining the participants from the two cohorts receiving each initial stimulus type. For this
analysis, a two-way ANOVA with one repeated factor was employed. Stimulus type (DISPLACEMENT
vs. COMBINED) was the independent factor, while Trial (Trial 1 vs. mean of Trials 8–10) was the
repeated factor. Tukey’s HSD tests were used to assess the nature of significant interaction terms or
main effects.

EMG response onset latencies were compared only for trials with a demonstrable evoked response.
Therefore, the dataset of 20 trials for any given participant was rarely complete. Indeed, no observable
responses were identified in one or more muscles of some participants. As the primary objective of the
latency comparison was to assess the effect of combining the displacement with the acoustic startle,
we took the average onset latency across all trials for a given stimulus type for each participant for
each muscle. In this way, each participant contributed a single value for each stimulus type to be
considered in the analysis. If a participant did not express at least one response for each stimulus type
then that participant was excluded from the analysis for that muscle. A one-way rmANOVA was then
employed, with 3 levels for stimulus type (DISPLACEMENT, STARTLE, COMBINED).

Statistical analyses were performed with the Real Statistics Using Excel Resource Pack software
(Release 6.2). Copyright (2013–2019) Charles Zaiontz [13]. All comparisons were made with α = 0.05.
Descriptive statistics are presented as the mean ± standard error of the mean (SE). The complete dataset,
along with participant characteristics, is available in the supplemental material (Spreadsheet S1).

3. Results

3.1. Superimposition of Acoustic Startle on Habituated Touch Displacement Responses

Unexpected touch displacements evoked responses comparable to what has been reported
previously [2,3]. The leftmost column of traces in Figure 2 depicts data from one participant who
displayed a forward sway reaction (COPAP) coupled with an elbow flexion after the initial unexpected
touch displacement (blue traces), but adapted to an arm-tracking behaviour (elbow extension) with
minimal forward sway after the subsequent displacements (black traces). STARTLE was superimposed
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with the touch displacement for the subsequent five trials, displayed in the middle column of traces in
Figure 2. For this participant, the initial COMBINED stimulus (red traces) resulted in the continued
expression of the arm-tracking behaviour, but with larger amplitude EMG responses, or emergence of
additional EMG responses, compared with the DISPLACEMENT responses. For the final five trials,
STARTLE was presented alone (rightmost column), which yielded distinct bursts of EMG activity in TA,
SCM and OO, but minimal impact on the COPAP position or elbow angle, relative to the preceding
DISPLACEMENT or COMBINED stimuli.

The graphs in Figure 3A display average data from all participants who received the sequence of
stimuli shown in Figure 2. As shown in the COPAP and elbow angle graphs, the initial unexpected
touch displacement resulted in large forward sway (Trial 1 = 8.1 ± 3.4 mm), coupled with a distinct
elbow flexion (Trial 1 = 3.2 ± 1.4◦). On subsequent touch displacement trials, the forward sway
was substantially reduced, and the elbow switched to an extension response. By the last three trials
of DISPLACEMENT, the forward sway was minimal (Trials 8–10 = 0.5 ± 0.3 mm) and the elbow
extension was consistent (Trials 8–10 = 2.6 ± 0.6◦). With the superimposition of STARTLE on the
touch displacement elbow extension was markedly increased (Trial 11 = 7.5 ± 1.9◦), but COPAP sway
was not evident (Trial 11 = –0.2 ± 1.6 mm). Subsequently, the augmented elbow extension abated
(Trial 15 = 3.6 ± 1.0◦), comparable to the extension observed at the end of the DISPLACEMENT trials.
The subsequent STARTLE alone trials did not evoke responses in these two metrics. EMG response
amplitudes are also shown for TA, AD, SCM and OO. The initial DISPLACEMENT resulted in a
burst of TA activity (Trial 1 = 7.6 ± 3.2% MVC), but not AD (Trial 1 = 0.6 ± 0.3% MVC), consistent
with a forward sway response. With subsequent DISPLACEMENT trials the TA burst decreased
(Trials 8–10 = 0.2 ± 0.2% MVC), while AD demonstrated a clear burst (Trials 8–10 = 3.9 ± 0.7% MVC),
consistent with the occurrence of the arm-tracking behaviour. EMG activity in SCM or OO
was not consistently expressed with DISPLACEMENT alone. Superimposition of STARTLE and
DISPLACEMENT resulted in large bursts of EMG activity in all four muscles displayed. The first
COMBINED trial resulted in a large burst in TA (Trial 11 = 21.9 ± 8.5% MVC) that abated with
repeated trials (Trial 15 = 8.0 ± 3.1% MVC). Similar effects were observed in AD (Trial 11 = 18.4 ± 5.7;
Trial 15 = 8.9 ± 3.2% MVC) and SCM (Trial 11 = 42.1 ± 15.0% MVC; Trial 15 = 15.0 ± 6.0% MVC),
but not OO which displayed a burst amplitude unaffected by the repetition of the stimulus
(Trial 11 = 21.7 ± 8.4% MVC; Trial 15 = 30.7 ± 5.7% MVC). Subsequently, with the STARTLE alone,
bursts in TA and AD were markedly reduced (Trial 16 = 2.0 ± 1.1% MVC and 1.9 ± 1.5% MVC,
respectively), whereas bursts in SCM continued to progressively decline with continued stimuli.
In contrast, burst amplitudes in OO continued to be strongly expressed and did not appear to habituate
with repeated STARTLE. A complete report of the descriptive statistics and the result of the associated
ANOVAs is provided in Table 1A.

Figure 3B displays data from participants who were first habituated to DISPLACEMENT and then
exposed to the STARTLE alone, followed by COMBINED stimuli. As can be seen, the DISPLACEMENT
data for this cohort of participants largely replicates the results for the cohort shown in Figure 3A.
Similarly, STARTLE resulted in minimal changes to COPAP or elbow angle. STARTLE also evoked
minimal activity in TA and AD. In contrast, STARTLE initially evoked a pronounced burst of
activity in SCM (Trial 11 = 20.5 ± 6.1% MVC) that rapidly decreased with repeated STARTLE
trials (Trial 15 = 6.1 ± 2.7% MVC), whereas the large initial burst in OO (Trial 11 = 13.7 ± 4.4%
MVC) was not influenced by repeated STARTLE trials (Trial 15 = 11.4 ± 4.7% MVC). With the
STARTLE superimposed on the DISPLACEMENT, the arm-tracking behaviour was expressed with
an elbow extension (Trial 16 = 4.2 ± 0.7◦), which remained unchanged with repeated COMBINED
trials (Trial 20 = 3.2 ± 0.4◦). COMBINED stimuli evoked inconsistent, small bursts of activity in TA,
whereas bursts in AD (Trial 16 = 4.4 ± 1.8% MVC) were comparable to the bursts expressed with
DISPLACEMENT and were relatively stable in amplitude with repeated trials (Trial 20 = 3.8 ± 0.9%
MVC). Activity in SCM with the COMBINED stimuli was not different from the habituated STARTLE
response. OO burst amplitude with the COMBINED stimuli remained similar to the STARTLE response
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and did not change with repeated trials. A complete report of the descriptive statistics and the result of
the associated ANOVAs is provided in Table 1B.

 

Figure 3. Trial-by-trial mean (SE) mechanical and muscle response amplitudes for participants who
habituated to the DISPLACEMENT stimuli initially. (A) Participants subsequently received the
COMBINED stimuli, followed by the STARTLE. (B) Participants subsequently received the STARTLE,
followed by the COMBINED stimuli. Asterisks indicate differences identified by Tukey’s HSD
comparisons (p < 0.05). Blue squares, DISPLACEMENT; Red circles, COMBINED; Green triangles,
STARTLE. Closed symbols indicate data points used in the statistical analysis. TA, tibialis anterior;
AD, anterior deltoid; SCM, sternocleidomastoid; OO, orbicularis oculi; COPAP, center of pressure
anterior–posterior; MVC, maximum voluntary contraction.

3.2. Initial Superimposition of Acoustic Startle and Touch Displacement

Presenting naïve participants with the STARTLE superimposed on DISPLACEMENT in the first
10 trials evoked pronounced forward sway, coupled with elbow flexion in the initial trial (Figure 4,
red traces). Subsequent exposures to the COMBINED stimuli continued to evoke a forward sway
with elbow flexion (black traces), but of smaller amplitude. The participant displayed in Figure 4
continued to express a modest elbow flexion throughout the 10 COMBINED trials and never adopted
an arm-tracking behaviour. Subsequent STARTLE trials did not evoke a discernible response in this
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participant, outside of a persistent blink reflex (OO). The DISPLACEMENT trials at the end of the
sequence of stimuli resulted in a modest elbow extension on the first exposure (blue traces), that
persisted thereafter (black traces) in this participant.

 

Figure 4. Sample data traces from a single participant who received the COMBINED stimuli initially.
Each cluster of traces represents the complete series of trials for that stimulus mode, with the coloured
traces representing the first trial for that stimulus mode (Red, COMBINED; Green, STARTLE; Blue,
DISPLACEMENT). The thin black lines of each cluster represent the subsequent trials. The vertical
dashed line is aligned to the onset of the stimuli. Positive deflections in the COPAP traces represent
forward, elbow traces represent extension, and ankle traces represent plantarflexion. COPAP, center
of pressure anterior–posterior; TA, tibialis anterior; SOL, soleus; AD, anterior deltoid; PD, posterior
deltoid; SCM, sternocleidomastoid; OO, orbicularis oculi.

Group averaged data for the cohorts that received the COMBINED stimulus initially are displayed
in Figure 5. Figure 5A depicts the cohort that received the same sequence of stimuli as the participant in
Figure 4. As can be seen, the initial pronounced forward sway (Trial 1= 18.8± 6.0 mm) and elbow flexion
(Trial 1= 17.1± 3.3◦) was a consistent outcome for all participants who received the COMBINED stimulus
in the first trial. Subsequently, the forward sway persisted, but decreased (Trials 8–10 = 5.9 ± 2.7 mm),
while the elbow flexion decreased towards no discernible response (Trials 8–10 = 0.8 ± 0.5◦ of flexion).
Pronounced EMG bursts were evoked in each of the muscles depicted with the initial COMBINED
stimuli. Where the response amplitudes in TA and SCM decreased by 2/3 of their first trial amplitude
on average, AD burst amplitude decreased more modestly and OO burst amplitudes were unchanged
with repeated exposure to the COMBINED stimuli. The subsequent STARTLE alone trials evoked
a blink reflex in OO that was not different in amplitude from the response evoked in the preceding
COMBINED trials, but little else of note in the other measures. Thereafter, the DISPLACEMENT trials
resulted in modest forward sway (Trial 16 = 3.0 ± 2.1 mm) that decreased with repeated trials (Trial 20
= 0.8 ± 1.0 mm), and a minimal elbow extension (Trial 16 = 0.7 ± 0.4◦) that persisted with repeated
trials (Trial 20 = 1.0 ± 0.3◦). Small, persistent bursts were observed in AD, while little activity in TA,
SCM or OO was evoked with DISPLACEMENT trials. A complete report of the descriptive statistics
and the result of the associated ANOVAs is provided in Table 2A.
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Figure 5. Trial-by-trial mean (SE) mechanical and muscle response amplitudes for participants who
habituated to the COMBINED stimuli initially. (A) Participants subsequently received the STARTLE
stimuli, followed by the DISPLACEMENT. (B) Participants subsequently received the DISPLACEMENT,
followed by the STARTLE. Asterisks indicate differences identified by Tukey’s HSD comparisons
(p < 0.05). Blue squares, DISPLACEMENT; Red circles, COMBINED; Green triangles, STARTLE. Closed
symbols indicate data points used in the statistical analysis. TA, tibialis anterior; AD, anterior deltoid;
SCM, sternocleidomastoid; OO, orbicularis oculi; COPAP, center of pressure anterior–posterior; MVC,
maximum voluntary contraction.

Figure 5B displays the averaged data for the cohort of participants who received the COMBINED
stimuli initially, followed by DISPLACEMENT and then STARTLE alone. The COMBINED stimuli
data for this cohort are qualitatively similar to what is shown in Figure 5A. Of note, the COMBINED
stimuli evoked a pronounced forward sway (Trial 1 = 21.6 ± 7.9 mm) that decreased with
repeated trials (Trials 8–10 = 4.5 ± 2.4 mm), concomitantly with a pronounced initial elbow flexion
(Trial 1 = 19.5 ± 4.0◦) that progressively decreased until no response at the elbow was apparent
(Trials 8–10 = 0.3 ± 0.9◦ of flexion on average). Subsequently, the data resulting from DISPLACEMENT
and STARTLE are similar to the comparable stimuli of Figure 5A. A complete report of the descriptive
statistics and the result of the associated ANOVAs is provided in Table 2B.
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3.3. Comparing Initial COMBINED with Initial DISPLACEMENT

To compare the effect of superimposing STARTLE with DISPLACEMENT with the responses
observed with DISPLACEMENT alone in the initial trials of naïve participants, the two cohorts of each
stimulus type were collapsed. The group averaged data comparing the initial COMBINED stimuli with
the initial DISPLACEMENT stimuli are presented in Figure 6. As seen in the COPAP data, COMBINED
resulted in a generally larger forward sway response than for DISPLACEMENT. The ANOVA indicated
a significant Stimulus x Trial interaction (F130 = 4.44, p = 0.04), as the sway amplitude converged with
the later trials. The first trial sway response was significantly larger for the COMBINED stimulus
(Trial 1 = 20.2 ± 4.8 mm), compared with DISPLACEMENT (Trial 1 = 6.8 ± 1.8 mm). Responses at the
elbow varied considerably between the COMBINED and DISPLACEMENT stimuli. In particular,
with the DISPLACEMENT stimuli an initial elbow flexion was replaced with a persistent elbow
extension by the second trial. In contrast, the large initial elbow flexion with the COMBINED stimuli
progressively decreased in amplitude with repeated stimuli, but an extension of the arm was not
observed. The ANOVA indicated a significant Stimulus x Trial interaction (F1,22 = 46.85, p < 0.0001),
as the amplitude of change in elbow angle converged with the later trials. The amount of elbow
flexion with the first trial was significantly larger for the COMBINED stimulus (Trial 1 = 22.2 ± 2.4◦),
compared with DISPLACEMENT (Trial 1 = 2.6 ± 0.8◦). The amplitude of the evoked burst of EMG
activity in TA was generally larger with the COMBINED stimuli. The ANOVA did not identify a
Stimulus x Trial interaction (F130 = 3.92, p = 0.06), whereas there were significant main effects of both
Stimulus (F130 = 13.26, p = 0.001) and Trial (F130 = 25.24, p < 0.0001). The data for burst amplitude
in AD demonstrate a clear Stimulus x Trial interaction (F130 = 6.80, p = 0.01) as the burst amplitudes
with DISPLACEMENT are initially small (Trial 1 = 1.2 ± 0.3% MVC), but increase with later trials
(Trials 8–10 = 3.9 ± 0.5% MVC). In contrast, the AD bursts evoked by the COMBINED stimuli show
little adaptation with repeated trials, with an initial amplitude of 8.5 ± 2.9% MVC in Trial 1 then
decreasing to 5.2 ± 1.2% MVC in Trials 8–10. Burst amplitude in SCM was larger with COMBINED
stimuli than with DISPLACEMENT. A significant Stimulus x Trial interaction (F126 = 12.26, p = 0.002)
was observed as the amplitude of the burst in SCM with the COMBINED stimuli decreased from an
initial amplitude of 31.6 ± 6.7% MVC in Trial 1 to an amplitude of 10.5 ± 2.1% MVC in Trials 8–10,
in contrast to what was observed with DISPLACEMENT, which did not change from near zero values
for all trials. Bursts of activity in OO were seldom evoked with DISPLACEMENT, but were consistently
evoked with the COMBINED stimulus. This yielded a significant main effect of Stimulus (F130 = 25.59,
p < 0.0001), in the absence of a Stimulus x Trial interaction (F130 = 1.46, p = 0.2) or main effect of Trial
(F130 = 1.17, p = 0.3).

3.4. Superimposition of Touch Displacement on Habituated Acoustic Startle Responses

Figure 7 shows data from one participant who was habituated to the STARTLE stimulus and then
received DISPLACEMENT stimuli, before receiving the COMBINED stimuli. The first DISPLACEMENT
trial (blue traces) resulted in a distinct forward sway observed in both the COPAP and Ankle traces,
which was then not expressed with subsequent trials, consistent with the forward sway described in
the preceding Results and previous studies [2,3]. However, with the reintroduction of the STARTLE the
forward sway was again apparent with the first COMBINED trial (red traces) in the COPAP and Ankle,
and with concomitant elbow flexion. Subsequent COMBINED trials reverted to the arm-tracking
behaviour described earlier. This finding was not a unique occurrence and was consistently observed in
all 8 participants who received this sequence of stimuli (Figure 8A). The EMG activity that accompanied
these behaviours was qualitatively comparable to the pattern of adaptation observed when the
STARTLE was superimposed on the habituated DISPLACEMENT stimuli (Figure 3A). That is, the
first COMBINED stimulus resulted in a pronounced burst in TA (Trial 16 = 12.0 ± 3.0% MVC) and AD
(Trial 16 = 18.5 ± 4.9% MVC), both of which decreased with repeated trials (Trial 20 = 4.6 ± 2.2% MVC
and 7.9 ±% MVC, respectively). A complete report of the descriptive statistics and the result of the
associated ANOVAs is provided in Table 3A.
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Figure 6. Trial-by-trial mean (SE) mechanical and muscle response amplitudes for all participants
who received DISPLACEMENT (Blue squares) and COMBINED stimuli (Red circles) initially. Closed
symbols indicate data points used in the statistical analysis. TA, tibialis anterior; AD, anterior deltoid;
SCM, sternocleidomastoid; OO, orbicularis oculi; COPAP, center of pressure anterior–posterior; MVC,
maximum voluntary contraction.

 

Figure 7. Sample data traces from a single participant who received the DISPLACEMENT stimuli after
habituating to the STARTLE stimuli. Each cluster of traces represents the complete series of trials for
that stimulus mode, with the coloured traces representing the first trial for that stimulus mode (Green,
STARTLE; Blue, DISPLACEMENT; Red, COMBINED). The thin black lines of each cluster represent the
subsequent trials. The vertical dashed line is aligned to the onset of the stimuli. Positive deflections
in the COPAP traces represent forward, elbow traces represent extension, and ankle traces represent
plantarflexion. COPAP, center of pressure anterior–posterior; TA, tibialis anterior; SOL, soleus; AD,
anterior deltoid; PD, posterior deltoid; SCM, sternocleidomastoid; OO, orbicularis oculi.
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In Figure 8B, group averaged data are shown for participants who received the STARTLE initially,
followed by the COMBINED stimuli. STARTLE did not result in a consistent impact on the COPAP and
no demonstrable change in elbow angle, across participants. This was contrasted by bursts of EMG
activity observed in each of the four muscles depicted. In TA, an initial burst (Trial 1 = 2.8 ± 1.2% MVC)
decreased with repeated exposures (Trials 8–10 = 0.7 ± 0.4% MVC), whereas in AD a small initial burst
(Trial 1= 1.1± 0.4% MVC) showed little adaptation over repeated trials (Trials 8–10 = 0.9 ± 0.2 % MVC).
A marked initial burst in SCM (Trial 1 = 8.4 ± 3.1% MVC) decreased with repeated trials (Trials 8–10
= 2.9 ± 1.5 % MVC). In contrast, pronounced initial bursts in OO (Trial 1 = 11.3 ± 3.7% MVC) were
largely unchanged with repeated STARTLE exposure (Trials 8–10 = 12.9 ± 5.0% MVC). Subsequently,
the DISPLACEMENT was superimposed with these habituated STARTLE responses. The initial
COMBINED stimulus resulted in a forward sway (Trial 11 = 5.4 ± 0.7 mm), with an elbow flexion
(Trial 11 = 2.0 ± 0.6◦). With the subsequent COMBINED stimulus, the elbow flexion was replaced by
an elbow extension, which remained largely unchanged (Trial 15 = 2.6 ± 1.0◦). The forward sway
in the COPAP progressively decreased with repeated COMBINED stimuli (Trial 15 = 0.1 ± 1.2 mm).
COMBINED stimuli evoked increased burst amplitudes in all four muscles depicted, with no apparent
adaptation in amplitude with repeated trials. Thereafter, DISPLACEMENT trials continued to induce
elbow extension (Trial 16 = 1.2 ± 0.6◦; Trial 20 = 2.2 ± 1.0◦), with a concomitant small burst in AD
(Trial 16 = 1.5 ± 0.5% MVC; Trial 20 = 1.3 ± 0.5% MVC). DISPLACEMENT did not consistently evoke
activity in TA, SCM or OO. A complete report of the descriptive statistics and the result of the associated
ANOVAs is provided in Table 3B.

3.5. Response Latencies

Response latencies could only be estimated for trials that elicited a clear response (see Methods).
Thus, not all trials yielded a value and therefore the average value from a participant for each stimulus
type was used in the analysis. The subsequent group averaged response onset latencies for each
stimulus type are presented in Figure 9, for TA, AD, SCM and OO. Responses latencies were generally
longest in TA and shortest in OO, reflecting the conduction distances from the stimulus source to the
target muscle. The latencies in TA were consistent across all three stimulus conditions with times of
127.5 ± 14.6 ms, 125.4 ± 5.8 ms, and 126.3 ± 12.7 ms for DISPLACEMENT, STARTLE, and COMBINED,
respectively (F2,15 = 0.05, p = 0.96). Responses in AD were also consistent across stimulus conditions
with times of 104.9 ± 12.7 ms, 104.0 ± 5.3 ms, 99.1 ± 9.0 ms for DISPLACEMENT, STARTLE, and
COMBINED, respectively (F2,15 = 0.30, p = 0.74). In contrast, response latencies in SCM and OO
were significantly slower with DISPLACEMENT alone, than with STARTLE or COMBINED stimuli,
whereas the response times in STARTLE and COMBINED were not different. For SCM, the response
latencies were 107.6 ± 14.3 ms, 82.8 ± 4.9 ms, and 74.1 ± 8.5 ms for DISPLACEMENT, STARTLE, and
COMBINED, respectively (F2,15 = 6.15, p = 0.01). For OO, the response latencies were 77.4 ± 17.1 ms,
47.5 ± 2.0 ms, and 48.4 ± 9.3 ms for DISPLACEMENT, STARTLE, and COMBINED, respectively
(F2,15 = 24.72, p < 0.001).
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Figure 8. Trial-by-trial mean (SE) mechanical and muscle response amplitudes for participants who
habituated to the STARTLE stimuli initially. (A) Participants subsequently received the DISPLACEMENT,
followed by the COMBINED stimuli. (B) Participants subsequently received the COMBINED stimuli,
followed by the DISPLACEMENT. Asterisks indicate differences identified by Tukey’s HSD comparisons
(p < 0.05). Blue squares, DISPLACEMENT; Red circles, COMBINED; Green triangles, STARTLE. Closed
symbols indicate data points used in the statistical analysis. TA, tibialis anterior; AD, anterior deltoid;
SCM, sternocleidomastoid; OO, orbicularis oculi; COPAP, center of pressure anterior–posterior; MVC,
maximum voluntary contraction.
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Figure 9. Mean (SE) onset latency for responses evoked in the respective muscle across all stimuli of the
specific mode. Horizontal lines connect differences identified by Bonferroni adjusted, post hoc t-tests
(p < 0.05). TA, tibialis anterior; AD, anterior deltoid; SCM, sternocleidomastoid; OO, orbicularis oculi.

4. Discussion

4.1. Interaction between Acoustic Startle and Habituated Touch Displacement Responses

Blouin et al. [12] demonstrated that introducing a STARTLE restored the amplitude of habituated
neck postural responses in seated participants exposed to repeated accelerations of a sled. This finding
strongly suggested that the initial response to the perturbation of the sled incorporated a postural
response augmented by a superimposed startle response. Recently, we demonstrated that rapid
displacement of a touch reference evoked a postural response on the first exposure, but an arm-tracking
behaviour on subsequent exposures [2,3]. We speculated that the postural response evoked with the
initial exposure might be related to the expression of a startle response and that the subsequent change
in behaviour is related to the habituation of this startle. Contrary to our hypothesis, when we introduced
a STARTLE after 10 trials of light touch displacement alone, the effect was to facilitate the arm-tracking
behaviour that had been established, rather than restore the postural response (Figure 3A). However,
when we introduced the STARTLE after only five trials of light touch displacement alone, the effect was
to revert to the postural response initially (Figure 8A), supporting our hypothesis. These seemingly
conflicting outcomes suggest that the interaction of the STARTLE with the reaction to the light touch
displacement is dependent in part on the recent sensory history. In the first example, the facilitation
of the arm-tracking behaviour suggests that the startle augmented a planned behavioural response,
consistent with a StartReact-like effect. Whereas, in the second example, the restoration of the postural
response suggests that the arm-tracking behaviour was not yet consolidated and that the startle biased
the selection of the motor solution towards the balance corrective response or ‘protective’ option.

Startle is often observed to facilitate the execution of planned, voluntary movements [14]. The effect,
referred to as the StartReact effect, has been observed with ballistic arm movements [15,16], ballistic
ankle dorsiflexion [15], and stepping and obstacle avoidance [17], among other behaviours. Therefore,
it was not entirely surprising that the arm-tracking behaviour in our study was facilitated when the
STARTLE was co-presented with the touch plate displacement after 10 trials of touch plate displacement
alone (Figure 3). The implication is that participants learned to preprogram the arm-tracking behaviour
given the consistent direction and magnitude of the stimulus, which was then facilitated when the
STARTLE was introduced. In stark contrast, when the STARTLE was co-presented with the touch
plate displacement after only five trials, a postural response was evoked on the first COMBINED
stimulus (Figure 8A, Trial 16). We note that the subsequent COMBINED stimuli (Trials 17–20) once

152



Appl. Sci. 2020, 10, 382

again, immediately evoked the arm-tracking behaviour, but were larger than the preceding touch
plate DISPLACEMENT trials, suggestive of a StartReact-like effect. This suggests that there was still
uncertainty as to the appropriate motor solution in response to the stimulus at the finger after only
five exposures, and that STARTLE facilitated whichever solution was expressed. Furthermore, it is
important to note that the switch in motor response, from the postural to the arm-tracking response,
occurred in the presence of STARTLE, indicating that facilitation of the responses did not specifically
interfere with the process of selecting a motor solution. The sudden switches, within a single trial, from
a postural response to the arm-tracking behaviour observed here are consistent with the affordance
competition hypothesis, wherein it is argued that multiple motor solutions are encoded in parallel
before selecting the one that is implemented [18,19].

4.2. Interaction of Acoustic Startle and Novel Touch Displacement Responses

Combining a startle with the touch plate displacement on the first instance in naïve participants
resulted in a substantially larger postural response than in participants who received the touch
displacement alone initially (Figure 6). This finding is consistent with the StartReact-like effects
described above and suggests the startle facilitated the postural response. It is important to note,
however, that combining the stimuli in this manner evoked first trial postural responses in all
16 participants we tested in this way. This is very different from our previous findings where we
have observed first trial postural responses in only about 60% of participants who receive a touch
plate displacement alone [2,3]. In the present study, of the 16 participants who initially received
touch displacements alone, only eight exhibited the postural reaction on the first trial. This suggests
that the startle facilitated the release of the postural response in those participants who would not
have otherwise reacted to the light touch displacement. The implication is that in the presence of a
concomitant startling stimulus, ambiguous balance-related sensory cues are more likely to generate a
balance response, even if the stimulus is misinterpreted as a threat and the resulting balance correction
is unnecessary.

A second key finding from combining the startle with the touch displacement initially in naïve
participants is that the arm-tracking behaviour did not emerge with repeated exposures to the
COMBINED stimuli (Figures 4 and 5). One possible explanation might be that the effect of the startle
on the facilitation of the postural response had not habituated sufficiently to allow for the expression of
the alternate behaviour. Indeed, as shown in Figures 5 and 6, a prominent response in SCM, a common
marker for the presence of a startle response [14,20,21], was still apparent after 10 trials. However,
the presence of a startle response in itself is not enough to prevent the switching of behaviour from a
postural response to the arm-tracking behaviour, as Figures 7 and 8 demonstrate. We propose that
when the COMBINED stimuli are presented in the first instance (Figure 5, Trial 1), the startling nature
of the acoustic stimulus biases the motor solution selection process towards a protective behaviour,
that is, the postural response observed in this case. When combined with our findings that STARTLE
facilitates established arm-tracking behaviour (COMBINED data in Figure 3) and facilitates both the
postural response and arm-tracking when the motor solution is labile (COMBINED data in Figure 8),
we suggest that STARTLE likely facilitates all alternative motor solutions, but with a bias towards
protective solutions, such as the postural response, when the sensory information is ambiguous.

4.3. Technical Considerations

We interpret our findings of the first trial response to a touch displacement as including a
startle component. In large part, this is based on the consistent evidence in the literature that
unexpected stimuli, including balance disturbances, evoke startle responses [4,9]. Moreover, it has been
demonstrated that combining startle-inducing stimuli leads to larger startle responses [4], consistent
with our findings. However, our recordings of SCM did not consistently display a response to the touch
displacement alone, even with the first exposure in naïve participants (Figure 3, Trial 1). Responses in
SCM are commonly used as a marker of startle, and clear responses, that habituated as expected, were
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apparent with the STARTLE in our study, which would support the use of SCM as a marker of startle.
We suggest that in our study, the light touch displacement likely induced a weak startle, resulting in a
small and inconsistent response in the SCM EMG recordings. This is corroborated in our study by the
similarly inconsistent expression of the blink reflex, as indicated by the OO EMG recordings, in the
DISPLACEMENT trials. The blink reflex is typically expressed as part of the startle response but is not
generally considered a reliable marker of the startle response as it does not habituate [22]. Consistent
with these previous findings, in our study, the STARTLE consistently evoked a blink reflex that did not
habituate. The occasional, but inconsistent expression of the blink reflex and SCM response suggest
that the light touch displacement was peri-threshold, or subthreshold, for the startle response. Previous
work has also demonstrated that startle-like effects can be observed in the absence of SCM responses
following a STARTLE [23–25]. Taken together, these findings suggest that startle responses need not be
evident in SCM for unexpected stimuli to facilitate motor behaviours through a startle-like mechanism.

Whereas previous studies have shown interference between responses to stimuli delivered at
different times (i.e., refractoriness, [26]), for our study, the purpose of the STARTLE was to provide a
startling cue simultaneously with the onset of the touch displacement. We therefore used a 0 ms lag
between the onset of the touch displacement and the STARTLE, which resulted in response latencies in
TA and AD that did not differ across the three stimulus conditions (Figure 9). This was somewhat
surprising as it has been demonstrated that the StartReact effect induces earlier onset reactions in
voluntary reaction tasks (reviewed in [27]). The implication is that the postural responses evoked in TA
and the arm-tracking responses evoked in AD might not be voluntary reactions per se, but perhaps are
more automatic or reflexive, with less opportunity for reducing delays associated with the integrative
processes within the neural chain.

This interpretation would be in conflict with the interpretation of Nonnekes et al. [23], who
demonstrated that responses in TA to backward balance disturbances were quicker when accompanied
by a STARTLE and suggested that the decrease in latency might be related to summative effects of
medium latency postural responses and acoustic startle through a common relay in the reticular
formation. Interestingly, Nonnekes et al. [23] also demonstrated that onset latencies of responses in
gastrocnemius to forward balance perturbations were not influenced by the STARTLE, in contrast to
the results in TA, which prompted the authors to suggest that the postural responses to forward and
backward perturbations might be mediated via different neural circuits. In the present study, acoustic
startle facilitated both the postural response (for example, Figure 5, Trial 1) and the arm-tracking
response (for example, Figure 3 all COMBINED Trials) to light touch displacements. Moreover, the
switching of responses, from postural to arm-tracking, was evident if the COMBINED stimulus occurred
later in the protocol (for example, Figure 7), despite the apparent prevention of this behavioural
switch if COMBINED was the initial stimulus (for example, Figure 6). Regardless, together these
findings highlight the uncertainty surrounding the precise mechanism underlying the integration of
startle with other sensorimotor circuitries and indicates that postural responses might arise, not from
predetermined solutions to a sensory input, but from an ensemble of alternative motor solutions that
are encoded simultaneously, and then expressed based upon the context and sensory state at the time
of the disturbance [28,29].

4.4. Functional Implications

Unexpected sensory stimuli have been shown to generate stereotypical startle responses, regardless
of the source or modality [4]. It has also been argued that the larger first trial responses to unexpected
balance disturbances likely reflect the superimposition of a startle response on the underlying postural
response [6,9,12]. Here, we demonstrate that overtly superimposing startle, by introducing an acoustic
startle to the first occurrence of a light touch displacement, biases the evoked response towards
a postural reaction, rather than the often observed arm-tracking response. This suggests that the
functional outcome of the startling nature of unexpected stimuli might be to bias motor responses
towards the most primitive, or protective interpretation of the stimulus. In this case, the slip detected
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at the fingertip could indicate the touch reference moved relative to the finger or that the finger moved
relative to the touch reference. However, in the presence of the acoustic startle, naïve participants
uniformly and robustly reacted as though they had moved relative to the touch reference, inducing
a forward corrective sway. Unexpected balance disturbances are often isolated, unique events with
only a single opportunity to select the correct motor solution. Our results suggest that when multiple,
unexpected stimuli are presented simultaneously, as might happen in authentic balance disturbances
in natural contexts, the cumulative effect of the startle-like facilitation might serve to bias the selection
of the motor response. That is, startle may not simply facilitate preprogrammed motor behaviours,
as has been demonstrated previously, but may also constrain or limit the motor solution options in
threatening situations.

One interpretation of these findings is that provision of a supplemental startling stimulus may
serve to facilitate balance reactions. Indeed, the results of Blouin et al. [12], wherein habituated
neck responses were restored to larger representations, would suggest that such a tactic might have
functionally relevant benefits. However, caution should be applied to this interpretation as startle in
the present study facilitated, and in some circumstances restored, an inappropriate postural response
to the light touch displacement. These augmented “false-positive” postural reactions may themselves
be destabilizing and fall-inducing. Nevertheless, it remains possible that combining appropriate
augmented stimuli with a supplementary startle could induce functionally relevant postural reactions,
which might be a useful approach to mitigate balance impairments in those with compromised sensory
systems or sensorimotor integration. For example, embedding an auditory tone within a mobility
device may serve to enhance reactions to unexpected instabilities.
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Featured Application: Prioritization of the postural component in a motor-motor task suggests

future individualized exercise programs be developed with different postural control strategies

in the elderly.

Abstract: The purpose of the current study was to evaluate postural muscle performance of older
adults in response to a combination of two motor tasks perturbations. Fifteen older participants were
instructed to perform a pushing task as an upper limb perturbation while standing on a fixed or sliding
board as a lower limb perturbation. Postural responses were characterized by onsets and magnitudes
of muscle activities as well as onsets of segment movements. The sliding board did not affect the
onset timing and sequence of muscle initiations and segment movements. However, significant
large muscle activities of tibialis anterior and erector spinae were observed in the sliding condition
(p < 0.05). The co-contraction values of the trunk and shank segments were significantly larger in
the sliding condition through the studied periods (p < 0.05). Lastly, heavy pushing weight did not
change the timing, magnitude, sequence of all studied parameters. Older adults enhanced postural
stability by increasing the segment stiffness then started to handle two perturbations. In conclusion,
they were able to deal with a dual motor-motor task after having secured their balance but could not
make corresponding adjustments to the level of the perturbation difficulty.

Keywords: postural control strategy; muscle activity; dual-task; older adult; translation perturbation

1. Introduction

Aging-related changes in postural control are associated with balance maintenance regardless of
different types of perturbations. In response to perturbations, the central nervous system (CNS) reacts
to fast, directional arm movement or reaching by employing feedforward as anticipatory [1–3] and
feedback mechanisms as compensatory postural adjustments [4,5] to maintain and restore equilibrium.
Older adults accommodate both anticipatory and compensatory postural adjustments related to the
perturbations compared to young adults [6–11]. Specifically, for a perturbation from upper limb
movement, such as pushing an object, older adults utilize a less efficient strategy such as muscle
co-activation [12]. Alternatively, for a translation perturbation from lower limb induced by standing
on an unstable or moving surface, older adults employ corresponding postural adjustments with
increasing magnitudes of muscle activities and center of pressure displacement [13,14].

Effects of a single perturbation on postural control have been widely studied and well documented.
Meanwhile, studies of aging effects on dual-tasking commonly focus on combinations of a cognitive
task with a motor task. These studies have shown declined performance in the elderly during the
combination of cognitive and motor tasks [15–17]. When dual-tasking involved walking with a visual
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cue, older adults showed more difficulties in making corrective step adjustments [18]. However,
activities of daily living involve multiple perturbations to balance, such as walking while holding
the cellphone, or pushing a shopping cart while walking around in the supermarket. Both activities
engage upper and lower limb movements involved in two motor tasks.

Postural control in response to perturbations from upper and lower limb movements
simultaneously, such as pushing an object while standing on the sliding board, has been studied in
young adults [19]. Our previous findings indicated that when the surface was movable, the onset times
of tibialis anterior and rectus femoris were delayed and the magnitudes of muscle activation were
decreased. In addition, the ventral muscles (tibialis anterior, rectus femoris, and rectus abdominis) and
dorsal muscles (medial gastrocnemius, biceps femoris, and erector spinae) initiated before and after
the pushing movement respectively, which suggested that the reciprocal muscle activation pattern was
utilized. It also revealed that the CNS of young adults handling these dual-motor tasks as prioritizing
upper limb perturbation, pushing movement [19,20] or griping reactions [21], along with maintaining
vertical posture. Subsequently, their postural control responded to lower limb perturbations, such as
sliding translation [19–21].

For young adults, the CNS prioritizes motor tasks over postural maintenance because their
balance is not in imminent danger during the task performance [22,23]. Contrarily, the CNS prioritizes
postural maintenance over motor tasks when one or two tasks involve postural control [24] or threat
to balance [25]. However, the organization of postural control is not well understood when older
adults perform a dual motor-motor task rather than a cognitive-motor task. Thus, the objective of
the present study was to investigate how older adults handle a combination of upper limb activity
and a translational perturbation, and how that affect characteristics of muscular strategies used in
balance maintenance and restoration. The experimental paradigm involved two body perturbations:
the upper extremities performing the pushing of a cart, and the translation perturbation of standing on
the sliding board. Hence, we hypothesized that the onset time of muscle activities would be affected by
the presence of these perturbations. Additionally, the second hypothesis was that older adults would
utilize the strategy of postural muscle co-contraction to maintain vertical posture when exposed to
upper and lower limb perturbations.

2. Materials and Methods

2.1. Participants

Fifteen older adults (11 females, 4 males, age = 65.93 ± 3.59 years, height = 1.57 ± 0.06 m,
mass = 63.11 ± 6.74 kg) participated in the study. All participants did not suffer any musculoskeletal
disorder and neurologic disease that could affect performing the experimental tasks. Furthermore,
their Mini-Mental State Examination was 28.13 ± 1.68 points and the Berg’s Balance Score was
55.87 ± 0.35 points. The project was approved by the National Tsing Hua University Institutional
Review Board, and all participants provided written informed consent before taking part in the
experimental procedures.

2.2. Procedure and Instrumentation

Participants were instructed to stand on a sliding board wearing a safety harness with their
feet shoulder-width apart and in parallel, in front of a pushing cart (length 0.74 m, width 0.48 m,
and height 0.30 m from the wheels) and push on its horizontal handle. The sliding board (length 0.5 m,
width 0.5 m, and height 0.21 m) was made of two layers and had a lock mechanism allowing the top
layer to either be free to slide in the anterior-posterior direction or remain stationary. A lightweight (5%
body mass) or heavyweight (30% body mass) was placed on the pushing cart. Participants stood with
their upper limb in elbow flexion and wrist extension at 90 degrees, and palms were slightly contacting
the handle. The height of the pendulum was adjustable to match the subject’s hand position (Figure 1).
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Figure 1. Schematic representation of the experimental setup. Additional mass: an additional 5% body
weight or 30% body weight placed on the cart. Accelerometer 1: accelerometer attached to the cart,
and Accelerometer 2: accelerometer attached to the sliding board. Red boxes represent the placements
of electrodes. RA: rectus abdominis, ES: erector spinae, RF: rectus femoris, BF: biceps femoris, TA:
tibialis anterior, and MG: medial gastrocnemius.

The instructions were that participants pushed the handle straight forward with both hands
by using only trunk motion without wrist flexion and elbow extension as well as without taking a
step or raising their heels from the surface of the board. The participants performed each trial in a
self-paced manner after receiving the experimenter’s command “push”. Five trials were collected
in each condition. Each participant was given two practice trials prior to data collection, to allow
familiarization with the task. The condition of the secured sliding board would be referred to as
the “fixed condition”, while the condition of the free-moving sliding board would be referred to
as the “sliding condition”. The randomization of experimental conditions (two weights and two
supporting-surface conditions) was applied.

Two Trigno IM Sensors were used as accelerometers in the experiment. The first accelerometer
(Trigno IM Sensor, Delsys, INC., Natick, MA, USA) was attached to the pushing cart and was used to
determine the moment of the cart pushed away (T0). The second accelerometer (Trigno IM Sensor,
Delsys, INC., Natick, MA, USA) was attached underneath the top layer of the board and was used to
detect the moment of the board movement (bT0).

The electrical activity of muscles (Electromyography, EMG) was recorded for the left side only due
to the symmetric pushing task. EMG was obtained from the tibialis anterior (TA), medial gastrocnemius
(MG), rectus femoris (RF), biceps femoris (BF), rectus abdominis (RA), and erector spinae (ES). Six
Trigno IM Sensors (Delsys, INC., Natick, MA, USA) were used as EMG electrodes and attached to the
muscle bellies after standard skin preparation procedures [26]. EMG signals were band-pass filtered
(10–500 Hz) and amplified (gain 2000) by conducting in the TrignoTM Wireless System (Delsys, INC.,
Natick, MA, USA). These Sensors were also included accelerometers and could represent movements
of the trunk (from sensors on RA and ES), thigh (from sensors on RF and BF), and shank (from sensors
on TA and MG) segments.

2.3. Data Processing

All data were processed offline using MATLAB software (MathWorks, Natick, MA, USA).
The signals from the first and second accelerometers were used to determine the timing that the
pendulum (T0) and the sliding board (bT0) started moving away. The onsets of the accelerometer
signals were detected using the Teager-Kaiser onset time detection method [27,28]. The sensors on
these segments also used the Teager-Kaiser method to identify the onset timing of segment movements.
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All EMG data were high-pass filtered at 20 Hz, full-wave rectified, and low-pass filtered using
linear envelope at 2 Hz (2nd order Butterworth) [26,29]. Subsequently, the Teager-Kaiser method
was used to identify the onset of muscle activity for individual muscle (EMGonset). The integrals
of EMG activity of all studied muscles (

∫
EMGs) were calculated during the six epochs: (1) from

−750 ms to −550 ms, (2) from −550 ms to −350 ms, (3) from −350 ms to −150 ms, (4) from −150 ms
to +50 ms, (5) from +50 ms to +250 ms, and 6) from +250 ms to +450 ms in relation to T0. The 1–4
epochs were used to calculate components of feedforward postural adjustments and the 5–6 epochs for
feedback postural adjustments [30,31]. Moreover,

∫
EMGs of the baseline activity were obtained during

a 200 ms time window at the beginning of the trial. Subtraction of
∫

baseline was used to eliminate the
effects of each muscle baseline activity. Values larger than zero (

∫
EMG-

∫
baseline > 0) were referred as

activation of muscles and values smaller than zero (
∫

EMG-
∫

baseline < 0) as inhibition of muscles. Thus,
the
∫

EMGEpochs 1–6 were normalized by
∫

EMGmax [26], which was the maximum value throughout all
experimental trials for each muscle in each epoch and shown the example of

∫
EMGEpoch 1 as:

∫
baseline =

200∫
0

EMG (1)

∫
EMGEpoch1 =

∫ T0−550
T0−750 EMG− ∫ baseline∫

EMGmax
(2)

Subsequently, the sums and differences between normalized
∫

EMG values (Equation (2)) of RA
and ES muscles for the trunk segment, RF and BF muscles for the thigh segment, and TA and MG
muscles for the shank segment were calculated in Epochs 1–6, separately.

C =

∫
EMGventral +

∫
EMGdorsal (3)

R =

∫
EMGventral−

∫
EMGdorsal (4)

C indexes were calculated as the sum of
∫

EMG of the antagonist-agonist muscle pairs to represent
co-contraction and R indexes as the difference between

∫
EMG in the muscle pairs to represent reciprocal

activation [32]. Using the shank segment as an example, the C and R values in the Epoch 1 were
calculated as:

Cshank Epoch1 =

∫
TAEpoch1 +

∫
MGEpoch1 (5)

Rshank Epoch1 =

∫
TAEpoch1 −

∫
MGEpoch1 (6)

The same C and R values were calculated for the thigh and trunk segments in the Epochs 2–6.
All variables were calculated for each trial then averaged over five trials and presented with means
and standard errors.

2.4. Statistics

Two-way repeated measures ANOVA were performed with two factors: board (2 levels: fixed and
sliding) and weight (2 levels: 5% and 30% body mass) on EMGonset, the onset timing of three segments
movements, EMG integrals of

∫
EMGEpochs 1–6 for individual muscles. Post hoc comparisons were

performed using Tukey’s Honestly Significant Difference test where statistically significant interactions
were observed. For the analysis of C and R values, identification of either co-contraction (C) or
reciprocal (R) activation pattern was done in the Epochs 1–6 for each segment. The EMG integrals
of muscle coupling for the trunk, thigh, and shank segments were compared using C and R values
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by paired-sample t-tests. When ventral and dorsal muscles were activated (larger than the baseline),
calculations from both positive values of coupling muscles revealed higher C value than R-value
and vice versa. If R values were significantly larger than C values, this would indicate reciprocal
activation [33]. Subsequently, if muscle coupling of the trunk, thigh, and shank segments had C value
larger than R-value, two-way repeated measures ANOVA were performed with two factors: board
(2 levels: fixed and sliding) and weight (2 levels: 5% and 30% body mass), to evaluate the C rather than
R, and vice versa. Statistical significance was set at p < 0.05.

3. Results

Figure 2 illustrates the sequence of events in the conditions of standing on the sliding and fixed
board while performing the pushing task. Both ventral and dorsal muscles were initiated before the T0
(0 ms) in both conditions. Two-way repeated measures ANOVA revealed that the onset of all postural
muscles, except MG, was not affected by the factors of board and weight. All muscles were activated
prior to the timing of pushing the cart away (T0). Thus, the RA onset was −577.20 ± 34.26 ms, the ES
onset was −637.35 ± 56.21 ms, the RF onset was −698.71 ± 51.32, the BF onset was −684.96 ± 36.71 ms,
the TA onset was −789.99 ± 56.22 ms, and the MG onset was −709.85 ± 35.93 ms, averaged across
four conditions.

Figure 2. Onset times of muscle activation (black) for RA, ES, RF, BF, TA, and MG in the fixed condition
(square) and in the sliding condition (circle). Onset times of the trunk, thigh, and shank segments
movements (white) in the fixed condition (square) and in the sliding condition (circle). In addition,
the dash vertical lines represent its mean ± standard error from −300.82 ms to −203.22 ms of the onset
of the sliding board.

The onset timings of the trunk, thigh, and shank segment movements are shown in Figure 2.
Three segments made movements before the T0 in both sliding and fixed conditions. Two-way
repeated measures ANOVA revealed that the movement of segments was not affected by the
factors of board and weight. In the sliding condition, the onset timing of the trunk segment
movement was −282.85 ± 65.98 ms, similar to the timing of the board movement, followed by the
thigh (−159.31 ± 77.21 ms) and shank (−157.36 ± 74.35 ms) segments.

Two-way repeated measures ANOVA revealed that the factor of the board only affected ES and
TA in Epochs 1–6 (Table 1) and was higher in the sliding conditions than in the fixed conditions
(Figure 3). In addition,

∫
EMG was gradually decreased from the Epoch 1 to Epoch 6, particularly

after the cart movement (Epoch 5 and Epoch 6). The C values were significantly larger than the R
values and indicated co-contraction of muscles for the three segments in four conditions through
Epoch 1 to Epoch 6 (Table 2). Subsequently, the C values of the trunk segment and the shank segment
were significantly affected by the factor of board in Epochs 2–6 and in Epochs 1–5, respectively. In
Epoch 1, the C value of the shank segment was significantly higher in the sliding condition (0.56 ± 0.05)
than in the fixed condition (0.40 ± 0.06). In Epochs 2–5, the C values of the trunk segment were
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significantly higher in the sliding conditions (0.36 ± 0.04, 0.38 ± 0.06, 0.36 ± 0.05, 0.35 ± 0.05) than in
the fixed conditions (0.27 ± 0.04, 0.25 ± 0.04, 0.24 ± 0.04, 0.24 ± 0.04). As well shown in Figure 4, the C
values of the shank segment was significantly higher in the sliding conditions (0.54 ± 0.04, 0.54 ± 0.05,
0.50 ± 0.05, 0.46 ± 0.05) than in the fixed conditions (0.36 ± 0.06, 0.32 ± 0.05, 0.30 ± 0.05, 0.28 ± 0.04)
in Epochs 2–5. In Epoch 6, the C value of the trunk segment was significantly higher in the sliding
condition (0.33 ± 0.05) than in the fixed condition (0.21 ± 0.04). Finally,

∫
EMG of all muscles were not

significantly affected by the factor of weight in Epochs 1–6 (Table 1).

Table 1. Grand mean (mean of the combination of conditions) of normalized EMG integrals
(%
∫

EMGmax) for each epoch.

Muscle Epoch 1 Epoch 2 Epoch 3 Epoch 4 Epoch 5 Epoch 6

RA 10.51 ± 2.51 12.68 ± 2.62 14.22 ± 2.62 13.77 ± 2.51 13.28 ± 3.14 13.15 ± 2.41
ES 20.18 ± 3.31 * 18.77 ± 3.27 * 16.97 ± 3.16 * 16.39 ± 3.22 * 16.23 ± 3.29 * 14.05 ± 3.21 *
RF 20.64 ± 4.07 21.10 ± 4.00 21.21 ± 4.17 19.02 ± 4.32 17.78 ± 4.50 16.82 ± 4.36
BF 24.45 ± 4.42 22.02 ± 4.06 19.82 ± 4.12 18.75 ± 4.10 18.44 ± 4.31 15.99 ± 4.30
TA 21.33 ± 3.52 * 21.02 ± 3.34 * 21.15 ± 3.11 * 19.82 ± 2.88 * 17.25 ± 2.56 * 15.22 ± 2.53 *
MG 26.55 ± 4.60 24.19 ± 4.34 21.60 ± 3.96 20.43 ± 3.68 19.00 ± 3.56 17.15 ± 3.52

* significant effect of the board, significant effect of interaction between the factor of board and weight.

 

Figure 3. EMG integrals of ES and TA calculated for the sliding conditions (white) and fixed conditions
(black) are shown for each epoch. * represents statistical significance (p < 0.05) of the factor of sliding
board and ** for p < 0.001.

Table 2. The results of paired-samples t-test for the trunk, thigh, and shank segments in Epoch 1 to
Epoch 6.

Epoch 1 Epoch 2 Epoch 3 Epoch 4 Epoch 5 Epoch 6

Segment t (59) p t (59) p t (59) p t (59) p t (59) p t (59) p

Trunk −9.95 <0.001 −9.16 <0.001 −7.80 <0.001 −7.64 <0.001 −7.58 <0.001 −7.04 <0.001
Thigh −8.66 <0.001 −8.74 <0.001 −7.80 <0.001 −7.78 <0.001 −7.46 <0.001 −6.71 <0.001
Shank −9.76 <0.001 −9.15 <0.001 −8.22 <0.001 −8.12 <0.001 −8.19 <0.001 −7.94 <0.001

162



Appl. Sci. 2019, 9, 4319

 

Figure 4. C values of the trunk, thigh, and shank segments for sliding conditions (white) and fixed
conditions (black) are shown for each epoch. * represents statistical significance (p < 0.05) of the factor
of sliding board and ** for p < 0.001.

4. Discussion

The current study investigated how older adults utilize postural control to push a cart when
standing on a moveable sliding board (that induced translation perturbations) and the role of the
weight of the cart is pushed. All these temporal events occurred prior to cart movement. The onset
time of muscles and segment movements were not affected by standing on fixed or sliding board and
pushing weight, which did not support our first hypothesis. The magnitudes of muscle activity in
ES and TA were significantly higher in the sliding conditions compared to the fixed condition from
−750 ms to +450 ms in relation to T0. Furthermore, muscle co-contraction of the three segments were
observed through Epoch 1 to Epoch 6. The trunk and shank segments showed significantly higher C
values in the sliding conditions than in the fixed conditions, which confirmed our second hypothesis.

The sequence of muscle activation onset was TA→MG→RFBF→ES→RA (Figure 2). The sequence
of muscle activation observed in the elderly was very different from that observed in young adults
(TA→RF→RA→ESRFMG) performing the same dual-task. When young adults were exposed to upper
and lower limb perturbations, they initiated ventral muscles of all three segments, then the dorsal
muscles [19]. This sequential activation of distal-to-proximal muscles is usually observed during
translation perturbation from the lower limbs [34]. The earlier onset of either ventral or dorsal muscle
activation depends on the direction of translation perturbation [20]. The function of this adjustment is
to ensure that the body moves as an inverted pendulum to coordinate the reciprocal strategy [19,34],
which was observed in young adults. Although older adults initiated the same distal-to-proximal
sequence as young adults, the onsets of ventral and dorsal muscles of the three segments were very
close and all occurred before the cart movement (Figure 2). Similar onset of ventral and dorsal muscle
activation was associated with co-contraction strategy [35,36], which was also revealed by the C–R
analysis in the current study.

Only ES and TA were significantly affected by the factor of board and larger magnitudes of muscle
activities in the sliding conditions (Figure 3). All other muscles maintained similar magnitudes of
muscle activities in all conditions. Hence, co-contraction patterns were observed in all three segments,
and the corresponding C values were higher in the sliding conditions than in the fixed conditions on
the trunk and shank segments (Figure 4). Older adults have shown to be utilizing less efficient postural
control with the co-contraction strategy when performing the pushing task [12]. Together with the early
onset time, co-contraction patterns indicated that older adults not only prepared for the pushing task
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but also enhanced the segment stiffness in preparation for potential translation perturbation [12,37,38].
Furthermore, the co-contraction strategy has been associated with increasing the available time to
overcome the forthcoming perturbations [38,39] and for further motor responses [40]. Therefore,
it might explain that older adults utilized co-contraction strategy much earlier than anticipatory
postural adjustment attended to earn more time for postural stabilization. Additionally, the CNS
increased significant muscle activation for the lower limb perturbation in the sliding condition.

In the current study, the trunk and board movements were observed with the comparable period
in the sliding condition (Figure 2), which was different from young adults who coordinate shank
segment for the moving surface while pushing [19]. Instead of the ankle strategy seen in young adults,
older adults executed the trunk segment to counteract the board movement, followed by both shank
and thigh segments. Young adults are capable of controlling the motor task and postural component
when dealing with the dual-task perturbations. On the contrary, older adults initiated all postural
muscles only to secure their posture first. The differences between young and older adults have also
been reported in effects of visual movement during self-motion perception on postural control, in which
young adults were able to adjust muscle activities, but older adults incorporated spatial conflicts,
which further compromised their mobility performances [41–43]. Afterward, older adults could
handle the upper (pushing) and significant extensive muscle activities for the lower limb (translational)
perturbations. In addition, older adults did not adjust studied parameters for the different pushing
weights, which was unlike the young adults [19,44]. It suggested that dealing with dual motor-motor
tasking might still cost too much attention and could not allocate resources for additional postural
adjustments [45]. Older adults exercised similar muscle activities regardless of the effects of pushing
weight under the threat of dual motor-motor tasking. Perturbation-based balance training with
single perturbation or dual cognitive-motor tasking has been conducted to reduce falls in elderly [46].
However, training effects may not be generalizable to handle functional activities with more than one
motor task, which are commonly encountered in daily life. Specialized balance re-training paradigms
involving dual motor-motor tasking could be an alternative approach, pending further investigation.

5. Conclusions

In older adults, when handling upper and lower limb perturbations, the chronological sequence
of muscle onset time from distal-to-proximal segments is comparable to young adults, but older adults
initiated ventral and dorsal muscles much earlier and almost simultaneously. Together with increased
magnitudes of TA and ES muscle activity, older adults utilized co-contraction strategy on the trunk
and shank segments when pushing while standing on the sliding board. In addition, older adults
did not adjust corresponding muscle activities to different pushing weight. These results reveal that
older adults increase the segment stiffness for the postural component to gain stabilization and prepare
for the motor component. While it is capable of controlling the dual motor-motor task, it could not
further adjust the magnitudes of muscle activities for the level of the primary motor task. For older
adults, the co-contraction of postural muscles with similar magnitudes indicates that their balance
was in imminent danger during the dual motor-motor task. The findings provide new insights for
future studies focused on improving postural strategy while handling upper and lower extremity
perturbations in the elderly. Furthermore, studying the combined effects of changes in the level of
either motor task may contribute to establishing new rehabilitation approaches for improving motor
control and resource allocation.
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Abstract: Motor control characteristics of the human visuomotor control system need to be analyzed
in the three-dimensional (3D) space to study and imitate human movements. In this paper, we
examined circular tracking movements on two planes in 3D space from a motor control perspective
based on three temporospatial parameters in polar coordinates. Sixteen healthy human subjects
participated in this study and performed circular target tracking movements rotating at 0.125, 0.25,
0.5, and 0.75 Hz in the frontal or sagittal planes in three-dimensional space. The results showed
that two temporal parameter errors on each plane were proportional to the change in the target
velocity. Furthermore, frontal plane circular tracking errors without depth for a spatial parameter
were lower than those for sagittal plane circular tracking with depth. The experimental protocol and
data analysis allowed us to analyze the motor control characteristics temporospatially for circular
tracking movement with various depths and speeds in the 3D VR space.

Keywords: circular tracking movement; motor control; three-dimensional virtual space; polar
coordinates; temporo-spatial parameters

1. Introduction

We studied and imitated human motion control mechanisms using a visually guided motor control
system in the three-dimensional (3D) space. To understand the visually guided motor control of humans
accurately, we need to analyze visually guided tracking movements in 3D space directly and analyze
important 3D space motor control characteristics such as depth perception. This is vital for workspace
distance determination and motion establishment. However, in previous target-tracking movement
studies, no technology or system has provided an accurate visual target representation [1–10].

Recently, we developed a 3D visuomotor control evaluation system in a virtual reality (VR)
environment [11]. This system enabled the analysis of VR space circular tracking movement to the
millimeter level accuracy. We compared 3D circular tracking movement visuomotor control between
monocular and binocular vision. As reported by Melmoth et al. [12], reaching and grasping movement
accuracy in binocular vision had a 2.5 to 3.0 times advantage over monocular vision in the real
environment. Our previous study obtained a similar result, where the circular tracking movement
accuracy in binocular vision showed approximately 4.5 times the advantage over monocular vision on
both frontal and sagittal planes in a 3D VR environment.

Depth estimation is an equally significant control metric for both motor control and depth
perception in real and virtual 3D spaces. We analyzed two circular target-tracking movement types on

Appl. Sci. 2020, 10, 621; doi:10.3390/app10020621 www.mdpi.com/journal/applsci169



Appl. Sci. 2020, 10, 621

the frontal and sagittal planes (relative to the subject). However, only the Cartesian coordinate spatial
error was used to analyze the tracking movement accuracy in our previous study. The temporospatial
relationship between the tracer and target should be investigated for a comprehensive study of
the motor control characteristics of circular tracking movements. In this study, we redesigned the
experiments to evaluate the impact of various target speeds.

Three polar coordinate kinematic parameters (ΔR, Δθ, and Δω) are widely used in circular
tracking movement analysis [13,14]. Our previous study analyzed the motor control and impact of
speed and visual target feedback in 2D tracking movements based on these parameters [14]. In other
words, ΔR allows us to examine spatial motor control characteristics in polar coordinates as a circular
movement performance evaluation. However, Δθ and Δω allow us to analyze motor control temporal
characteristics in polar coordinates as a circular tracking movement evaluation of the positional and
velocity-control precision. This inspired us to examine two planar circular tracking movements in 3D
space from a motor control perspective based on temporospatial parameters.

Therefore, in this study, we analyzed the motor control characteristics of circular tracking
movements in 3D space using three kinematic parameters in polar coordinates: difference in fixed
pole distance, ΔR; position angle difference, Δθ; and angular velocity difference, Δω. We investigated
the parameter differences between circular tracking movements relative to the subject on the frontal
and sagittal planes. We also examined parameter-based changes in motor control for four different
target speeds.

2. Materials and Methods

2.1. Subjects and Experimental Setup

The subjects were 16 males, with a mean age of 20.1 ± 0.62 years (see Table 1). Three subjects were
left-handed, and 13 subjects were right-handed. Fifteen subjects were right-eye dominant, and one
subject was left-eye dominant. All had normal or corrected-to-normal vision. None had previously
participated in similar studies. All subjects gave written informed consent before their participation.
All experiments were conducted in accordance with relevant guidelines and regulations. The protocol
was approved by the ethics committee of the National Institute of Technology, Gunma College.

Table 1. Characteristics of 16 participants.

ID Age Sex Dominant Hand
Dominant

Eye

1 20 M L R
2 20 M R R
3 20 M R R
4 20 M R L
5 20 M R R
6 20 M R R
7 19 M R R
8 21 M R R
9 21 M R R
10 19 M R R
11 21 M R R
12 20 M R R
13 20 M R R
14 21 M R R
15 20 M L R
16 20 M L R

The subjects were asked to perform a visually guided tracking task in a 3D VR environment [11],
which involved tracking a target with a tracer (see Figure 1). The subjects held a hand-held controller
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of the HTC Vive HMD to move a tracer in the 3D VR space. The subjects used the tracer (visualized as
a yellow ball) to track the target (visualized as a red ball) moving circularly in the clockwise direction.
The green lines indicate the target path in the 3D VR space. The two graphs in the second trace show
the target path as seen from the front (left) and side (center) from the subject’s viewpoint. Insets in the
second trace of (A) and (B) show how three outcome measures (ΔR, Δθ, and Δω) were derived from
the target (or the tracer) path data for each plane. The three lower graphs show a typical trial of the
target path (green line) and the tracer path (black line) for each axis versus time. The target path was
not displayed to the subjects during the experiment. The target was a virtual red ball with a radius of
1.5 cm. Instead of their own hands or HMD’s controller, the subjects perceived a 20-cm-long virtual
stick. The controller direction was synchronized with the virtual stick. Circular tracking was performed
without the 3D hand and arm displayed in VR in this study; therefore, the virtual stick with the virtual
tracer presents the hand position and direction information. The tracer was a virtual yellow ball of
1 cm radius, placed at the tip of the stick. The tracer position was synchronized with the subject’s hand
movements. In the experiment, the target moved continuously along an invisible circular orbit with a
15 cm radius. The rotational axis was set to two orientations based on experimental requirements.
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Figure 1. Experimental procedure. (A) The circular tracking experiment for the body’s frontal plane
(ROT(0)). (B) The circular tracking experiment for the body’s sagittal plane (ROT(90)). For both (A) and
(B), the top inset illustrates the circular tracking movement on each plane of the body in VR 3D space.

2.2. Movement Task

For this study, we performed an experiment to evaluate 3D visuomotor control quantitatively,
using circular tracking movements for the frontal and sagittal planes relative to the subject in the VR
space (see Figure 1). The subjects were seated on a chair built for the experiment and wore an HMD.
Prior to the experiment, we orally confirmed that each subject could properly perceive stereoscopic
vision. Subjects were asked to hold the physical controller in their dominant hand. We ran a calibration
to locate the target’s initial position optimized for the subject’s arm length and height to minimize
the different anthropometric parameter impacts on experimental results. The target rotated at 0.125,
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0.25, 0.5, or 0.75 Hz along the orbit after a 3 s countdown with a sound effect. The subjects were
asked to move the tracer to the target position during the countdown and then perform a circular
tracking movement. The target stopped after three loops. At the end of each trial, the target stopped
for 1 s and played a sound. Four trials each were performed with the target rotating in the frontal
(ROT(0) in Figure 1A) and sagittal planes (ROT(90) in Figure 1B). The first trial for each plane was a
practice run and was excluded from the analysis. Therefore, 32 experimental trials were performed
(4 trials × 4 speeds × 2 planes) for each subject. To avoid a subject learning effect, the experiment was
performed with random counterbalance.

2.3. Data Analysis

For data analysis, we transformed the Cartesian (X, Y, Z) data to radial displacement, angular
displacement, and angular velocity on polar coordinates; R, θ, and ω, respectively.

ΔR [mm] =

∑n
t=1 abs

(
Rtracer(t) −Rtarget(t)

)
n

, (1)

where ΔR is defined as the radial position difference absolute value between the target and tracer from
the origin.

Δθ [deg] =

∑n
t=1 abs

(
θtracer(t) − θtarget(t)

)
n

, (2)

where Δθ represents the angular displacement difference absolute value between the target and tracer.

Δω
[

deg
s

]
=

∑n
t=1 abs

(
ωtracer(t) −ωtarget(t)

)
n

, (3)

where Δω denotes the angular velocity difference absolute value between the target and tracer. These
parameters were normalized with total time n of three trials for each target speed.

The units of ΔR, Δθ, and Δω are mm, deg, deg/s, respectively. We calculated the absolute difference
averages of ΔR, Δθ, and Δω on three trials for each subject. Next, the mean (M) and standard deviation
(SD) were calculated by using the ΔR, Δθ, and Δω averages for the 16 subjects.

Statistical analysis and data visualization were performed by SPSS Statistics V26, IBM and
MATLAB, MathWorks. In general, Cronbach’s α indicates the overall data reliability; it is understood
that a value around 0.8 is respectable [15]. The reliability analysis for ΔR, Δθ, and Δω data was
measured by Cronbach’s α (Reliability Analysis function in SPSS Statistics, IBM), with values of 0.87,
0.82, and 0.84, respectively.

This study verified a relationship between the target speed and depth in 3D target-tracking
movements. Therefore, we investigated the parameter differences of ΔR, Δθ, and Δω between frontal
and sagittal plane circular tracking movements. In addition, we examined the visuomotor control
differences for four different parameter-based target speeds. For the analysis of circular tracking
movement differences based on ΔR, Δθ, and Δω, we carried out a two-way repeated-measures analysis
of variance (ANOVA), with a two-level plane factor (ROT(0), frontal plane; and ROT(90), sagittal
plane) and a four-level speed factor (V1: 0.125 Hz, V2: 0.25 Hz, V3: 0.5 Hz, and V4: 0.75 Hz; each
with n = 16). The total sample size was 128, calculated by a priori power analysis [16]. The main
impacts and interaction of plane and speed factors in ΔR, Δθ, and Δω parameters were assessed by
the Repeated Measures function in SPSS Statistics, IBM. We performed Mauchly’s sphericity test to
validate the ANOVA results. When sphericity was assumed (p > 0.05), the values corrected with
Sphericity Assumed were used. When sphericity was not assumed (p < 0.05), the values corrected
with Greenhouse–Geisser were used.

A posthoc test was conducted by pairwise comparison of the Bonferroni corrections. Except where
noted, we describe data using M and SD; considering comparisons yielding p < 0.05 as statistically
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significant and those yielding p < 0.01 as highly significant differences. This analysis corresponds to
the statistical tests shown in Tables S1–S3.

2.4. Power Analysis

We conducted the priori power analysis using G*Power software 3.1.9.4, determining the minimum
required sample size in ANOVA: Repeated measures, within-between interaction [16]. With effect
size = 0.25, alpha = 0.05, number of groups = 8, power = 0.80, number of measurements = 4, and
nonsphericity correction = 1, the analysis showed that the sixteen participants were required to detect
an actual power of 0.8.

Furthermore, to estimate the power of the two-way repeated-measures ANOVA used in this
research, we conducted a post hoc power analysis using G*Power software 3.1.9.4. As shown in Item A
in Tables S1–S3, the power values were approximately 1.0. We can be confident that the 16-participant
sample size achieves enough power to detect the main effects and interactions.

3. Results

The following sections analyze motor control characteristics of circular tracking movements in 3D
space based on each of the three polar coordinate parameters.

3.1. Differences in Circular Tracking Movement Based on ΔR in 3D VR Space

Figure 2 shows typical circular tracking movement examples at four target speeds (V1: 0.125 Hz,
V2: 0.25 Hz, V3: 0.5 Hz, and V4: 0.75 Hz; each with n = 16). Figure 2A1,A2 show the circular
tracking movement ΔR on the frontal and sagittal planes at each target speed. For the circular tracking
movement on both the frontal and sagittal planes, the difference between target trajectories and the
tracer tended to increase as the target speed increased. Further, there is a higher sagittal plane difference
compared to the frontal plane at each target speed, as shown in Figure 2A1,A2. Hence, we examined
the 3D space circular movement at the four target speeds using ΔR.

Two-way repeated-measures ANOVA on the ΔR performance differences revealed significant
key impacts for the plane, F(1,15) = 47.53, p = 0, partial η2 = 0.76, and speed, F(1.43,21.46) = 76.15,
p = 0, partial η2 = 0.835, as well as an interaction between the plane and speed factors, F(3,45) = 7.4,
p = 0, partial η2 = 0.33 (item A in Table S1). This indicates that the plane and speed factors affected the
circular tracking movement ΔR. Further, the interaction between the target speed and depth in 3D
target-tracking movements would affect the ΔR performance in estimating the spatial motor control
characteristics in the task.

Therefore, we performed a pairwise comparison to analyze the speed factor between ROT(0) and
ROT(90). As shown in Figure 3A, there was a statistically significant ΔR difference between ROT(0)
and ROT(90) (item B in Table S1). The results show that the subjects found it particularly difficult
to track the sagittal plane target radius (M = 11.77 mm, SD = 5.2 mm) than that on the frontal plane
(M = 8.93 mm, SD = 3.90 mm) at target speeds of 0.25 Hz and higher (p = 0, r = 0.656; item C in
Table S1).
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Figure 2. Typical examples of circular tracking movements for 0.125 Hz, 0.25 Hz, 0.5 Hz, and 0.75 Hz.
(A1) Absolute values of ΔR for the frontal plane (ROT(0)) and (A2) the sagittal plane (ROT(90)). (B1)
Absolute values of Δθ for ROT(0) and (B2) ROT(90). (C1) Absolute values of Δω for ROT(0) and (C2)
ROT(90).

Next, we examined the ΔR circular tracking movement on each plane at the four target speeds.
Figure 3B shows that the pairwise comparison had a significant ΔR difference for ROT(0) phase
target speeds (item D in Table S1). The values of ΔR were 6.01 ± 3.53, 6.95 ± 3.24, 9.67 ± 1.72, and
13.11 ± 2.36 mm for 0.125, 0.25, 0.5, and 0.75 Hz, respectively. This indicates that ΔR increased
significantly on the frontal plane (ROT(0)) as the target speed increased.

As shown in Figure 3C, there was a significant ΔR difference in target speeds for the ROT(90) phase
(item E in Table S1). The values of ΔR were 7.35 ± 3.23, 8.62 ± 2.54, 13.25 ± 2.45, and 17.86 ± 4.19 mm
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for 0.125, 0.25, 0.5, and 0.75 Hz, respectively. No significant ΔR difference between V1 and V2 was
noted on the sagittal plane (ROT(90)) (t(15) = 2.143, p = 0.29, r = 0.484). This suggests that the subjects
found it more difficult to track the sagittal plane (ROT(90)) target radius for speeds over 0.25 Hz.

 ROT(0)
V2V1 V3 V4

ROT(0) ROT(90)

V3
ROT(0) ROT(90)

V4
ROT(0) ROT(90)

V1
ROT(0) ROT(90)

V2

ROT(90)
V2V1 V3 V4

0

R

R R

Figure 3. Evaluation of the circular tracking movement based on ΔR in 3D VR space. (A) The graphs
indicate the pairwise comparison of ΔR analyzing the speed factor between ROT(0) and ROT(90). (B)
The result of the pairwise comparison was indicated for ΔR, on the frontal plane (ROT(0)), at four target
speeds. (C) The pairwise comparison was displayed for ΔR, on the sagittal plane (ROT(90)), at four
target speeds.

We found that the circular tracking movement that maintains a constant distance from the circle
center can be more accurately tracked on the frontal plane (ROT(0)) compared with that on the sagittal
plane (ROT(90)).

3.2. Circular Tracking Movement Differences Based on Δθ in 3D VR Space

Figure 2B1,B2 show Δθ at the four target speeds on the frontal and sagittal planes, respectively.
First, we compared Δθ between the frontal and sagittal planes at each target speed to investigate
the impact of depth (distance from the subject) on Δθ. Two-way repeated-measures ANOVA on Δθ
performance-based differences revealed significant main impacts for the plane, F(1,15) = 156.89, p = 0,
partial η2 = 0.913, and speed, F(1.07,16.12) = 64, p = 0, partial η2 = 0.81, as well as plane and speed
interaction factors, F(1.542,23.13) = 6.72, p = 0.008, partial η2 = 0.309 (item A in Table S2). This shows
that the plane and speed factors affected Δθ in circular tracking movements. Also, the interaction
between the frontal and sagittal planes at each target speed affected the Δθ performance in evaluating
the precision of circular tracking movement position control.

Therefore, we performed a pairwise comparison analyzing the speed factors of ROT(0) and
ROT(90). As shown in Figure 4A, there was a statistically significant difference in Δθ between ROT(0)
and ROT(90) (item B in Table S2). Unlike ΔR, Δθ has a significant difference with respect to circular
tracking accuracy on ROT(0) and ROT(90) over 0.125 Hz. This indicates that the subjects found it more
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difficult to synchronize the target and tracer positions on the sagittal plane (M = 7.48◦, SD = 5.81◦) than
on the frontal plane (M = 5.52◦, SD = 4.44◦) at all target speeds (p = 0, r = 0.845; item C in Table S2).

Next, we examined the relationship between Δθ and target speed for each plane. Figure 4B shows
that the pairwise comparison had a significant Δθ difference in target speeds for the ROT(0) phase
(item D in Table S2). The values of Δθwere 1.95 ± 0.74◦, 2.79 ± 0.85◦, 5.84 ± 1.91◦, and 11.51 ± 4.26◦ for
0.125, 0.25, 0.5, and 0.75 Hz, respectively. As is the case with ΔR, Δθ increased significantly on the
frontal plane (ROT(0)) as the target speed increased. This indicates significant difficulty in circular
tracking movement position control on the frontal plane (ROT(0)) as the speed increases.

Next, as shown in Figure 4C, there was a significant Δθ difference in target speeds for the
ROT(90) phase (item E in Table S2). The values of Δθwere 2.95 ± 0.95◦, 4.12 ± 1.2◦, 7.93 ± 2.19◦, and
14.91 ± 6.46◦ for 0.125, 0.25, 0.5, and 0.75 Hz, respectively. Also, with increased target speed, Δθ
increased significantly on the sagittal plane (ROT(90)).

 ROT(0)
V2V1 V3 V4

ROT(0) ROT(90)

V3
ROT(0) ROT(90)

V4
ROT(0) ROT(90)

V1
ROT(0) ROT(90)

V2

ROT(90)
V2V1 V3 V4

0

Figure 4. Evaluation of the circular tracking movement based on Δθ in 3D VR space. (A) The graphs
indicate the pairwise comparison of Δθ analyzing the speed factor between ROT(0) and ROT(90). (B)
The result of the pairwise comparison was indicated for Δθ, on the frontal plane (ROT(0)), at four target
speeds. (C) The pairwise comparison was displayed for Δθ, on the sagittal plane (ROT(90)), at four
target speeds.

The results indicate that as the speed increased, the subjects had substantially more difficulty with
circular tracking movement position control on the sagittal plane (ROT(90)) compared with the frontal
plane (ROT(0)).

3.3. Circular Tracking Movement Differences Based on Δω in 3D VR Space

Figure 2C1,C2 show Δω on the frontal and sagittal planes, respectively, at each of the four
target speeds.

We compared Δω between the frontal and sagittal planes at each target speed to investigate the
impact of depth on velocity control accuracy. Two-way repeated-measures ANOVA on the performance
differences based on Δω revealed significant core impacts for the plane, F(1,15) = 171.36, p = 0, partial
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η2 = 0.92, and speed, F(1.07,16.03) = 252.33, p = 0, partial η2 = 0.944, as well as an interaction between
the plane and speed factors, F(1.258,18.87) = 38.1, p = 0, partial η2 = 0.717 (item A in Table S3). This
indicates that Δω in the circular tracking was affected by the plane and speed factors. Further, the
interaction between the target speed and depth in 3D target-tracking movements would affect the Δω
performance in evaluating the velocity-control precision in circular tracking movements.

As shown in Figure 5A, the pairwise comparison of the plane and speed factors revealed a
statistically significant Δω difference between ROT(0) and ROT(90)) (item B in Table S3). This indicates
that the subjects were more precise on the frontal plane (M = 27.53 ◦ s−1, SD = 18.27 ◦ s−1) than on the
sagittal plane (M = 37.17 ◦ s−1, SD = 26.24 ◦ s−1) when synchronizing the target and tracer angular
velocities (p = 0, r = 0.855; item C in Table S3).

Next, we examined the Δω and target speed relationship for both planes using pairwise comparison.
As shown in Figure 5B, there was a significant Δω difference in target speeds for the ROT(0) phase
(item D in Table S3). The values of Δωwere 9.65 ± 1.61, 15.17 ± 2.05, 31.23 ± 4.8, and 54.07 ± 10.13 ◦ s−1

for 0.125, 0.25, 0.5, and 0.75 Hz, respectively. Δω increased significantly on the frontal plane (ROT(0)) as
the target speed increased. In shows that it is increasingly difficult to control the frontal plane (ROT(0))
circular tracking movement velocity as the speed increases.

As shown in Figure 5C, there was a significant difference in target speeds Δω for the ROT(90) phase
(item E in Table S3). The values of Δωwere 12.09 ± 1.5, 19.93 ± 3.01, 42.15 ± 5.35, and 74.54 ± 18.66 ◦ s−1

for 0.125, 0.25, 0.5, and 0.75 Hz, respectively. Furthermore, Δω increased significantly on the sagittal
plane (ROT(90)) as the target speed increased.

 ROT(0)
V2V1 V3 V4

ROT(90)
V2V1 V3 V4

ROT(0) ROT(90)

V3
ROT(0) ROT(90)

V4
ROT(0) ROT(90)

V1
ROT(0) ROT(90)

V2

Figure 5. Evaluation of the circular tracking movement based on Δω in 3D VR space. (A) The graphs
indicate the pairwise comparison of Δω analyzing the speed factor between ROT(0) and ROT(90).
(B) The pairwise comparison was performed for Δω, on the frontal plane (ROT(0)), at four target
speeds. (C) The pairwise comparison was performed for Δω, on the sagittal plane (ROT(90)) at four
target speeds.
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We found that as the speed increased, the subjects had more difficulty controlling the circular
tracking movement position on the sagittal plane (ROT(90)) compared with that on the frontal plane
(ROT(0)).

4. Discussion

In this study, we quantitatively evaluated motor control characteristics for circular tracking
movements in 3D space. We analyzed the temporospatial relationship in 3D space between the circular
tracking movements and target motion for various speeds and two different rotation axes. We measured
three kinematic metrics (parameters) based on polar coordinates: differences in distance from the fixed
pole, ΔR; position angle, Δθ; and angular velocity, Δω.

We found that when the target speed increased, Δθ and Δω (indicating temporal motor control
characteristics in polar coordinates) increased for both the frontal and sagittal planes. This suggests that
irrespective of the target rotation axis in 3D space, increasing the target speed makes it more difficult
to synchronize the angle and angular velocities of the target and tracer temporally (Figure 4B,C and
Figure 5B,C). Further, ΔR, which indicates spatial motor control characteristics in polar coordinates,
increased for both the frontal and sagittal planes when the target speed increased. This suggests that,
irrespective of the target rotational axis in 3D space, increasing the target speed over a specific velocity
makes it more difficult to track the target spatially (Figure 3B,C).

To investigate the impact of the depth on motor control in 3D space, we compared the three
parameters on both planes at each target speed. On the sagittal plane, Δθ and Δωwere significantly
higher than on the frontal plane at all target speeds (Figures 4A and 5A). However, ΔR was significantly
higher than that on the frontal plane over target speeds of 0.25 Hz (Figure 3A). Further, the differences
between the two planes strongly increased along with the target speed (Figures 3A, 4A and 5A) for
all parameters.

This result shows that the depth information is significant for target-tracking movements,
particularly at high speeds. In the following, we discuss the impacts of the target speed and depth.

4.1. Impact of Target Speed on Circular Tracking Movement

Previous studies on motor control characteristics for circular tracking movements used Cartesian
or polar coordinate parameters [13,14,17]. Three polar coordinate parameters are widely used: ΔR, Δθ,
and Δω [13,14]. Based on these parameters, our previous study analyzed the motor control and impact
of target speed and visual feedback about the target during 2D tracking movements [14].

In our previous study, Cartesian coordinate errors allowed us to confirm the circular tracking
movement spatial accuracy (or spatial error) in terms of each axis in 3D space. However, Δθ and Δω in
polar coordinates of this study enable us to analyze motor control characteristics in 3D space in terms
of the position and velocity control accuracy, respectively. Our results showed that a higher target
speed increases position and velocity errors as well as the circular movement spatial error.

In this study, we confirmed these results for 3D space irrespective of the rotation axis (Figures 3–5).
In our previous study, we mapped 3D joint movements onto a 2D plane. In contrast, for this study,
we directly tracked motor control characteristics in 3D space. We found that for the circular tracking
movement motor control at slow target speed in 3D space, Δθ and Δω (which indicate the temporal
characteristics) were more sensitive than ΔR (Figures 3–5). In other words, we confirmed that in 2D
and 3D spaces, tracking errors (i.e., the three parameters) increased as the target speed increased. The
observed movement delay is because the brain’s neurotransmission, sensory processing, has a 200 ms
delay in reaching the human visuomotor control system [18,19]. Furthermore, it is more difficult to
acquire target motion visual information [20] when the target speed increases.

We also compared the frontal plane (ROT(0)) movements, similar to the 2D experiments, with
those on the sagittal plane (ROT(90)), which are typical 3D movements. We quantitatively showed that
circular tracking performance, position control accuracy, and velocity control accuracy in a 3D space is
more difficult than in a 2D space (Figures 3A, 4A and 5A).
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In future work, we will investigate the impact of the target visual feedback in terms of the control
strategy characteristics in 3D circular tracking movements [14,21–26].

4.2. Impact of Depth on Circular Tracking Movement

Unlike 2D space, depth estimation is a significant control metric for depth perception and motor
control in 3D space. In previous studies on target-tracking movements, particularly for circular tracking
movements, no technology or system has been able to provide an accurate representation of the visual
target. Therefore, the role of depth in 3D target-tracking movements, the relationship between target
speed and depth in 3D target-tracking movements, and impact of depth on kinematic parameters, such
as position, and velocity need to be explored further.

Previously, we developed a 3D visuomotor control evaluation system in a VR environment [11].
By evaluating the Cartesian coordinate spatial error, we analyzed circular tracking movements on the
frontal and sagittal planes. However, the evaluation using the Cartesian coordinate spatial error in that
study could not clearly show the difference between circular tracking movements on the two planes.
Consequently, we did not explore the role of depth information in motor control of 3D target-tracking
movements. Furthermore, we confirmed that, regarding the Cartesian coordinate spatial errors, a
significant difference was observed between the two circular tracking movement types even when the
target speed was increased to a higher level (see Figure 6). Accordingly, we needed to propose a new
analysis method for various circular tracking movement types and speeds in a 3D environment and for
exploring the role of depth information in 3D target-tracking movement motor control. In this study,
based on the three polar coordinate parameters, we quantitatively showed that the depth information
is significant for the performance of circular movements, position control accuracy, and velocity control
accuracy in 3D movements. Furthermore, it was established that the depth information is even more
significant when the target is moving faster (Figures 3–5).

ROT(0) ROT(90)

V3
ROT(0) ROT(90)

V4
ROT(0) ROT(90)

V1
ROT(0) ROT(90)

V2
Figure 6. Evaluation of the circular tracking performance based on Δ3D (3D error; spatial errors in
Cartesian coordinates). Note that, there was a statistically significant Δ3D difference under V3 and V4
conditions between ROT(0) and ROT(90).

Target motion cognition in 3D space is significant for 3D circular tracking movement motor
control. In our previous study, using a rubber hand illusion in a VR environment, we showed that
depth perception is easier in left to right motion for the same depth than for different depths [27]. Also,
we found that the limb position visual feedback is most accurate in the azimuth and least accurate in
the depth direction [28]. Those previous studies helped us interpret our results in these studies. In
other words, because target motion cognition is better on the frontal plane than on the sagittal plane,
performance, position control, and velocity control are better on the frontal plane in circular tracking
movements. The faster the target speed, the clearer the trend (Figures 3–5). In future studies, we will
quantitatively analyze the hand-arm system sensitivity as well as the impact of the target cognition
level for both planes in 3D space by modifying the target visual feedback [23]. Further, we will
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quantitatively analyze the difference in the weight of the 3D tracking movements by experimentally
recording and analyzing muscle activity.

4.3. Control Strategy and Mechanism in 3D Tracking Movements

In general, the human visuomotor control system requires approximately 200 ms to perform
visually guided error correction because of the brain’s neurotransmission, sensory processing, and
refractoriness in the human neuromotor control [18,19,29]. Previous studies have established theories
for control strategies by considering the delay time during visuomotor processing. Intermittent
feedback (FB) control and feedforward (FF) control using an internal model have been suggested as
typical theories for the control strategy [21–24,30]. These studies demonstrated that control strategies
(i.e., FB and FF controls) and major control parameters in kinematic features (i.e., position or velocity) for
tracking movements vary irrespective of the target trajectory being random or consistent [13,17,21,22].
In other words, these studies reported that pseudorandom tracking movements are primarily controlled
by intermittent FB control with position error (i.e., Δθ) reduction. In addition, periodic sinusoidal
tracking movements depend on more FF control with velocity error (i.e., Δω) reduction to predict future
target motion. Our previous study examined the extent of the impact of the target visual information
on the periodic circular tracking task control strategy as being the same in this study [14]. We also
confirmed FF controls with velocity error (i.e., Δω) reduction in target-invisible regions for the periodic
circular tracking task. In other words, the target visibility allows us to examine the impact of the
target visual information on the control strategy by quantitatively comparing the three temporospatial
parameters (ΔR, Δθ, and Δω) relative changes during the target-visible phase responsible for stable
FB control with the target-invisible phase for FF control. In our future studies, we will examine the
same periodic circular tracking task with different speeds and visibility of the target based on the same
ΔR, Δθ, and Δω parameters to observe control strategy changes and major kinematic feature control
parameters during 3D circular tracking movement tasks.

For different movement types and target speeds, we should design different control strategies,
considering cognition delay and visuomotor processing. Intermittent FB control and FF control, as an
internal model, have been suggested as a suitable control strategy [13–15]. Based on previous studies
in 2D space, FB control dominates when the target speed is slow; however, FF control dominates
when the target speed is high [21–24]. In this study, similar results were found for 3D target-tracking
movements. Despite adding a countdown sound to announce the start of the target movement,
the initial errors were greater when the target speed was higher, indicating imprecise FF control, as
observed for 2D movements (Figure 2) [25]. Our previous studies demonstrated that increasing target
speed makes it more difficult to synchronize the angle and angular velocities of the target and tracer
temporally. Considering our previous studies [31,32] showed the cerebellum plays an important role in
the generation of motor commands for smooth velocity and position control, the method and analysis
proposed in this study will apply to characterize the motor function of patients with cerebellar ataxia
in the future.

Our recent study demonstrated that the smooth tracking movement of the wrist joint consists
of two components with distinct motor commands for velocity and position controls [33]. In other
words, the major component in a lower frequent range (named by the F1 component) of the tracking
movement played the primary role to reproduce both the velocity and position of the target motion in
a predictive manner. In contrast, the minor component in a higher frequency range (named by the F2
component) of the tracking movement encodes mostly the positions of small step-wise movements
with intermittent FB control. In this study, the 3D tracking movement for higher target speeds and
ROT(0) showed lower frequent components in two temporal parameters (Δθ and Δω). Therefore, we
will quantitatively analyze the control strategy and mechanism of 3D tracking movements in the F1
and F2 components based on the predictive control and intermittent FB control in our future work.
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4.4. Future Application and Limitation of Temporo-Spatial Parameters in Polar Coordinates

In this study, we adopted temporospatial parameters in an extrinsic coordinate frame to analyze
motor control characteristics for two planes and various circular tracking movement speeds in a 3D
environment. However, the temporospatial parameters in this study did not allow us to analyze
different biomechanical constraints (i.e., arm posture of the kinematic chain, torque of each joint) in an
intrinsic coordinate frame for the two planes. In other words, the different biomechanical constraints
in the two planes could impact the control of the hand position (i.e., temporospatial parameters
in polar coordinates) in an extrinsic coordinate frame. In the future, we will analyze the different
biomechanics in an intrinsic coordinate frame between circular tracking movement on the two planes
by experimentally recording and analyzing the arm posture and related muscle activities during
circular tracking tasks [34–36].

The VR system used in this study allowed subjects to perform three degree-of-freedom visuomotor
tracking movements in an immersive three-dimensional VR environment. In our future study, the
proposed method and analysis parameters (i.e., temporospatial parameters in polar coordinates) can
be used for evaluating the seriousness of illness and the effectiveness of rehabilitation for patients
with hemiplegic upper limbs. The method can also be applied to perception studies of spatial neglect
patients [37].

5. Conclusions

We examined two plane circular tracking movements in 3D space (from a motor control perspective)
based on three temporo-spatial parameters. We found that errors of two temporal parameters on each
plane were proportional to the change in the target velocity. Furthermore, for a spatial parameter, the
errors in the circular tracking on the frontal plane (ROT(0)) without depth were lower than those in
the circular tracking on the sagittal plane (ROT(90)) with depth. The experimental protocol and data
analysis in this study allowed us to analyze the motor control characteristics temporospatially for
circular tracking movement with various depths and speeds in 3D VR space.
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Table S1: A summary of statistical analysis of ΔR for the circular tracking movement; Table S2: A summary of
statistical analysis of Δθ for the circular tracking movement; Table S3: A summary of statistical analysis of Δω for
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Abstract: Reaching movements are usually initiated by visual events and controlled visually and
kinesthetically. Lately, studies have focused on the possible benefit of auditory information for
localization tasks, and also for movement control. This explorative study aimed to investigate if it is
possible to code reaching space purely by auditory information. Therefore, the precision of reaching
movements to merely acoustically coded target positions was analyzed. We studied the efficacy of
acoustically effect-based and of additional acoustically performance-based instruction and feedback
and the role of visual movement control. Twenty-four participants executed reaching movements
to merely acoustically presented, invisible target positions in three mutually perpendicular planes
in front of them. Effector-endpoint trajectories were tracked using inertial sensors. Kinematic data
regarding the three spatial dimensions and the movement velocity were sonified. Thus, acoustic
instruction and real-time feedback of the movement trajectories and the target position of the hand
were provided. The subjects were able to align their reaching movements to the merely acoustically
instructed targets. Reaching space can be coded merely acoustically, additional visual movement
control does not enhance reaching performance. On the basis of these results, a remarkable benefit
of kinematic movement acoustics for the neuromotor rehabilitation of everyday motor skills can
be assumed.

Keywords: reaching; motor control; sensory-motor integration; audition and movement;
proprioception and movement; kinematic movement sonification; knowledge of results; knowledge
of performance; visual-to-auditory substitution; neuromotor rehabilitation

1. Introduction

Reaching movements are everyday actions essential for coping with everyday life. Information
about the position of the hand is transmitted via the visual and the proprioceptive sense [1]. In reaching
movements, the movement of the arm is continuously adjusted [2]. Information about the target
position and the location of the hand are continuously monitored [2]. Apparently, at least when the
moving limb is not visible, but the target point is, proprioceptive information about the location of the
arm is continuously compared to visual information about the target position and thus the ongoing
movement is smoothly corrected [3].

Not only visual and proprioceptive, but also auditory information can be used to guide arm
movements [4,5]. Boyer et al. [6] completed a reaching study with merely acoustically coded artificial
targets in the transverse plane with blindfolded participants. Directional information was given
by stereo headphones reconstructing the sound pressure of a sound source at a given position in
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the transverse plane. The average deviation from the target was lower when the target sound was
presented for two seconds than when it was presented for 0.25 s. There was also a feedback condition
in which a continuous auditory real-time feedback of the hand position, with the same systematic as
for the target presentation, was given. As instruction, the target was also presented here for 0.25 s.
Reaching performance in this condition did not differ from that of the two conditions without any
feedback. When this feedback was shifted 18.5◦ left from the real hand position, reaching performance
was worse than in the condition without any feedback and a target presentation of two seconds [6].

Sound and motion are closely linked. Sound is vibration and vibration is movement. There is no
sound if there is no movement. The auditory perception has a high temporal resolution but can also
convey spatial information and does not require focused attention. Most movements, however, do not
provoke considerable acoustic effects. Additional artificial auditory movement information is needed
to enhance the amount of auditory information of usually almost silent movements.

The idea to provide movement information via the auditory channel has been pursued for several
decades [7]. Research has focused on the benefits of additional auditory movement information
on motor perception, motor control, motor learning and cooperative motion [8–15]. As underlying
neurophysiologic functions, multisensory integration [16–18] and intermodal sensorimotor movement
representations [19–23] are discussed. Human ability to emerge supramodal action representations
might enable the support of proprioception by additional acoustic information.

Acoustic movement information can be used to augment the perception of another modality,
but movement acoustics alone also provides information about a movement pattern for the support of
motor perception and motor performance. Research in this area has focused on natural [24–26] but also
on artificial movement sounds [27–29]. Levy-Tzedek et al. [30] even developed a visual- to- auditory
sensory substitution device to enable blind people to guide reaching movements.

Movement acoustics has been used in neurorehabilitation dedicated to sensory-motor deficits, for
example in the rehabilitation of target-orientated arm movements [12,31–34]. Additional work has
been realized with guiding- and feedback-acoustics. Thaut et al. succeeded in the rhythmic facilitation
of gait for Parkinson’s disease [35] and stroke patients [36], and also in the rhythmic cuing of reaching
movements for stroke patients [37]. Ghai et al. reviewed further benefits of auditory cuing for gait
impairments caused by aging [38], cerebral palsy [39], and Parkinson’s disease [40]. Thaut provided
an overview about therapeutic usable effects of music in neuromotor rehabilitation [41]. The findings
of Schauer and Mauritz suggest that walking in time with music adjusted to the actual individual step
frequency can improve not only step length and therefore also gait velocity but also gait symmetry
in stroke patients more than traditional gait therapy [42]. Young et al. differentiated the benefit of
different kinds of non-sonification auditory instruction for various gait parameters in Parkinson’s
disease [43].

There has been already some evidence that real-time movement acoustics can support neuromotor
rehabilitation, albeit most of the studies use movement data to create auditory error feedback [44],
target-orientated feedback [45] or more musical-oriented movement acoustics [46]. These kinds of
acoustic information usually need processing on a conscious level of perception.

Initial approaches to the use of kinematic movement acoustics in neuromotor rehabilitation have
also been developed [12,47]. Here, movement sonification is configured as continuous real-time
kinematic auditory feedback intending to initiate audio-motor couplings and becoming integrated
directly in multimodal perception as described above. Based on this “lower-level” efficiency, movement
sonification should be appropriate for substituting reduced proprioception in stroke patients and for
example so enhance the effectiveness of the rehabilitation process.

Such kind of sensory enhancements should increase the neuronal plasticity and support the
functional reorganization of the sensory-motor system within the central nervous system. A first step is
intended to focus on simple everyday actions of the upper extremities as goal-directed arm movements
in three-dimensional action space. Preparatorily, an effective approach to represent this reaching space
acoustically and the development of an appropriate sonification device is required.
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This explorative study analyzes if it is possible, on the basis of our sonification device developed in
the first steps, to perform reaching movements to merely acoustically instructed, invisible targets and to
use acoustic feedback for the movement control. The aim was to study the implicit effectiveness of the
available acoustic information about the target position and the movement. Therefore, the employed
subjects were not experienced in the use of movement sonification and had no explicit knowledge of the
used sound composition. Additionally, the impact of visual control of the movement on the precision
of merely acoustically guided reaching movements in three planes in healthy subjects was analyzed.
In this way, we expected to evoke an activation of audio-motor respectively audio-visuo-motor
processes and to address sensory and motor control mechanisms.

Human movements are continuously exposed to alterations in direction, velocity, and forces. For
this reason, a continuous mapping is required to adequately depict them. We decided to use continuous
kinematic real-time auditory movement information to achieve a high level of auditory- proprioceptive
congruence. Since the processing of error-related auditory information requires conscious cognitive
processes as attention and we wanted to address implicit processes instead, we did not choose
error-related, but kinematic movement sonification. These considerations are for example supported by
Rosati et al. [34] who showed superiority of a task-related audio feedback compared to an error-related
audio feedback in a visual tracking task.

Based on the considerations of Graziano [2], we decided to use data of the right
metacarpophalangeal joints to generate acoustic information about the target position and the reaching
movement. For the acoustic representation of the target position of the hand, three- dimensional spatial
coordinates were sonified. For the continuous representation of the reaching movement, acoustic
information about movement velocity was added. The systematics of the sonification was adopted from
Vinken et al. [27], who found a high efficacy of such a four- dimensional sonification of a continuous
kinematic trajectory in the auditory discrimination of arm movements. The coding of the vertical spatial
component by pitch was also in accordance with Melara and O’Brien [48] and Scholz et al. [33,46].
The results of Küssner et al. [49], who studied the relations between musical parameters and intuitive
gestures and found a positive correlation between pitch and height, also supported the choice of this
mapping. The horizontal coding by stereo characteristics conformed to that applied by Boyer et al. [6].
The spatial depth was mapped on spectral composition. In this way, we intended to create an auditory
space to enable the localization of reaching targets. Regarding the thoughts of Boyer et al. [6] and
the findings of Vinken et al. [27], we added a velocity component to the spatial information for the
movement sonification. In the light of the above-mentioned results of Boyer et al. [6] suggesting that
the auditory position stimulus presentation of 0.25 s is too short for the generation of a precise and
reliable target representation, our instruction sound was longer than 0.25 s in all conditions. In order to
control the influence of the extent of given information, we worked with two different durations of
target presentation.

In contrast to Boyer et al. [6] and to facilitate the task, we chose to design the instruction and
feedback in the same manner. That means that the subjects were prompted to produce by their reaching
movement the same sound as they had heard for instruction. To realize a clear temporal separation
between instruction and feedback to avoid confusion, the participants’ movement did not start before
the instruction was finished. We therefore accepted a reduced reaching performance observed by other
authors for the removal of target presentation prior to the completion of the reaching movement [3,6].

Since we think that it is possible to merely acoustically instruct target positions for reaching
movements and that our kind of movement sonification is highly effective, we formulated the hypothesis
that the blind as well as the sighted experimental group is able to hit the target points with a precision
clearly above chance. In the light of the described important role of vision in reaching movements and
the beneficial effects of audio-visual integration and audio-visuo-motor processing associated with
movement sonification, we expect the sighted experimental group to be superior to the blind group in
reaching precision. In spite of the merely acoustic target instruction, we suppose that the visibility
of the moving arm enhances the precision of the reaching action. Furthermore, we hypothesize that
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additional continuous auditory instruction and real-time feedback about the movement is superior to a
mere discrete sonification of target point. Considering the learning effect proved by Effenberg et al. [14]
and the improvement of the performance over time observed by Vinken et al. [27] even without the
availability of feedback, we assume an improvement of the reaching performance over time in the
present study.

2. Materials and Methods

2.1. Participants

Twenty-four subjects (14 females, 10 males), aged 19 to 30 years (mean age: 22.2± 3.0), participated
in this study. All participants had a normal or corrected-to-normal vision (standard vision test),
a normal hearing (hearing test: HTTS, Version 2.10, 00115.04711, SAX GmbH, Berlin, Germany) and
were right-handed (Edinburgh Inventory, 10-item version). To ensure musical sense, MBEA (Montreal
Battery of Evaluation of Amusia) online version [50] was conducted. Following Peretz et al. [51],
subjects who scored less than 70% were excluded. The investigations were conducted in accordance
with the Declaration of Helsinki. All experimental procedures were approved by the “Central Ethics
Committee” ZEK-LUH at the Leibniz University Hannover, Hanover, Germany. All participants gave
their informed consent for inclusion prior to their participation. After the completion of the experiment,
the subjects received a modest monetary compensation.

2.2. Experimental Setup

The participants were seated on a height-adjustable chair in front of an experimental apparatus
resting on a table and wore circumaural headphones (Beyer Dynamic, DT 100, 30–20.000 Hz) as well as
inertial sensors.

A digitizing tablet (WACOM Intuos4 XL PTK-1240, active surface 487.7 mm × 304.8 mm) was
positioned successively in the xy-plane (with the long tablet side along the y-axis), yz-plane (with the
long tablet side along the z-axis), or xz-plane (with the long tablet side along the x-axis) as shown in
Figure 1.

Figure 1. The tablet positions in the three used planes. X-axis is later called “transverse axis”, y-axis is
later called “longitudinal axis” and z-axis is later called “sagittal axis”. The subject sits at the front edge
of the table, looking in the direction of the z-axis.

The digitizing pen was positioned next to the tablet. A chin rest, positioning the chin at a
height of 30 cm from table surface, in combination with a height-adjustable chair ensured a firm and
standardized head position throughout the whole experiment. An arm rest provoking approximately
a 90-degree abduction in the right shoulder joint was used in the calibration process of the inertial
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sensors. The subjects were instructed to execute reaching actions with a digitizing pen in their right
hand towards invisible, merely acoustically coded target positions on the tablet (see Figure 2).

 
Figure 2. The experimental arrangement for the measurements in the yz-plane.

2.3. Stimulus Material

A human model was equipped with four inertial sensors (MTx miniature inertial 3DOF
orientation tracker; Xsens Technologies BV, Enschede, The Netherlands) on the right arm. The
sensors (size: 38 mm × 53 mm × 21 mm, weight: 30 g) were attached on the middle of the right
shoulder, the right upper arm, the right lower arm, and the back of the right hand. The inertial sensors
provided 3D acceleration data (up to eighteen times of the acceleration of gravity), 3D rate of turn
(up to 1200◦/s), three degrees of freedom orientation and a sampling rate up to 100 Hz depending on
the number of sensors used [52,53]. Data of the inertial sensors were recorded while the model was
executing reaching actions with the digitizing pen towards one of nine different target positions on the
tablet (see Figure 3).

Figure 3. The originally invisible target point positions on the digitizing tablet. The lengths of the axes
correspond to the dimension of the digitizing tablet.
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In a next step, a forward kinematic model of the right arm was used to determine trajectory and
velocity information of the right metacarpophalangeal joints [54]. Four specific kinematic parameters
were chosen to be mapped on four different parameters of a sound (patch 100 “jupiter lead” from
“Preset D Group”, SonicCell, Roland) [54]: (a) The absolute velocity of the right metacarpophalangeal
joints was mapped on the volume of the sound (the faster the movement, the louder the sound). (b) The
position of the right metacarpophalangeal joints on the y-axis was mapped on the pitch (the higher
the metacarpophalangeal joints in space, the higher the sound). The pitch was modulated by two
octaves from G2 to G4. (c) The position of the right metacarpophalangeal joints on the z-axis was
mapped on the spectral composition (the higher the value, the less overtones the sound has; standard
MIDI Continuous Controller No. 74, controls the cutoff frequency of the low-pass filter for an overall
brightness control). (d) The position of the right metacarpophalangeal joints on the x-axis was mapped
on the stereo characteristics (the further the metacarpophalangeal joints were on the left side from the
acting subject’s perspective, the louder the sound was on the left audio channel and the quieter the
sound was on the right audio channel and vice versa). In this way, sonification-recordings (1.0–1.65 s)
of different reaching actions towards target positions were generated. Additionally, the position of the
right metacarpophalangeal joints when having reached the target point with the digitizing pen was
transformed into sound by using the three above mentioned positional mappings (b, c, and d). In this
way, the instruction sounds were formed. The participants’ real-time sonification feedback was created
in the same way.

2.4. Experimental Conditions

The subjects, parallelized for sex, were randomized into two groups. While executing identical
reaching tasks to invisible targets, 12 subjects were blindfolded and 12 subjects had their eyes
open during the experiment. The experimental task was to hit the instructed target positions as
exactly as possible. All participants received auditory instruction and feedback. There were three
different conditions:

1. Continuous condition:

• Instruction: Sonification of the model’s reaching movement towards the target positions
followed by the sonification of the model’s final position for 1 s.

• Feedback: Real-time sonification of the participant’s reaching movement followed by the
sonification of the participant’s final position for 1 s.

2. Discrete short condition:

• Instruction: Sonification of the model’s final position for 1 s.
• Feedback: Real-time sonification of the participant’s final position for 1 s.

3. Discrete long condition:

• Instruction: Sonification of the model’s final position for the duration of the model’s reaching
movement and one more second (in total 2.0–2.65 s).

• Feedback: Real-time sonification of the participant’s final position for 1 s.

2.5. Procedure

After a standardized familiarization protocol, the test session began without any further practice
trials. The experimental protocol took approximately 60 min (without including the familiarization).
A total of 108 trials were given, consisting of nine trials (nine different target positions on the tablet,
see Table S1) multiplied by four conditions (one discrete short block, one discrete long block, and two
continuous blocks) multiplied by three tablet positions (xy-plane, yz-plane, xz-plane). The stimuli
were displayed in blocks of nine trials (each target position was randomly presented once in the
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sequence). Four blocks (one set of blocks) were repeated in all three tablet positions, in the same block
order (balanced and randomized among the subjects) but with a varied trial order. The order of the
tablet positions was also balanced and randomized among the subjects. Between the three sets of
blocks there were breaks of 5 min. The trials were presented to the participants in a standardized
setting. Each trial consisted of (1) reaching for and grasping the pen, (2) the sonification sequence
(see Instruction-Audios S1–81) presented once via headphones, (3) the execution of the reaching
movement towards the digitizing tablet, (4) putting the pen down, and (5) putting the arm on the arm
rest. The overall duration of a single trial was about 15 s.

2.6. Data Acquisition and Analysis

The two-dimensional Cartesian coordinates of the reaching point on the digitizing tablet were
measured for each trial. The tablet sampled the x and y coordinates of the stylus hit with a spatial
accuracy of 0.005 mm. The collected data were stored for later analyses. The reaching error was
represented by the vector from the target to the reaching position. The absolute values of the single
vector coordinates describe the sizes of the absolute deviations along the three directions in space
(termed ‘Absolute differences’). The magnitude of the vector represents the distance between the target
and the reaching position (termed ‘Absolute distance’). T-tests and analyses of variance with repeated
measurements were used to compute the significance of the deviations to the target point. For the
post hoc test, the Bonferroni test was used. A significance criterion of α = 5% was established for all
results reported.

3. Results

Figure 4 exemplifies the reaching positions of all participants for one target point. The endpoints
of the reaching movements spread around the target point.

Figure 4. Reaching results for one target point in xy-plane. Target point: black, the participants’
pointing results: grey.

The mean absolute distance from the target point was 11.68 cm (SD: 2.46 cm) over all subjects,
planes and conditions and therefore significantly lower than 18.60 cm, the value for the absolute
distance expected at random reaching (t(23) = −13.49, p < 0.001). Accordingly, the averaged absolute
differences between reaching and target point coordinates in the three directions in space over all
subjects, axes and conditions was 7.25 cm (SD: 1.53 cm). This value is significantly lower than 11.75 cm,
the value for the absolute axial differences expected at random reaching (t(23) = −14.13, p < 0.001).
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This error remained stable over time, repeated measures ANOVA (3 sequences × 4 blocks × 9
trials, sorted chronologically) revealed no significant main effect or interaction for absolute distance to
target point. Figure 5 shows the time course of the average absolute distance.

Figure 5. Time course of average absolute distance for the 12 blocks.

In the following, the absolute differences between reaching and target point coordinates in the
three directions in space are considered.

For repeated measures ANOVA (3 axes × 2 tablet sides × 2 sonification classes × 2 blocks,
sorted by condition), main effect “treatment” did not reach level of significance (F(1, 22) = 0.02, p = 0.887,
ηp

2 < 0.01). The blindfolded group (M = 7.30 ± 1.46 cm) did not reach significantly worse than the
sighted group (M = 7.21 ± 1.59 cm). None of the interactions with the factor “treatment” reached level
of significance.

There was a significant main effect “axis” (F(2, 44) = 8.92, p = 0.001, ηp
2 = 0.29). The differences

between the longitudinal axis and the transverse axis (p = 0.022) as well as between the longitudinal
axis and the sagittal axis (p < 0.001) became significant, whereas the differences in the reaching precision
between the transverse axis and the sagittal axis did not (p = 0.580) (see Figure 6). As the three axes
were acoustically represented by three different sound parameters, this result cannot be interpreted
purely regarding the spatial orientation.

Figure 6. Means and standard deviations of absolute differences for the three axes. Longitudinal axis
corresponds to x-axis, transverse axis to y-axis and sagittal axis to z-axis in Figure 1.
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There was also a significant main effect “sonification class” (F(1, 22) = 6.81, p = 0.016, ηp
2 = 0.24)

with a better reaching performance in conditions with mere discrete instruction and feedback than in
conditions with additional continuous instruction and feedback, as depicted in Figure 7.

Figure 7. Means and standard deviations of absolute differences for the two sonification classes for
instruction and feedback.

Looking for interactions with the factor “sonification class”, a significant interaction “axis” ×
“sonification class” (F(2, 44) = 5.47, p = 0.008, ηp

2 = 0.20) was revealed. The difference in the reaching
precision between discrete and additional continuous auditory feedback was significant only for the
longitudinal axis (p < 0.001). Figure 8 shows the interaction pattern.

Figure 8. Means of absolute differences for the two sonification classes considered separately for the
three axes.

Main effect “block” (F(1, 22) < 0.01, p = 0.955, ηp
2 < 0.01) did not reach significance. The reaching

performance in the discrete blocks in which both instruction and feedback took 1 s did not differ from
that in the discrete blocks in which both instruction and feedback took as long as the continuous acoustic
information did in the blocks with additional continuous information about the reaching movement.

4. Discussion

The present work investigated the efficacy of mere acoustic instruction and feedback of reaching
movements of healthy subjects and the role of sight. We tested if the sonification device, developed by
our work group is appropriate to represent reaching space merely acoustically. The participants were
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instructed to execute reaching movements to invisible, solely acoustically coded targets positioned in
the frontal, the transverse and the sagittal plane in front of them. Differences in detail of the acoustic
information shaped the experimental conditions. One of the two experimental groups was blindfolded.

Reaching is originally a visual action, but in this study, it was transformed into an auditory
action. The mean absolute distance from the target point over all participants and measuring points
was significantly lower than expected at random reaching. It can be concluded that it is possible to
instruct action areas merely acoustically. Although the participants were not informed about how
the sound was composed, they were able to orientate themselves towards the sonification. The
developed sonification device enables the mere acoustic representation of reaching space. Regarding
the invisibility of the target, with an average absolute distance of 11.68 cm from the target point in
an active surface of 48.77 cm × 30.48 cm, the reaching performance was surprisingly high. Kinematic
movement sonification can provide information for perception and action for humans, being classified
as musical. This result corresponds to other studies with movement sonification [8,14,27,55].

The participants did not improve over time. No temporal effect became evident, even if the blocks
with continuous and discrete instruction and feedback were regarded separately from those with only
discrete sounds. The feedback did not seem to have any effect on the subsequent reaching performance.
The reasons for the absence of a temporal effect need further investigation.

There was no difference between the two treatment groups with vs. without the possibility for
visual movement control, indicating that visual perception is not required for the control of solely
acoustically instructed reaching movements. Studies emphasizing the importance of sight for the
precision of reaching movements work with visual targets [1,3,56,57]. In this case, vision is used
for the adjustment of the movement to the target position. However, if the target cannot be seen,
vision apparently cannot be applied to improve the reaching accuracy. This result indicates that we
achieved a close proximity between the proprioceptive and auditory perception of the reaching position
with the chosen sound design. For an application of kinematic movement acoustics in neuromotor
rehabilitation, this result could mean that the sonification device is effective by itself and that additional
visual focusing is redundant.

The continuous acoustic presentation of the hand position in the condition with discrete and
continuous instruction and real-time feedback was supposed to function as auditory counterpart to
the prevented continuous visual adjustments of the reaching movement, but it did not. The reaching
accuracy in the experimental condition with additional continuous sonification as instruction and
feedback was even impaired. A related effect was reported by Rosati et al. [34] who observed a
worse performance in a visual tracking task with two kinds of visual feedback than in the task with
only one visual feedback. The authors explain this effect with a saturation of the visual channel,
so that the additional feedback acts as distraction, rather than providing useful information [34].
Boyer et al. [6] observed a similar effect of a continuous auditory real-time feedback of the hand
position in reaching movements. In their above-described study, the addition of feedback in form of
movement acoustics to an otherwise feedback-free acoustically instructed target did not improve the
reaching accuracy. The authors discuss whether auditory feedback about the limb position provides
benefitting information about a motor action. They consider that the participants might have been
confused because the auditory modality overflowed with both the sonification of the target position
and the positional movement sonification [6].

Possibly, complex acoustic sound sequences are not suitable to mark movements to discrete target
points. For reaching movements, for which the target points are the focus, the movement itself might
lose relevance. Another possibility is that the combination of a discrete and a continuous sonification
component was responsible for the negative effect of the movement sonification. Either simply
the additional cognitive load or the difference in the characteristic of the two sonification sounds
might have led to an informational overload. Possibly, the combination of two different sonification
characteristics (discrete vs. continuous or “knowledge of results” vs. “knowledge of performance”)
prevented the subjects from shaping an audio-proprioceptive action representation. In this way,
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the performance-based sonification might have functioned as an interference factor that disturbed the
memory of the effect-/result-based sonification. Boyer et al. [6] assume that in this case the subjects
do not use the acoustic feedback information but rely on the familiar and reliable proprioceptive
information. Because the difference in the absolute differences in reaching precision between the two
conditions dealt with here was 0.81 cm, the negative impact is not that serious.

The reported superiority of mere discrete instruction and feedback compared to the combination
of a discrete and a continuous component for instruction and feedback becomes significant only for
the longitudinal axis, but not for the transverse or the sagittal axis. Since the effect of alignment
of axis and sound parameter are mixed here, it cannot be decided which factor is responsible for
the differences in the reaching precision. We think it is more plausible that it is the coding by the
pitch, rather than the longitudinal alignment of the axis, that is associated with the negative impact
of the movement sonification on the reaching precision. Coincidently, the reaching precision on the
longitudinal axis was significantly better than on the transverse and sagittal axes. The fact that the
pitch (coding the position on the longitudinal axis) apparently transmits more information than the
other two sound parameters might be the reason for the higher susceptibility to a disturbance by an
additional movement sonification for target positions coded by pitch.

The acoustic presentation of the invisible target positions provided appropriate information for
the alignment of the reaching movements. Acoustical instruction and feedback about the course
of the reaching movement was not useful. However, for an application of continuous movement
acoustics to patients with sensorimotor disabilities, the prerequisites differ fundamentally. For example,
stroke patients partially show a dramatically reduced proprioceptive control. Here, the application
of continuous movement acoustics should provide a possibility to substitute proprioceptive control
rudimentally and thus support recovery in neuromotor rehabilitation. The implicit effectiveness of the
acoustic information and the redundancy of focused attention should be a considerable advantage
over the visual movement control. First steps towards the use of continuous kinematic movement
sonification in stroke rehabilitation have already been realized [58,59]. Also, for patients with hip
arthroplasty, kinematic movement sonification has the potential to accelerate the recovery, as shown by
Reh et al. [60]. These are however only initial steps towards the use of real- time kinematic sonification
in the neuromotor rehabilitation. Further research is clearly needed. It remains to be seen whether a
prospective sonification device for the neuromotor rehabilitation of proprioceptively impaired patients
will remain permanently necessary like a prosthesis or will become redundant after the treatment.
It could be assumed that after a period of being exposed to an attendant auditory perception of one’s
own movements, the proprioception is resensitized. Auditory information might become redundant
and internal feedback might be sufficient to sustain the acquired movement technique. The persisting
learning effects following exposure to real-time movement sonification [14,61] are consistent with
this assumption. Danna and Velay [12] studied this issue in two deafferented subjects but could not
confirm the assumption. They discussed the reason for the absence of a learning effect. Motor learning
might be per se impossible without proprioceptive feedback and sonification might also perspectively
only serve as a prosthesis that the patients are dependent on for the rest of their life [12]. They counter
that another explanation might be that the duration of the intervention has been too short to prove
a learning effect and that motor learning simply takes more time in deafferented patients, possibly
because most of the brain capacity is oriented towards coping with the task [12]. That would mean that
the prosthesis might become dispensable one day because the patients might have regained their motor
performance with the aid of movement sonification. This would offer the prospect of a sonification
assisted recovery from proprioceptive deficits. A brain study from Ripollés et al. [62] supports the
latter explanation. Music- supported-therapy in stroke rehabilitation results in a recovery of activation
and connectivity between auditory and motor regions accompanied by an improvement of motor
function [62].

In the present experiment, the hand position was coded by pitch, stereo characteristics, and spectral
composition. Except for stereo characteristics, having a clear zero point with a clear spatial allocation,
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the parameters did not provide any natural indicator about the spatial position. For these parameters,
meaning is only generated by the comparison of two target sounds. Moreover, because of the rather
arbitrary choice of the limits of the parameter range, even the comparison between the target sounds at
best provides information about the direction of the deviation but not about the extent of the deviation.
This difficulty was compensated to some degree by the standardized familiarization protocol in
which the participants gained experience with the proportions of the action area and got to know the
sonification by drawing sinuous lines. Nevertheless, it remains remarkable that the participants were
able to draw information from the sound. The participants were not experienced in using movement
sonification and they were not informed about the systematic of the sonification. Still, they were able
to use it to align target movements in space.

The reaching precision to acoustically coded targets could possibly be further enhanced.
For example, the pitch range used to generate the stimuli was chosen arbitrarily. It must be considered
that the choice might have been suboptimal. Moreover, there exists no reference, that spectral
composition is particularly appropriate to map spatial depth. Possibly, a more informative sound
characteristic can be found for this purpose. A follow-up study might focus on an expedient choice
of the coding sound parameter and the optimal spectra of the used sound parameter to optimize the
informational content of the alteration of the coding sound parameter.

In this study, we provide evidence that reaching space can be coded solely by artificial acoustics.
Our sonification device developed in the first steps seems to be appropriate to represent target
positions acoustically. The sonification of the invisible target position of the hand as instruction
enabled reaching movements with respectable reaching precision. Although the participants were not
informed in detail about how the sound was composed and had no previous experience with the use of
movement sonification, they were able to use the kinematic acoustics to align their reaching movements.
This implicit informational effect became evident, even when the possibility of an additional visual
control of the reaching movement was excluded. Based on these results, a considerable benefit of
a future application of an improved model of the developed sonification device in the neuromotor
rehabilitation of proprioceptively impaired patients can be assumed.
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Abstract: Foot strike mode and footwear features are known to affect ankle joint kinematics and
loading patterns, but how those factors are related to the ankle dynamic properties is less clear.
In our study, two distinct samples of experienced long-distance runners: habitual rearfoot strikers
(n = 10) and habitual forefoot strikers (n = 10), were analysed while running at constant speed on
an instrumented treadmill in three footwear conditions. The joint dynamic stiffness was analysed
for three subphases of the moment–angle plot: early rising, late rising and descending. Habitual
rearfoot strikers displayed a statistically (p < 0.05) higher ankle dynamic stiffness in all combinations
of shoes and subphases, except in early stance in supportive shoes. In minimal-supportive shoes,
both groups had the lowest dynamic stiffness values for early and late rising (initial contact through
mid-stance), whilst the highest stiffness values were at late rising in minimal shoes for both rearfoot
and forefoot strikers (0.21 ± 0.04, 0.24 ± 0.06 (Nm/kg/◦·100), respectively). In conclusion, habitual
forefoot strikers may have access to a wider physiological range of the muscle torque and joint angle.
This increased potential may allow forefoot strikers to adapt to different footwear by regulating ankle
dynamic stiffness depending upon the motor task.

Keywords: running; biomechanics; footwear; joint work; loading

1. Introduction

There is an ongoing debate on whether the foot strike pattern of long-distance runners plays
a role in defining performance and injury risk in this population [1–3]. Experienced long-distance
runners are able to change their foot strike pattern during a competition [4] or if they are asked to [5].
Their ability to adopt a different foot strike pattern has been often interpreted as a sign of adaptability.
The concepts of “adaptability” and ”ability to adopt different execution patterns”, however, are not
equivalent [6]. Adaptability refers to the level of organisation embodied by the human locomotor
control system [7]; it represents the richness of motor behaviours that equally can accomplish the
task-goal [8]. In contrast, the ability to adopt different execution patterns refers to the ability to change
joint kinematics (and kinetics) without necessarily meeting the task-goal. It is unknown if runners who
adopt different execution patterns (i.e., rearfoot strikers versus forefoot strikers) have developed a
different level of adaptability.

During the stance phase of running, the ankle plays a dominant role in storing and generating
energy for propulsion [9,10]. The mode of foot/ground initial contact may affect the subsequent joint
angle time course and the associated joint stiffness. According to Günther and Blickhan [11], the foot
strike angle, stiffness and running velocity are crucial parameters for coordination of body movement
dynamics. The concept of dynamic joint stiffness [12,13], defined “quasi-stiffness” by Latash and
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Zatsiorsky [14], can be used to characterize the ankle behaviour during the stance phase of running [15].
Here, the ankle exhibits a first loading state in which the internal plantarflexor moment rises during
dorsiflexion, and the periarticular joint structures absorb energy. It follows an unloading state in
which the plantarflexion moment decreases while the joint plantarflexes, and the periarticular joint
structures produce energy. The level of stiffness (that is the variation of joint moment per unit of joint
angle variation) can depend on both (i) structural adaptations of the muscle–tendon units surrounding
this joint and (ii) neural adaptations that control instantly the characteristics of these muscle–tendon
units [16–18]. For instance, long-term adaptations in muscle and tendon architecture in the lower
limb, such as shorter gastrocnemius medialis fascicles [19], thicker Achilles tendon [20] and stiffer
foot arch [21], were found in habitual forefoot strikers, who usually land with a plantar-flexed ankle.
Such adaptations could lead to a different load distribution in the muscle–tendon unit [22], in which
the role of the elastic components is increased and the muscle fibres contract at a slower rate, which is
advantageous for maximal power output and efficiency [23]. Together, both the structural and the
neural adaptations contribute to defining the dimensionality of the system (degrees of freedom of
the neural control system), that is the number of structures (muscles) that can be actively controlled
and can be used to regulate the ankle dynamic stiffness efficiently, according to the mechanical
requirements [24].

Ankle dynamic stiffness can be computed as the slope of the tangent to the moment–angle
curve [12]. Using similar approaches, previous studies investigated dynamic ankle stiffness during
running [9–11]. To our knowledge, Hamill and Gruber [5] were the only researchers testing change
in ankle joint stiffness in two groups of runners with distinct foot strike patterns. Participants were
classified as either rearfoot or forefoot strikers based on the presence of an impact peak on the vertical
ground reaction force and on the ankle angle at landing. Although using these criteria runners may
have been misclassified [25], according to Hamill and Gruber [5], habitual forefoot strikers exhibited a
more compliant ankle and absorbed more (negative) work than habitual rearfoot strikers when running
with their preferred foot strike pattern (forefoot); however, no differences were found with habitual
rearfoot strikers running with a forefoot strike pattern (nonpreferred mode).

It is common for studies concerning running and ankle stiffness to simplify the loading phase of the
moment–angle loop by representing the linear slope from initial foot contact to peak moment [5,15,26–28]
(Figure 1, dashed line). This approach overlooks the potentially meaningful details occurring within
the loading phase. For instance, at initial foot contact, the ankle joint moment increases nonlinearly
with the change in angle (red portion in Figure 1). This state represents the ankle joint response to
foot/ground initial loading. Thereafter, the ankle dorsiflexes slowly, while the ankle moment increases
fast (blue portion in Figure 1).

This is a less compliant condition, representing the loading of the passive structures of the
muscle–tendon units, and can be seen as a different state [29]. Another interesting phase that deserves
attention is the unloading phase (light-blue portion in Figure 1), where the movement of the joint
reverses to plantarflexion and the joint moment decreases. To the best of our knowledge, no studies
have investigated the stance phase of running by considering these three task-relevant subphases of
the moment–angle loop, which we expect to yield a more sensitive insight of the differences between
habitual rearfoot and forefoot strikers.

The aim of this study was to investigate if foot strike loading technique has an effect on the
ankle moment–angle dynamics during the stance phase of running. We expected forefoot strikers
to have lower dynamic stiffness during the loading phase, based on previous findings [5]. We also
expected forefoot strikers to have a higher proportion of negative work relative to positive work
because of their loading technique that allows them to store and return elastic potential energy in the
foot–ankle structure. To test whether habitual foot strike loading technique compromises the control
of ankle stiffness, shoes with different assistive constructs were considered. We expected differences
in ankle stiffness and work ratio between groups to be greater in minimally assistive shoes, due to
the unfamiliarity of rearfoot strikers to this condition. Because we expected forefoot strikers have
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a greater intrinsic foot–ankle adaptability to external loading (i.e., greater ability to control ankle
stiffness), we expected their (forefoot strikers) ankle stiffness to have a higher time-dependency. That is,
ankle stiffness during unloading will depend more on ankle stiffness during loading in forefoot strikers.

Figure 1. Example of moment–angle loop for the ankle joint. IC = initial foot contact; TO = toe off.
Dashed line represents commonly computed slope for ankle stiffness during the loading phase. Red
line represents foot/ground initial loading; blue line represents loading phase; light-blue line represents
unloading phase.

2. Materials and Methods

2.1. Participants

Forty male long-distance runners gave their personal consent to take part in this study. Participants
were excluded if they had not been running for at least 5 years, with an average of at least 40 km/week,
and had not been free of neurological, cardiovascular or musculoskeletal problems within the previous
six months. A number of 21 runners were found eligible. One subject was unable to complete the study
protocol, which resulted in a tested sample of 20 subjects (age: 31.2 ± 6.9 yrs, height: 1.77 ± 0.07 cm,
weight: 73.4 ± 7.9 kg). Participants were classified as rearfoot strikers (RFS, n = 10) or forefoot strikers
(FFS, n = 10) based on their habitual mode of foot/ground initial contact. To classify their foot strike
loading type, the participants were asked to run on an instrumented treadmill (AMTI Pty, Watertown,
MA, USA) at their preferred speed, wearing their habitual running shoes. After a standardized 7 min
of progressive warm up (starting from 3 min at 6 km/h, followed by 2 min at 8 km/h, then 2 min at
10 km/h) and accommodation period (i.e., quantitatively assessed stable foot strike angle—around
2 min), participants ran for 3 min at their preferred running speed, which was identified from the
protocol suggested by Jordan and Challis [30]. Habitual foot strike mode was assessed on the basis of
data collected on the last minute of running (~60 steps). The ankle internal moment of the dominant
leg was analysed to this purpose within a short period, from initial ground contact to the time at
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which the vertical ground reaction force exceeded a threshold corresponding to body weight. Runners
displaying an internal plantarflexor moment for at least 90% of this period were classified as forefoot
strikers (FFS); conversely, those who displayed an internal dorsiflexor moment for at least 90% of the
analysed period were classified as rearfoot strikers (RFS). This foot strike classification method was
shown to perform best among other conventional methods [25].

2.2. Experimental Protocol

Tests were performed on an instrumented treadmill (Advanced Mechanical Technology Inc.,
Watertown, MA, USA) that collects ground reaction forces [31] at a sampling rate of 1000 Hz.
Three-dimensional kinematics data of the lower extremities was recorded at a sampling rate of 250 Hz
from a 14-camera VICON B-10 system (Oxford Metrics Ltd., Oxford, UK). Kinematic and ground
reaction force data were synchronised using a VICON MX-Net control box and collected through Nexus
2.6 software (Vicon Motion Systems Ltd., Oxford, UK). A biomechanical model was reconstructed from
45 retroreflective markers, placed on proper landmarks of body segments (Appendix A).

After completing a standardized and progressive 7 min warm-up, participants repeated three
times a 5 min running test, with different shoes for each trial; the three shoe models were characterized
by their different minimalist indexes (MI). The minimalist index is a classification that takes into
account structure, flexibility, pronation support and other footwear features, and ranges from 0%
(maximum assistance) to 100% (least interaction with the foot) [32]. The shoes adopted in our
experiments were classified at low-MI (Mizuno® Wave Rider 21, MI = 18%), medium-MI (Mizuno®

Wave Sonic, MI = 56%) and high-MI (Vibram® Five fingers, MI = 96%). The order of presentation was
pseudorandom, which means that combinations were balanced within each group and equal between
groups. Testing speed was fixed for all participants at 11 km/h.

2.3. Data Analysis

Three-dimensional kinematics and kinetic data were analysed in Visual3D software (C-Motion, Inc,
Rockville, MD, USA). A digital low-pass Butterworth filter (4th order, zero lag) was used to smooth raw
kinematic and kinetic data with cut-off frequency of 15 and 35 Hz, respectively. The ankle joint angle
was calculated as the relative angle between the foot and the shank longitudinal axes, and subtracted
to the ankle joint angle computed during subject’s standing calibration posture (reference angle).
Joint moments were computed around the ankle flexion/extension axis (the axis connecting the medial
and lateral malleoli) using Newton–Euler inverse dynamics approach and normalized to body mass.
Stance time was defined by gait events of initial and terminal foot contact (IC and TC) that were
determined by a vertical ground reaction force threshold of 20 N. Stance time was normalised to 101
data points. The ankle (internal) moment was plotted as a function of the corresponding ankle angle
(moment–angle plot), and the resultant curve was subdivided into three functionally relevant phases:
early rising (ERP), late rising (LRP) and descending-phase (DP), similar to Crenna and Frigo [12].
The ERP was defined as the period between an ascending threshold of 0.2 peak plantarflexion moment
and the first identified abrupt change in the statistical properties of the signal (i.e., mean and slope)
going forward. The LRP was defined as the period between a threshold of 0.95 ascending moment to
the first change in the statistical properties of the signal (i.e., mean and slope) going backwards.

The slope of the best regression line interpolating the angle–moment curve in each phase represents
the average ankle joint stiffness (Kankle) in each functionally relevant phase (Figure S1). The area under
the rising component and the descending component of the curve was integrated using a trapezoidal
approximation. This gives the work absorbed (Wabs, during the loading phase) and the work produced
(Wprod, during the unloading phase), respectively. The net work (Wnet) produced was computed as
the difference between Wprod and Wabs. Finally, the work ratio (Wratio =Wabs/Wprod) was computed
and was considered as a measure of muscle efficiency.
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2.4. Statistical Analysis

An initial check for normal distribution (Shapiro–Wilk test) of the dependent variables and
homogeneity of variance (Levene’s test) was performed. A three-way repeated-measures ANOVA was
used to test the effect of the between-factor Group (RFS, FFS) and within-factors Shoe (LOW, MED and
HIGH MI index), and Slope (ERP, LRP and DP) on Kankle. A two-way repeated measure ANOVA was
used to test the effect of the between-factor Group (RFS, FFS) and within-factors Shoe for dependent
variables Wabs, Wprod, Wnet and Wratio. If ANOVA was significant, a posthoc multiple comparison
Tukey’s test was used to determine where the differences were. Pearson Correlation coefficient (r)
was calculated for all couples of dependent variables, while the coefficient of determination (r2) was
estimated from a linear regression model run among ERP, LRP, and DP. In case of non-normal
distribution of data, the equivalent nonparametric tests (Kruskal–Wallis test, Dunn’s multiple
comparisons test, Spearman correlation) were used. All statistical analyses were performed using
SPSS (version 25.0. Armonk, NY, USA: IBM Corp.). Statistical significance was set at p < 0.05,
with multiple pairwise comparisons corrected with Bonferroni adjustment method. Magnitude of
changes (effect sizes) was assessed using partial Eta squared (ηp

2) for the ANOVA, and Hedges’ g for
pairwise (posthoc) comparisons.

3. Results

No main effect of group was found for Kankle (p = 0.164; ηp
2 = 0.105), but the main effects for shoe

type (p = 0.008; ηp
2 = 0.272) and slope (p < 0.001; ηp

2 = 0.889) were obtained (Table S1). Posthoc analysis
revealed that Kankle was 12% higher in med-MI compared with high-MI shoes (p = 0.007; g = 0.706).
Table S2 and Figure 2 show mean and SD for Kankle in the three subphases of stance and among the
three shoe conditions. Significant differences were found among all subphases: ERP–LRP (0.176 ± 0.01;
0.215 ± 0.01 Nm/kg/◦·100) p = 0.001; g = 3.9; ERP–DP (0.176 ± 0.01; 0.091 ± 0.01 Nm/kg/◦·100) p < 0.001;
g = 9.5; LRP–DP (0.215 ± 0.01; 0.091 ± 0.01 Nm/kg/◦·100) p = 0.001; g = 12.4. Overall Kankle was highest
when wearing med-MI shoes (although not statistically different from low-MI shoes; p = 0.246); Kankle

was highest during the late rising phase (LRP) and lowest during the unloading phase (DP).

Figure 2. Mean and SD values for ankle joint dynamic stiffness of FFS and RFS for the three phases
of stance, in the three shoe conditions. ERP early rising phase, LRP late rising phase, DP descending
phase. Shoes conditions are termed as low-MI (LOW), medium-MI (MED) and high-MI (HIGH). MI:
minimalist indexes. FFS: forefoot strikers. RFS: rearfoot strikers

Runners in high-MI shoes exhibited a lower stiffness (more compliant ankle) during the impact
phase (ERP) and late rising phase (LRP); during the unloading phase (DP), low-MI shoes allowed the
most compliant ankle. There was a Shoe by Slope interaction effect (p = 0.008; ηp

2 = 0.221; Table S1) for
Kankle (Figure 2, Table S2). Pairwise multiple comparisons showed that during the impact phase (ERP),
Kankle in high-MI shoes was lower compared with that in both low-MI and med-MI shoes (−15%,
p = 0.013, g = 1.2; and −16%, p = 0.003, g = 1.25, respectively). During the late rising phase (LRP),
Kankle was the highest in med-MI shoes (0.227 ± 0.01 Nm/kg/◦·100), but only statistically different from
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high-MI shoes (+12%, p = 0.011, g = 1.58). During the unloading phase (DP), differences between shoes
were only significant for low-MI compared with med-MI shoes (−6%, p = 0.009, g = 0.5).

Figure 3 compares mean moment–angle loops for RFS and FFS. While curves are similar in low-MI
shoes, (Figure 3, top) the base (ankle range of motion) is shifted toward the left for FFS. This is also
true for medium-MI (Figure 3, middle), and high-MI shoes (Figure 3, bottom).

 

Figure 3. Ankle moment–angle plot. Group mean profiles comparison for low-MI, medium-MI and
high-MI shoes. Insets report linear regression lines among early rising phase (ERP), late rising phase
(LRP) and descending phase (DP).
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Overall, runners exhibiting high Kankle during the late rising phase (LRP) also have high Kankle

during the unloading phase (DP) (Table 1). For FFS, the correlation between Kankle in the impact
phase (ERP) and in late rising phase (LRP) increased with shoes’ MI, with the highest correlation
(rs = 0.95; p < 0.01) in high-MI shoes. A similar trend was reported for correlations between Kankle

in impact phase (ERP) and in unloading (DP), and between Kankle in late rising phase (LRP) and in
unloading (DP), with highest values in the high-MI condition (rs = 0.84, p < 0.01; rs = 0.89, p < 0.01,
respectively). Values were only significant in high-MI shoe conditions; this means that FFS in high-MI
shoes with high Kankle during impact phase will also have high Kankle during the loading and unloading
phases. For RFS, correlations between Kankle in impact phase (ERP) and in late rising phase (LRP)
and correlations between Kankle in impact phase (ERP) and in unloading (DP) vary irrespectively to
the shoe condition. The correlation between Kankle in late rising phase (LRP) and in unloading (DP)
increased with shoes’ MI, with the highest correlation (rs = 0.92; p < 0.01) in high-MI shoes. This means,
Kankle during impact has less of an effect on the subsequent subphases in RFS; instead, the late rising
phase plays a central role.

In low-MI shoes, both groups presented low regression values (r2 ≤ 0.26, insets in Figure 3).
In medium-MI shoes, Kankle of RFS during the loading phase (LRP) explained 49% of the Kankle

variance during the unloading phase (DP), while for FFS, only 22% was explained. Kankle of FFS in
high-MI shoes depended on the stiffness in the previous phase: that is, stiffness during the impact
phase (ERP) explained 60% of the stiffness variance during the late rising phase (LRP) and 65% of the
stiffness variance during the unloading phase (DP); likewise, stiffness during the late rising phase
(LRP) explained 63% of the stiffness variance during the unloading phase (DP).

We found a main effect of shoes for Wabs and Wprod (p = 0.001, ηp
2 = 0.425; p < 0.001, ηp

2 = 0.517)
but no main effect of group (p = 0.105; p = 0.716) or interaction effects for Groups by Shoes were found
(p = 0.051; p = 0.097) (Table S1). Figure 4 shows that Wprod increased significantly from low-MI to
med-MI shoes (7%, p = 0.004, g = 0.578) and from med-MI to high-MI shoes (11%, p = 0.017, g = 0.657);
while Wabs decreased as an inverse function of shoe MI index, reaching highest values in high-MI shoes
(−32.58 ± 1.71 Nm/kg/◦·100). The latter was significantly lower than Wabs in low-MI (−19%, p = 0.002,
g = 0.839) and med-MI shoes (−14%, p = 0.009, g = 0.674). RFS exhibited higher Wnet compared with FFS
(24.99 ± 1.25 versus 19.47 ± 1.25; p = 0.006, g = 4.420); Wnet increased with shoe MI index, with runners
in low-MI shoes exhibiting statistically lower Wnet (−12%; p = 0.007, g = 0.456) compared with those in
med MI-shoes, and compared with those in high-MI shoes (−20%; p = 0.028, g = 0.728).

Rear foot strikers in high-MI shoes had the highest net work values (27.8 ± 8 Nm/kg/◦·100)
associated to increased work absorbed (+28% from LOW, p < 0.001 g = 2.09; +16% from MED, p < 0.001,
g = 1.60) and produced (+30% from LOW, p < 0.001, g = 2.17; +21% from MED, p < 0.001, g = 1.17)
(Figure 4); however, the work ratio (absorbed/produced) for RFS was statistically lower than for FFS
(0.55 vs. 0.59, g = 0.533). FFS increased positive work going from LOW to MED (+5%; p < 0.001,
g = 0.465) and from MED to HIGH (+6%; p < 0.001, g = 0.319); while negative work was not statistically
different from LOW (28.84 ± 5.8 Nm/kg/◦·100) and MED (29.21 ± 6.0 Nm/kg/◦·100; p = 0.327), but in
HIGH, negative work was higher than in both LOW (+9%; p < 0.001, g = 0.342) and MED (+8%;
p < 0.001, g = 0.299); however, net work in HIGH (20.4 ± 5.5 Nm/kg/◦·100) was similar (p = 0.781) to
MED (20.2 ± 5.0 Nm/kg/◦·100) and LOW (18.8 ± 6 Nm/kg/◦·100).

As for the correlation between energetic (work) measures (Table 1), FFS exhibited high negative
correlations values between Wabs and Wprod in all shoe conditions (rs ≤ −0.69), meaning that the more
work they absorbed during loading, the less work they needed to produce during the unloading
phase. RFS did not show such correlations; instead, they exhibited high positive correlations (rs ≥ 0.60)
between Wprod and Wnet, meaning that the net work increased as the produced work increased.
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Figure 4. Mean and SD of ankle work for the three footwear conditions. Values are shown for positive
and negative work for FFS and RFS. Dashed lines across the bars indicate the net work. Horizontal
solid lines above and below the bar graph signify a statistically significant (p < 0.05) difference between
footwear conditions.

4. Discussion

The purpose of this study was to explore the effect of foot strike modes and footwear features
on the dynamic control of the ankle dynamics stiffness. There was no group main effect for ankle
stiffness, contrary to our hypothesis that FFS had a lower ankle stiffness than RFS. Hamill, Gruber [5]
investigated stiffness during the phase of stance that corresponds most closely to the LRP region of our
study. By examining a main effect of group within the LRP region (ignoring ERP and DP), we have
also confirmed a statistically higher (+14%; p = 0.005, g = 0.725) ankle stiffness in the RFS group.
However, within the LRP, there was not a main effect of Shoe on ankle stiffness (p = 0.163). Previous
studies found that changing shoe support altered the level of joint stiffness [26,33]; where ankle
dynamic stiffness increased as the shoe hardness decreased [34]. While increasing stiffness may be
functional in preventing excessive joint movement [35], it has been identified as a possible risk of
Achilles tendon injuries in runners [36].

The rearfoot strike loading technique generated more positive (produced) work by the ankle
joint. This confirms our hypothesis and is consistent with previous studies that found ankle plantar
flexor muscles to store more elastic energy (negative work) during the loading phase of fast running
(i.e., forefoot strike) compared with positive work during unloading [37,38]. The RFS group in our
study exhibited 34% higher net work compared with FFS (Table S2 and Table 1), which correlated
strongly with the work produced (Figure 3); indicating that there was more muscle energy produced
compared with elastic energy stored [39]. Efficient running is achieved by efficiently storing and
releasing elastic energy at each step; our results are in line with previous literature data that found
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FFS to store and return more elastic energy than RFS [40–42]. Despite this energetic advantage, FFS is
consistently reported to be energetically inefficient [43,44], probably because storing energy in passive
structures requires muscle contraction [45]. Therefore, it may be concluded that saving and releasing
energy in the plantarflexor muscles may not significantly reduce the whole-body metabolic cost of
running with a forefoot strike pattern [46].

The FFS group demonstrated a time-dependent ankle stiffness across the stance phase, especially
for the high-MI shoe condition, fulfilling our hypothesis. Furthermore, within the same shoe condition,
the FFS group had strong correlations between ankle stiffness (Kankle) during both impact and
loading phases and net work (Wnet). By controlling ankle stiffness, the work around the ankle was
modulated, probably to achieve a functional redistribution of loading along the lower limb joints [10,47].
Furthermore, Figure 3 indicates that the Kankle of FFS running in minimally supportive shoes is constant
through the impact, late rising (loading) and unloading subphases, suggesting that foot strike at
landing is a determinant for ankle dynamic stiffness not only at impact, but also during the loading
and unloading phases. A similar correlation has been found between the initial joint stiffness and
maximal stiffness during the stance phase of hopping [48]. One possible explanation for a constant
ankle stiffness is that in that configuration (ankle plantarflexion with minimal support) the ankle–foot
complex can express its spring-like function [49–51]; while increasing shoe support may introduce
a level of instability that requires a trade-off between the task-goals of energy recycling and stable
locomotion [52].

Shoe characteristics influenced the control of ankle dynamic stiffness. Both groups were able
to reduce ankle dynamic stiffness during impact and loading phase when wearing high-MI shoes
(Figure 2, Table S2). However, both groups also increased the work produced and absorbed, so that
the total net work done around the ankle during stance increased as a function of the shoe MI index
(Figure 4, Table S2). Control and modulation of these loads need a certain level of adaptability of both
the musculoskeletal and neuronal systems [53]. This may explain the high risk of certain injuries when
changing from low- to high-MI shoes [54] or from RFS to FFS patterns [55].

Limitations

We acknowledge that the energy absorbed or produced at the foot/ankle is not only associated
to flexion/extension, but also to foot/shoes deformation [56]. In addition, in this study, analysis was
limited to the ankle joint. Indeed, adding analysis on the work done around knee and hip would
have validated our assumption on leg-level force stabilization. Other limitations are the assumed
symmetry between dominant and nondominant leg. The modulation of joint dynamic stiffness and the
redistribution of joint work may vary if significant asymmetry exist [57].

5. Conclusions

In this study, we investigated the effect of habitual rearfoot strike loading pattern, and the assistance
of shoes, on ankle stiffness control. Our results suggested that RFS has reduced adaptability when
compared with FFS, but the constraint of this ability is dependent on the shoe worn. These findings
reiterate the idea that functional changes at joint level are important to define the redistribution of load
along the lower-limb kinetic chain in order to solve leg-level force control. Shoes with a low MI may
limit the ability to utilize the spring-like function of the ankle–foot complex, while shoes with high MI
may promote the exploitation of the system redundancy. However, further studies are warranted to
confirm the effect of shoes on ankle neuromuscular adaptations.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/9/19/4100/s1,
Figure S1: Example of ankle moment–angle relationship for a FFS subject and a RFS subject for the normalized
stance phase from initial contact to toe-off. Table S1: Primary statistical results for differences between Groups,
Shoes, and Slopes for mean ankle stiffness (Kankle), work produced (Wprod), work absorbed (Wabs), work net
(Wnet), and work ratio (Wratio). Table S2: Mean and (SD) for Groups, Shoes, and Slopes for mean ankle stiffness,
work produced (Wprod), work absorbed (Wabs), work net (Wnet), and work ratio (Wratio).
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Appendix A

Biomechanical Model

A set of retroreflective markers arranged in cluster setup were used to track 3D position of body
segments, while landmark-derived virtual markers and movement-derived virtual markers were
used to calibrate the position and orientation of the lower body skeletal system. Semirigid clusters of
4–5 markers were attached to lower-body segments so that the location of the cluster centroid was
minimally affected by muscular contraction and related mass deformation. To minimize effects of skin
movement artefact [58,59], we secured the semirigid clusters over extra-long neoprene bands made of
antimigration material that wrapped and fastened on the thigh and shank segments. Individual trunk
and pelvis retroreflective markers were placed over the 7th cervical vertebrae, sterno-clavicular notch,
10th thoracic vertebrae and posterior- and anterior-superior iliac spines. Virtual markers were used
to identify medial and lateral epicondyles of the femur and medial and lateral malleoli. A custom
version of the IOR multisegment foot model [60] was adopted for the foot marker setup. Retroreflective
markers were placed on calcanei, first metatarsal bases and heads, second metatarsal bases and heads,
navicular bones and base and heads of the 5th metatarsals.

To fix the 9.5 mm reflective markers on the foot, we removed the internal screw from the
markers and replaced with a 6 mm diameter × 1.5 mm long Rare Earth Magnet fixed with superglue.
After identifying the foot anatomical landmarks, we applied a similar magnet on the skin, fixed with
topical skin adhesive glue. Participants performed testing in socks and shoes. All shoes were modified,
with the circular holes cut at anatomical landmarks. Foot markers were attached to magnets that
were preglued to the skin of the participants, ensuring repeatable marker location associated with
reattachment process between footwear conditions (Figure A1).

 

Figure A1. (A) Magnets glued to bony landmarks; (B) Schematic representation of magnets interaction;
(C) markers placed over the sock, maintaining the same position; (D–F) markers position in the three
shoe conditions: Vibram® Five fingers (D), Mizuno® Wave Sonic (E), Mizuno® Wave Rider 21 (F).
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Hip joint centre and knee joint axis of rotation were defined using functional movement trials
according to Camomilla and Cereatti [61], and Schwartz and Rozumalski [62]. A six-degrees of freedom
segment model was built for biomechanical analysis in Visual3D software (C-motion Inc., Rockville,
MD, USA). Standard methods were used to calibrate segment pose from marker setup and reconstruct
the subject biomechanical model in Visual3D. For joint rotations, we used a right-handed orthogonal
coordinate systems, where the z-axis represented the axial direction of the segment. The x-axis lied in
the frontal plane perpendicular to the z-axis. The y-axis lied on the sagittal plane in the antero-posterior
direction. In Visual3D, joint angles were calculated using an x–y–z Cardan–Euler sequence representing
flexion/extension, abduction/adduction and axial rotation of the thigh, shank and foot [63]. For the
pelvis, the Cardan sequence was reversed (z–y–x), as recommended by Baker [64]. Joint angles were
normalized to the subject static reference position, recorded as a “standing calibration trial”. For the
scope of this study, the segment movements of interest were those within the sagittal plane only
(i.e., flexion/extension rotations).

The force signal recorded was assigned to relevant foot segment based on detection software in
Visual3D. The estimated foot assigned to the force is based on the proximity between the location of
the centre of mass of the foot and the transverse plane location of the centre of pressure on the force
plate. Force signals were then used to compute joint moment (through inverse dynamic calculations)
represented in the joint coordinate system [65].
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Abstract: Purpose: This study aimed to determine the changes in lower extremity biomechanics during
running-induced fatigue intervention. Methods: Fourteen male recreational runners were required to
run at 3.33 m/s until they could no longer continue running. Ground reaction forces (GRFs) and marker
trajectories were recorded intermittently every 2 min to quantify the impact forces and the lower
extremity kinematics and kinetics during the fatiguing run. Blood lactate concentration (BLa) was also
collected before and after running. Results: In comparison with the beginning of the run duration,
(1) BLa significantly increased immediately after running, 4 min after running, and 9 min after
running; (2) no changes were observed in vertical/anterior–posterior GRF and loading rates; (3) the
hip joint range of motion (θROM) significantly increased at 33%, 67%, and 100% of the run duration,
whereas θROM of the knee joint significantly increased at 67%; (4) no changes were observed in
ankle joint kinematics and peak joint moment at the ankle, knee, and hip; and (5) vertical and ankle
stiffness decreased at 67% and 100% of the run duration. Conclusion: GRF characteristics did not
vary significantly throughout the fatiguing run. However, nonlinear adaptations in lower extremity
kinematics and kinetics were observed. In particular, a “soft landing” strategy, achieved by an
increased θROM at the hip and knee joints and a decreased vertical and ankle stiffness, was initiated
from the mid-stage of a fatiguing run to potentially maintain similar impact forces.

Keywords: fatiguing run; instrumented treadmill; joint range of motion; stiffness

1. Introduction

Long-distance running has many benefits, including reducing the risk of cardiovascular disease [1].
Although there is not sufficient literature demonstrating that injuries are inevitable for all runners,
running-related musculoskeletal injuries are still very common. Previous studies showed that the
incidence of injury per runner for 1000 h is 18.2–92.4% [2–4] or 6.8–59% [5]. Amongst them, more
than 74% of long-distance runners adopt the heel strike pattern [6]. The repetitive impact forces
occurred during touchdown can reach a magnitude ranging from 2- to 3-times body weight [7], and are
considered as high risk factors of lower limb injury [6].

Long-term and high-intensity running inevitably induces neuromuscular fatigue, which further
influences musculoskeletal system of the lower limbs. Generally, the movement control of the
lower extremity decreases after fatigue, which is an important cause of running injury [8,9].
However, conclusions on the relationship among fatigue, impact force, and lower extremity
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biomechanics during prolonged running remain uncertain [10]. Morin [11] found that vertical ground
reaction forces (vGRF) decreases with fatigue after multiple groups of repeated sprints are performed
on a force treadmill. By contrast, Christina et al. [12] observed that the impact peak and loading rate
of the runners increase significantly after fatigue intervention. However, Gerlach et al. [13] found
no significant differences in vGRF after fatigue intervention induced by repeated sprints. Similarly,
Slawinski et al. [14] reported no changes in vGRF after nine well-trained runners performed an
exhaustive exercise over 2000 m on an indoor track. Collectively, multifactorial causes underlie these
different responses, and further studies beyond the analysis of the GRF level are warranted to provide
insight on the joint mechanics strategies and the underlying stiffness characteristics occurring during
running to fatigue.

Most previous studies focused on the direct relationship between fatigue and injury, especially
the biomechanical changes in the lower extremities before and after fatigue [15–19]. For instance,
Radzak et al. [14] reported the biomechanical asymmetry (e.g., loading rate and knee/vertical stiffness)
of the lower limbs before and after fatigue. However, the fatigued state was considered to be achieved
only by increased rated perceived exertion (RPE) scores. Abt et al. [17] compared the differences in
running kinematics and shock absorption before and after fatigue. However, the influence of running
fatigue on kinematics remains inconclusive, which might be partly due to the nonlinear adaptations in
lower extremity biomechanics. Clansey et al. [18] reported an increased vertical force loading rate along
with increased hip extension and ankle plantarflexion at incremental running speeds before and after
two 20-min fatiguing treadmill runs. Nevertheless, they did not determine the threshold at which
point the changes may occur. Thus, more investigations are necessary to examine fatigue-induced
changes in lower extremity biomechanics not only in pre- and post-fatigue conditions but during the
whole progress of a fatiguing run.

In addition, none of the aforementioned studies provided a direct accessible evaluation of running
fatigue. Fatigue is generally associated with lactic acid accumulation [20]. Blood lactate concentration
(BLa) is an indicator of muscle metabolites and recovery [21]. In the current study, BLa was used to
help determine fatigue as a consequence of an insufficient oxygen supply in the capillary blood [22].

The purpose of this study, therefore, was to determine the changes in lower extremity
biomechanics, namely, vertical and anterior–posterior GRFs, loading rates, joint mechanics and stiffness,
during treadmill running to fatigue. It was hypothesized that joint mechanics and stiffness with
fatigue would be changed. Specifically, runners would increase their vGRFs and joint range of
motion. They would also have low vertical stiffness (kvert) and joint stiffness during the progress
of a fatiguing run.

2. Materials and Methods

2.1. Participants

Fourteen male recreational runners (age: 27.9 ± 7.5 years; height: 175.6 ± 5.5 cm; body mass:
70.4 ± 7.1 kg; weekly running volume: 29.3 ± 12.0 km) with a minimum of 15 km/week for at least
3 months prior to the study were recruited to participate in the study. All the participants had no
history of musculoskeletal injuries to the lower extremity in the previous 6 months and did not engage
in strenuous exercise for 24 h before the study. Each participant signed an informed consent form
before the experiments. The study was approved by the Institutional Review Board of the Shanghai
University of Sports (No. 2017007).

2.2. Instrumentation

Kinematic data were collected using an eight-camera infrared 3D motion capture system (Vicon
T40, Oxford Metrics, UK) at a sampling rate of 100 Hz. Forty infrared retroreflective markers,
each with a diameter of 14.0 mm, were attached bilaterally to both lower extremities to define
hip, knee, and ankle joints by using a plug-in gait marker set (Figure 1). GRFs were measured
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with a split-belt fully instrumented treadmill (Bertec Corporation, Columbus, OH, USA) at a sampling
rate of 1000 Hz. The 3D kinematic and GRF data were synchronized using the Vicon system. A heart
rate (HR) monitor (V800, Polar Electro-OY, Kempele, Finland) was attached to each participant’s
chest to continuously monitor their HR during the entire fatiguing run procedure. Blood lactate
concentration (BLa) was collected at different time points that were determined from the capillary blood
sampled from the right fingertip and assessed with a Biosen C-line glucose analyzer (EKF Diagnostics,
Magdeburg, Germany). Specifically, after cleaning with a sterile alcohol swab, a finger prick capillary
puncture was performed and approximately 10 μL of sampled whole blood was aspirated into an EKF
Diagnostics glucose and lactate analyzer [23]. Four measurement time points were obtained [21,24]:
upon arrival at the laboratory (pre-), immediately after running (post-0 min), 4 min after running
(post-4 min), and 9 min after running (post-9 min).

 

Figure 1. Marker set and experimental setup.

2.3. Running-Induced Fatigue Protocol

The participants were naked from the waist up and run at their self-selected speed for 5 min on the
instrumented treadmill as a warm-up and familiarization. Standardized neutral running shoes (Nike
Air Pegasus 34) were provided (Nike, Beaverton, OR, USA). Afterwards, they were required to run at
3.33 m/s [25] until they could not continue running [26]. They were considered to have experienced
fatigue, and intervention was terminated when both following criteria were met: (1) the HR of the
participants reached 90% of their age-calculated maximum HR, and (2) the participants could not
continue running.

During the fatiguing run, the running time and the highest HR were recorded. The rated perceived
exertion (RPE) using a Borg 6–20 scale was acquired immediately after running.

2.4. Data Processing

For the marker trajectories and GRF data, the measurements of at least 20 steps (15 s) were
recorded intermittently every 2 min during the fatiguing run [22]. The sagittal plane kinematic data of
the dominant lower extremity, defined as the preferred kicking leg, were filtered through a Butterworth
fourth-order, low-pass filter at a cut-off frequency of 14 Hz with V3D software (v5, C-Motion Inc.,
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Germantown, MD, USA) [27]. The kinematic variables of the hip, knee and ankle joints included the
following: (1) joint angles (θ0) at initial contact (Figure 2), (2) maximum joint extension/dorsiflexion
angles (θmax-ext) and peak joint flexion/plantar flexion angles (θmax-flx) during stance, (3) joint ranges
of motion (θROM, θROM = θmax-ext − θmax-flx) during stance, (4) changes in joint angle (Δθ, θmax-flex −
θ0), and (5) maximum extension/plantarflexion angular velocity (ωmax-ext) during the stance.

 
Figure 2. Scheme of lower extremity kinematics and ground reaction force variables. Note: GRF,
ground reaction force; BW: body weight; POI: a point of interest.

GRF variables included (1) first and second peak vertical GRFs (Fzmax1 and Fzmax2) and the
occurrence time of Fzmax1 and Fzmax2 (t_Fzmax1 and t_Fzmax2), (2) maximum and average loading rates
(LRmax and LRavg; Figure 2), (3) contact time (CT) and (4) maximum propulsive and braking GRF
(Fymax and Fymin). Loading rate was calculated on the basis of the method described by Futrell et al. [28].
In brief, a point of interest (POI) was defined as the first point above 75% of a participant’s body
weight with the instantaneous loading rate less than 15 body weight/s. LRmax (i.e., the maximum
instantaneous slope) and LRavg (the average slope) were calculated from 20% to 100% and from 20% to
80% of the force at the POI, respectively (Figure 2).

Kinetic variables included the peak moments and joint stiffness [29] [kj, Equation (1)] of hip,
knee and ankle the vertical stiffness of the lower extremity [30] [kvert, Equation (2)], and they were
expressed as follows:

kj =
ΔM
Δθ

(1)

where ΔM is the joint moment difference between initial contact and mid-stance, and Δθ is the joint
angle difference between initial contact and mid-stance.

kvert =
GRFi
Δy

(2)

where GRFi is the vertical ground reaction force at the lowest position of the center of gravity
(CoG), and Δy is the maximum vertical displacement of CoG.

2.5. Statistics

All data are given as mean ± standard deviation. A power analysis was performed prior to the
study to indicate the statistical power. It revealed that a sample size of 14 was sufficient to minimize the
probability of Type II error for our variables of interest. A repeated measures ANOVA was performed
to determine the effects of time points (pre-, post-0 min, post-4 min, and post-9 min) on BLa. Moreover,
the variables from the relative time points of beginning, 33%, 67%, and end of each participant’s test
were included in this analysis because the participants fatigued at varying periods [31]. Thus, repeated
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measures analysis of variance (ANOVA) was performed to determine the effects of periods on GRFs,
loading rates, joint mechanics, and stiffness (20.0, SPSS, Inc., Chicago, IL, USA). Partial eta squared
(η2

p) was used as an estimate of effect size. Post-hoc pairwise comparison tests were used to assess the
changes at the different time points. The level of significance was set at 0.05.

3. Results

3.1. Running-Induced Fatigue Intervention

The intervention time to produce a fatigue state was 28.5 ± 10.4 min. The maximal HR and RPE
scale observed during fatigue were 182.9 ± 7.7 bpm and 17.2 ± 0.9, respectively. Moreover, a main
effect of time points was observed for BLa (p < 0.001, η2

p = 0.76). Specifically, a significant increase
in BLa was observed immediately after running (+329.9%, p < 0.001), 4 min after running (+251.6%,
p < 0.001), and 9 min after running (+135.9%, p = 0.006) compared with that in the time point
corresponding to the pre-running (Figure 3).

Figure 3. Blood lactate concentration (BLa) at time points corresponding to (1) upon arrival
at the laboratory (pre-), (2) immediately after running (post-0 min), (3) 4 min after running
(post-4 min), and (4) 9 min after running (post-9 min). *, #, and & significantly different from
the pre-, post-0 min, and post-4 min with p < 0.05, respectively.

3.2. Ground Reaction Force

No significant differences were observed in Fzmax1, t_Fzmax1, LRmax, LRavg, Fzmax2, t_Fzmax2,
Fymax, and Fymin at four time points corresponding to the beginning, 33%, 67%, and 100% of the run
duration (Table 1). CT increased significantly at 67% of the run duration compared to the beginning
(p < 0.05).
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Table 1. Ground reaction forces (GRF) characteristics at time points corresponding to the beginning,
33%, 67%, and 100% of the run duration.

Parameter Beginning 33% 67% 100% p-Value η2
p

Fzmax1 (BW) 1.93 ± 0.21 1.87 ± 0.22 1.90 ± 0.21 1.88 ± 0.22 0.45 0.07
t_Fzmax1 (s) 0.03 ± 0.01 0.03 ± 0.01 0.03 ± 0.00 0.03 ± 0.01 0.11 0.14

LRmax (BW/s) 120.88 ± 25.71 112.58 ± 24.20 118.80 ± 26.14 121.62 ± 27.15 0.04 0.19
LRavg (BW/s) 102.34 ± 22.72 99.58 ± 20.58 102.82 ± 23.09 106.64 ± 25.64 0.16 0.12
Fzmax2 (BW) 2.48 ± 0.20 2.45 ± 0.14 2.52 ± 0.15 2.51 ± 0.16 0.25 0.10
t_Fzmax2 (s) 0.09 ± 0.01 0.09 ± 0.00 0.09 ± 0.01 0.09 ± 0.01 0.85 0.02

CT (s) 0.22 ± 0.01 0.22 ± 0.01 0.23 ± 0.01 * 0.23 ± 0.01 0.01 0.25
Fymax (BW) 0.32 ± 0.03 0.32 ± 0.03 0.32 ± 0.03 0.32 ± 0.03 0.89 0.02
Fymin (BW) −0.47 ± 0.06 −0.48 ± 0.06 −0.49 ± 0.08 −0.48 ± 0.07 0.76 0.03

Note: Fzmax1, first peak vGRF; t_Fzmax1, the occurrence time of Fzmax1; LRmax, maximum loading rate; LRavg, average
loading rate; Fzmax2, second peak vGRF; t_Fzmax2, the occurrence time of Fzmax2; CT, contact time; Fymax, maximum
propulsive GRF; and Fymin, maximum braking GRF. * indicates significant differences from the values obtained at
the beginning (p < 0.05).

3.3. Joint Mechanics

In comparison with joint range of motion (θROM) at the beginning, θROM of the knee joint
significantly increased at 33% and 67% of the run duration, andθROM, Δθ, θ0, andθmax-ext of the hip joint
significantly increased at 33%, 67%, and 100% of the run duration (Figure 4 and Table 2). No significant
differences were observed in θ0, θmax, ωmax-ext, and Mmax of the three joints, and θROM and Δθ of the
ankle joint amongst four time points (Table 2).

Table 2. Kinematics and joint moment of hip, knee, and ankle joints at time points corresponding to the
beginning, 33%, 67%, and 100% of the run duration.

Joint Parameter Beginning 33% 67% 100% p-Value η2
p

Ankle

θ0 (◦) 2.11 ± 2.80 0.87 ± 3.57 0.92 ± 3.32 0.84 ± 3.41 0.05 0.18
θmax-ext (◦) 19.40 ± 3.09 19.49 ± 3.52 19.88 ± 3.08 19.90 ± 2.98 0.25 0.10
θmax-flex (◦) −21.61 ± 4.01 −21.07 ± 2.75 −22.06 ± 3.90 −21.73 ± 2.77 0.51 0.06
θROM (◦) 41.01 ± 4.06 40.56 ± 3.18 41.94 ± 3.49 41.63 ± 2.37 0.24 0.12

Δθ (◦) 23.72 ± 4.14 21.94 ± 3.49 22.98 ± 3.46 22.57 ± 3.17 0.23 0.10
ωmax-ext (◦/s) 584.90 ± 56.63 577.63 ± 48.96 584.13 ± 46.71 567.19 ± 64.55 0.77 0.03

Mmax (N·m/kg) −3.69 ± 0.42 −3.65 ± 0.53 −3.71 ± 0.48 −3.76 ± 0.61 0.83 0.02

Knee

θ0 (◦) −17.08 ± 5.81 −18.15 ± 4.90 −18.89 ± 5.09 −18.67 ± 5.00 0.04 0.24
θmax-ext (◦) −14.16 ± 4.30 −13.15 ± 5.27 −13.56 ± 5.06 −14.54 ± 5.30 0.09 0.15
θmax-flex (◦) −37.63 ± 5.34 −38.60 ± 5.56 −37.92 ± 8.63 −39.47 ± 5.54 0.37 0.08
θROM (◦) 23.47 ± 4.17 25.45 ± 3.17 * 25.97 ± 2.76 * 24.93 ± 2.59 <0.01 0.32

Δθ (◦) 20.56 ± 3.80 20.45 ± 3.45 19.03 ± 7.36 20.81 ± 3.30 0.46 0.06
ωmax-ext (◦/s) 492.84 ± 78.22 460.21 ± 91.37 479.65 ± 95.40 462.48 ± 83.61 0.12 0.14

Mmax (N·m/kg) −1.77 ± 0.48 −1.79 ± 0.38 −1.84 ± 0.60 −1.91 ± 0.56 0.69 0.04

Hip

θ0 (◦) 26.93 ± 8.88 29.48 ± 3.83 * 29.70 ± 9.68 * 30.74 ± 9.98 * <0.01 0.47
θmax-ext (◦) 27.78 ± 8.35 30.05 ± 8.58 * 30.92 ± 8.64 * 30.47 ± 9.69 * <0.01 0.45
θmax-flex (◦) −9.24 ± 8.22 −9.8 ± 9.41 −9.87 ± 8.34 −10.60 ± 10.18 0.28 0.09
θROM (◦) 37.02 ± 3.00 39.88 ± 2.84 * 40.79 ± 3.10 * 40.07 ± 4.27 * <0.01 0.44

Δθ (◦) 36.17 ± 3.83 39.31 ± 2.84 * 39.57 ± 3.13 * 41.34 ± 4.38 * <0.01 0.41
ωmax-ext (◦/s) 307.81 ± 30.56 311.94 ± 23.54 316.99 ± 28.24 308.58 ± 29.92 0.62 0.04

Mmax (N·m/kg) 2.97 ± 0.50 3.23 ± 0.86 3.22 ± 0.86 3.45 ± 0.74 0.09 0.15

Note: θ0, angle at initial contact; θmax-ext, maximum extension/dorsiflexion angle during the stance phase; θmax-flx,
maximum flexion/plantar flexion angle during the stance phase; θROM, joint range of motion; Δθ, θmax-flx−θ0;
ωmax-ext, maximum extension/plantarflexion angular velocity during the stance phase; Mmax, peak joint moment
maximum. * indicates significant differences from the values at the beginning (p < 0.05).
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Figure 4. Knee joint range of motion (ROM), hip joint ROM, and changes in angle (Δθ) of the hip joint
at time points corresponding to the beginning, 33%, 67%, and 100% of the run duration. * significantly
different from the beginning with p < 0.05.

3.4. Stiffness

In comparison with kvert at the beginning, kvert showed a trend towards a decrease at 67% and 100%
of the run duration, respectively (Table 3). Meanwhile, significant main effects of time points were
observed for Δy and kankle (Table 3). Specifically, kankle significantly increased at 33%, 67%, and 100% of
the run duration (Figure 5).

Table 3. Vertical stiffness and joint stiffness at time points corresponding to the beginning, 33%,
67%, and 100% of the run duration.

Parameter Beginning 33% 67% 100% p-Value η2
p

kvert (N/kg/m) 67.41 ± 10.54 65.65 ± 6.97 63.05 ± 8.23 61.32 ± 6.67 0.06 0.17
Δy (m) 0.038 ± 0.004 0.038 ± 0.004 0.040 ± 0.005 0.041 ± 0.004 0.03 0.20

khip (N·m/kg/◦) 0.55 ± 0.35 0.62 ± 0.22 0.56 ± 0.28 0.77 ± 0.45 0.07 0.16
kknee (N·m/kg/◦) 0.04 ± 0.03 0.06 ± 0.03 * 0.05 ± 0.03 0.06 ± 0.03 <0.01 0.33
kankle (N·m/kg/◦) 0.21 ± 0.03 0.19 ± 0.03 0.20 ± 0.03 *# 0.20 ± 0.04 *#& 0.03 0.20

Note: kvert, vertical stiffness; Δy, changes in the vertical displacement of the center of gravity; kjoint, joint stiffness. *,
#, and & significantly different from the pre-, post-0 min, and post-4 min with p < 0.05, respectively.
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Figure 5. Stiffness of the ankle joint at time points corresponding to the beginning, 33%, 67%, and 100%
of the run duration. *, #, and & significantly different from the beginning, 33%, and 67% of the run
duration with p < 0.05, respectively.

4. Discussion

This study aimed to determine the changes in lower extremity biomechanics,
i.e., vertical and anterior–posterior GRFs, loading rates, joint mechanics and stiffness, during treadmill
running to fatigue. Our findings supported the hypotheses that an increased range of motion at the
hip and knee joints and a decreased vertical and ankle stiffness of the lower extremity were observed
during the progress of a fatiguing run. However, GRF characteristics, i.e., vertical/propulsive/braking
GRF and peak loading rates, did not vary significantly throughout the fatiguing run.

4.1. Fatigue Intervention

In this experiment, after the fatigue intervention, the blood lactic acid was changed from
2.5 ± 1.5 mmol/L (at rest) to 11.1 ± 3.6 mmol/L (immediately after fatigue), which was consistent
with a previous study (from 1.9 ± 0.8 mmol/L to 12.4 ± 3.8 mmol/L) [32]. Specifically, in comparison
with the rest state, the blood lactic acid at the ninth minute still significantly increased, and the
intervention intensity could be considered the standard of running fatigue. The average intervention
time of this experiment was 28.5 min, the maximum heart rate reached 182.9 bpm, and the RPE scale
was 17.2 (corresponding to “very hard”). These values were supported by our previous study [33,34].

4.2. Ground Reaction Force

In our study, ground reaction forces, such as first and second peaks, had no significant difference
before and after fatigue. Our observation was consistent with the findings of m [35] and Abt et al. [18],
who used the same test speed or a faster speed in their experiments. It implied that the impact forces as
well as the active forces would not change significantly throughout the whole fatiguing run. Generally,
repetitive and passive impact forces in running are considered to be one of the main causes of the
overuse injury of the lower extremities; these forces elicit a comprehensive fatigue effect and inhibit
musculoskeletal remodeling and repair [36]. According to this mechanism, one of the key factors
causing running overuse injury is fatigue, and the repeatability of running is one of the potential
factors that may cause fatigue [18]. In addition, the loading rate is considered a sensitive impact
force parameter in the run-and-jump motion [4,37,38], which is more reflective of the relationship
between running impact and running injury compared with the impact peak. However, in our study,
the average loading rate, along with vertical GRFs, did not vary significantly during the whole fatigue
process. This observation also supported that of Zadpoor et al. [39]. In summary, fatigue intervention
had no significant effect on the impact force and loading rate during a fatiguing run because the
impact and loading rate were closely related to the strike pattern. This finding indicated that no
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linear relationship was found between the impact and loading rate and the muscle fatigue of lower
extremities without changing the running strike pattern. Three joints and the surrounding muscles
would adapt, transmit, and further attenuate the impact force, avoiding damage caused by repeated
impacts when individuals were running for a long time.

4.3. Joint Mechanics

In this study, θROM of the knee joint increased significantly at 33% and 66% of the run duration.
However, no changes were observed for the maximum knee flexion. Abt et al. [18] required the male
participants to run on a treadmill at 3.3 m/s speed until exhaustion. Similarly, no significant differences
existed for maximum knee and ankle flexion after fatigue. On the other hand, θROM and Δθ of the hip
joint at 33%, 67% and 100% of the run duration significantly increased compared with those at the
beginning. This finding supported the results of Sara et al. [40] possibly because θROM of hip and knee
joints, as the large joints of the lower extremities, increased, leading to a decrease in Δy during the
stance phase rather than relying solely on the single joint of the knee joint. It is speculated that the
kinematic changes after running fatigue may be a compensation mechanism to reduce the possibility of
injury rather than the result of fatigue [9]. θROM of the hip and knee joints decreased starting from the
middle stage of the fatiguing run. This finding seems to be another evidence of the abovementioned
explanation. Generally, approximately 70–80% of the impact force is absorbed by the knee joint during
running, and the resolution of this impact force is crucial to prevent overuse damage [41]. To absorb
these impact forces, the human body properly coordinates the joint activities of the lower limbs through
the regulation of joint activities in the musculoskeletal system [31,42]. The current findings indicated
that the hip and knee kinematic chains of human lower extremities played an important role in response
to the progress of fatigue but did not passively attenuate the impact.

4.4. Stiffness

In the progress of a fatiguing run, kvert showed a trend towards a decrease at 67% and 100% of the
running period compared with that of the pre-fatigue period. Meanwhile, Δy significantly increased at
the middle and late stages. However, no differences were observed in vGRF. These findings might
explain the nonlinear relationship between vGRF and kvert. Furthermore, the stiffness of the ankle
joints significantly reduced at 33%, 67%, and 100% of the running period compared with that of the
pre-fatigue period.

Generally, vertical stiffness is considered an important factor in the spring-mass model of the
musculoskeletal system, which is closely related to injuries [43]. Previous studies [31] suggested that
kvert decreases during fatigue if an individual is fatigued at a constant speed, and changes in kvert are
inversely related to Δy rather than vGRF during the stance phase. These results were supported by
our findings. Goodwin et al. [44] showed that the reduction in kvert during running was related to the
range of motion (ROM) of the larger joint. To maintain the stability of the lower extremity and reduce
the cumulative impact injuries, the human body automatically reduces Δy and kvert. This strategy
achieves a “soft landing” within a certain joint ROM. Previous studies [31,45] found that the “soft
landing” was related to the decreased stiffness of the ankle joints after fatigue, which was in accordance
with our findings. Moreover, kvert is also related to running economy and energy efficiency. Another
study [46] has shown that the energy utilization rate increased with kvert. In the later stage of
medium/high-intensity long-term exercise, kvert might decrease as oxygen uptake increases, and the
energy utilization and running economy gradually decrease. Future studies should focus on the
effects of fatigue on the running economy of the joints of the lower extremities after runners’ transition
from a rearfoot strike to a forefoot strike. Future studies should also investigate the differences in
running economy between different strike patterns.
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4.5. Limitations

In this study we required participants to run on the treadmill, but one cannot be certain that
their running pattern was not affected by factors such as the adaptation of the lower extremity to the
running belt transfer speed and the instability of treadmill itself. Furthermore, we did not collect
surface electromyographic data to simplify the design by focusing on GRFs and joint mechanics and by
limiting the experimental devices that were attached to the runners. Finally, the role of gender should
also be taken into account in the future study.

5. Conclusions

GRF characteristics, i.e., vertical/propulsive/braking GRF and peak loading rates, did not vary
significantly throughout the fatiguing run. However, nonlinear adaptations in lower extremity
kinematics and kinetics were observed. In particular, a “soft landing” strategy, achieved by an
increased range of motion at the hip and knee joints and a decreased vertical and ankle stiffness
of the lower extremity, was initiated from the mid-stage (e.g., 33% and 67%) of a fatiguing run to
potentially maintain similar impact forces. These findings provide preliminary evidence suggesting
the hip and knee kinematic chains played an important role in response to the progress of running to
fatigue which may require additional attention during training.
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Abstract: This study examines the human behavioral dynamics of pedestrians crossing a street with
vehicular traffic. To this end, an experiment was constructed in which human participants cross
a road between two moving vehicles in a virtual reality setting. A mathematical model is developed
in which the position is given by a simple function. The model is used to extract information on
each crossing by performing root-mean-square deviation (RMSD) minimization of the function from
the data. By isolating the parameter adjusted to gap features, we find that the subjects primarily
changed the timing of the acceleration to adjust to changing gap conditions, rather than walking
speed or duration of acceleration. Moreover, this parameter was also adjusted to the vehicle speed
and vehicle type, even when the gap size and timing were not changed. The model is found to
provide a description of gap affordance via a simple inequality of the fitting parameters. In addition,
the model turns out to predict a constant bearing angle with the crossing point, which is also observed
in the data. We thus conclude that our model provides a mathematical tool useful for modeling
crossing behaviors and probing existing models. It may also provide insight into the source of
traffic accidents.

Keywords: pedestrian behavior; human locomotion; human dynamics; traffic safety

1. Introduction

Pedestrians make up a large portion of traffic accident fatalities, particularly in areas of high
population density [1,2]. Exploring the behavioral dynamics of road crossing may provide insight
into the fundamental source of accidents [2–4]. The task of crossing a road involves a goal-directed
movement, as the pedestrian desires to reach the other side of the street subject to the avoidance
condition due to passing vehicles. This relates the problem to studies on human behavior during tasks
of avoidance [3,5] as well as interception [6–8].

The constant bearing-angle model has gained attention as a possible strategy that humans employ
in order to intercept moving objects [6–8]. This walking strategy is tied to how human locomotion is
visually controlled [9–12]. In addition, studies involving movements through gaps have employed
the concept of affordance, the possibilities for action constrained by the environment and physical
conditions of the actor [13–15]. Statistical analyses of pedestrian inter-vehicle gap acceptance rates,
which depend on the pedestrian’s perception of affordance, have also been reported [16]; these studies,
however, do not typically provide a dynamic model of action.
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The purpose of this study is to develop a model of road crossing that can be used to
analyze data and test hypotheses. Specifically, we examine how pedestrians cross a street between
two moving vehicles. An experiment is constructed in which human participants cross a street
within a virtual environment with a range of experimental conditions. A mathematical model is
developed which accurately describes typical crossing patterns. The model is applied to experimental
data via minimization of the root-mean-square deviation (RMSD) with respect to the model parameters.
When the best fit parameters are found, the model equations give us the position of the pedestrian as
a function of time.

Discussing the meaning of each parameter of the model, we examine how the average value
of each parameter varies depending on crossing conditions. Specifically, we consider the effects of
adjusting the gap size and the initial distance as well as the pedestrian’s age, vehicle speed, and vehicle
type. We further make use of our model to derive an inequality among the parameters that must
be satisfied for successful crossing to occur, and, accordingly, to describe the affordance [13,15] of
the crossing situation. The possibility of intercepting the gap between the cars has been mathematically
modeled with the environmental factors (e.g., speed of cars, length of lanes) and the walker’s
capabilities such as walking speed and response time. It is also observed in the data that the bearing
angle tends to be constant with respect to the crossing point, which is obtained analytically from
the model equations.

In Section 2, we describe the experimental procedure and lay out our model. The concept of
affordance and bearing angle are also formulated using the model. In Section 3, we draw conclusions
from the fitting parameters of the model. The results are visualized and analyzed in the affordance and
bearing-angle viewpoints. In Section 4, we discuss the implications of our results and we conclude in
Section 5.

2. Methods

2.1. Data Collection

Sixteen children (of age 12.2 ± 0.8 yrs, i.e., mean age 12.2 years and standard deviation 0.8 years),
sixteen young adults (of age 22.8 ± 2.6 yrs), and fourteen elderly people (of age 54.1 ± 4.9 yrs) with
normal or corrected-to-normal vision were recruited for this experiment. Informed written consent
was obtained from all individual participants. The experiment was conducted in accordance with
the Declaration of Helsinki, and the protocol was approved by the Kunsan National University
Research Board. Each subject was placed on a customized treadmill (of dimensions 0.67 m wide,
1.26 m long, and 1.10 m high) with four magnetic counters that track movements. A Velcro belt
connected to the treadmill is worn to decrease vertical and lateral movements, and a handrail is
placed for stability. The treadmill turns with minimal friction as the participants walk, and magnetic
counters track rotations (left panel, Figure 1). Each participant wore an Oculus Rift (Menlo Park,
CA, USA) DK1 virtual reality headset connected to a standard desktop PC. The headset portrayed
a realistic view of a street with a crosswalk in 1280 × 800 resolution 3D stereoscopic visual images that
respond realistically according to the participant’s movements. Practice trials were performed prior
to the experiments to familiarize each participant with the treadmill and virtual environment before
the experiment. (see [4] for details).

A diagram of the virtual crossing situation is given in Figure 2. The participant, standing at rest
before a car lane with a “ready” signal shown, was instructed to press a button when a “go” signal
appears, and then to look at her/his left side, from which two vehicles, one in front of the other,
were moving at equal constant speed vc. The participant was instructed to cross between the two
vehicles if she/he believed she/he could cross successfully. If a collision with a vehicle occurred,
the simulations halted. The experimenter recorded whether there was a successful crossing, a collision,
or no crossing.
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Figure 1. Images of experimental setup. Left panel: photograph of student participating in
an experiment. Middle panel: cartoon crosswalk used for calibration. Right panel: Screenshot of
the virtual crosswalk used in the experiment.

Figure 2. Top-down diagram of the crossing environment at time t = 0. The two boxes on the road
depict two vehicles facing the right, which move forward at a constant speed. The circle depicts
the pedestrian, who begins at rest and is facing in the direction the arrow. Labeled are experimental
parameters lg, y0, and the bearing angle to the crossing point θc.

The experiment was designed to examine the participants’ responses to a single gap, and so only
two vehicles were present. We examine the responses of the participants to changing gap characteristics
by varying experimental parameters. These include pedestrian starting position y0, gap time tg (or gap
length lg), vehicle speed vc, and the vehicle type (sedan or bus). Details of age groups and a full list of
experimental parameters are given in Table 1.

The gap center is defined to be the midpoint of the gap between the vehicles. While the width of
the gap and speed of the vehicles are varied, the initial position x0 of the gap center is always set in
such a way that the gap center reaches the interception point at time t = 4 s. Accordingly, we have
x0 = −vc × 4 s.
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Table 1. Table summarizing age groups and experimental parameters.

Participant Group Number of Participant

Children 16

Young adults 16

Elderly 14

Experimental Parameter Values Used

y0 (initial distance) −3.5, −4.5, −5.5, −6.5 m

tg (gap time) 2.5, 3, 4 s

vc (vehicle speed) 30, 60 km/h

vehicle type sedan, bus

total configurations 48

2.2. Model

The following model, called the simple crossing model, was used to analyze crossing data.
The velocity is assumed to follow a logistic function of time in the form

v(t) = vmax
exp[(t − ta)/τ]

1 + exp[(t − ta)/τ]
, (1)

which, upon integration, results in the position as a function of time:

y(t) = y0 + vmaxτ log{1 + exp[(t − ta)/τ]}. (2)

Equation (2) is plotted in Figure 3a (red line). Constants ta, τ, vmax are fitting parameters whose
meanings can be understood as follows: The measurement begins at time t = 0. Assuming ta − 2τ > 0,
we have the initial position and velocity of the pedestrian, y(t=0) ≈ y0 (< 0) and v(t=0) ≈ 0,
respectively. Then, the pedestrian accelerates smoothly until the maximum velocity vmax is reached.
The parameter τ then serves as a measure for the duration of this acceleration, the midpoint between
which is given by ta. Note that, at time t = ta − 2τ, the velocity in Equation (1) becomes v(t =

ta−2τ) = vmax e−2/(1 + e−2) ≈ 0.1 vmax. While Equation (1) never gives v = 0 exactly, in practice,
we may define td ≡ ta − 2τ to be the time at which the pedestrian begins to accelerate forward.
If preferable, one may take alternatively td ≡ ta − 3τ, which corresponds to v(t = td) ≈ 0.01 vmax.

A second model, called the two-step crossing model, is used to analyze crossings that have more
than one acceleration event and thus do not fit the simple crossing model (Figure 3b). The two-step
crossing model is discussed in the Appendix A.

Each piece of data classified as a simple crossing is fit to Equation (2) by minimizing RMSD
with respect to the fitting parameters. We probe the effects of gap characteristics by examining how
the distributions of parameters change with the variation of certain features of the gap, and discuss
the results in Section 3.2. Those data displaying the two-step pattern are fitted separately to
the extended model, and the results are discussed in the Appendix A.

2.3. Affordance

Affordance stands for the range of possible actions that the environment offers to the acting agent.
In the crossing task, the affordance is determined by how long the gap overlaps with the participant’s
walking trajectory. Assuming the simple crossing model (i.e., Equations (1) and 2)), the affordance of
the gap is described by the inequality
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t f−τ log[e(−y0−w/2)/vmaxτ − 1] < ta

< tb − τ log[e(−y0+w/2)/vmaxτ − 1]. (3)

Here, t f ≡ |x0 + lg/2|v−1
c corresponds to the time at which the back bumper of the leading

vehicle passes the intersection point and tb ≡ |x0 − lg/2|v−1
c corresponds to the time at which the front

bumper of the trailing vehicle passes the point, while w denotes the width of the vehicles and equals
1.5 m in our experiment. t f is hence manifested in Figure 3a by the time coordinate of the right side of
the box to the left (2.5 s), while tb is by that of the left side of the box to the right (5.5 s). Equation (3)
thus describes the condition under which the pedestrian’s trajectory passes between the two boxes in
Figure 3a.
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Figure 3. Pedestrian position-time plots illustrating typical crossing patterns. Black traces indicate
example data; red traces indicate the corresponding model fits. Left and right boxes indicate
the temporal and spatial area that the leading and the trailing vehicles occupy, respectively. Intersecting
one of the box lines would indicate a collision. In both examples, the conditions are described by
y0 = −3.5 m, tg = 3.0 s, and vc = 30 km/h, with the vehicle type set to be a sedan. (a) an example of
the simple cross with a single acceleration event followed by constant speed walking; (b) an example
of the two-step cross with two acceleration events.

In general typical values of τ are small than the time scale of crossing, e.g., compared with
(−y0 ± w/2)/vmax. (Note that y0 < 0 in our coordinate system.) Accordingly, we may take the limit
τ → 0, and reduce Equation (3) to

t f − 1
vmax

(
−y0 − w

2

)
< ta < tb − 1

vmax

(
−y0 +

w
2

)
. (4)

This provides a simpler inequality involving two fitting parameters.
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2.4. Bearing Angle

Dynamics of interceptive movement are often described in terms of the bearing angle [7,8],
which refers to the angle between the velocity vector of the human subject and the line of sight between
the subject and the object she/he hopes to intercept. In brief, this model asserts that people intercept
a moving object by choosing such a trajectory that the bearing angle is kept constant.

Our case of crossing a road may be cast into an interception task: The pedestrian must “intercept”
the empty gap between the vehicles [17]. We may hence apply the bearing angle approach to our
crossing experiment and model. One difficulty with this approach is that the gap is not a point but
a moving area. As an obvious choice, we may simply use the gap center xg(t), with respect to which
the bearing angle is θg(t) = arctan

[
xg(t)/y(t)

]
. However, the pedestrian may not cross the gap center;

it is thus more appropriate to examine the bearing angle with respect to the point within the moving
gap that the pedestrian actually crosses. With t∗ denoting the crossing time, we have y(t∗) = 0
and let the position of the gap center at the crossing time be Δ x, i.e., xg(t∗) = Δ x. We then define
the crossing point,

xc(t) = xg(t)− Δ x = x0 − Δ x + vct = vc(t − t∗), (5)

and consider the angle with respect to xc:

θc(t) = arctan
[

xc(t)
y(t)

]
. (6)

Taking the time derivative of Equation (6) results in

θ̇c =
xcy

x2
c + y2

(
ẋc

xc
− ẏ

y

)
. (7)

Assuming that y follows the simple crossing model (i.e., Equation (2)), |ẏ| is small when t < ta.
Considering the signs of variables (especially, xc < 0 and ẋc > 0), we thus have that θ̇c < 0, indicating
a decreasing bearing angle. When t > ta + 2τ, the speed approaches the maximum: ẏ ≈ vmax, so that
we have

ẋc

xc
− ẏ

y
≈ vc

vc(t − t∗) −
vmax

vmax(t − t∗) = 0, (8)

which, upon substituting into Equation (7), yields θ̇c = 0 or a constant bearing angle. The model
thus predicts that the bearing angle should decrease at the first stage of crossing and remain constant
thereafter. The constant value θ∗c that the bearing angle approaches can be estimated by

lim
Δ t→0

θc(t∗−Δ t) = lim
Δ t→0

arctan
(

vcΔ t
vmaxΔ t

)

= arctan
(

vc

vmax

)
. (9)

3. Results

3.1. Data Analysis

Tables 2 and 3 show the percentage of successful crossings in this group and the proportions of
two-step crossings to the total successful crossings. The success rate drops significantly when the gap
length is made small at 20.8 m but still stays above 80%. The highest proportion of two-step crossings
occurs when the gap is the shortest and the walking distance is the furthest.
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Table 2. Proportion of successful crossings to all crossing attempts for several values of y0 and lg, when
vc = 30 km/h and vehicle type is sedan.

Successful Crossings

y0 (m)
lg (m)

20.8 25 33.3

−3.5 88 % 100 % 100 %

−4.5 100 % 100 % 100 %

−5.5 100 % 94 % 100 %

−6.5 82 % 94 % 100 %

Table 3. Proportion of two-step crossings to all successful crossings for several values of y0 and lg,
when vc = 30 km/h and vehicle type is sedan.

Two-Step Crossings

y0 (m)
lg (m)

20.8 25 33.3

−3.5 42 % 25 % 6 %

−4.5 31 % 0 % 0 %

−5.5 0 % 26 % 0 %

−6.5 15 % 6 % 0 %

Equation (2) was fit to simple crossings with an average RMSD of 0.068 m. The low RMSD values
indicate that the model accurately describes the majority of crossings. Two-step crossings were also
found to be accurate, and are discussed in the Appendix A. Examples of the model equations fit to
simple and two-step crossing time series are given in Figure 3a,b, respectively.

3.2. Behavioral Response to Gap Features

Restricting the analysis to simple crossings, we consider the variations of the parameters to
changing crossing conditions. Experimental parameters y0 and lg affect directly the affordance of
the gap by changing the temporal window of the gap or the distance the pedestrian needs to traverse
to reach the gap. Effects of the experimental parameters on the three fitting parameters vmax, ta, and τ

have been examined; only ta has turned out to respond significantly. Figure 4 shows the distribution
of ta obtained for several values of y0 and lg. It is observed that ta generally increases as y0 approaches
zero. This can be understood intuitively as follows: Recall that y0 denotes the distance the pedestrian
must traverse to reach the gap. The larger the distance, the earlier they must begin walking. However,
when the initial position is farther, namely, when y0 is made larger, this trend disappears and ta tends
to stay at slightly over one second (ta � 1 s). This is likely to result from the minimum response time.
Namely, the pedestrian may not cross earlier than the earliest timing at which they can reasonably
begin to walk. On the other hand, an increase in the gap size appears to lower ta. This indicates that,
when the gap is accessible earlier, the pedestrian tends to cross earlier. The distributions of the other
two parameters vmax and τ have also been examined. While the average value of vmax tends generally
to increase with y0, the trend is not statistically significant. No significant trends have been observed
for τ.

Contrary to y0 and lg, the vehicle speed vc and the vehicle type are manipulated without changing
the gap affordance. These experimental parameters affect the visual perception of the gap without
changing its temporal window of availability. Figure 5 displays the effects of the vehicle speed and
type on ta when the gap time tg is set to be 3 s and y0 to be −3.5 m. Doubling the vehicle speed results
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in a significant increase in ta. Moreover, in several cases, buses resulted in a greater value of ta than
sedans did.
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Figure 4. Distributions of parameter ta for varying y0 and lg. Here, vc = 30 km/h and vehicle type is
sedan. Columns indicate the average values of ta in the data for given experimental conditions while
error bars represent standard deviations. Pairs of samples, marked with asterisks, are presumed to
belong to different distributions (p < 0.05) according to the Mann-Whitney U test. (Note here that not
all such pairs are marked.)
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Figure 5. Distributions of parameters ta (left) and td (right) for varying vehicle speeds vc and for two
vehicle types. Other parameters are set to tg = 3 s and y0 = −3.5 m. Columns indicate the average
values in the data for given experimental conditions while error bars represent standard deviations.
Pairs of samples, marked with asterisks, are presumed to belong to different distributions (p < 0.05)
according to the Mann–Whitney U test.

On the other hand, when the same comparison is made for data with y0 < −3.5 m, there arises
no significant shift in ta or td upon changing the vehicle type. For y0 < −4.5 m, no significant shift
is observed upon changing the vehicle speed as well. This suggests that, when the initial distance is
sufficiently far, pedestrian’s judgement of the gap is hardly affected by the vehicle type or speed.

Finally, we examine differences among age groups. According to the Mann–Whitney U test,
the difference in the distribution of vmax is found to be significant (p < 0.05) when either the young
adult group or the elderly group is compared with the child group. Both the young adult and elderly
groups consistently have higher average values of vmax across all crossing conditions, by about 0.3 m/s.
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While children have generally slightly lower values of ta, perhaps a sign of earlier start up times
to compensate for their lower speeds, the differences are not found to be statistically significant.
The young adult and elderly groups do not show significant differences.

3.3. Parameters Fall within Affordance

Due to the accuracy of the simple crossing model, we expect Equations (3) and (4) to hold for
the fitting parameters derived from the data. Figure 6a presents the affordance boundaries in the 3D
parameter space. The curved surfaces depict the boundaries specified by Equation (3), and each
data point plots the parameters corresponding to a single crossing. For comparison, data for two-step
crossings (crosses) as well as simple crossings (circles) are displayed. It is observed that the circles,
corresponding to simple crossings indeed lie within the volume between the boundaries. In contrast,
most of the crosses are located outside, above the higher surface. This indicates that the subject is on
route to collide with the leading vehicle and therefore deceleration is necessary.
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Figure 6. Data plotted with boundaries representing the affordance of the gap. (a) data plotted with
surfaces in the three-dimensional parameter space (τ, vmax, ta) defined by Equation (3). Data points for
lg = 25 m and y0 = −3.5 m are plotted for all age groups; dots represent simple crossings and crosses
represent two-step crossings; (b) data plotted with boundaries on the two-dimensional plane (vmax, ta)

defined by Equation (4). To illustrate the effects of a shift in affordance, data and boundaries for
lg = 25 m and y0 = −3.5 m (black) are plotted with those for lg changed to 33.3 m and for y0 changed
to −6.5 m are shown in red and in blue, respectively. Triangles indicate average parameter values.
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Plotting Equation (4) on the 2D parameter plane (vmax, ta) corresponds to the projection of the 3D
plot in Figure 6a onto the plane defined by τ = 0. This results in Figure 6b, where two more cases have
been included in addition to the case of the gap length lg = 25 m and the initial position y0 = −3.5 m
presented in Figure 6a. Namely, to probe how the distribution of parameter values shifts with lg and
y0, we consider the data for a larger gap lg = 33.3 m and for a farther initial position y0 = −6.5 m.
Accordingly, Figure 6b presents data for three sets of the gap length and initial position together with
the corresponding boundaries (lines instead of surfaces in Figure 6a) determined by Equation (4).
Specifically, the cases of (lg = 33.3 m, y0 = −3.5 m) and (lg = 25 m, y0 = −6.5 m) are plotted in
red and in blue, respectively, as well as the case of (lg = 25 m, y0 = −3.5 m) plotted in black. It is
observed that, as the gap is widened, the average behavior (designated by red triangles) shifts toward
smaller ta and larger vmax. This reflects the tendency of the pedestrian to cross early before the gap
center when possible. On the other hand, in the case that the initial position becomes farther from
the intersection point, the pedestrian must compensate by either beginning to walk earlier or walking
faster. Data in blue indeed exhibit on average a decrease in ta and a slight increase in vmax (which is,
however, not statistically significant). We remark that Figure 6b corresponds directly to Figures 3C and
3D of [13] while Figure 6a is a generalization.

3.4. Bearing Angle Analysis

Finally, we examine the bearing angle of the data and compare it with the model predictions.
Figure 7 shows the bearing angle as a function of time for two sets of data (colored lines). The bearing
angle tends to decrease in the first few seconds of crossing and to remain constant thereafter,
as predicted by Equation (9). In addition, the analytical results given by Equation (6) are plotted
with the average parameter values (black line). Both the theory (analytical result from the model)
and the experiment (result computed from data) show that a constant bearing angle is held once
the pedestrian starts moving at a nearly constant speed. It is shown in Figure 7 that the time interval
during which the constant angle is observed is significantly shorter for y0 = −3.5 m (red) than for
y0 = −6.5 m (cyan). This reflects the smaller value of ta in the latter case, when the initial position is
farther from the interception point.

 60

 70
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−5 −4 −3 −2 −1  0
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t−t*

y0=−6.5 m
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Figure 7. Time evolution of the bearing angle θc, defined by Equation (6). The gap length is lg = 25 m
and the initial position is y0 = −3.5 m and −6.5 m for red and cyan lines, respectively. Colored
lines are computed from data, while black lines show the analytical results using average parameter
values. The time axis is given in terms of time before crossing t − t∗, so that the zero point is equal to
the intersection time of the run (i.e., the time at which y(t) = 0).

We note that the fluctuations of the data in Figure 7 are due to measurement error, which is
magnified immediately before the pedestrian meets the crossing point. This can be seen in Equation (5)
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by considering that y(t) → 0 as t → t∗, causing the error in the argument of the arctan function to
become magnified.

4. Discussion

In this study, we have proposed a model for pedestrian crossing and utilized it to extract
information from experimental data. The model fit the data with high accuracy, allowing for
applications of different methods. In particular, the model allows us to visualize the affordance
of each gap and see whether the data lies within it. The model also predicts a constant bearing angle,
which has been observed in the data.

The fitting parameters of the model, ta, vmax and τ, provide a physically intuitive interpretation
of the data. Analysis has revealed that pedestrians respond to shifting gap affordances primarily by
timing their accelerations, rather than changing their walking speeds, as shown by the distributions
of ta. Moreover, shifts in ta have been observed in response to the speed of the gap and the size
of the surrounding vehicles, even if the gap affordance remains the same, indicating that these
environmental factors can change the visual perception of the gap. However, this trend disappeared
when the initial distance was greater, suggesting that a greater distance from the road tends to offer
a more accurate visual perception of the gap. It has also been observed that children’s lower walking
velocities indirectly shrank the affordances of the gaps and in certain situations failed to compensate.

Due to the simplicity of the equations, this methodology offers a versatile method to analyze
pedestrian behavior. While the velocity equation does not necessarily need to follow a logistic function
in particular, the high accuracy with which the equation fits the data and its ease of manipulation
makes it an ideal tool for such an analysis.

It should be noted that the accuracy of affordance judgments in virtual environments has been
questioned in previous studies [18]. In addition, it is not straightforward to measure walking speeds
on treadmills, and a different method was proposed [19]. These factors should be considered when
interpreting the results, but we expect them to affect neither qualitative results nor the efficacy of
the model. Moreover, it would be desirable to include more general walking scenarios where
the pedestrian is not constrained to walk in a straight line. This is left for future study.

5. Conclusions

We have utilized a newly developed model for crossing behavior to extract the control parameter
used for adjusting to changing gaps, visualizing crossings within the gap affordance, and testing
the bearing angle hypothesis. The model thus serves as a useful tool with which pedestrian behavior
can be understood. It can also be used in the context of previous modeling frameworks and may
further be developed to extract elements of crossing behavior which leads to collision.
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Appendix A. Analysis of Two-Step Crossings

In order to model two-step crossings in which there are two acceleration events (Figure 3b),
we extend the model in the following way: We first take the acceleration equation

ÿ =
ẏ
τ

(
1 − ẏ

vmax

)
, (A1)
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which is equivalent to Equations 1 and 2 with appropriate initial conditions. In the two-step crossing,
after acceleration (i.e., at time t > ta + 2τ), the pedestrian will decelerate at a point ys and stop
until she/he accelerates again at time ts. This behavior may be described by adding two terms in
Equation (A1), which leads to

ÿ =
ẏ
τ

(
1 − ẏ

vmax

)
− rsẏ exp

[
− (y − ys)2

σ2
s

]
θ(ts − t)

+ vsδ(t − ts), (A2)

where the second and the third terms of the right-hand side represent repulsion and impulse force,
respectively. The repulsion is centered at position ys with range σs; ys may be interpreted as the point
beyond which the pedestrian perceives to be unsafe, due to the incoming traffic. Accordingly,
ys is the position of the flat region of the curve in Figure 3b, i.e., ys = −2.3 m in this example.
The Heaviside step function θ(ts − t) effectively "turns off" the repulsion force at time ts, thus removing
the potential for collision after the vehicle has passed. The parameter rs adjusts the overall strength of
the repulsion. The impulse term is necessary for the model to undergo sharp acceleration from rest,
so that the pedestrian starts to walk again at time ts. In the example of Figure 3b, the time at which
the subject begins the second acceleration is given by ts = 2.0 s. The magnitude vs of the impulse is
a fraction of vmax, and determines how quickly the model regains the maximum velocity.

We fit Equation (A2) to the data for the case y0 = −3.5 m and lg = 25 m, yielding
ys = −2.29 ± 0.22 m. This implies that participants who performed two-step crossings walked forward
about 1.2 m before stopping, which amounts to about 1.5 m from the path of the vehicles. We also
have the impulse magnitude vs/vmax = 0.67 ± 0.22 and time ts = 2.41 ± 0.26 s, which corresponds
to the time for the pedestrian to start walking again. This range includes the time (about 2.5 s) at
which the leading vehicle passes the interception point. Other parameters, repulsion strength rs and
range σs, which suffer from large fluctuations due to the very limited sample number, are obtained
as rs = 520 ± 480 s−1 and σs = 0.26 ± 0.24 m. However, the sample size of two-step crossings was
insufficient to derive statistically meaningful results. A possible behavioral interpretation of this type
of crossing is as exchanging the additional energy required for deceleration and acceleration in favor
of more safety or security.
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Abstract: An eye saccade provides appropriate visual information for motor control. The present
study was aimed to reveal the role of saccades in hand movements. Two types of movements, i.e.,
hitting and circle-drawing movements, were adopted, and saccades during the movements were
classified as either a leading saccade (LS) or catching saccade (CS) depending on the relative gaze
position of the saccade to the hand position. The ratio of types of the saccades during the movements
was heavily dependent on the skillfulness of the subjects. In the late phase of the movements in a
less skillful subject, CS tended to occur in less precise movements, and precision of the movement
tended to be improved in the subsequent movement in the hitting. While LS directing gaze to a
target point was observed in both types of the movements regardless of skillfulness of the subjects,
LS in between a start point and a target point, which led gaze to a local minimum variance point on
a hand movement trajectory, was exclusively found in the drawing in a less skillful subject. These
results suggest that LS and some types of CS may provide positional information of via-points in
addition to a target point and visual information to improve precision of a feedforward controller in
the brain, respectively.

Keywords: eye movements; reaching arm movements; eye-hand coordination; visual information;
movement precision; movement segment; forward model; control model of the brain

1. Introduction

Complex movement is considered to have consecutive segments of movement [1,2]. A connecting
point of each segment can be called a via-point [3]. Thus, previous studies have focused on hitting
or reaching movements with the hand as an elemental movement or a movement segment to reveal
behavioral characteristics [4,5] and to investigate neuronal activity patterns [6,7]. Such studies often
include a drawing movement [8]. Investigation of generation mechanism of the via-point may lead to
understanding a complex movement.

In daily life, movements depend heavily on visual information, which is used for feedforward and
feedback controls. For example, goal-directed movements of the hand are usually accompanied by an
eye saccade that precisely directs an individual’s gaze to an observed target location in case of stational
target [9–13] or a predicted target location in case of moving target [14,15] before the hand starts to
move. This type of saccades has been thought to provide visual information about the observed or
predicted target location to guide a hand movement. Feedback control of the reaching movements also
relies substantially on visual information [16–19]. Additionally, another type of saccade was identified
during the performance of a simple line-drawing movement in which a sequence of small eye saccades
closely followed the trajectory of a pencil [20]. The author of this study suggested that this type of
saccade contributed to feedback control. Therefore, at least two types of saccades may be associated
with hand movement: a saccade that directs an individual’s gaze to a target position, which has been
observed during a reaching movement, and a saccade that directs an individual’s gaze to a hand
position, which has been observed during the drawing of a simple line.

Appl. Sci. 2020, 10, 3066; doi:10.3390/app10093066 www.mdpi.com/journal/applsci243
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The goal of the present study was to reveal the relationship between the two types of saccades
and hand movements, especially its feedforward control, and to get an insight into the role of visual
information acquired by the saccades on movement control of the hand. We adopted hitting and
circle-drawing movements as discrete and continuous movements, respectively. These two types of
movements were selected instead of reaching and circle-tracking movements to increase the relative
contribution of feedforward control to feedback control. Saccades during the movements were
quantitatively classified as either a leading saccade (LS) or catching saccade (CS) depending on the
relative gaze position of the saccade to a cursor position that represented the hand position: LS and CS
directed the gaze to the cursor position in the direction of the cursor movement and to around the
current cursor position, respectively. Precision of the hand movements was analyzed in relation to
the saccades.

2. Materials and Methods

Two Japanese monkeys (Macaca fuscata; male: Monkey H, 6.7 kg, female: Monkey U, 6.6 kg)
were used in the present study. Using a robotic arm manipulandum, the monkeys were trained to
execute hitting and drawing tasks. During the tasks, hand and gaze positions of the monkey were
recorded. All experimental procedures were performed in accordance with the Guidelines for Proper
Conduct of Animal Experiments of Science Council of Japan and approved by the Committee for
Animal Experiment at Tokyo Institute of Technology.

2.1. Subjects and Apparatus

To fixate the head position during the tasks, a head holder was installed on each monkey. Inducted
by ketamine (10 mg/kg, intramuscular injection (i.m.)) and xylazine (2 mg/kg, i.m.), the monkey was
deeply anesthetized with pentobarbital (25 mg/kg for an initial dose and 12.5 mg/kg for a supplementary
dose when required by intravenous injection), a surgical operation was performed under aseptic
conditions while monitoring heart rate and blood saturated oxygen concentration. The head holder
was installed on the monkey skull and fixed with dental cement after cortical screws were implanted
into the skull.

After an appropriate recovery period from the surgical operation, the monkeys were well trained
to perform behavioral tasks (Figure 1). The monkey sat comfortably in a primate chair with its head
fixated. RANARM, a robotic arm manipulandum for normal and altered reaching movements [21],
was used to control the tasks and record the hand position of the monkeys, and a 19-inch computer
monitor was set 61 cm away from the monkeys’ eyes. A cursor on the monitor provided visual feedback
regarding the current spatial location of a gripper of RANARM that the monkey held in its hand. Gaze
position was estimated by measuring the position and shape of the pupil at a sampling rate of 1000 Hz
with EyeLink (SR Research, Ottawa, ON, Canada).

 
A 

 
B C 

Figure 1. Experimental setup and time consequence of the tasks are illustrated. (A) A monkey directs a
cursor on a monitor by manipulating a robotic arm with its right hand on a horizontal plane. The hand
position and its eye position are recorded during the tasks. (B) Hitting task: monkeys are required
to move the cursor from the bottom red home point to the top blue target point within a designated
amount of time.
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(C) Circle drawing task: a prompt shows the required direction (blue: clockwise, green:
counter-clockwise (not shown)) of drawing while the monkey holds the cursor within the start
point. Eight evenly spaced start points are used. The monkey can begin drawing at any time and
without any time restrictions on movement time.

2.2. Behavioral Tasks

Two tasks were executed by each monkey with the right hand: a hitting task and a circle-
drawing task.

In the hitting task, a red home point appeared 0.100 m below the center of the monitor at the start
of each trial. The monkey was required to move the cursor to the home point and then hold it there for
a random period of time that ranged from 0.50 to 1.00 s. Next, a blue target point appeared 0.075 m
above the center of the monitor, and the monkey was required to move the cursor to the target point
within a designated amount of time. If the monkey hit the target point in the allotted time, the target
point disappeared, and the monkey received a drop of water as a reward. If the monkey did not hit the
target in time, the trial was considered a failure. To ensure quick and precise hand movements, the size
of the home and target points, and the required task time (reaction time plus movement time) were
regulated so that the ratio of successful trials to failure trials was equal to approximately 1.

In the circle-drawing task, a red start point (radius: 0.030 m) appeared at one of eight predetermined
positions located at 45◦ intervals around a circle (radius: 0.100 m) in the center of the monitor.
The monkey was required to move the cursor (radius: 0.010 m) into the start point and to hold the
cursor there for 1 sec. Then, a prompt consisting of a circle was quickly drawn beginning from the
start point and using different colors to identify the direction of movement (blue: clockwise, green:
counterclockwise). During this period, the monkey was required to hold the cursor within the start
point and was then able to begin its drawing movement at any time after the prompt drawing was
completed. There were no time restrictions on the movement, and the trajectory of the cursor during
hand movement was recorded. Three indices were used to determine a successful trial: 1) the drawing
direction of the monkey was the same as that of the prompt drawing; 2) the center of cursor passed
within 0.070 m of the center of the prompt trajectory; and 3) the cursor returned to the start point.
The monkey got a drop of water as a reward after a successful trial.

2.3. Data Recording and Analysis

Gaze and hand positional data were outputted to a home-made data recording system using
LabView (National Instruments, Austin, TX, USA) through a 16-bit analog to digital converter and
saved as a binary file. Data were analyzed using MATLAB (The MathWorks, Natick, MA, USA).

2.3.1. Saccade

The eye saccades were detected from the gaze positional data that were filtered with a fourth-order
Butterworth low-pass filter at 50 Hz. The onset and offset of the saccades were determined using
the following criteria: the gaze speed exceeded a threshold criterion of 61◦/s or it was lower than a
threshold criterion of 3◦/s after the saccade onset. We classified the saccades into two types depending
on the relative gaze position at offset of the saccade to the hand position: a leading saccade (LS) and a
catching saccade (CS). LS and CS directed the gaze to the cursor position in the direction of the cursor
movement and to around the current cursor position, respectively. We analyzed CS in the hitting task
and both LS and CS in the circle-drawing task from a viewpoint of relationships between saccades and
precision of the hand movement.
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2.3.2. Hand Movement

The cursor positional data that corresponded to the hand position were obtained using RANARM
and were filtered with a fourth-order Butterworth low-pass filter at 10 Hz. Precision of the hand
movement was evaluated.

In the hitting task, it was evaluated at three different points during the movement where the hand
acceleration was maximum, its velocity was maximum, and its acceleration was minimum, each of
which represents the initial, middle, and terminal phases of the movement. Movement precision was
defined based on the positional variance of the cursor’s x-coordinate. At the acceleration maximum
point, another index, which was the directional variance of tangential movement direction (Dm) of the
cursor, was adopted. We expected that Dm was more robust to variation of the start position of the
cursor and was a more appropriate index for a very early phase of the movement.

In the circle-drawing task, the position of the cursor was expressed in polar coordinates,
and precision of the hand movement was defined as the positional variance of the cursor in the
radial direction at a given phase. As another index of the precision, we also adopted curvature of

the hand movement, which was calculated as follows:
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, where x and y are the
cursor’s coordinates of its position in Cartesian coordinates with the horizontal direction and the center
of the monitor as its x-axis and origin, respectively.

3. Results

3.1. Hitting Task

Monkeys had to control its hand quickly and precisely to execute the task. For Monkey H, the radii
of the home and target points were set at 0.012 and 0.014 m, respectively, and the task time was
designated at 0.75 s. This subject completed a total of 780 trials, of which 401 (52%) were successful.
For Monkey U, the radii of the home and target points were both set at 0.006 m, and the task time was
designated at 0.54 s. This subject completed a total of 560 trials, of which 403 (58%) were successful.

Although success ratio of the task was more or less the same in the two monkeys, movement
characteristics of the hand in the hitting task varied depending on the monkey. Monkey U showed
better performance than Monkey H with smaller target diameter, shorter movement time (0.47 ± 0.04 s
vs 0.33 ± 0.03 s) (mean ± standard deviation [SD]), higher peak hand velocity (0.54 ± 0.05 m/s vs
0.90 ± 0.07 m/s) (mean ± SD), all of which indicate more precise feedforward control of the hand.

In the following analysis, trials that did not reach 0.125 m in y-coordinate within the designated
task time were excluded; 762 trials in Monkey H and 556 trials in Monkey U were analyzed as a result.
In almost all of the hitting task trials, both monkeys made a saccade directly to the target point upon
its appearance and prior to the onset of hand movement. Subsequently, two different types of gaze
control were observed. In one type, the monkey kept its gaze on the target point until the cursor hit
it (Figure 2A), and in the other type, the monkey returned its gaze from the target to the cursor and
made a couple of saccades around the cursor while following its movement (Figure 2B). LS and CS that
execute these two types of gaze control were analyzed. We defined LS and CS as follows: LS was a
saccade that directed the gaze in the range from 0.135 to 0.200 m in y-coordinate; CS was one that was
not LS and difference of gaze position directed by that and the cursor position was within ± 0.050 m
in y-coordinate.

The LS was observed in both monkeys in more than 90% of the trials. Inversely correlated with the
performance of the task, interestingly, the number of the CS in Monkey H was prominently higher than
that in Monkey U (Table 1). Therefore, the CS in Monkey H was analyzed in the following analysis.
In the trial with the CS in Monkey H, the subject executed the CS along the hand trajectory (Figure 3A).
The gaze points following the CS in Monkey H seemed bimodally distributed in the direction of cursor
movement with a border point at 0.11 m from the center of the start point (Figure 3B), which roughly
corresponded to the cursor velocity maximum point. We tentatively classified the CS into two types;
the CS in hand acceleration phase (CSa) and the CS in hand deceleration phase (CSd).
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Figure 2. Two types of saccades during the hitting task are depicted. (A) leading saccade (LS) occurs
almost simultaneously at the onset of acceleration of the cursor. (B) catching saccade (CS) follows LS in
this trial.

Table 1. Occurrence probability of each type of saccades during the hitting task.

Subject Number of Trials
Saccade [Times/Trial] (Number of Trials)

Total LS Total CS CSa 1 CSd 2

Monkey H 762 2.51 (762) 1.77 (762) 0.35 (242) 0.27 (199) 3 0.09 (67) 3

Monkey U 556 1.49 (556) 1.16 (540) 0.01 (8) 0.01(8) 0.00 (0)
1 CSa: CS in cursor acceleration phase. 2 CSd: CS in cursor deceleration phase. 3 Both CSa and CSd were observed
in 24 trials.

 
A B 

Figure 3. Cursor trajectories of trials with CS and distribution of gaze points directed by CS. (A) Cursor
trajectories of the hitting trials with CS and gaze points directed by CS in Monkey H. (B) Distribution of
gaze points directed by CS in y-coordinate. Broken line indicates the border point (0.11 m) of CS in
hand acceleration phase (CSa) and CS in hand deceleration phase (CSd).

To analyze the relationship between the CS and precision of the hand movement, the hitting
task trials were grouped into three; those without the CS, those with CSa, and those with CSd, and
precision of the hand movement among the groups was compared. The trials with CSd showed a
tendency towards larger variance of the movement than the other two groups from the middle phase
of the movement and showed significantly larger variance than those without the CS both at the
middle (F-test, p = 0.0144) and deceleration (F-test, p = 0.0158) phases of the movement (Figure 4A).
Although there was no significant difference in the variance of Dm among the three groups, we found
that only the subsequent trials to ones with CSd showed a tendency towards smaller variance than
the current trials (Figure 4B). This was indicative of influence of CSd on improvement of precision of
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the subsequent movement in its initial phase, i.e. feedforward control component. Like in the task
performance indices, e.g. size of the target and peak hand velocity, precision of the movement by
Monkey U was superior to that by Monkey H in all the movement phases.

 
A B 

Figure 4. Effects of the CS on accuracy and precision of the hand movement in the hitting task are
shown. Trials are grouped into three depending on the types of saccades during the trial in Monkey H;
those without (w/o) CS (520 trials), with CSa (199 trials), and with CSd (67 trials). As a comparison,
the result of all trials in Monkey U (556 trials) is also shown. (A) Top and bottom panels: average and
variance of the cursor position in x-coordinate are shown, respectively (* p < 0.05). They are evaluated at
cursor acceleration maximum (Amax), velocity maximum (Vmax), and acceleration minimum (Amin)
point during the hand movement. (B) Top and bottom panels: average and variance of movement
direction (Dm) are shown, respectively. The current and subsequent trials are shown as filled boxes
and white oblique-lined boxes, respectively. An error bar represents a standard deviation in all panels.

3.2. Circle-Drawing Task

Following a training period, both monkeys were able to smoothly draw a circle from all eight start
points in both directions of rotation at success rates up to around 90%. In total, 2,000 trials (two rotation
directions × eight start points × 125 trials) were recorded from each monkey. All of the following
analyses were applied to the successful trials in which cursor trajectory was within ± 2 SD range from
the average and the saccades that directed the gaze within ± 3 SD range from the average trajectory of
the cursor.

Monkey H performed the task with a movement time of 0.90 ± 0.14 s and 0.97 ± 0.11 s (mean ± SD)
in the counterclockwise and clockwise directions, respectively. Monkey U did it with a movement time of
0.77± 0.08 s and 0.71± 0.07 s (mean± SD) in the counterclockwise and clockwise directions, respectively.

Similar to the hitting task, both monkeys made several saccades throughout the drawing task
(Figure 5A). We focused on the saccades that led the gaze on the way to the target. Therefore, we
excluded the saccade within the final 45◦ range of the phase and plotted the distribution of phase
difference of the saccade against the cursor (Figure 5B). In Monkey H, the distribution seemed to be
bimodal with peaks around at 0◦ and –100◦ in both rotation directions. In contrast, in Monkey U, it
seemed to be unimodal with a peak around at 0◦ in both rotation directions. We defined LS and CS
in the drawing task as a saccade that had the phase difference smaller than −35◦ and within ±35◦,
respectively. More than 40% of the saccades were the LS in Monkey H (46% in the counterclockwise
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rotation direction, 44% in the clockwise rotation direction). In contrast, the CS dominated in Monkey U
(45% in the counterclockwise rotation direction, 76% in the clockwise rotation direction) (Figure 5C)
(Table 2).

 
A B 

 
C 

Figure 5. Two types of saccades during the circle-drawing task are depicted. (A) Example trials
of the circle-drawing task from the 315◦ start point toward the clockwise direction in Monkey H.
(B) Distributions of gaze points directed by saccades relative to the hand position are shown. Broken
lines indicate the borders (–35◦ and 35◦) of LS, CS, and other saccades. (C) Distributions of gaze points
directed by LS, CS, and the other saccade are plotted in relation to a start point (a positive sign is
assigned to the phase when the gaze point is in the cursor movement direction). Bin width is 5◦ in all
the panels.

Table 2. Occurrence probability of each type of saccades during the circle-drawing task.

Subject Direction 1 Trial

Saccade [Times/Trial] (Number of Trials)
All/Midway 2

Total 3 LS CS

Monkey H CCW 743 5.22 (741)/
1.81 (723)

2.33 (735)/
0.83 (457)

2.27 (694)/
0.86 (447)

CW 751 4.77 (751)/
1.72 (648)

1.78 (714)/
0.75 (439)

2.22 (668)/
0.88 (441)

Monkey U CCW 749 4.70 (749)/
3.04 (749)

1.70 (691)/
0.89 (531)

1.80 (638)/
1.35 (624)

CW 769 4.60 (769)/
2.29 (769)

1.10 (679)/
0.16 (110)

2.60 (744)/
1.73 (729)

1 CCW: counterclockwise, CW: clockwise. 2 Midway: saccades except the final 45
◦

range of the phase. 3 Total = LS +
CS + Other saccades.
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We then analyzed the relationship of these saccades and precision of the hand movement.
In Monkey H, variance of the movement tended to be small at a specific phase around 30◦–60◦
irrespective of the eight different start points and two different rotation directions, toward which point
the LS tended to be directed (Figure 6A). When the LS was aligned at the local minimum phase of the
variance in the range of 0◦–100◦, it clearly showed that the LS directed the gaze 0◦ (counterclockwise
rotation direction) and –30◦ (clockwise rotation direction) in advance to the local minimum point
of the variance (Figure 6B). In Monkey U, the number of the LS was relatively small (29% in the
counterclockwise rotation direction, 7% in the clockwise rotation direction), and no obvious relationship
of the LS and precision of the hand movement was found.

 
A B 

Figure 6. Relationships of the cursor positional variance and gaze points directed by saccades in
between (within 45◦–315◦ phase range relative to the start point) the start and target points in the
circle-drawing task are shown. (A) The relationships are plotted in absolute phase (phase in polar
coordinates with its origin at the center of the monitor). Cursor variance and number of each saccade
are indicated by the solid lines and bars, respectively. Note that the cursor variance gets local minimum
at the phase of around 30◦–60◦ for almost all starting point regardless of the rotational directions in
Monkey H. (B) Gaze points directed by saccades are plotted against the local minimum phase of the
cursor variance in Monkey H (a negative sign is assigned to the phase when the gaze leads the cursor
movement). Bin width is 5◦ in all the panels.

Finally, the CS was analyzed in terms of precision of the drawing movement. We applied the
same method as in the hitting task; precision of the movement was compared between trials with
CSd within the phase range of 60◦ to the final target (CSt) and ones without it. As an index of the
movement precision, curvature of the cursor was evaluated at the local minimum of the acceleration of
the cursor. In Monkey H, the trials with CSt showed significantly higher variance of the curvature than
those without CSt in the counterclockwise (F-test, p = 1.6 × 10−7) and clockwise (F-test, p = 3.1 × 10−3)
rotation directions, respectively (Figure 7). The analysis was not applied to Monkey U because there
were a few CSt found in both rotation directions.
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(A) (B) 

Figure 7. Effects of CS close to the target (CSt) on the cursor movement accuracy and precision during
the circle-drawing task Monkey H are shown. They are evaluated at the cursor acceleration minimum
point close to the target (A) Average of curvature of the cursor trajectory. An error bar represents a
standard deviation. (B) Variance of the curvature. ** p < 0.01. *** p < 0.001.

4. Discussion

The relationship between saccades and hand movement has been studied using both pointing
and drawing movements. For example, goal-directed pointing tasks were used to assess the type of
saccades that preceded the onset of hand movement [9–15]. This type of saccades has been thought to
provide visual information about the observed or predicted target location to guide a hand movement.
Additionally, a simple line-drawing task was used to identify another type of saccade in which the
gaze closely followed a pencil trajectory with a sequence of small saccades [20]. This type of saccade
may be related to the feedback control of hand movement.

In the present study, saccades during the movements were quantitatively classified as either a
leading saccade (LS) or catching saccade (CS) depending on the relative gaze position of the saccade
to a cursor position that represented the hand position, and relationships between the saccades and
feedforward control component of hand movements were analyzed.

4.1. Functional Roles of the Saccades

We found CS during the hitting task in addition to the circle-drawing task. Although CS during
the circle-drawing task was predictable considering that a similar type of saccade was observed in a
previous study using a line-drawing task [20], CS during the hitting task was a novel finding.

CS during the hitting task was exclusively observed in the monkey that showed lower precision
of the movement than the other. While CS was found both in the hand acceleration phase and in
the hand deceleration phase (CSd), precision of the middle and late phases of the movement in the
trials with CSd was significantly lower than that in the trials without CSd. Since the subject had to
heavily rely on feedforward control to accomplish the task because of its designated short movement
time, the observed precision is considered to largely reflect that of the feedforward control component.
Taking the following two results into account, therefore, we assume that CSd during the hitting task
may arise from the imprecision of the feedforward control component to improve its precision. Firstly,
the trials with CSd were significantly less precise than those without CSd at the middle and deceleration
phases of the movement. Secondly, the initial movement direction, which represents the feedforward
control component, in the subsequent trial tended to be more precise than that in the current trial
with CSd, while no significant difference of the precision was found between trials without CSd. This
assumption may support the previous study that showed a faster adaptation rate in a novel task in a
trial with continuous visual feedback of the cursor position than in a trial with post-trial knowledge
of task performance [22]. Although we could not detect any evidence suggesting contribution of CS
to online error correction but find those suggesting contribution of CSd on offline error correction
(“error” is used in terms of not systematic error but accidental error), it should be further carefully
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investigated which saccade, i.e. LS or CS, provides visual information for the online feedback error
correction [17,23,24].

In the drawing task, two types of CS were also observed like in the hitting task; one occurred in
early phase of the movement (CSe) and the other in late phase of the movement, especially within
a phase close to the target (CSt). While the monkey that showed higher precision in the hitting task
had not CSt but exclusively CSe, the one that showed lower precision had both CSt and CSe. Like
CSd in the hitting task, CSt in the circle-drawing task was observed exclusively in the monkey that
showed lower precision in the hitting task. Furthermore, precision at the deceleration local minimum
phase of the movement close to the target (curvature was used as an index) in the trials with CSt
was significantly lower than that in the trials without CSt, which coincides with the finding in the
hitting task. Taking this analogy between CSd and CSt into account, we assume that CSt during the
circle-drawing task may also arise from the imprecision of the feedforward controller to improve its
precision. As for CSe, we presume that CSe may have a role on precise control of the hand movement
because CSe was predominantly observed in the monkey that executed more precise control of the
hitting task although we could not find any valuable index to evaluate the function of CSe.

The present study also found LS during the circle-drawing task that directed the gaze to a point in
between the start and target points although there was no explicit presentation of a via-point. This
type of gaze control has been reported in walking in natural terrain [25], in which a saccade directed
the gaze to a future point of foot placement about 1.5 ms in advance. In the present study, the LS (LSm)
was always followed by a fixated gaze until the cursor passed the area and the gaze points of LSm
were concentrated at a point with 40◦ or 0◦ phase lead depending on the rotation direction where the
positional variance of the cursor reached a local minimum. These findings suggest that the gaze point
by LSm is directed to close to an internally set via-point. These points were set in working coordinates,
i.e. external coordinates because the local minimum points of the variance of the cursor were more
or less consistent irrespective to the start point of the drawing movement. LSm was observed in
the monkey that executed less precise control of the hitting task, suggesting that the skillful monkey
regarded the circle-drawing movement as single segment of movement and the less skillful monkey
divided the movement into multiple segments setting via-points.

4.2. The Saccades and the Control Model of an Arm Movement

An optimal feedback control model was proposed as one for pointing or reaching arm
movements [26] and has successfully explained various characteristics of those behaviors [27–30].
According to the model, an optimal controller produces a control input to muscles based on the
estimated state of an arm, i.e., a predicted online state that may be corrected by observed information.
Furthermore, a forward model generates the predicted state using the control input. Thus, the optimal
controller is able to serve as a controller for a segmental movement, and to control an object even
without feedback information if the forward model is accurate and precise enough.

Based on the minimum intervention principle of the model, it predicts that variance of trajectories
of movement becomes minimum at an aimed point, i.e. a via-point in multiple segmental movement.
Therefore, the local minimum points of the variance of the cursor in the circle-drawing task can be
reasonably regarded as a via-point. In the case of movements that are more complicated than the
circle-drawing, it is possible that the brain internally sets via-points [3] toward which LS directs
an individual’s gaze and, in turn, sequentially feeds information to some type of neurological
optimal controller.

The model does not inherently implement a mechanism that adaptively changes the forward
model depending on a change of a control object. Since there has been accumulated evidence suggesting
that the brain can adaptively change its feedforward control signal depending on a change of an
environment [31–34], the forward model in the brain must adaptively changes. For the adaptive change
of the forward model, some types of CS, e.g., CSd in the hitting task and CSt in the circle-drawing task
may provide visual information.
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Finally, a higher-level mechanism that governs the way of adaptation or learning has been proposed
as meta-learning, which is mainly investigated in the framework of reinforcement learning [35,36].
An apparent different strategy to the drawing task found in two subjects in the present study might be
a resultant outcome of a kind of meta-learning because the subjects had acquired the skill to perform
the task through a reward-based training process. If this is the case, we suggest that precision or
reliability of the forward model should be considered as an important factor to determine a strategy in
the meta-learning. In other words, a more reliable forward model may lead to a strategy to perform a
complex movement with a smaller number of moment segments.
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