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Polymers play a key role in our daily lives. Natural polymers include proteins, cellulose, nucleic
acids, lignin, natural rubber, and wood resins. Examples of manmade polymers are synthetic rubbers
and plastics. To describe polymer properties, processes and reactions mathematically, phenomena at
different length and time scales should be accounted for. The length scales are from angstrom to meter,
and the time scales are from femtosecond to hour. The wide ranges of the scales require the use of an
appropriate modeling method or a combination of appropriate methods. Examples of the methods are:
quantum chemical/mechanical methods such as density functional theory (electronic scale); molecular
dynamics and Monte Carlo (molecular scale); dissipative particle dynamics, Brownian dynamics, and
lattice Boltzmann method (microscopic scale); dissipative particle dynamics and field theoretic polymer
simulation (meso scale); and control volume methods and finite element (macroscopic scale) [1–3].

This Special Issue on “Computational Methods for Polymers” includes five articles on the
mathematical modeling of polymers, polymer processes and polymerization reactions. The methods
used include Monte Carlo simulations, macroscopic-scale modeling, and electronic-scale modeling.
These articles are then followed by three on state and parameter estimation, one on model-based
control of a molding process, and one on the operability analysis of a polymer membrane reactor. Next,
there are three articles on macromolecular structural properties. The Special Issue then ends with
two articles, one on the impact, spreading and rebound of a droplet, and the other on the impacts of
branching and backbiting reactions on pulsed laser polymerization (PLP).

The first article is on how to produce hyperbranched (HB) polymer architectures in reactors.
Tobita [4] studied the fundamental structural characteristics of polymer chains formed in representative
types of reactors. In particular, he investigated irreversible step growth polymerization of an AB2 type
monomer in a batch and a continuous stirred-tank reactor (CSTR) via Monte Carlo simulations. The
simulation results revealed that in a CSTR, a highly branched core region consisting of units with large
residence times is formed to give much more compact architecture compared to batch polymerization.

Atan et al. [5] review mathematical models developed for olefin polymerization processes.
Their review covers coordination and free-radical mechanisms in different types of reactors such as
fluidized bed, horizontal-stirred-bed, vertical-stirred-bed, and tubular. They present guidelines for the
mathematical modeling of gas-phase olefin polymerization processes.

Riazi et al. [6] consider more than 40 reactions that are most likely to occur in high-temperature
free-radical homopolymerization, and derive moment rate equations for the reactions methodically.
Using a step-by-step approach based on the method of moments, their article guides the reader to
determine the contributions of each reaction to the production or consumption of each species as well
as to the zeroth, first and second moments of chain-length distributions of live and dead polymer
chains, in order to derive the overall rate equation for each species, and to derive the rate equations for
the leading moments of different chain-length distributions.

Zaccaria et al. [7] used electronic-scale modeling (density functional theory [DFT]) to study four
Cl/Me substituted [ONNO] Zr-catalysts for ethene/α-olefin polymerization. They found that replacing
electron-donating methyl with isosteric but electron-withdrawing chlorine substituents results in a
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significant increase in comonomer incorporation. Using DFT, they explored the steric and electronic
properties of the ancillary ligand and found that the relative reactivity ratios are mainly determined by
the electrophilicity of the metal center. They report that electronic effects observed in these catalysts
affect the relative barriers for insertion and a capture-like transition state.

Darvishi et al. [8] use electronic-scale modeling to study undesired polymerization of styrene
during distillation, storage, and transportation. They apply DFT and carried out laboratory experiments
to study the antipolymer and antioxidant activity of stable nitroxide radicals and phenolics in styrene
polymerization. They report that 2,6-di-tert-butyl-4-methoxyphenol, 2,6-di-tert-butyl-4-methylphenol,
4-hydroxy-2,2,6,6-tetramethyl piperidine 1-Oxyl, and 4-oxo-2,2,6,6-tetramethylpiperidine 1-Oxyl are
the most effective inhibitors for styrene.

Lathrop et al. [9] report an experimental and theoretical/computational study on modeling
and monitoring reversible addition–fragmentation chain–transfer (RAFT) polymerization of methyl
methacrylate. They carry out parameter estimation to determine RAFT reaction rate coefficients and
an initiator efficiency from in-situ 1H NMR and SEC experimental data. Based on their model, they
implement a multi-rate multi-delay observer that include an inter-sample predictor and a deadtime
compensator. Their results show that the multi-rate multi-delay observer has satisfactory convergence
after a few sampling periods.

Salas et al. [10] present a data-driven strategy for the online estimation of important kinetic
parameters in copolymerization of ethylene. The kinetic parameters are chosen based on a global
sensitivity analysis. The retrospective cost model refinement algorithm is adapted and implemented to
estimate the kinetic parameters in real time. The results demonstrate that the estimates of the kinetic
parameters converge to theoretical values of the parameters without requiring prior knowledge of the
polymerization model or the theoretical parameter values.

Scott et al. [11] revisit five terpolymerization studies and estimate the ‘ternary’ reactivity ratios.
They compare previously determined binary reactivity ratios and newly estimated ‘ternary’ reactivity
ratios for several systems. They discuss the advantages and challenges associated with ‘ternary’
reactivity ratio estimation.

Garg et al. [12] present a method of uniquely specifying and robustly achieving user-specified
product quality in a complex industrial batch process. They demonstrate this method using a lab-scale
uni-axial rotational molding process. The method involves data-driven modeling (subspace state-space
model) and model predictive control, and is able to reject raw material variation and achieve product
quality which is specified through constraints on quality variables. Results from these experimental
studies demonstrate the capability of the proposed method in meeting process specifications and
rejecting raw material variability.

Bagalkot et al. [13] present case studies on performing polymer rapid tooling inserts and observing
different failures over the life of the tool. They identify critical parameters affecting tool life, and the
effect of those parameters on different areas of the tool. They categorize modes of the different failures
and the underlying mechanisms including the root causes.

Intensified process units such as polymer membrane reactors pose unique challenges pertaining
to design and operation that have not been fully addressed. Bishop and Lima [14] present an approach
for modeling membrane reactors. Their model allows for the simulation of polymer membrane reactors
under nonisothermal and countercurrent operation. This article demonstrates how operability analyses
can be used to identify areas of improvement in membrane reactor design.

Topological indices have been computed for various molecular structures. They are numerical
invariants associated with molecular structures and are helpful in that they feature many properties.
Among these molecular descriptors, the eccentricity connectivity index is of great importance due to
its relationship with pharmaceutical properties. Zheng et al. [15] calculate eccentric connectivity, total
eccentricity connectivity, augmented eccentric connectivity, first Zagreb eccentricity, modified eccentric
connectivity, second Zagreb eccentricity, and the edge version of eccentric connectivity indices for the
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molecular graph of a polyethyleneamidoamine dendrimer. They also calculate explicit representations
of the polynomials associated with some of these indices.

Dendrimers are branched organic macromolecules with successive layers of branch units
surrounding a central core. The molecular topology and the irregularity of their structure plays
a central role in determining structural properties like enthalpy and entropy. Hussain et al. [16]
determine irregularity indices that are based on the imbalance of edges, for the molecular graphs
associated with some general classes of dendrimers. They also provide graphical analyses of these
indices for the dendrimers.

In many applications, knowledge on the irregularity of a molecular structure is of importance.
The irregularity provides quantitative information on structure–property relationships and
structure–activity relationships as well as various physical and chemical properties. Zhao et al. [17]
present a study on the computation and comparison of the irregularity measures of different classes
of dendrimers. Their investigation focuses on four irregularity indices; the σ irregularity index, the
irregularity index by Albertson, the variance of vertex degrees, and the total irregularity index.

Tembely et al. [18] present a mathematical model based on physical principles to simulate droplet
impact, spreading, and eventually rebound of a viscoelastic droplet. Their simulations are based on
the volume of fluid method in conjunction with a dynamic contact model accounting for the hysteresis
between the droplet and substrate. They report that while the kinematic phase of droplet spreading
seems to be independent of both the substrate and fluid rheology, the recoiling phase are highly
influenced by those operating parameters. Their model can be used to optimize 2D/3D printing of
complex fluids.

In PLP, the behavior of the degree of branching and backbiting reactions has not been
well-understood yet at high laser frequencies and at relatively high reaction temperatures due
to the inherent difficulties in the determination of the degree of branching of polymers. Hamzehlou
et al. [19] evaluate the validity of different explanations of the recovery of PLP-molar mass distribution
at high laser frequencies using a simulation study. They show that the reduction in the backbiting
reaction rate at a high laser frequency, and the consequent decrease in the degree of branching, are not
a necessary condition for recovering the PLP-molar mass distribution.

I would like to thank all the contributors for their contributions to this Special Issue, and Processes
for supporting this issue.

Conflicts of Interest: The author declares no conflicts of interest.
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Abstract: Design and control of hyperbranched (HB) polymer architecture by way of reactor operation
is key to a successful production of higher-valued HB polymers, and it is essential in order to clarify
the fundamental structural characteristics formed in representative types of reactors. In this article,
the irreversible step growth polymerization of AB2 type monomer is investigated by a Monte Carlo
simulation method, and the calculation was conducted for a batch and a continuous stirred-tank
reactor (CSTR). In a CSTR, a highly branched core region consisting of units with large residence times
is formed to give much more compact architecture, compared to batch polymerization. The universal
relationships, unchanged by the conversion levels and/or the reactivity ratio, are found for the
mean-square radius of gyration Rg2, and the maximum span length LMS. For batch polymerization,
the g-ratio of Rg2 of the HB molecule to that for a linear molecule conforms to that for the random
branched polymers represented by the Zimm-Stockmayer equation. A single linear equation
represents the relationship between Rg2 and LMS, both for batch and CSTR. Appropriate process
control in combination with the chemical control of the reactivity of the second B-group promises to
produce tailor-made HB polymer architecture.

Keywords: hyperbranched; Monte Carlo simulation; radius of gyration; span length; continuous
stirred-tank reactor

1. Introduction

Hyperbranched (HB) polymers are specialty polymeric materials, possessing compact architecture,
a vast number of end groups that can be functionalized, and specific space inside the molecule.
A wide variety of potential applications have been and are being developed [1]. The HB polymers
are macromolecules in between deterministic linear chains and dendrimer structures [2], and their
properties are influenced significantly by their detailed branched architecture. The prediction and
control of HB architecture is essential to produce higher quality polymers, which opens up a challenging
field for the chemical engineers to develop novel production processes.

Basic chemical reaction engineering textbooks emphasize the importance in clarifying the
fundamental chemical behavior in three representative reactor types; batch reactor, plug flow reactor
(PFR), and continuous stirred-tank reactor (CSTR) [3]. Ideally, a PFR is equivalent to a batch reactor by
changing the reaction time to the residence time. In this article, the differences in branched architecture
formed in a batch reactor and a CSTR are considered.

For the synthesis of HB polymers consisting of tri-branched monomeric units, the two major
chemical methods used are step growth polymerization of AB2-type monomer and self-condensing
vinyl polymerization (SCVP). The former is a classical synthetic route originally considered by
Flory [4], but recent development in polymer chemistry has made it possible to change the chemical

Processes 2019, 7, 220; doi:10.3390/pr7040220 www.mdpi.com/journal/processes5
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reactivity of the second B group freely [5], and has established the chemical control method for the
branching frequency.

Figure 1 shows the reaction scheme of the step growth polymerization of AB2 type monomer,
considered in this article. In the figure, T is the terminal unit with both B’s being unreacted, L is the
linearly incorporated unit with one of two B’s being reacted, and D is the dendritic unit in which both
B’s have reacted. The reaction rate constant, kT is for the reaction between an A group and a B group in
T, while kL is for the reaction between A and B in L. The reactivity of the second B group is represented
by the reactivity ratio, r defined by:

r = kL/kT (1)

Figure 1. Reaction scheme for the step growth polymerization of AB2 type monomer.

The magnitude of r can be changed from 0 to infinity at will [5] by using appropriate chemical
systems. For instance, it is possible to produce HB polymers with 100% degree of branching (DB,
the exact definition will be given shortly), but the quasi-linear polymer can also be produced even with
DB = 1, as illustrated earlier [5]. Process control in combination with chemical control is needed to
synthesize well-designed HB polymers.

In this theoretical study, the branched molecular architecture is investigated by using a Monte
Carlo (MC) simulation method proposed earlier for a batch reactor [6,7] and for a CSTR [8,9]. In the
MC simulation, the structure of each HB polymer can be investigated, and any desired structural
information could be extracted. Figure 2 shows an example of HB polymer generated in the present
MC simulation for a CSTR. In Figure 2, FP means the focal point unit that possesses an unreacted A
group. Note that in the ring-free model employed in this article, there is only one unit in a molecule
that bears unreacted A group.

 
Figure 2. Schematic representation of a hyperbranched (HB) polymer molecule generated in the present
Monte Carlo (MC) simulation for a continuous stirred-tank reactor (CSTR). The tri-branched clusters
are shown by the red closed curves, and the T units with a star show the end units for the maximum
span length.

This article is aimed at establishing the most fundamental characteristics of HB polymers formed
based on the ideal chemical kinetics, and the non-idealities, such as cyclization and shielding [10] are
not considered. Both cyclization and shielding depend heavily on the 3D architecture, and it is of
prime importance to establish the ideal architecture first. As for the cyclization, only one ring per
molecule is allowed. Because smaller rings have a better chance of being formed [11], the effect on the
global architecture of large polymers, which is of major interest in this article, may not be significant.

6
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On the other hand, the shielding effect depends on the crowding of the 3D architecture, and inferences
on crowding could be obtained from the present type of structural investigation.

One of the most simple and fundamental information of the HB architecture is the degree of
branching (DB). The DB of an HB polymer was originally defined by [12]:

DB =
T + D

P
=

2D + 1
P

(2)

where P is the degree of polymerization (total number of units in a polymer molecule), i.e., P = T + D
+ L. Note that every time the L-type unit is converted to D, the number of T units increases by one,
and therefore, the relationship, T = D + 1 always holds true for any HB architecture, as long as the ring
formation through the intramolecular reaction between the focal point A group and the unreacted B
group in the same molecule is neglected.

When there are no L units, such as for the perfect dendron, DB = 1. With the definition given by
Equation (2), however, DB cannot go down to 0 because linear polymer structure always possesses one
T unit at its tail. To avoid this problem, at the same time, to make balanced comparison with the HB
polymers synthesized via SCVP in which the focal point is always the L-type, the following definition
for the DB was proposed [6].

DB =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
2D/(P− 2) when FP isL, with P > 3
2(D− 1)/(P− 3) when FP is D, with P > 3
0 for P ≤ 3

, (3)

where FP means the focal point. In this article, DB defined by Equation (3) is used. For the case of the
HB polymer shown in Figure 2, P = 27, D = 10, and the FP is the D-type, the DB is calculated to be
DB = (2)(9)/(24) = 0.75. Obviously, the DB of large polymers, i.e., with P >> 1, is given by DB � 2D/P,
in either type of definition.

Figure 3 shows the relationship between the values of DB and P for batch polymerization with
r = 1 when the conversion of A group is xA = 0.9. The figure was prepared using the unpublished data
obtained in the investigation reported earlier [6]. In the figure, each red dot shows a pair of values,
DB and P, for each polymer molecule generated in the MC simulation. The circular symbols with a
blue line show the average DB within each intervals of P, which shows the expected DB for the given
P-value, DB(P). The DB-value converges to DBinf, as the degree of polymerization P increases, i.e.,
for large polymers. On the other hand, the black broken line shows the magnitude of average DB of the
whole reaction system. It is clearly shown that the values of DB are distributed around DBinf, rather
than the average DB of the whole system, and DBinf is larger than the average DB. These characteristics
hold true irrespective of the magnitude of reactivity ratio r, not only for a batch reactor [7] but also
for a CSTR [8,9]. In this article, the HB architecture of large polymers, for which DB(P) has reached a
constant value DBinf, is investigated in detail, both for a batch reactor and a CSTR.

An interesting characteristic of DBinf is that the magnitude of DBinf is essentially kept constant,
irrespective of the conversion level for a given reactivity ratio r, both for a batch reactor [6,7] and
for a CSTR [8,9]. Note that the average DB of the whole reaction system increases with conversion,
but DBinf does not change. The value of DBinf can be estimated by the reactivity ratio r, as shown in
Figure 4. Obviously, DBinf = 1 for the cases with r =∞, both for batch and CSTR, but the value of DBinf

for a CSTR is always larger than that for a batch reactor, as long as r is finite. Incidentally, analytic
relationship between DBinf and r was established previously [6,7], and a smooth curve was drawn
for batch polymerization in Figure 4. On the other hand, a general equation for a CSTR has not been
reported, and five data points reported in the earlier publication [9] were plotted and connected.
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Figure 3. Relationship between degree of branching (DB) and P for batch polymerization with r = 1 at
the conversion level of A, xA = 0.9. Similar figures can be found in the earlier publications for a batch
reactor [6,7] and for a CSTR [8,9].

Figure 4. Relationship between DBinf and r for batch and CSTR. Data points were taken from the earlier
publication [9].

Based on the structural information shown in Figure 2, it is possible to determine the 3D size,
represented by the mean-square radius of gyration under the unperturbed condition,

〈
s2
〉

0
. One of the

methods used to determine the value of
〈
s2
〉

0
is the Wiener index (WI) [13]. The WI is related with〈

s2
〉

0
through the following relationship [14],

〈
s2
〉

0

l2
=

WI
N2 , (4)

where l is the random walk segment length, and N is the number of such segments in the polymer
molecule. N is related with P through N = P/u, where u is the number of monomeric units in a segment.
In the previous investigation [6–9], as well as the present article, u = 1 is used. Define Rg2 by the
following equation,

Rg2 =
WIu=1

N2 , (5)

where WIu = 1 is the value of WI when u = 1. Rg2 is the value of
〈
s2
〉

0
normalized by the squared

monomer-unit length, and is proportional to
〈
s2
〉

0
, at least for large polymers, P >> 1. Note that Rg2 is

equal to the value of u
〈
s2
〉

0
/l2, which is unchanged irrespective of the magnitude of u, as long as the

number N of steps is large enough.
Figure 5 shows the expected Rg2 of the polymer molecule whose degree of polymerization is P for

batch polymerization with the reactivity ratio, r = 1. As shown in the figure, the relationship between
Rg2 and P does not change with the progress of conversion, xA [6,7]. The curve moves to smaller Rg2,
as the reactivity ratio r is increased [7]. However, even with r =∞ for which DB = 1, Rg2 is much larger
than that for the perfect dendron [7], which is shown by the black curve in Figure 4. For large polymers,
the power law Rg2 ~ P0.5 is valid, irrespective of the magnitude of r [6,7]. The power exponent, 0.5 is
the same as for the random branched polymers, represented by the Zimm-Stockmayer equation [15].
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In this article, the universal relationship concerning Rg2, that is independent of r, will be reported, and
the relationship with the Zimm-Stockmayer equation will be discussed quantitatively.

Figure 5. Expected Rg2-values of the polymers having P for batch polymerization with r = 1. Redrawn
by using the data reported earlier [6].

For a CSTR, the variance of Rg2 for large polymers is quite large. It is not perfectly clear, but the
relationship between Rg2 and P does not change significantly, even when the steady state conversion
level is changed [8,9]. It was clearly demonstrated that a CSTR produces polymers with much smaller
Rg2 compared with batch polymerization, even when the value of DBinf is deliberately set to be the
same for both types of reactors [8]. In this article, the reason for obtaining much more compact
architecture in a CSTR is explored by considering the properties of the largest tri-branched cluster
in a polymer molecule. The tri-branched clusters are shown by the group of D units surrounded by
the red closed frames in Figure 2, and the largest cluster for this example consists of six units. Note
that although the focal point unit is the D type, it is connected to only two other units and it is not
considered as a tri-branched unit. A universal relationship concerning Rg2, independent of the steady
state conversion level, will also be reported for a CSTR.

Another structural information investigated in this article is the maximum span length, LMS. Here,
the span length refers to the distance in the monomeric units [16], and LMS is equivalent to the longest
end-to-end distance [17]. In the case of HB polymer shown in Figure 2, LMS = 12, which is the distance
between the units with a star. There are two routes having LMS = 12, starting from the unit with a
star to the unit with star 1 or 2. Interesting universal relationships will be reported for the magnitude
of LMS.

In this article, the HB architecture formed in a batch and a CSTR is compared and discussed,
by investigating the properties of the largest tri-branched cluster, and the magnitudes of Rg2 and LMS.
For Rg2 and LMS, the universal relationships are sought. Note that the universal relationships reported
so far for Rg2 are with respect to the conversion level, and they change with the reactivity ratio r. In this
article, further unification is explored.

2. Methods

The MC simulation method proposed earlier for batch polymerization [6,7], and that for a
CSTR [8,9] were used to determine the branched architecture, as shown in Figure 2. This MC simulation
method is based on the random sampling technique [18,19], and the polymer molecules were selected
from the final product on a weight basis. The whole molecular architecture of each selected molecule
was reconstructed by strictly following the history of branched structure formation. By generating
a large number of polymer molecules in the simulation, the statistical properties were determined
effectively. In the present investigation, the structural properties of large sized polymer molecules are
highlighted, and 104 polymer molecules with P > 50 were collected to determine statistically valid
estimates. The reactivity ratios investigated were r = 0.5, 1, 2, 5, and∞.
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For a CSTR, the polymerization behavior at steady state is fully described by the reactivity ratio
r and the dimensionless number ξ, sometimes referred to as the Damköhler number for the second
order reaction, defined by:

ξ = kT[A]0t, (6)

where [A]0 is the initial concentration of A group, or equivalently, the initial monomer concentration,
and t is the mean residence time [3]. The HB polymer shown in Figure 2 was generated for a CSTR
with the condition, r = 2 and ξ = 0.35. The conversion of A group, xA increases with ξ. To set the value
of ξ corresponds to fixing the steady state conversion level, xA.

For a CSTR, it was found that the weight-average molecular weight cannot reach the steady state
for large t cases [8,9], and similar behavior was also reported for the SCVP [20,21] which is another
route to synthesize HB polymers. The upper limit ξ-values above which the weight-average molecular
weight cannot reach the steady state for a given reactivity ratio r was shown graphically in the earlier
publication [9]. For example, the upper limit value of ξ is ξUL = 0.5 for r = 1, and ξUL = 0.25 for r =∞.
In the present investigation, the MC simulations were conducted for the cases with ξ ≤ ξUL.

The WI was calculated for each polymer molecule generated in the MC simulation, by setting up
the distance matrix, {dij}, where dij is the distance in the number of monomeric units between the ith
and jth unit. The WI when u = 1 is given by [13,14]:

WIu=1 =
1
2

P∑
i=1

P∑
j=1

dij. (7)

The maximum span length, LMS was determined by finding the largest value of dij in the
distance matrix.

The statistical properties of various types of clusters in HB polymers were determined from the
structural information, shown in Figure 2.

3. Results and Discussion

3.1. Largest Cluster of Tri-Branched Units

A CSTR produces much more compact HB polymers, compared with batch polymerization,
as reported earlier [8,9]. First, the reason for this is explored by considering the size of the largest
tri-branched cluster.

Figure 6 shows the relationship between the number of units PLC belonging to the largest cluster
and the number P of units in the polymer molecule (degree of polymerization). Each dot shows a
set of values for each polymer molecule generated in the MC simulation. For a CSTR, the cases with
ξ = ξUL are shown in the figure, while xA = 0.95 for batch polymerization. General characteristics
were the same for the other reaction conditions. For a CSTR, the largest cluster size PLC increases
with P, and a very large tri-branched cluster exists in a large polymer molecule. On the other hand,
the size of the largest cluster does not increase significantly for batch polymerization, except for r =∞.
With r =∞, all units other than the peripheral T units and a focal point are tri-branched units, and the
largest cluster size is essentially proportional to P with PLC ≈ 0.5P. Except for r =∞, the existence of a
large cluster of tri-branched units is an important characteristic of polymers formed in a CSTR, while a
large number of small-sized clusters are formed in batch polymerization. It is reasonable to consider
that the dimension is smaller for the HB polymers formed in a CSTR. The cases with r = ∞ will be
discussed later, and consider the properties of various types of clusters for the cases with the reactivity
ratio, r ≤ 5 first.
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Figure 6. Relationship between the number PLC of units belonging to the largest cluster and the degree
of polymerization P. (a) r = 1; ξ = 0.5 for CSTR, and xA = 0.95 for batch. (b) r = 5; ξ = 0.306 for CSTR,
and xA = 0.95 for batch. (c) r =∞; ξ = 0.25 for CSTR, and xA = 0.95 for batch.

The largest tri-branched cluster consists of units whose residence times are different. In the case of
the HB polymer shown in Figure 2, the largest tri-branched cluster consists of six units, and in general,
the residence time of each unit is different. This kind of detailed information cannot be obtained in
experiments, but can be determined in a straightforward manner in the present MC simulation method.

The average residence time of the units belonging to the largest tri-branched cluster is calculated,
and is plotted as a red dot in Figure 7. In the same figure, the average residence time of all units in
each polymer molecule, as well as that of the peripheral T units, is also shown. Here, the residence
time is represented by the dimension residence time defined by [3]:

θ = t/t. (8)

Figure 7. Average residence time of the units in the largest tri-branched cluster (red), of all units (green),
and of the peripheral T units (blue) in each polymer molecule for the cases with r = 1. (a) ξ = 0.4, and
(b) ξ = 0.5.
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The average residence time approaches a constant value for all three types of units, as the molecular
weight (MW) of the polymer increases. The constant value for each type of units decreases as the
ξ-value, or equivalently, as the conversion level increases. At steady state for a given value of ξ,
the convergent residence time shown by the black line is large for the largest cluster (red), which
means that the largest cluster tends to be formed by connecting the units with larger residence times.
On the other hand, the peripheral T units consist of units with smaller residence times. It would be
reasonable to consider that there exists a gradient in the residence time distribution of units within
an HB polymer. The core cluster of tri-branched region consists of units with large residence times,
and the residence time of the units decreases toward the peripheral T type units. This tendency in
the residence time distribution would be the reason for forming a compact architecture in a CSTR,
compared with batch polymerization.

For the cases with r = ∞, a higher order tri-branched cluster is considered to differentiate the
structure formed in batch and CSTR. Define the second order tri-branched cluster as a group of
tri-branched units with all three bonds being connected to the tri-branched units, as shown by the
regions enclosed by the blue broken curves in Figure 8. The largest group is named as the largest
tri-branched cluster of the second order, and the number of units in such a group is represented by
PLC,2. In the present example shown in Figure 8, PLC,2 = 2.

 

Figure 8. Example of the hyperbranched polymer architecture generated in the present MC simulation
for a CSTR with r =∞ and ξ = 0.2. The tri-branched clusters of the first order are represented by the
groups enclosed by the red broken curves, while the tri-branched clusters of the second order by the
blue broken curves. For this polymer, P = 43, D = 21, and DB = 1.

Figure 9 shows the relationship between PLC,2 and P for batch and CSTR with r =∞. For a CSTR,
ξ = ξUL = 0.25, and xA = 0.95 for batch polymerization. In the case of a CSTR, PLC,2 increases with P,
and therefore, a very large tri-branched cluster of the second order exists in a large polymer molecule.
On the other hand, it does not increase significantly for batch polymerization, which means a large
number of smaller-sized tri-branched clusters of the second order are formed. The smaller Rg2 obtained
for a CSTR could be understood from the significant differences in the magnitude of PLC,2.

Figure 10 shows the average residence times for various types of units, as a function of P. Again,
the average times of each type of units reach constant values for large polymers. The largest tri-branched
cluster of the second order consists of units having very large residence times, while the units with
smaller residence times tend to be the peripheral T units. There seems to exist a gradient in residence
time distribution from the core region to the peripheral units. In a CSTR, a large core tri-branched
cluster region is formed, which makes the architecture much more compact, compared with batch
polymerization, also for the case with r =∞.

In this section, it was shown that the branched architecture can be controlled by the residence
time distribution. To form a core region is key to produce compact architecture. Obviously, the slow
monomer addition method [22–24] is another way to form a core region to obtain compact architecture.
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On the other hand, if one needs looser structure, the core formation should be avoided. The structural
control by using the tanks-in-series process was also discussed previously [25].

Figure 9. Relationship between the number PLC,2 of units belonging to the largest cluster of the second
order and the degree of polymerization P, for a batch and a CSTR with r =∞. ξ = 0.25 for CSTR, and
xA = 0.95 for batch.

Figure 10. Average residence time of the units in the largest tri-branched cluster of the second order
(black dots), of the units in the largest tri-branched cluster of the first order (red), of all units (green),
and of the peripheral T units (blue) for the cases with r =∞. (a) ξ = 0.2, and (b) ξ = 0.25.

3.2. Radius of Gyration and Maximum Span Length

Both Rg2 defined by Equation (5) and the maximum span length LMS exemplified in Figure 2 are
the characteristic factors describing the spatial size of an HB polymer. In this section, the universal
relationships concerning Rg2 and LMS are explored both for a batch (Section 3.2.1) and a CSTR
(Section 3.2.2).

3.2.1. Batch Polymerization

Figure 11 shows the MC simulation results for the relationship between Rg2 and P with r = 1
at xA = 0.95. Each red dot represents a set of Rg2 and P, generated in the MC simulation. Note that
the data were collected for P > 50 to clarify the statistical properties of large polymers, where DB(P)
has reached a constant value, DBinf. Blue circular symbols show the averages within ΔP fractions,
and therefore, the blue line connecting these points represents the expected Rg2-value for a given P.

Figure 12 shows the expected Rg2-values that correspond to the blue curve in Figure 11 for various
combinations of the reactivity ratio r and conversion xA. The curve for the expected Rg2-value does not
change with the conversion level xA, and becomes smaller as the reactivity ratio r increases, as already
reported earlier [6,7].
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Figure 11. Relationship between Rg2 and P with r = 1 and xA = 0.95 for batch polymerization.

Figure 12. Relationship between Rg2 and P with various r-values at xA = 0.95 (filled circle), 0.9 (open
circle), and 0.7 (cross) for batch polymerization.

The contraction parameter, the ratio g of mean-square radius of gyration of the branched molecule
to that for a linear molecule is given by [15]:

g =

〈
s2
〉

0,br〈
s2〉

0,lin

∣∣∣∣∣∣∣∣
sameP

=
Rg2

br

Rg2
lin

∣∣∣∣∣∣∣
sameP

=
6Rg2

br

P
, (9)

where the subscript “br” is for the branched polymer, and “lin” is for linear polymer. Note that Rg2 is
the defined by Equation (5), and therefore:

Rg2
lin =

P
6

. (10)

Figure 13 shows the relationship between g and DBinfP/2. The value of DBinf is a constant for a
given reactivity ratio, and the value of DBifP/2 is equal to the average number nb of branch points per
molecule for large polymers. Note that DB = 2D/P for large polymers, and nb= DBinfP/2. Because the
Rg2-value for a given P, as well as the magnitude of DBinf, is the same at any conversion level xA,
the calculated results for xA = 0.95 with various r’s are shown in Figure 13. All points fall on a single
curve, showing a universal relationship, independent of xA and r.

For the random branched polymers, the g-ratio is represented by the following Zimm-Stockmayer
equation [15]:

g =
[
(1 + nb/7)

1
2 + 4nb/9π

]− 1
2
. (11)

where nb is the average number of branch points per molecule.
Figure 14 shows the comparison with the Zimm-Stockmayer equation by using nb = DBinfP/2,

which shows an excellent fit. It is suggested that the HB architecture formed in a batch polymerization
is random branch, irrespective of the magnitude of reactivity ratio, r. In batch polymerization,
the probability that a randomly selected unit from the final product is the D type unit is the same for all

14



Processes 2019, 7, 220

units [6,7], and therefore, it is reasonable to obtain HB polymers with random branched architecture.
On the other hand, in the case of a CSTR, the probability for a randomly selected unit from the final
product being the D type unit is larger for the units with longer residence time, leading to a nonrandom
branched architecture, as discussed in the previous section.

Figure 13. Universal relationship between g and the average number of branch points in a polymer,
DBinfP/2 for batch polymerization.

Figure 14. Comparison with the Zimm-Stockmayer equation.

The value of DBinf for a given r can be calculated analytically [6,7], and Figure 4 shows the
calculated results graphically. Therefore, the value of Rg2 can be determined by using Equation (11) in
a straightforward manner, without conducting the MC simulation, for any combination of r and xA.

Next, consider the maximum span length, LMS. Figure 15 shows the MC simulation results for
the relationship between LMS and P with r = 1 and xA = 0.95 for batch polymerization. Each red dot
represents a set of LMS and P, generated in the MC simulation. Blue circular symbols show the averages
within ΔP fractions, and the blue line connecting these points represents the expected LMS-value for a
given P.

Figure 15. Relationship between LMS and P with r = 1 and xA = 0.95 for batch polymerization.
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Figure 16 shows the expected LMS-value for a given P, corresponding to the blue curve in Figure 15,
for various combinations of the reactivity ratio r and conversion xA. The curve for the expected
LMS-value does not change with the conversion level xA, and is a function of the reactivity ratio r.
The qualitative tendency is quite similar to Rg2.

Figure 16. Relationship between LMS and P with various r-values at xA = 0.95 (filled circle), 0.9 (open
circle), and 0.7 (cross) for batch polymerization.

Figure 17 shows the expected value of LMS/P for a given DBinfP/2. Because the LMS-value for a
given P, as well as the magnitude of DBinf, is the same at any conversion level xA, the calculated results
for xA = 0.95 with various r’s are shown in Figure 17. Note that the value of DBinfP/2 is equal to the
average number of branch points per molecule for large polymers. All data points fall nicely on the
same universal curve, as in the case of Rg2.

Figure 17. Universal relationship between LMS/P and the number of branch points in a polymer,
DBinfP/2 for batch polymerization.

Both Rg2 and LMS show a similar universal relationship, as shown in Figures 13 and 17. Now,
consider the relationship between Rg2 and LMS.

Figure 18a shows the relationship between Rg2 and LMS for r = 1 and xA = 0.95, which shows a
linear relationship. The blue line with circular symbols shows the expected Rg2 for a given LMS.

Figure 18. Relationship between Rg2 and LMS for batch polymerization with r = 1. (a) Raw data (red
dots) and the averages within ΔLMS, i.e., the expected Rg2-values, at xA = 0.95. (b) Expected Rg2 for a
given LMS with various conversion levels.
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Figure 18b shows the expected Rg2 at various conversion levels for r = 1. The plotted points
shown by the blue circular symbols are the same as those in Figure 18a. The relationship is essentially
unchanged by the conversion level, and the relationship fits reasonably well with:

Rg2 = 0.18LMS + 1. (12)

Figure 19 shows the expected Rg2 for a given LMS, for various combinations of xA and r. A linear
relationship seems to hold for any value of r. The black straight line shows the linear relationship
given by Equation (12). Although a slight discrepancy is observed in the cases of r = 5 and ∞ for
large polymers, the data points are well correlated with Equation (12). Equation (12) is the universal
relationship between Rg2 and LMS, applicable to any combination of r and xA in batch polymerization.

Figure 19. Universal relationship between Rg2 and LMS for batch polymerization with various
combinations of r and xA. (a) r = 0.5, (b) r = 2, (c) r = 5, and (d) r =∞.

For the SCVP, the relationship, Rg2 = 0.18 LMS + 0.6 was reported both for a batch and a CSTR [26].
The proportional coefficient, 0.18 is the same as Equation (12), and the constant term is very close.

For linear polymers, LMS is equal to P, and the following equation is valid for large polymers:

Rg2 = LMS/6 � 0.167LMS. (13)

Note that Rg2 is the mean-square radius of gyration when each monomeric unit is considered as
the random walk segment.

In the case of linear polymers, there is no contribution to Rg2 other than its own chain with
P = LMS. In the HB polymers, the chains other than the largest span chain can make a contribution
to increase the Rg2-value. The increase in the coefficient from 0.167 to 0.18 could be considered as
showing the degree of contribution from the other chains to the magnitude of Rg2.

For the perfect dendrons, on the other hand, the numerical calculation results are shown in
Figure 20, and the relationship for large LMS-values is given by:

Rg2 = 0.5LMS − 2. (14)

The proportionality coefficient changes from 0.167 for linear polymers to 0.5 for perfect dendrons,
and the HB polymers comes in between these two extremes. The value of 0.18 for the HP polymers is
closer to linear polymers, rather than that for perfect dendrons, which shows that the magnitude of Rg2
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is still mainly determined by the maximum span chain, and the contribution of the other chains is not
very significant. The exact physical meaning of the magnitude of coefficient is still an open question.
However, the linear relationship found here is of great interest.

For batch polymerization, the value of Rg2 can be determined analytically without MC simulation,
as discussed earlier. By using Equation (12), the magnitude of LMS can also be estimated in a
straightforward manner, without relying on the MC simulation.

Figure 20. Relationship between Rg2 and LMS for perfect dendrons, when the focal point is the L-type
(red circle) and the D-type (blue cross). For both cases, the relationship is represented by Equation (14)
for large polymers.

3.2.2. CSTR

In this section, basic characteristics of Rg2 and LMS are considered, as was done in the previous
section. For a CSTR, however, the variance of Rg2 for large polymer is quite large [8,9], and it is
difficult to determine the statistically valid expected Rg2-values for large polymers. Inspired by the
universal curve shown in Figure 13, the value of g-ratio defined by Equation (9) is plotted with respect
to the number of branch points in a polymer molecule, nb. Figure 21a shows the case with r = 1 at
ξ = 0.5. In the figure, each red dot indicates a set of values for the polymer molecule generated in
the MC simulation. With this type of plot, the variance of g for large polymers is rather small, and it
is straightforward to determine the expected g-ratio for a given nb, shown by the blue curve with
circular symbols.

Figure 21. Relationship between the g-ratio and the number nb of branch points in a polymer for a
CSTR with r = 1. (a) Each data point (red) and the expected g-value (blue), at ξ = 0.5. (b) The expected
g-ratio for ξ = 0.5, 0.45, 0.4, and 0.3.

Figure 21b shows the expected g-ratio at various values of ξ for the case with r = 1. The data
points fall on a single curve irrespective of the values of ξ, i.e., at any steady state conversion level.
The universal relationship between g and nb, unchanged by ξ, is confirmed also for the other r cases,
as shown in Figure S1 of Supplementary Materials.

Figure 22 shows how the universal curves, shown in Figure 21b and Figure S1, change with the
reactivity ratio r. Because the relationship does not change with ξ for a given r, the expected g-values
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at ξ = ξUL are shown in Figure 22. In order to magnify the small differences for smaller g-values,
the logarithmic scale plot was used for Figure 22b. Slight differences among curves are observed,
and the expected g-ratio is considered a very weak function of r. In particular, the change for r < 5 is
not very significant.

Figure 22. Expected g-ratio and nb for the HB polymers having nb branch points in a polymer with
various reactivity ratio r for a CSTR. The plotted values are at ξUL for each r. (a) Normal scale plot, and
(b) logarithmic scale plot for the y-axis.

In Figure 22, the g-ratio for the random branched polymers represented by the Zimm-Stockmayer
equation, Equation (11), is also shown by the red broken curve. It is clearly shown that the HB
architecture formed in a CSTR is much more compact than for the random branched polymers, i.e.,
for the HB polymers synthesized in a batch reactor.

Next, consider the maximum span length, LMS for the HB polymers formed in a CSTR. Figure 23a
shows the relationship between the weight fraction of the maximum span chain LMS/P and nb for
r = 1 with ξ = 0.5. Each red dot shows the individual data point, and the blue curve with circular
symbols shows the expected value of LMS/P for a given nb. Figure 23b shows the expected LMS/P
for various values of ξ, i.e., for different conversion levels at steady state. The expected values of
LMS/P do not change with ξ, and another universal relationship is found. The universal relationship
between LMS/P and nb, unchanged by ξ, is confirmed also for the other r cases, as shown in Figure S2
of Supplementary Materials.

Figure 23. Relationship between LMS/P and nb for a CSTR with r = 1. (a) Each data point (red) and the
expected LMS/P (blue), at ξ = 0.5. (b) The expected LMS/P for the HB polymers having nb branch points
in a polymer with ξ = 0.5, 0.45, 0.4, and 0.3.

Figure 24 shows how the universal curve changes with the reactivity ratio r. Again, the relationship
at ξUL is shown for each reactivity ratio. Figure 24a is the normal scale plot, which shows the differences
among the curves are rather small. To enlarge the differences for smaller LMS/P-values, the logarithmic
plot is used for the y-axis of Figure 24b, and it is shown that up to r = 5, the differences are rather small,
but the curve with r = ∞ shows slightly larger LMS/P-values. Similarly with the g-ratio for a CSTR,
the value of LMS/P is a very weak function of the reactivity ratio r.
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Figure 24. Relationship between LMS/P and nb for a CSTR with various reactivity ratios. The plotted
values are at ξUL for each r. (a) Normal scale plot, and (b) logarithmic scale plot.

Finally, consider the relationship between Rg2 and LMS, as was done for batch polymerization in
Figures 18 and 19, which showed a universal relationship, represented by Rg2 = 0.18LMS + 1.

Figure 25a shows the relationship between Rg2 and LMS for HB polymers formed in a CSTR
with r = 1 and ξ = 0.5, which shows a linear relationship. Figure 25b shows the expected Rg2 at
various ξ-values for r = 1. The relationship is essentially unchanged by the steady-state conversion
level. The black line represents the relationship given by Equation (11). Although a slight deviation
is observed for large values of LMS, overall agreement is satisfactory. Compared with Figure 18,
the absolute values of Rg2 and LMS are smaller for the case of CSTR, because of much more compact
architecture formed in a CSTR.

Figure 25. Relationship between Rg2 and LMS for a CSTR with r = 1. (a) Raw data and the averages
within ΔLMS, i.e., the expected Rg2-values, at xA = 0.95. (b) Expected Rg2 for various conversion levels.

The expected Rg2-values for various combinations of ξ and r are shown in Figure S3 of
Supplementary Materials. The universal relationship, represented by Equation (12), correlates
reasonably well, irrespective of the magnitude of ξ and r, and Equation (12) could be considered as a
universal relationship that holds for both batch and CSTR. Even though a CSTR leads to form much
more compact HB polymers, such difference in branched structure does not affect the relationship,
Rg2 = 0.18LMS + 1.

The physical meaning of the magnitude of proportionality coefficient is not clear at the present
stage, however, the proportionality coefficient, 0.18 is closer to that for linear polymers (0.167),
rather than for the perfect dendron (0.5). The perfect dendron suffers from the Malthusian packing
paradox [27] and cannot fit in the 3D space. Closer value to that for linear polymers may imply that
the structure does not suffer from the space dimensionality. In fact, the Rg2-value of the HB polymers
formed with r =∞ in a CSTR is still much larger than that for the perfect dendron [9].

For a CSTR, the value of DBinf for a given r is represented graphically in Figure 4. At least
approximately for large polymers, nb is estimated to be nb = DBinfP/2. Therefore, the magnitude of Rg2

can be estimated from Figure 22, and the value of LMS could also be estimated by using the relationship,
Rg2 = 0.18LMS + 1.
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Obviously, various non-idealities, notably the size and structural dependent reaction kinetics,
may need to be accounted for in a real system. The information concerning the 3D architecture obtained
for the present ideal condition could be used as a starting point for the discussion of such non-ideal
reaction kinetics, and the present results would provide a basis for the development of more realistic
models for the HB polymer formation.

4. Conclusions

The HB polymer architecture formed in a batch and a CSTR is investigated in detail, by using the
MC simulation method, proposed earlier [6–9]. In a CSTR, a highly branched core region consisting of
units with large residence times is formed to give much more compact architecture, compared with
batch polymerization for large polymers. The branched architecture can be controlled by the residence
time distribution.

For batch polymerization, the g-ratio, as well as LMS/P, shows a universal relationship with the
average number of branches per molecule, which is independent of conversion xA and reactivity ratio
r. The g-ratio follows the relationship given by the Zimm-Stockmayer equation [15], which shows that
the random branched structure is formed in batch polymerization.

For a CSTR, the g-ratio, as well as LMS/P, follows a universal relationship with the number of
branches in a polymer molecule, and the relationship is independent of ξ, but is a very weak function
of r.

It was found that the Rg2 is linearly correlated with LMS, represented by Rg2 = 0.18LMS + 1, both
for a batch and a CSTR, irrespective of the conversion level and reactivity ratio. The coefficient, 0.18 is
essentially the same as for an SCVP [26], and could be considered as a general characteristic of HB
polymer architecture. The coefficient is 0.167 for linear polymers, and is 0.5 for perfect dendrons.
The physical meaning of the coefficient is still not clear, but the value of 0.18 is closer to that for
the linear polymers, rather than the perfect dendron that cannot fit in the 3D space because of the
Malthusian packing paradox.

The HB polymer architecture can be controlled by the residence time distribution. Appropriate
process control in combination with the chemical control of the reactivity of the second B-group will
make it possible to produce HB polymers with well-controlled molecular architecture.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/7/4/220/s1,
Figure S1: Expected g-ratio for the HB polymers having nb branch points in a polymer for a CSTR with (a) r = 0.5,
(b) r = 2, (c) r = 5, and (d) r =∞, for various ξ-values, Figure S2: Relationship between LMS/P and nb for a CSTR;
(a) r = 0.5, (b) r = 2, (c) r = 5, and (d) r =∞, with various ξ-values, Figure S3: Universal relationship between Rg2

and LMS for a CSTR with various combinations of r and ξ. (a) r = 0.5, (b) r = 2, (c) r = 5, and (d) r =∞.
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Abstract: Mathematical modeling of olefin polymerization processes has advanced significantly,
driven by factors such as the need for higher-quality end products and more environmentally-friendly
processes. The modeling studies have had a wide scope, from reactant and catalyst characterization
and polymer synthesis to model validation with plant data. This article reviews mathematical models
developed for olefin polymerization processes. Coordination and free-radical mechanisms occurring
in different types of reactors, such as fluidized bed reactor (FBR), horizontal-stirred-bed reactor
(HSBR), vertical-stirred-bed reactor (VSBR), and tubular reactor are reviewed. A guideline for the
development of mathematical models of gas-phase olefin polymerization processes is presented.

Keywords: modeling; olefin; gas phase; kinetics

1. Introduction

Polyolefin or polyalkene, which is one of the most popular thermoplastic polymers, are formed
from the monomer of the alkene group, which possesses a double bond. The most common
monomers used to produce this polyolefin are ethylene and propylene. The polyolefin formed
through the polymerization of ethylene is either in the form of polyethylene (PE), high-density
polyethylene (HDPE), or low-density polyethylene (LDPE), and another type of polyolefin can be
produced through a similar procedure from the monomer propylene in the form of polypropylene (PP).
Meanwhile, copolymerization of these two monomers produces a polyolefin, which is in the form of
ethylene-propylene diene monomer (EPDM). These polyolefins are in high demand and widely used
in several sectors, such as automobiles, packaging, construction, and textiles. As reported by Szabó
(2015) [1], the annual consumption of polyolefin per capita in the European continent is expected to
increase significantly from 88 kg per person in 2015 to 120 kg per person in 2030 with an increment
of 36 percent. Figure 1 summarizes the total consumption per capita in three parts of the European
continent for the years 2015, 2020, and 2030.

As shown in Figure 1, Western European countries such as France, Italy, and the United Kingdom
are considered to be the biggest consumers of this polyolefin compared with their neighbors located
in central and Eastern Europe. This is due to the localization of several polyolefin industries, such as
SO.T.AC SRL and Montello SPA in Italy, Borgeois in France, Vital Parts Ltd. in the United Kingdom,
and Warm-On Gmbh, and Co.Kg in Germany. In regard to this high demand for polyolefins, the
performance of the current polymerization process needs to be reviewed and improved, starting from
the selection of monomers and catalyst up to the production of end products.

Processes 2019, 7, 67; doi:10.3390/pr7020067 www.mdpi.com/journal/processes23
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Figure 1. Total consumption per capita in European continent [1].

Much effort has been made by previous researchers to improve this olefin polymerization in
the gas phase by reviewing different aspects, such as the thermodynamic properties, the operational
conditions, the chemical processing, the reaction mechanism, the catalyst used in the polymerization
reaction, and the properties of the end products. Table 1 summarizes the reviews that have been
carried out previously on different aspects of gas-phase olefin polymerization.

Table 1. Past reviews analysis.

No. Review Area Review Aspect Ref.

1. Thermodynamic
Properties Different methods to determine enthalpy and entropy [2]

2. Process Design

Design criteria, process condition, protection of instruments against
overpressure, instruments for heating up and cooling down, and different
types of stirrers for polymerization reactors such as autoclave reactor,
high-pressure autoclave reactor, tubular reactor, fluidized bed reactor to
improve the process efficiency.

[3–6]

3. Process Routes

The implementation of the solvent polymerization process, solvent
polymerization without deashing, the bulk polymerization process without
solvent, the vapor phase polymerization process without deashing and
atactic polymer, Unipol I and II, Innovene G, Spherilene S & C, and Borstars
in producing the polyolefin.

[5,7]

4. Olefin Synthesis
The implementation of free-radical methodology, carbine and nitrene
methodology, and transition metal C–H bond activation methodology to
synthesize the polyolefin.

[8–11]

5. Catalyst
The utilization of a metallocene catalyst system, Ziegler–Natta catalyst
system, Fujita group Invented (FI) catalyst system, and oxide-supported
surface organometallic complexes in olefin polymerization synthesis.

[6,12–31]

6. Process Modeling

The implementation of mathematical models, namely macroscale modeling,
mesoscale modeling, microscale modeling, single particle modeling,
computational fluids dynamic modeling, microelements modeling, 2D finite
element modeling, single pore modeling, and parti-level fragmentation
modeling to determine the properties of the polyolefin, and the mass and
heat transfer phenomena during the polymerization process.

[8,11,12,22,31–34]

7. Quality Control

Different types of analysis such as nuclear magnetic resonance (NMR),
temperature rising elution fractionation (TREF), gel permeation
chromatography (GPC), rheological characterization (zero shear viscosity,
zero shear viscosity, shear thinning behavior, dynamic modulus, loss angle,
Van-Gurp-Palmen plot, Cole-Cole plot, activation energy, thermorheological
complexity, strain-hardening effect, relaxation time, damping function,
nonlinear dynamical oscillatory shear, and long-chain branching index),
dynamic mechanical analysis, differential scanning calorimeter, neutron
scattering, and molecular topology fractionation.

[12,13,22,35]
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Table 1. Cont.

No. Review Area Review Aspect Ref.

8. Polyolefin Demand The analysis of global production and consumption of polypropylene from
1985 until 2000 in the textile industry. [36]

9.
Physical and Chemical
Properties of the
Polyolefin

The influence of process conditions on the thermal properties, specific heat
capacity, melting point, relative thermal conductivity, density, thermal
diffusivity, crystallinity, amorphous phase properties, coefficient of linear
thermal expansion, electrical properties, foam structure, shear, and
rheological properties.

[37–39]

From the past reviews summarized in Table 1, none of the above review studies reviewed
and discussed kinetic modeling together with mass and energy balance modeling in the gas phase.
The review article published by Abbasi et al. (2018) [34] only focused on a fluidized bed reactor
and did not cover other types of reactors such as tubular reactor or stirred bed reactor. In addition,
none of the above review studies proposed simple or proper guidelines to implement and simulate
the mathematical model for this olefin polymerization process. Thus, the objective of this review is to
review and discuss the past and current development of the mathematical modeling, together with the
reaction mechanism of the olefin polymerization in the gas phase. This review will be concluded by
proposing general guidelines in implementing and simulating the mathematical model for this olefin
polymerization in the gas phase.

2. Mathematical Model Development for Olefin Polymerization

Theoretically, the olefin polymerization reaction occurs when the monomers, which possess
reactive functional groups with double or triple bonds, are reacted in the presence of a catalyst under
certain conditions of pressure and temperature. The core product formed from this reaction is called a
polymer, which possesses a certain of chain length. This produced polymer can be further classified into
three main chemical structures, namely, linear chain polymer, branched chain polymer, and network
chain polymer. The first is also known as a thermoplastic polymer, which is formed from a monomer
that possesses repeat units held by strong covalent bonds. The second is formed by a monomer, which
contains the molecules in the form of a linear backbone with branches emanating randomly. Lastly,
the third is also known as a gel polymer, which is formed by the extension of a branched chain polymer,
which is put under reaction with high conversion [40].

Moreover, with regard to the reactor used for this polymerization process, there are two types
of reactors that can be used for this olefin polymerization process, namely homogeneous and
heterogeneous reactors. In the former type, the olefin polymerization occurs only in one phase
and the reaction can be carried out either in a continuous stirred-tank reactor, in a loop reactor, in a
hollow shaft reactor, or in a batch reactor. For the latter type, the reaction occurs in several phases
such as emulsion, bubble, cloud, and solid. In this type of reaction, the analysis needs to be in each
of the phases to ensure that the predicted data are coherent with the real data plant and it is highly
recommended for the gas-phase olefin polymerization process. In addition, this reaction can take place
either in a fluidized bed reactor or in a tubular reactor.

Furthermore, in terms of the reaction mechanism, the olefin polymerization is classified under
the chain-growth polymerization where the growth of the polyolefin chain “n” occurs when the
monomer is reacted with the end of the reactive functional group of the growing polyolefin under
certain conditions of temperature (T) and pressure (P). It can be illustrated by using the following
reaction mechanism:

Polyolefin(n) + Monomer
(T,P)→

Catalyst
Polyolefin(n + 1)

Then, this chain-growth mechanism can be further sub-classified into two different categories,
namely coordination and free-radical mechanisms. The former mechanism requires the use of a
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coordination catalyst such as Phillips catalyst, Ziegler–Natta catalyst, and metallocene-based catalyst
during the activation of active sites. Basically, this active site is made of the metal atom (Me) and the
ligands (Li), which are covalently bonded. The growth of the polyolefin chain length occurs when
this active site reacts with the monomer under certain conditions of temperature and pressure [41,42].
The growth mechanism of this polyolefin can be illustrated by the following reaction mechanism,
where M is the monomer:

Me − Li
(T,P)→

M
Me − M − Li

(T,P)→
M

. . .
(T,P)→

M
Me − (M)n − Li

In contrast, the latter type of mechanism requires the presence of initiators (I) such as oxygen
and organic peroxides that can be easily decomposed to form radicals. Later, these radicals will
react with the monomer to grow the chain length under certain conditions of temperature and
pressure [10,43]. The following free-radical mechanism is used to illustrate the growth of this olefin
polymerization process.

I → 2R• (T,P)→
M

M − R• (T,P)→
M

. . .
(T,P)→

M
(M)n − R•

The mathematical model is considered essential in predicting the output of the chemical process,
in particular, the olefin polymerization process. It is written in the form of a series of algebraic
and differential equations and it comprises three major elements, namely hydrodynamic, kinetic,
and transport phenomena. The first phenomenon describes the process outputs such as production
rate, temperature, and dynamic poly-dispersity. It allows for observing any changes or transition
during the polymerization process. Then, the second phenomenon evaluates the rate or the speed of
the reaction. It allows for studying the influence of input parameters or variables such as feed flow rate,
type of catalyst, catalyst flow rate, pressure, inlet temperature in increasing the rate of the reaction.
The last phenomenon describes the transport of momentum, energy, and chemical species via several
media such as liquid, gas, and solid. The first type of transport is called fluid dynamics. The second
and third types of transport are called heat and mass transfer, respectively [44].

However, for the olefin polymerization process, the modeling framework is relatively complex
due to the high nonlinearity of its process dynamics caused by several factors. The first is due to
the complexity of the reaction mechanisms. Theoretically, the olefin polymerization is made up of
several stages, such as activation, initiation, propagation, chain transfer reaction, and deactivation.
The second is caused by the complexity of the heat transfer phenomena, especially in the gas phase
where it theoretically comprises several phases such as cloud, emulsion, bubble, and solid [45].
The third is caused by the physical properties of the flow behavior in both phases; solid and gas.
Lastly, the fourth factor is caused by the influence of the reactor used and its operational conditions,
such as the volumetric flow rate, the pressure, the reactor temperature, and the size of the catalyst
particles on the final properties of the polyolefin. In addition, these final properties are measured by
determining the molecular weight distribution, copolymer distribution, sequence length distribution,
long chain branching distribution, short chain branching distribution, stereoregularity, and morphology
properties, for instance, particle size distribution, pore size distribution, bulk density, and melt
index (MI), which are among the most highlighted physicochemical properties, which have been
measured frequently. To predict these physicochemical properties by using the mathematical model,
there are two available methods, namely population balance modeling and method of moments that
can be employed due to their ability in solving a wide range of a complex dynamic polymerization
processes in the liquid and gas phases, particularly in characterizing the population of the particles as
well as the growth of the polyolefin chain length [46,47].
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2.1. Advances in the Polymerization of Olefins in the Gas Phase

Polymerization of olefins in the gas phase is considered as one of the major routes in producing
polyolefins such as polypropylene, polyethylene, low-density polyethylene, ethylene-propylene
copolymer, and ethylene-1-butene copolymer. A lot of effort has been made previously to model and
simulate this polymerization process. Table 2 summarizes the mathematical models that have been
implemented previously.

Table 2. Overview of implemented mathematical models.

Model Type/Polyolefin Process Condition Model Assumption (s) Ref.

Two-Phase
Model/Ethylene-propylene
copolymer

1. Z–N catalyst
2. Fluidized Bed

Reactor (FBR)
3. Coordination
4. T = [320, 500] K

1. Emulsion does not at minimum fluidization
2. Well-mixed condition
3. The reaction occurs in the emulsion and

bubble phases
4. Bubble and particle size are constant
5. Heat and mass transfer resistance is neglected
6. Solid elutriation is considered

[48]

Two-phase
Model/Ethylene-1-butene
copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = [310, 317] K
5. P = [1.99, 2] MPa

1. Emulsion does not at minimum fluidization
2. Well-mixed condition
3. The reaction occurs in the emulsion and

bubble phases
4. The bubble is in a spherical form with a

constant diameter
5. Plug flow condition with constant velocity
6. Heat and mass transfer resistance is neglected
7. Gradient temperature and concentration

are neglected
8. Particle size distribution is uniform
9. Solid elutriation is considered

[49]

Two-Phase
Model/Polypropylene

1. Z–N catalyst
2. FBR
3. Coordination
4. T = [343, 353] K
5. P = [2, 3] MPa

1. Eulerian–Eulerian approach
2. Immediate consumption of the propylene after

injection the catalyst
3. The existence of the interaction between mass,

momentum, and energy in emulsion and
bubble phases

4. No lifts effects and virtual mass

[50]

Two-Phase
Model/Ethylene-propylene
copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 353.15 K
5. P = 2.5 MPa

1. Emulsion does not at minimum fluidization
2. Well-mixed condition
3. The reaction occurs in the emulsion and

bubble phases
4. Bubbles are in a spherical form with

constant diameters
5. Plug flow condition with constant velocity
6. Heat and mass transfer resistance is neglected
7. Gradient temperature and concentration

are neglected
8. Particle size distribution is uniform
9. Solid elutriation is neglected

[51]

Single-phase
model/Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [403, 574] K
5. P = [152, 304] MPa

1. Formation of a single supercritical phase
2. Plug flow condition
3. Quasi-steady-state assumption
4. The models depend on the ratios of kinetic

rate constants
5. Fouling resistances at each tubular zone

are uniform
6. No heat transfer model
7. The efficiencies of all initiators are similar

[52–54]
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Table 2. Cont.

Model Type/Polyolefin Process Condition Model Assumption (s) Ref.

Two-Phase
Model/Polypropylene

1. Z–N catalyst
2. FBR
3. Coordination
4. T = [342, 354] K
5. P = [2.2, 2.5] MPa

1. Emulsion does not at minimum fluidization
2. Well-mixed condition
3. The reaction occurs in the emulsion and

bubble phases
4. Bubbles are in a spherical form with

constant diameters
5. Plug flow condition with constant velocity
6. Heat and mass transfer resistance is neglected
7. Gradient temperature and concentration

are neglected
8. Particle size distribution is uniform
9. Solid elutriation is neglected

[55–59]

Single-phase
Model/Low-density of
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [400, 600] K
5. P = [200, 300] MPa

1. The water temperature in the cooling jacket
is constant

2. The grade transition is influenced by the small
fraction of the reaction time and is not influenced
by the wall heat capacity

3. Steady-state assumption

[60]

Single-phase
Model/Low-density of
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [400, 600] K
5. P = [200, 300] MPa

1. Plug flow condition and single
supercritical phase

2. Molecular weight distribution is in the form of a
log-normal distribution shape

3. Jacket temperature and pressure in each section
of the tubular reactor are constant

4. The process is isothermal and occurs below the
gel point

[61]

Single-phase
model/Polypropylene

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 353.15 K
5. P = 2.5 MPa

1. The emulsion is not set at the
minimum fluidization

2. Heat and mass transfer resistance is neglected
3. Dynamic monomer internal energy is neglected
4. Pseudo-homogeneous single phase

[62]

Two-Phase
Model/Ethylene-1-butene
copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = [345, 374] K

1. The reactor comprises four continuous
stirred-tank reactors (emulsion phase) and four
plug flow reactors (bubble phase)

2. Particles are in a spherical form with a
constant dimension

3. The density function of the particles in the outlet
stream and in the bed are similar

[63]

Three-Phase
Model/Ethylene-1-butene
copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 300 K

1. The reaction occurs in the emulsion and
solid phases

2. The emulsion is set at the minimum fluidization
and the excess gas to maintain this condition was
considered as the bubble phase

3. No gradient of temperature and concentration
4. The existence of resistance to mass transfer

between the emulsion and solid phase
5. Rigid and porous catalyst represent the

dynamic reaction
6. The mass transfer of emulsion molecules occurs

at the surface of the solid catalyst particles

[45,64]

Single-phase
Model/Low-density of
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [323, 604] K
5. P = [130, 300] MPa

1. Plug flow condition and the supercritical
reaction mixture

2. Existence of changes in the physical and
transport properties with the axial distance

3. The jacket temperature at each of the reaction
zones is constant

4. No pressure pulse
5. The mixture of organic peroxide and transfer

agents is considered as one fictitious species
6. The polymer is well separated from other output

components of the reactor

[65–67]

28



Processes 2019, 7, 67

Table 2. Cont.

Model Type/Polyolefin Process Condition Model Assumption (s) Ref.

Single-phase
Model/Ethylene-1-butene
Copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 345.15 K

1. One serial of the continuous-stirred-tank reactor
(CSTR) model

2. The particles are in a spherical form with
constant dimensions

3. The attrition term in the population balance
equation is constant

[68]

Single-phase
Model/Low-density of
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [423, 574] K
5. P = [101, 355] MPa

1. The flow regime is situated in the
turbulent regime

2. At the point of injection, the pressure of the
lateral feed streams and the main reaction
mixture are similar

3. No formation of diradical and chain transfer
to telogen

[69]

Two-Phase Model/
Ethylene-1-butene copolymer

1. Chromium
oxide catalyst

2. FBR
3. Coordination
4. T = 375 K

1. Plug flow condition and
quasi-steady-state assumption

2. Emulsion phase is homogeneous
3. Crystallinity and swelling are constant
4. The adsorbed gas phase in solid and emulsion

phase is in equilibrium
5. The reactor bed porosity and bed porosity are

identical at the minimum fluidization
6. Porosity condition for solid discharge is uniform
7. No heat loss through the fluidized bed wall
8. The recycle gas temperatures at the heat

exchanger entrance and exit, at the reactor exit,
and at the compressor exit are equal

9. Complete fluid back-mixing condition is
considered at each of the small sub-sections in
the heat exchanger

10. The fluid in each of the sub-sections of the heat
exchanger is constant

[70]

Single-phase
Model/High-density of
Polyethylene

1. Organic peroxides
and oxygen

2. Extruder
3. Free radical
4. T = 443.15 K
5. P = 0.01 MPa

1. Plug flow condition and the isothermal condition
2. One site kinetic reaction
3. Termination by combination is the only

alternative to terminate the polymerization
4. Quasi-state approximation for radicals
5. γ radicals are formed from the decomposition of

organic peroxides via the first-order reaction

[71]

Single-phase
Model/Low-density of
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [325, 625] K
5. P = [150, 250] MPa

1. No axial mixing and temperature and
concentration gradients in both reactor
and jackets

2. The mixture is homogeneous and acts as a
supercritical fluid

3. The temperature at each of the jacket zones
is uniform

[72]

Two-Phase Model/
Ethylene-1-butene copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = [310, 317] K
5. P = [1.99, 2] MPa

1. No radial concentration and temperature
gradients and no solid entrainment

2. The injection of the catalyst into the reactor as
prepolymer and the mean particle size is uniform

3. The downward direction is considered for the
overall flow direction of the polymer

[73]

Two-Phase Model/Polyethylene

1. Z–N catalyst
2. FBR
3. Coordination
4. T = [298, 701] K
5. P = 0.1 MPa

1. Simple and dynamic two-phase model and
generalized bubbling–turbulent model

2. No variation of bubble diameter and temperature
3. No radial concentration gradient

[74]
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Table 2. Cont.

Model Type/Polyolefin Process Condition Model Assumption (s) Ref.

Single-phase
Model/Polypropylene

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 343.15 K
5. 197.

1. The reaction occurs only in the emulsion phase
2. The emulsion phase is at the

minimum fluidization
3. Pseudo-state assumption
4. The catalyst is injected uniformly at each of the

emulsion cells and the collection of the products
is done at the bottom part of the cells

5. The bubble phase is formed by the excess of the
fluidization gas

6. The number of bubble cells over the number of
emulsion cells is an integer

7. No mass and heat transfer resistance
8. Solid elutriation is recycled back into the

emulsion cells

[75]

Single-phase
Model/Polypropylene

1. Z–N catalyst
2. Stirred-bed reactor
3. Coordination
4. T = [330, 351] K
5. P = [1.9, 2.3] MPa

1. Four CSTRs in series approximation
2. All the kinetic sites produce their molecular

weight distribution
3. The catalyst possesses a single site scheme to

predict the number average molecular weight in
the first step and multiple site schemes in the
second step

[76]

Two-Phase Model/
Ethylene-1-butene copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 345.15 K
5. P = 2 MPa

1. Pseudo-homogeneous state
2. The emulsion phase does not remain at the

minimum fluidization
3. No mass and heat transfer resistance between

solid and emulsion gas
4. No mass and energy transfer resistance between

emulsion and bubble phase
5. The reaction is at an isothermal condition
6. No radial temperature gradient
7. No solid entrainment
8. The catalyst is injected continuously
9. Mean size of the particle is uniform

[77]

Single-phase
Model/Polypropylene

1. Organic peroxides
and oxygen

2. Single
screw extruder

3. Free radical
4. T = 480.15 K

1. The isothermal condition
2. One active kinetic site
3. Plug flow condition

[78]

Single-phase
Model/High-density
Polyethylene

1. Organic peroxides
and oxygen

2. Extruder
3. Free radical
4. T = 443.15 K
5. P = 0.01 MPa

1. Only molecules with a vinyl group is present in
the untreated polymer

2. The kinetic single site
3. Termination only by combination

[79]

Single-phase
Model/Ethylene-1-butene
Copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 360 K
5. P = 2.1 MPa

1. Single-phase CSTR approximation
2. Perfect mixing in the beds
3. No radial temperature and

concentration gradient
4. No heat and mass transfer between the solid and

gas phase
5. Two-site kinetics scheme

[80]

Single-phase
Model/Low-density of
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = 358.15 K
5. P = 220 MPa

1. Quasi-stationary state approximation
2. Equipment holdups are considered uniform
3. Plug flow condition

[81]
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Table 2. Cont.

Model Type/Polyolefin Process Condition Model Assumption (s) Ref.

Single-phase
Model/Polypropylene

1. Metallocene
based catalyst

2. FBR
3. Coordination
4. T = 345.15 K
5. P = 2 MPa

1. The reactor was divided into three main sections
called annulus, draft tube and cone

2. No resistance mass and heat transfer between
solid and gas phase

3. No energy generated from absorption and
desorption of propylene

4. No gradient of velocities for solid and gas
5. The annulus is set at minimum fluidization
6. No heat transfer issued from the annulus to the

draft tube
7. Wall and reactor temperature are equal

[82]

Single-phase
Model/High-density
Polyethylene

1. Organic peroxides
and oxygen

2. Extruder
3. Free radical
4. T = 443.15 K
5. P = 0.01 MPa

1. The isothermal condition
2. Quasi-steady-state approximation
3. The single site kinetic scheme
4. No diffusion phenomena

[83]

Single-phase
Model/Low-density
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = 349.15 K
5. P = 228 MPa

1. Quasi-steady-state approximation
2. Feedstock flow rates are constant [84]

Single-phase
Model/Low-density
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [323, 604] K
5. P = [130, 300] MPa

1. Decomposition of oxygen into the radicals
formed from the initiation is only allowed for the
grouping of the activation energy with
pre-exponential factor

2. The molecular properties are not considered in
the modification of the initial parameter

3. Jacket temperature and pressure are different at
each of the jacket zones

4. Plug flow and supercritical reaction
mixture condition

5. Radial variation for the physical and
transport properties

6. No pressure pulse

[85,86]

Single-phase
Model/Low-density
Polyethylene and Ethylene-vinyl

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [423, 574] K
5. P = [98, 196] MPa

1. The kinetic mechanism is assumed valid for both
type of polymer

2. No long-chain branched polymer
[87]

Single-phase
Model/Polyethylene

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 300 K

1. Well-mixed and
quasi-steady-state approximation

2. The reaction occurs only in the dense phase
3. The removal flow rate is manipulated to ensure

the consistency of the bed height
4. The catalyst was injected continuously
5. No influence of inert gas, co-monomer,

and hydrogen

[88,89]

Two-Phase
Model/Ethylene-1-butene
copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 353.15 K

1. The movement of the emulsion phase follows the
plug flow regime

2. Particles dimensions vary
3. Two-site or multiple kinetic schemes
4. No radial gradient of concentration

and temperature
5. No heat and mass transfer resistance between the

solid and emulsion phases
6. No solid elutriations

[90–92]
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Table 2. Cont.

Model Type/Polyolefin Process Condition Model Assumption (s) Ref.

Single-phase
Model/Ethylene-1-butene
Copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 353.15 K

1. Bubble-growth model
2. The emulsion phase is well back-mixed
3. The bubble phase comprises N well-mixed

compartments in series
4. No heat and mass transfer resistance between the

solid and emulsion phase
5. No reaction occurs in the bubble phase
6. No monomer mass transfer from bubble to

emulsion phase
7. The emulsion phase is set at the

minimum fluidization
8. Particle size varies

[93]

Single-phase
Model/Low-density
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [423, 604] K
5. P = [122, 355] MPa

1. No mass accumulation in each volume segments
2. No heat transfer due to initiation, termination and

transfer reactions
3. No presence of gel effect

[94]

Single-phase
Model/Polyethylene

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 353.15 K

1. Well-mixed condition
2. Particle size distribution does not influence the

production rate and it is discontinuous
3. The particles are unequally distributed throughout

the beds
4. The agglomeration rate is influenced by the

operating condition and a function of colliding
particle size

5. Particles are in the form of a spherical shape with
constant density and no limitation in term of inter-
or intraparticle heat and mass transfer

[95]

Single-phase Model/Polyolefin

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 360 K

1. The mixture is nonideal
2. No external films resistances
3. CSTR approximation
4. The deactivation has an influence on the

rate constant
5. No elutriation and no particle breakage
6. The steady-state assumption

[96]

Single-phase
Model/Low-density
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [323, 599] K
5. P = [182, 284] MPa

1. Plug flow approximation
2. The generation of high-temperature peroxide
3. The utilization of water or steam as heating fluid

in jackets
4. Jacket temperature and pressure are not constant
5. The presence of the friction and pressure pulse

which cause the pressure drop
6. The reactivities of the telogen and monomeric

radicals are equal
7. Quasi-steady-state approximation

[97]

Single-phase Model/Polyolefin

1. Z–N catalyst
2. FBR,

horizontal-stirred-bed
reactor (HSBR),
vertical-stirred-bed
reactor (VSBR)

3. Coordination
4. T = 343.15 K
5. P = 2.5 MPa

1. Total activation of catalyst since t = 0
2. The rate of initiation and propagation are similar,

and higher than the rate of chain transfer
3. The only transformation is from site 1 to 2
4. Quasi-steady-state assumption
5. The occupied site is dominant

[98]

Single-phase
Model/Polyethylene

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 273.15 K
5. P = 2.07 MPa

1. The reactor comprises of bubble and emulsion and
the reaction occurs only in the emulsion phase

2. The emulsion phase is set at the
minimum fluidization

3. Bubble dimension is constant
4. The emulsion phase is back-mixed
5. No radial concentration and temperature gradients
6. No heat and mass transfer resistance between solid

and gas in the emulsion phase
7. No variation in terms of the size of the particles
8. No agglomeration and elutriation of the particles
9. The steady-state approximation

[99]
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Table 2. Cont.

Model Type/Polyolefin Process Condition Model Assumption (s) Ref.

Single-phase
Model/Ethylene-1-butene
Copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 353 K
5. P = 3.55 MPa

1. The size of the formed transition metal
crystallites are equal

2. Catalyst particle is in a spherical form with a
constant dimension

3. The multigrain solid core model
4. The polymer molecular weight is only influenced

by the chain transfer reaction to hydrogen under
isothermal conditions

5. Implementation of first-order deactivation
kinetics for the site deactivation reaction

6. No intraparticle mass transfer resistance
for monomers

[100]

Single-phase
Model/Low-density
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [300, 617] K
5. P = 294 MPa

1. Plug flow conditions and
quasi-steady-state approximation

2. No variation in velocity, temperature, pressure,
physical properties, and initiator efficiency

3. No axial mixing
4. No influence of viscosity on the rate constant
5. No heat of reaction issued from initiation,

termination, and chain transfer reaction

[101]

Two-Phase
Model/Ethylene-1-butene
Copolymer

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 273.15 K
5. P = 2.07 MPa

1. The well-mixed condition
2. Amorphous and gas phases are at equilibrium
3. No plasticizing effect of dissolved monomer
4. Terminal monomer or chain do not have any

influence on the rate of deactivation
5. No radial or vertical temperature gradient
6. The molecular weight of ethylene and 1-butene

are equal

[102]

Single-phase
Model/Polypropylene

1. Z–N catalyst
2. FBR
3. Coordination
4. T = [345, 347] K
5. P = [2.03, 3.55] MPa

1. The reactor comprises of slide-free gas phase and
the ideal gas law

2. Perfect back-mixing of gas and solid
3. Continuous injecting of the catalyst
4. The absence of net accumulation of the monomer
5. No amount of gas in the solid
6. The reactor is adiabatic

[103]

Single-phase
Model/Low-density
Polyethylene

1. Organic peroxides
and oxygen

2. Tubular reactor
3. Free radical
4. T = [333, 403] K
5. P = [193, 253] MPa

1. Plug flow condition
2. Supercritical single phase is formed by the

reaction mixture
3. Free radicals are not in steady state
4. The gradient of physical properties assumed to

be in the axial direction

[104]

Single-phase
Model/Polyethylene and
Polypropylene

1. Z–N catalyst
2. FBR
3. Coordination
4. T = 300 K

1. Emulsion or dense phase was
perfectly back-mixed

2. The bubbles have a constant spherical dimension
3. Quasi-steady-state approximation
4. The mass and heat transfer rate between the

bubble and emulsion phase is constant
5. No mass and heat transfer resistance between the

solid and emulsion phase

[105]

As mentioned in Table 2, the olefin polymerization occurs via two types of mechanism, namely
coordination and free-radical mechanisms. The polyolefins formed via the former mechanism in several
types of reactors, namely fluidized bed reactor, vertical-stirred reactor, and horizontal-stirred-bed
reactor are polypropylene, polyethylene, ethylene-propylene copolymer, and ethylene-1-butene
copolymer. Meanwhile, the polyolefins formed via the latter mechanism in several types of
reactors such as a tubular reactor, extruder, and autoclave reactor are low-density polyethylene,
high-density polyethylene, and polypropylene. Moreover, for this type of olefin polymerization
process, the reactions can be considered to occur in several phases, such as emulsion, bubble, and cloud,
which differs from the olefin polymerization process in the liquid phase where the reaction can only
be considered to occur in a single phase, which is the liquid or slurry phase. Furthermore, reactions
that occur via a coordination mechanism requires organometallic-type catalysts such as Ziegler–Natta
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catalyst, metallocene-based catalyst, or chromium oxide-based catalyst to create and activate the
active sites where the olefin reaction occurs. Meanwhile, for the reaction to occur via the free-radical
mechanism, it requires the presence of organic peroxide and oxygen as an initiator to create the radicals,
which play a role to initiate the growth of the polymer chain.

The details of the reaction mechanisms for the coordination mechanism by using the
organometallic catalyst system are tabulated in Table 3.

Table 3. Mechanism of the reaction for the coordination mechanism by using the organometallic catalyst.

Reaction Mechanism Ref.

Activation of Active Sites

P∗(j) + cCata
kact(j)−−−→ P(0, j)

[45,48–51,55–59,62,64,70,75,76,80,92,93,95,98,102]

Spontaneous Site Activation

P∗ kactS(j)−−−→ P(0, j)
[70]

Site Activation by Hydrogen

P∗(j) + H2
kactSH2 (j)−−−−−→ P(0, j)

[70]

Initiation of Active Sites

P(0, j) + M
kin(j)−−−→ P(1, j)

[45,48,49,51,55–59,62–64,68,70,73,76,77,80,82,92,93,95,98,100,102]

Propagation

P(n, j) + M
kprop(j)−−−−→ P(n + 1, j)

[45,48–51,55–59,62–64,68,70,73,75–77,80,82,88–93,95,96,98–100,102,103,105]

Site Transformation

P(n, j)
kTransf(j→k)−−−−−−→ P(n, k)

[75,98]

Chain Transfer to Monomer

P(n, j) + M
ktrM(j)−−−→ P(1, j) + Pd(n, j)

[45,48–51,55–59,62–64,68,70,73,75–77,80,88,89,91,92,95,102]

Chain Transfer to Hydrogen

P(n, j) + H2
kfH2 (j)−−−→ PH(0, j) + Pd(n, j)

PH(0, j) + M
kH2 (j)−−−→ P(1, j)

PH(0, j) + cCata
kH2C(j)−−−−→ P(1, j)

[45,48,49,51,55–59,62–64,68,70,73,75–77,80,88,89,91,92,95,98,100,102]

Chain Transfer to Co-Catalyst

P(n, j) + cCata
ktrCo(j)−−−−→ P(1, j) + Pd(n, j)

[48–51,55–59,62,63,68,73,75–77,88,89,92,102]

Spontaneous Transfer

P(n, j)
ktrs(j)−−−→ PH(0, j) + Pd(n, j)

[48–51,55–59,62,63,68,70,73,75–77,80,88,89,91,92,95,102]

Deactivation Reaction

P(n, j)
kdeac(j)−−−−→ Pdeac(0, j) + Pd(n, j)

P(0, j)
kdeac(j)−−−−→ Pdeac(0, j)

PH(0, j)
kdeac(j)−−−−→ Pdeac(0, j)

[48–51,55–59,62,70,73,75–77,80,82,93,95,96,98,100,102]

Site Deactivation by Hydrogen

P(n, j) + H2
kdeacH(j)→ Pdeac(0, j) + Pd(n, j)

P(0, j) + H2
kdeacH(j)−−−−→ Pdeac(0, j)

[70]

Site Deactivation by Oxygen

P(n, j) + O2
kdeacO(j)−−−−→ Pdeac(0, j) + Pd(n, j)

P(0, j) + O2
kdeacO(j)−−−−→ Pdeac(0, j)

[70]

Oxygen Elimination by Alkyl Aluminum

AL + O2
keO(j)−−−→ SP

[70]

Reaction with Poisons

P(n, j) + Po
kdP(j)−−−→ PdPo(0, j) + Pd(n, j)

PH(0, j) + Po
kdP(j)−−−→ PdPo(0, j)

P(0, j) + Po
kdP(j)−−−→ PdPo(0, j)

[48–51,55–59,62,95,96,102]

As mentioned in Table 3, the number of stages in the reaction mechanism for this olefin
polymerization process in the gas phase via the coordination mechanism by using the organometallic
catalyst, namely Ziegler–Natta catalyst, metallocene-based catalyst, or chromium oxide-based catalyst
implemented previously differ from one study to another study. Most of the studies considered that
the polymerization reaction commences by activating the active site. At this level, the potential active
sites are activated by co-catalyst to create a vacant site for the insertion of the monomer during the
initiation. In addition, Salau et al. (2008) [70] proposed two additional stages, namely, spontaneous
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site activation and site activation by hydrogen, which leads toward the same purpose of activating the
potential active sites. After creating these vacant sites, most of the studies implemented the initiation
stage, where the insertion of monomer in the vacant sites commences. At this stage, the chain length of
the polyolefins starts to expand. Later, the growth of this polyolefin chain length continues during the
propagation stage. After that, the growing polyolefins undergo several types of chain transfer reaction
such as spontaneous transfer, chain transfer to monomer, chain transfer to hydrogen, and chain transfer
to co-catalyst with the aim of controlling the molecular weight and the chain length of the polyolefin.
In addition, Harshe et al. (2004) [75] and Zacca et al. (1996) [98] proposed a supplementary stage
called site transformation reaction, which plays the same role as the chain transfer reactions. However,
the vacant site for the insertion of the molecules is altered from the active site j to active site k located
in the catalyst. Finally, to terminate the growing of the polyolefin chain length with the main aim
to form the dead polyolefin, the active site or the catalyst is deactivated spontaneously or by using
hydrogen, oxygen, co-catalyst, and impurities. During this catalyst deactivation, the catalytic activity
and selectivity continue to decrease [27].

The mechanisms of the reaction for the olefin polymerization via free radical mechanism by using
the organic peroxide and oxygen as the initiator are tabulated in Table 4.

Table 4. Mechanism of the reaction for the free radical mechanism by using the organic peroxide
and oxygen.

Reaction Mechanism Ref.

Initiator Decomposition/Peroxide Initiation

In
kidec−−→ 2R• [52–54,60,61,65–67,69,72,78,81,84–87,94,97,101]

Peroxide Initiation at High Temperature

O2 + R
•
(n)

f0kidhT−−−→ PO2(n)
[86,97]

Generation of Peroxide at High Temperature

PO2(n)
fP0kidP0−−−−→ R•(n)

[86,97]

Oxygen Initiation

O2 + M kin−→ 2R• [65–67,72,81,84–86,97,104]

Thermal Initiation
3M

kith−−→ R•(1) + R•(2)
[65–67,69,85,86,97]

Generation of Inert
O2 + R•(n) f0kine−−−→ Y

[65–67,85]

Initiation (Extruder)

In
kine−−→ γR• with γ = 4

[71,79,83]

Chain Initiation
R• + M kin−→ P(1)

[52–54,60,61,94,101]

Hydrogen Abstraction (Extruder)

R• + P(n)
kaH−−→ P•(m) + RH

[83]

Hydrogen Abstraction without a Vinyl Group (Extruder)

R• + P(n, j)
kaH2−−→ R•(n, j)

[71,79]

Hydrogen Abstraction with a Vinyl Group (Extruder)

R• + P(n, j)
kaH2V−−−→ R•(n, j − 1)

[71,79]

Propagation

R•(n) + M
kprop−−→ R•(n + 1)

[52–54,60,61,65–67,69,72,81,84–87,94,97,101,104]

Double Bond Propagation

P(m) + R•(n)
kdbprop−−−→ R•(n + m)

[86,97]

Double Bond Propagation (extruder)

P(n, j) + R•(m, k)
kdbprop−−−→ R•(n + m, j + k − 1)

[71]

Chain Transfer to Monomer
R•(n) + M ktrM−−→ P(m) + R•(1)

[52–54,60,61,65–67,69,86,87,94,97,101]

Chain Transfer to Polymer

R•(m) + P(n)
ktrPo−−→ P(m) + R•(n)

[52–54,60,65–67,69,72,78,85–87,94,97,101,104]
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Table 4. Cont.

Reaction Mechanism Ref.

Chain Transfer to Polymer (Extruder)

P(m) + P•(n) ktrPo−−→ P•(m) + P(n)
[83]

Chain Transfer to Polymer without a Vinyl Group (extruder)

R•(m, k) + P(n, j)
ktrP−−→ P(m, k) + R•(n, j)

[71,79]

Chain Transfer to Polymer without a Vinyl Group (extruder)

R•(m, k) + P(n, j)
ktrPV−−→ P(m, k) + R•(n, j − 1)

[71,79]

Chain Transfer to Chain Transfer Agent/Solvent

R•(n) + CTA
kCTA−−→ P(n) + R• [52–54,60,61,65–67,72,85–87,94,97,101,104]

Incorporation of Chain Transfer Agent

R•(n) + CTA
kiCTA−−−→ P(n + 1)

[52–54]

Termination by Combination

R•(n) + R•(m)
ktcom−−→ P(n + m)

[52–54,60,61,65–67,69,72,81,84,86,87,94,97,101,104]

Termination by Combination (extruder)

R•(n, j) + R•(m, k)
ktcom−−→ P(n + m, j + k) or

P•(m) + P•(n) ktcom−−→ P(n + m)

[71,79,83]

Termination with Initiation Radical (extruder)

R•(n, j) + R• ktrad−−→ P(n, j)
[71]

Termination by Disproportionation

R•(n) + R•(m)
ktdisp−−→ P(n) + P(m)

[52–54,60,78,94,101]

Thermal Degradation

R•(n) kthd−−→ P(n) + R• [65–67,72,78,81,84–87,97,104]

Intramolecular Chain Transfer/Backbitting

R•(n) kint−−→ R•(n)
[52–54,60,66,67,69,72,85,94,97,101]

β-Scission

R•(n) + P(m)
kβs−−→ P(n) + R•(r) + R•(m − r)

[53,54,60,78,94]

β-Scission (Extruder)

P•(m)
kβs−−→ P(n) + P•(m − n)

[83]

β-Scission for Sec-radicals

R•(n)
kβs2−−→ P(n) + R• [52,66,67,69,72,85,97,101]

β-Scission for Tert-radicals

R•(n)
kβs3−−→ P(n) + R• [52,66,67,72,85,97,101]

Retardation by the Impurities

R•(n) + Po krIm−−→ P(n)
[101]

Decomposition of Ethylene

2C2H4
kdeco−−→ 2C + 2CH4 + Heat

C2H4
kdeco−−→ 2C + 2H2 + Heat

[101]

As mentioned in Table 4, the number of stages in the reaction mechanism for this olefin
polymerization process in the gas phase via a free-radical mechanism by using an organic peroxide
and oxygen as the initiator implemented previously differ from one study to another study. Most of
the studies considered that the polymerization reaction commences by the initiator decomposition
or peroxide initiation to create the vacant site for the monomer insertion by generating the radical.
In addition, these radicals can also be generated by implementing other methods, such as (i) initiation
and generation of peroxide at high temperature, (ii) initiation of oxygen by reacting the oxygen with
the monomer, and (iii) thermal initiation by decomposing the monomer into the radical form. Then,
the radicals react with the monomer to produce the growth of the polymer chain. For the olefin reaction
that takes place in the extruder, the growth of the polymer chain occurs when the radicals react with
polyolefin during the abstraction of the hydrogen. After that, the growth of the polymer continues
during the propagation as well as during the double bond propagation. To control the molecular
weight and the length of the polyolefin, several chain transfer reactions such as chain transfer to
monomer, chain transfer to polymer, chain transfer to chain transfer agent (CTA), and incorporation
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of CTA are implemented. Finally, to terminate the growing of the polyolefin chain length, with the
purpose of forming the dead polyolefin, the radicals are deactivated by using several methods, such as
termination by combination and disproportionation, termination by initiating the radicals, thermal
degradation, backbiting, β-scission, and retardation by impurities.

2.2. Overview of the Kinetic Model, and the Mass and Energy Balance for Olefin Polymerization in the
Gas Phase

Kinetic modeling is used to predict the velocity or the speed of the chemical reaction by
determining the reaction rate of the olefin polymerization reaction and it can be determined
theoretically by using Equation (1) [106].

M + H2
k(T)→ P(0, j) ⇒ r = k(T)[M]a[H2]

b (1)

The value of k depends on the temperature and it can be determined theoretically by using
Equation (2) [107].

k(T) = k0 exp
(−EA

R

[
1
T
− 1

Tref

])
(2)

Many studies have been carried out to determine this reaction constant experimentally to
ensure the calculated reaction rate is highly accurate. The values of the reaction rate constant
together with the values of activation energy (EA), which are required to be used for the kinetic
modeling and simulation for the organometallic-type catalyst system such as Ziegler–Natta catalyst,
metallocene-based catalyst, and chromium oxide-based catalyst are mentioned in the following
publications [45,49,51,55–59,62,68,73–76,80,82,88,89,91,93,95,98–100,102,103,105,108–110]. For the
olefin polymerization via the free-radical mechanism, using organic peroxide and oxygen as the
initiator, the values of reaction rate constants, together with their corresponding activation energy,
were also published [61,69,71,72,78,83,85,94,97,101,104].

Several mathematical models have been implemented to describe the dynamic behavior of this
olefin polymerization process in the gas phase. By referring to Table 2, most of the mathematical
models were simulated by using a fluidized bed reactor, followed by the tubular reactor, extruder,
autoclave reactor, horizontal-stirred-bed reactor, and vertical-stirred-bed reactor. The fluidized bed
reactor, vertical and horizontal-stirred-bed reactors were used to carry out the olefin polymerization
reaction by using a Ziegler–Natta catalyst, chromium oxide-based catalyst, and a metallocene-based
catalyst system. Meanwhile, the tubular reactor, the extruder, and the autoclave reactor were used
to perform the olefin polymerization reaction by using the initiator, namely, organic peroxide and
oxygen. To summarize, even though the reaction was carried out in the same type of reactor or by
using the same type of catalyst or initiator, the proposed mathematical models slightly differed due to
the different considerations in the number of stages in the reaction mechanism and the assumptions to
simplify the complexity of the nonlinearity phenomena that occurred during olefin polymerization in
the gas phase.

For the olefin synthesis via a coordination mechanism, the following kinetic model can be used to
determine theoretically the number of moles of the potential sites and the initiation sites, the population
balance for living and dead chains, the moment of the chain length distribution for the living and dead
polymer, and the population balance for dead polymer [49,56,58,59,62]. For the number of moles of
the potential sites, it is written in the following form:

dP∗(j)
dt

= F∗
in(j)− kact(j)P∗(j)− P∗(j)

Rv

Vp
(3)
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Then, the number of moles of the initiation sites can be determined using the following formulas:

dP(0, j)
dt

= kact(j)P∗(j)− P(0, j)
{

kdeac(j)[M] + kds(j) + kdP(j)[Po] +
Rv

Vp

}
(4)

dPH(0,j)
dt = Y(0, j)

{
kfH2(j)[H2] + ktrs(j)

}− NH(0, j)
{

kH2(j)[M] + kdeac(j)

+kH2C(j)[AL] + kdP[Po] + Rv
Vp

} (5)

Moreover, to determine the population balance for a living and dead chains polymer for chain
length equal to 1 and greater than 2, the following formulas can be used:

dP(1,j)
dt = kact(j)P(0, j)[M] + PH(0, j)

{
kH2(j)[M] +kH2C(j)[AL]

}
+Y(0, j){ktrM(j)[M] + ktrCo(j)[AL]} − N(1, j)

{
kprop(j)[M]

+ktrM(j)[M] + kfH2(j)[H2] + ktrCo(j)[AL]+ktrs(j) + kdeac(j) + kdP(j)[Po] + Rv
Vp

} (6)

dP(n,j)
dt = kprop(j)[M]P(n − 1, j)− P(n, j)

{
kprop(j)[M] + ktrM(j)[M]

+ktrCo(j)[AL] + kfH2(j)[H2]+ktrs(j) + kdeac(j) + kdP(j)[Po] + Rv
Vp

} (7)

dQ(1,j)
dt = P(1, j)

{
[M]ktrM(j) + [H2]kfH2(j) + [AL]ktrCo(j)

+ktrs(j) + kdeac(j) + kdP(j)[Po]} − Rv
Vp

Q(n, j)
(8)

dQ(n,j)
dt = P(n, j)

{
[M]ktrM(j) + [H2]kfH2(j) + [AL]ktrCo(j)

+ktrs(j) + kdeac(j) + kdP(j)[Po]} − Rv
Vp

P(n, j)
(9)

Lastly, the following equations can be used to calculate the zeroth, first and second moment of the
chain length distribution for the living and dead polymer:

dY(0,j)
dt = kact(j)P(0, j)[M] + PH(0, j)

{
kH2(j)[M] + kH2C(j)[AL]

}
−Y(0, j)

{
kfH2(j)[H2] + ktrs(j) +kdeac(j) + kdP(j)[Po] + Rv

Vp

} (10)

dY(1,j)
dt = kact(j)P(0, j)[M] + PH(0, j)

{
kH2(j)[M] + kh2C(j)[AL]

}
+Y(0, j){ktrM(j)[M] + ktrCo(j)[AL]}+ kprop[M]Y(0, j)
−Y(1, j)

{
ktrM(j)[M] + kfH2(j)[H2] + ktrCo(j)[AL] + ktrs(j) + kdeac(j)

+kdP(j)[Po] + Rv
Vp

} (11)

dY(2,j)
dt = kact(j)P(0, j)[M] + PH(0, j)

{
kH2(j)[M] + kH2C(j)[AL]

}
+Y(0, j){ktrM(j)[M] + ktrCo(j)[AL]}+ kprop[M]{2Y(1, j) + Y(0, j)}
−Y(2, j)

{
ktrM(j)[M] + kfH2(j)[H2] + ktrCo(j)[AL] +ktrs(j) + kdeac(j) + kdP(j)[Po] + Rv

Vp

} (12)

dX(n,j)
dt = Y(n, j)

{
[M]ktrM(j) + [H2]kfH2(j) + [AL]ktrCo(j)

+ktrs(j) + kdeac(j) + kdP(j)[Po]} − Rv
Vp

X(n, j)
(13)

Furthermore, there exist several types of heat and mass transfer models implemented previously
to describe the dynamic behavior of this polymerization process. For a three-phase model where the
reactions were assumed to occur in emulsion, cloud, and bubble phases, the heat and mass transfer
models are written in the following form [45]. The mass balance for the potential sites, active sites,
and catalyst are written in the following form:

dP∗(j)
dt

=
QcatP

∗
in(j)

ms
− QvprodP∗(j)ρcat

ms
− RiP∗ (14)
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dP(0, j)
dt

=
QcatP(0, j)

ms
− QvprodP(0, j)ρcat

ms
− RiP(0,j) (15)

d[Cat]
dt

=
Qcat
ms

− Qvprod[Cat]ρcat

ms
(16)

Furthermore, for the heat and mass balances from the bubble phase to the cloud phase, it can be
determined by using the following formula:

ub
d[RA]b

dz
= −Kbc([RA]b − [RA]c) with z = 0, [RA]b = [RA]b0 (17)

d([RA]b(Tb − Tref))

dz
=

Hbc
ubCp,g

(Tc − Tb) (18)

Then, for the heat and mass balance from the cloud phase to the emulsion phase, the equations
are written in the following form:

ubδ

⎡
⎣ 3
(

umf
εmf

)
ub − umf

εmf

+ α

⎤
⎦d[RA]b

dz
= Kbc([RA]b − [RA]c)− Kce([RA]c − [RA]e) (19)

z
d([RA]c(Tc − Tref))

dz
=

Hce

ubCp,g
(Te − Tc) (20)

Moreover, for the heat and mass transfer with chemical reaction from the emulsion phase to the
catalyst phase, the equations are formulated in the following form:

Abed(He)εmf
d[RA]e

dt = Kce([RA]c − [RA]e)Abed(He)εmf + Qvm([RA]0 − [Rm]e)

−Qvprod[Rm]eεmf + rAms
(21)

Abed(He)
[
(1 − εmf)ρsCp,s + εmf[RA]mfCp,g

]dTe
dt + Abed(He)(Te − Tref)εmfCp,g

d[Rm]e
dt =

−Qvm[Rm]eCp,g(Te − Tf) + AbHbe
∫
(Tb − Te)dz + (−ΔHr)rA

−Qvprodεmf[Rm]eCp,g(Te − Tfs)− Qvprodεmf[Rm]eCp,g(Te − Tf)

−πD(He)(1 − δ∗)hw(Te − Tw)

(22)

Finally, to determine the population balance for a living and dead polymer for this three-phase
model, the following equations can be used:

dY(n, j)
dt

= RY(n,j) −
QvprodY(n, j)ρcat

ms
(23)

dX(n, j)
dt

= RX(n,j) −
QvprodX(n, j)ρcat

ms
(24)

Then, for a two-phase model where the reactions were assumed to occur in the emulsion and
bubble phase, the heat and mass transfer model is written in the following form [48]. For heat and
mass balance equations in the emulsion phase, the equations are written as follows:

d(Veεe[M]e)
dt = [M]e,inUeAe − [M]eUeAe − Rveεe[M]e

+Kbe([M]b − [M]e)Ve

(
δ

1−δ

)
−(1 − εe)Rie − KeVeεeAe[M]e

We

(25)

39



Processes 2019, 7, 67

d(Veεe[H2]e)
dt = [H2]e,inUeAe − [H2]eUeAe − Rveεe[H2]e

+Kbe([H2]b − [H2]e)Ve

(
δ

1−δ

)
−(1 − εe)Rie − KeVeεeAe[H2]e

We

(26)

(
Ve

(
εe

m
∑

i=1
Cpi[Mi]e + (1 − εe)ρpolyCp,pol

))
d(Te−Tref)

dt =

UeAe(Te,in − Tref)
m
∑

i=1
[Mi]e,inCpi − UeAe(Te − Tref)

m
∑

i=1
[Mi]eCpi

−Rve(Te − Tref)

(
m
∑

i=1
εeCpi[Mi]e + (1 − εe)ρpolyCp,pol

)
+ (1 − εe)RpeΔHR

−HbeVe

(
δ

1−δ

)
(Te − Tb)− Veεe(Te − Tref)

m
∑

i=1
Cpi

d[Mi]e
dt

− KeAe
We(Te−Tref)

(
m
∑

i=1
εeCpi[Mi]e + (1 − εe)ρpolyCp,pol

)
(27)

Meanwhile, the equations for heat and mass transfer in the bubble phase are written as follows:

d(Vbεb[M]b)
dt = [M]b,inUbAb − [M]bUbAb − Rvbεb[M]b − Kbe([M]b − [M]e)Vb

−(1 − εb)
Ab

VPFR

∫
Ribdz − KbVbεbAb[M]b

Wb

(28)

d(Vbεb[H2]b)
dt = [H2]b,inUbAb − [H2]bUbAb − Rvbεb[H2]b − Kbe([H2]b − [H2]e)Vb

−(1 − εb)
Ab

VPFR

∫
Ribdz − KbVbεbAb[H2]b

Wb

(29)

(
Vb

(
εb

m
∑

i=1
Cpi[Mi]b + (1 − εb)ρpolyCp,pol

))
d(Tb−Tref)

dt =

UbAb(Tb,in − Tref)
m
∑

i=1
[Mi]b,inCpi − UbAb(Tb − Tref)

m
∑

i=1
[Mi]bCpi

−Rvb(Tb − Tref)

(
m
∑

i=1
εbCpi[Mi]b + (1 − εb)ρpolyCp,pol

)

+(1 − εb)
AbΔHR

VPFR

∫
Rpbdz + HbeVb(Te − Tb)− Vbεb(Tb − Tref)

m
∑

i=1
Cpi

d[Mi]b
dt

− KbAb
Wb(Tb−Tref)

(
m
∑

i=1
εbCpi[Mi]b + (1 − εb)ρpolyCp,pol

)
(30)

Furthermore, for single-phase known as a well-mixed model where the reactions were assumed to
occur in the emulsion phase, the following heat and mass transfer model can be implemented [99,102].
The heat and mass balance equations are formulated as follows:

Vεmf
d[M]

dt
= U0A([M]in − [M])− Rvεmf[M]− (1 − εmf)Ri (31)

Vεmf
d[H2]

dt
= U0A([H2]in − [H2])− Rvεmf[H2]− (1 − εmf)Ri (32)

(
m
∑

i=1
[Mi]CpiVεmf + V(1 − εmf)ρpolCp,pol

)
dT
dt =

U0A
m
∑

i=1
[Mi]inCpi(Tin − Tref)− U0A

m
∑

i=1
[Mi]Cpi(T − Tref)

−Rv

[
m
∑

i=1
[Mi]Cpiεmf + (1 − εmf)ρpolCp,pol

]
(T − Tref) + (1 − εmf)ΔHRRp

(33)
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Lastly, another single-phase model is known as constant bubble size model, the following heat
and mass transfer model was previously implemented [105]. For heat and mass balance in the bubble
phase, the equations are written as follows:

[
M
]

b =
1
H

He∫
0

[M]bdh = [M]e +
(
[M]e,in − [M]e

) Ub
KbeHe

(
1 − e−(

KbeHe
Ub

)
)

(34)

[
H2
]

b =
1
H

He∫
0

[H2]bdh = [H2]e +
(
[H2]e,in − [H2]e

) Ub
KbeHe

(
1 − e−(

KbeHe
Ub

)
)

(35)

Tb =
1

He

H∫
0

Tbdh = Te + (Tin − Te)
UbCp

HbeHe

(
1 − e

−(
HbeH
UbCp

)
)

(36)

with

Cp =
Nm

∑
i=1

[
Mi
]

bCpMi = [M]bCpC3H6 + [H2]bCpH2 + [N2]CpN2 (37)

For the emulsion phase, the heat and mass transfer equations are written as follows:

Veεmf
d[M]e

dt
= UeAeεmf

(
[M]e,in − [M]e

)
+

VeδKbe

(1 − δ)

([
M
]

b − [M]e
)− Rveεmf[M]e − (1 − εmf)Ri (38)

Veεmf
d[H2]e

dt = UeAeεmf

(
[H2]e,in − [H2]e

)
+ VeδKbe

(1−δ)

([
H2
]

b − [H2]e
)

−Rveεmf[H2]e − (1 − εmf)Ri
(39)

(
m
∑

i=1
Veεmf[Mi]eCpi + Ve(1 − εmf)ρpolCp,pol

)
dTe
dt =

− m
∑

i=1
VeεmfCpi

d[Mi]e
dt (Te − Tref) + UeAeεmf

m
∑

i=1
[Mi]e,inCpi(Te,in − Tref)

−UeAeεmf
m
∑

i=1
[Mi]eCpi(Te − Tref)− VeδHbe

(1−δ)

(
Te − Tb

)
+Rve

(
(1 − εmf)ρpolCp,pol + εmf

m
∑

i=1
[Mi]eCpi

)
(Te − Tref) + (1 − εmf)ΔHRRpe

(40)

For the olefin synthesis via a free-radical mechanism, the following equations can be used to
determine mass and heat transfer models (radicals, polymer, monomer, reactor, and reactor jacket),
pressure drop, kinetic model (moment of dead polymer), mass balance for long and short chain
branching polymer [61,69]. For the mass balance for the radicals, the equation is written as follows:

d[R(n)]
dt = 2fkidec[In]− kprop[M]([R(n)]− [R(n − 1)](1 − δn,1))

−(kCTA[CTA] + ktrM[M])

(
[R(n)]− δn,1

∞
∑

i=1
[R(i)]

)
− ktcom[R(n)]

∞
∑

i=1
[R(i)]

(41)

Then, the mass balance for the polymer is formulated as follows:

d[P(n)]
dt

= (kCTA[CTA] + ktrM[M])[R(n)] +
ktcom

2

n−1

∑
m=1

[R(m)][R(n − m)](1 − δn,1) (42)

Moreover, the mass balance for the monomer used during the synthesis is written as follows:

d[M]

dt
= −(kprop + ktrM

)
[M]

∞

∑
i=1

[R(i)] (43)
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Meanwhile, for the heat balance for the reactor and the cooling fluid in the reactor jacket,
the equations are written as follows:

dT
dt

=
(−ΔHR)LRpm

ρuCp
+

uApipe(T − Tcool)

ρuAspCp
(44)

dTcool
dt

= πDoutLU
(Tcool − T)
QmCp,cool

(45)

Furthermore, the pressure drop occurred in the reactor can be determined as follows:

dP
dz

= −L
(

2fricρ
u2

Din
+ ρu

du
dz

)
with f−1/2

ric = 4 log
(

f1/2
ric Re

)
− 0.4 (46)

Then, to determine the zeroth, first and second moments of dead polymer, the equations are
formulated as follows:

d(X(0)P(n))
dz

=
ktcomY2(0)

2
+ (ktrM[M] + kβs2)Y(0) (47)

d(X(1)P(n))
dz = ktcomY(0)Y(1) + (ktrM[M] + kβs2)Y(1)

+ktrPo

((
Y(1) + Y′(1)

)
X(1)− X(2)

∞
∑

i=1
[R(i)]

)
(48)

d(X(2)P(n))
dz = ktcom

(
Y(0)Y(2) + Y2(1)

)
+ (ktrM[M] + kβs2)Y(2)

+ktrPo

((
Y(2) + Y′(2)

)
X(1)− X(3)

∞
∑

i=1
[R(i)]

) (49)

In addition, for the zeroth, first and second moments of temporary dead polymer I and II,
the equations are written as follows:

d
(
X′(0)P(n)

)
dz

= ktcomY(0)Y′(0)− kidecY′(0) + (ktrM[M] + kβs2)Y′(0) (50)

d(X′(1)P(n))
dz = ktcom

(
Y(0)Y′(1) + Y(1)Y′(0)

)− kidecY′(1) + (ktrM[M] + kβs2)Y′(1)

+ktrPo

((
Y(1) + Y′(1)

)
X′(1)− X′(2)

∞
∑

i=1
[R(i)]

) (51)

d(X′(2)P(n))
dz = ktcom

(
Y(2)Y′(0) + 2Y(1)Y′(1) + Y(0)Y′(2)

)− kidecY′(2) + (ktrM[M] + kβs2)Y′(2)

+ktrPo

((
Y(2) + Y′(2)

)
X′(1)− X′(3)

∞
∑

i=1
[R(i)]

)
(52)

d(X′′ (0)P(n))
dz

= ktcomY′′ (0)− 2kidecY′′ (0) (53)

d(X′′ (1)P(n))
dz

= ktcomY′(0)Y′(1)− 2kidecY′′ (1) (54)

d(X′′ (2)P(n))
dz

= ktcom

(
Y′(0)Y′(2) + Y′′2(1)

)
− 2kidecY′′ (2) (55)

Finally, the mass balance for short and long chain branching polymer is defined as follow:

d[Pscb(n)]
dz

= kscb

∞

∑
i=1

[R(i)] (56)

d[Plcb(n)]
dt

= klcb
(
X(1) + X′(1)

) ∞

∑
i=1

[R(i)] (57)
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By referring to Equations (3) until 57, a method of moments and population balances, which are
in form of ordinary differential equation (ODEs), were used to build and simulate the kinetics model
with the aim of studying the dynamic behavior of the olefin polymerization reaction in a fluidized
bed reactor, horizontal-stirred-bed reactor, vertical-stirred-bed reactor, tubular reactor, extruder,
and autoclave reactor via two types of reaction mechanisms, namely, coordination and free-radical
mechanisms. For the olefin polymerization via a coordination mechanism, Equations (58) to (60) are
used to calculate the polydispersity index, number average molecular weight, and the weight average
molecular weight, respectively.

PDI =
Mw

Mn
(58)

Mn =

NS
∑

j=1
Y(1, j)X(1, j)

NS
∑

j=1
Y(0, j)X(0, j)

MW (59)

Mw =

NS
∑

j=1
Y(2, j)X(2, j)

NS
∑

j=1
Y(1, j)X(1, j)

MW (60)

The polymerization rate is defined as follows [59]:

Rp = MW[M]Y(0, j)kprop(j) (61)

The melt index or melt flow index (MFI) can be determined by using the following equation [45]:

MFI = 3.346 × 1017M−3.472
w (62)

For the olefin polymerization process via a free-radical mechanism, to determine the number
and weight average molecular weight, the following equations are used, which are slightly different
from the equation used for the coordination mechanism. At this level, the moments of dead and
temporary dead polymer, as well as the moments of living polymer, are incorporated to determine
these parameters [69]:

Mw = MW
X(2) + X′(2) + X′′ (2) + Y(2) + Y′(2)
X(1) + X′(1) + X′′ (1) + Y(1) + Y′(1)

(63)

Mn = MW
X(1) + X′(1) + X′′ (1) + Y(1) + Y′(1)
X(0) + X′(0) + X′′ (0) + Y(0) + Y′(0)

Lastly, the monomer conversion for this olefin polymerization via a free-radical mechanism is
defined by the following equation:

ymono = 1 − [M]u
[M]0

(64)

To compute the mass and heat balance equations, which represent the olefin reaction via a
coordination mechanism, the hydrodynamic correlations that are tabulated in Abbasi et al. (2016) [49]
are referred. For the heat and mass balance equations for the olefin polymerization process via a
free-radical mechanism, the hydrodynamic correlations that are tabulated in Khazraei and Dhib
(2008) [69] are used.
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2.3. Numerical Methods for the Simulation of the Mathematical Model

Equation (3) until 57 are either in the form of ODEs or in the form of partial differential
equations (PDEs). For the ODEs, they contain only one independent variable, which is generally
time (t). The PDEs contains at least two independent variables, which are generally time, height of
the reactor, etc. To simulate these types of equations, several methods exist, which are summarized in
Table 5.

Table 5. Numerical methods for the process simulation.

Methods Main Feature Ref.

Euler’s Method Ability to solve simple and linear ordinary differential
equation (ODEs) with the presence of initial values [111–113]

Monte Carlo Method Ability to compute the ODEs with random values [113,114]

Rosenbrock Method Ability to solve stiff ODEs [113,115,116]

Backward Euler’s Method Ability to solve stiff ODEs with larger step size [117]

Finite Difference Method Ability to solve partial differential equations (PDEs) by
approximating the nonlinear system to linear system [118]

Method of Lines

Ability to solve PDE by approximating the PDE system with
an ODE system. In general, the spatial independent
variables are substituted by algebraic approximation (as a
function of time)

[119]

Finite Element Method Ability to solve PDEs with the presence of boundary
conditions [120]

Multigrid Methods Ability to solve high order PDEs, especially
parabolic systems. [121]

By referring to Table 5, because of the stiffness of the ODEs used in this polymerization process,
Rosenbrock and backward Euler’s method seem to be the most suitable numerical methods to be
implemented in simulating these ODEs [58]. Meanwhile, for the PDEs, because the independent
variables are not more than two, the finite difference method or method of lines could be applied.

3. A General Guideline to Implement the Mathematical Model

After reviewing the mathematical model, a general guideline can be proposed to ease the
implementation of the mathematical model for the olefin polymerization process in the gas phase.
The following flowchart in Figure 2 can be used to illustrate the procedure.

For olefin polymerization in the gas phase, two types of major mechanism occur in the process.
If the free-radical mechanism (details can be found in Table 4) occurs, the normal choice is to choose a
tubular reactor, while for the coordination mechanisms (details can be found in Table 3), the fluidized
bed reactors and stirred-bed reactors (horizontal and vertical) are the preferred choices. The next step
is to decide on the type of model to be used based on the number of phases assumed in the reactor.
For the tubular reactor, the model to be used is normally the single-phase model assuming all the
reactions occurs homogeneously in the packed bed tubular reactor. For the fluidized bed reactors
(FBR) and stirred-bed reactors (SBR), the model can be either single, two or three phase depending
on the assumptions of the location of the sites of the reactions occurring in the process. Examples of
single, two, and three phases can be seen in Table 2, with different types of process conditions and
assumptions by different researchers.

The final mathematical model for the mass balance (either 1, 2, or 3 phases) will incorporate
the kinetic model, transport phenomena process, and the hydrodynamics within the reaction system.
The kinetic model includes the method of moments, while the effects of population balance can also be
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included in the mass balance. A suitable model will also be done for the heat balance incorporating
the kinetic model and transport phenomena mechanisms.

Finally, these mathematical models (both the mass and energy balance) can be validated using
computational fluid dynamics (CFD) models (ANSYS 6.1, ANSYS Inc., Berkeley, CA, USA) and through
experimental pilot plant data [56].

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Olefin Polymerization Process 

Coordination Mechanism (referred to 
Table 3) 

Free radical mechanism (referred to 
Table 3)  

Type of reactor 
FBR/SBR/HSBR/VSBR 

Type of reactor 
Tubular reactor  

Single Phase 
Model 

Two-phase 
model 

Three-phase 
model 

Mathematical Model = Kinetic Model + Transport Phenomena + Hydrodynamic 

Method of Moment Population Balance

CFD & Experimental Validation 

Figure 2. A general flowchart of the guidelines for the implementation of the mathematical model
(FBR: fluidized bed reactor; SBR: stirred-bed reactors; HSBR: horizontal-stirred-bed reactor; VSBR:
vertical-stirred-bed reactor).

4. Conclusions

Polyolefins such as polyethylene or polypropylene are widely used nowadays in producing
several materials for industrial and consumer use. To ensure that the end products are safe,
high quality and have an optimized production facility, the processing conditions need to be improved.
Thus, a review of the previously implemented gas-phase mathematical models was carried out
to scaffold a methodology to build new mathematical models or to improve the existing ones.
For the olefin polymerization process in the gas phase, the tubular reactor operates at high pressures
while reactors such as a fluidized bed reactor, stirred-bed reactor, vertical-stirred-bed reactor and
horizontal-stirred-bed reactor work at moderate pressures. Moreover, most of the modeling in olefin
polymerization via a free-radical mechanism considers a single-phase model. Meanwhile, for the
olefin polymerization in the gas phase via a coordination mechanism, several models exist, such as
the three-phase model, two-phase model, well-mixed (single-phase) model, and constant bubble size
model (two-phase with constant bubble size). To simplify this complexity, some researchers ignore
extra phases during model implementation. Many studies have been done to improve the precision
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of the two-phase model as well as single-phase models by adding more details to the model, such as
considering solid elutriation. In the future, studies on heat loss through fluidized bed reactors and
improvement in the precision of the three-phase model can be carried out. The flowchart in Figure 2
can be used as a guideline to retrofit the available models or to develop new ones. A lot of work has
been done on modeling olefin polymerization, but a lot of effort is still needed to validate the models
better, which is to minimize the gap between model output and experimental or industrial data with
the aim of improving the end products that are environmentally friendly and have a high quality.
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Nomenclature

a Partial rate constants
A Area (m2)
Atube The cross-sectional area of the cooling jacket tube (m2)
Abed The cross-sectional area of the fluidized bed (m2)
Apipe The surface area of the pipe (m2)
Asp The cross-sectional area of the pipe (m2)
AL Alkyl Aluminum (mol/m3)
b Partial rate constants
BP By-product (mol/m3)
Ci Concentration of the component i (mol/m3)
cCata Co – Catalyst (mol/m3)
Cp Heat capacity (J/Kg·K)
Cp,pol Heat capacity of the polyolefin (J/Kg·K)
Cp,tube Heat capacity in the cooling jacket tube (J/Kg·K)
D Diameter (m)
Din Inlet diameter (m)
Dout Outer diameter (m)
Dz Dispersion coefficient (m2/s)
EA Activation energy (J/mol)
Fm Mass flow rate (kg/s)
F∗in(j) Potential active site flow rate of a site type j injected into the reactor (mol/s)
Fm,tube Mass flow rate in the jacket cooling tube (kg/s)
Fcat The fraction of the catalyst in the polyolefin
Fcata Mass fraction of the activated catalyst
Fdcata Mass fraction of the deactivated catalyst
FH2 Mass fraction of the hydrogen
FM Mass fraction of the monomer
FBR Fluidized bed reactor
f0kine Generation of the inert rate constant (m3mol−1s−1)
He Height of the reactor (m)
H Enthalpy of the reactor (J/kg)
Hbe Bubble to emulsion heat transfer coefficient (W/m3K)
Hbc Bubble to cloud heat transfer coefficient (W/m3K)
Hce Cloud to emulsion heat transfer coefficient (W/m3K)
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Hin Enthalpy of the inlet feedstock into the reactor (J/kg)
H2 Hydrogen (mol/m3)
hw Wall heat transfer coefficient (W/m2K)
HSBR Horizontal-stirred bed reactor
In Initiators (mol/m3)
k0 Pre-exponential reaction rate constant (s−1 or m3mol−1s−1)
k Reaction rate constant
kact(j) Activation rate constant for active site type j (m3mol−1s−1)
kactH2 (j) Catalyst activation by hydrogen rate constant for a site type j (s−1)
kactM(j) Catalyst activation by monomer rate constant for a site type j (s−1)
kactS(j) Spontaneous site activation rate constant for active site type j (s−1)
kactSA(j) Site activation by alkyl aluminum rate constant for active site type j (s−1)
kactSH2 (j) Site activation by hydrogen rate constant for a site type j (s−1)
kactSM(j) Site activation by monomer rate constant for a site type j (s−1)
kaH Hydrogen abstraction rate constant (m3mol−1s−1)
kaH2 Hydrogen abstraction without a vinyl group rate constant (m3mol−1s−1)
kaH2V Hydrogen abstraction with a vinyl group rate constant (m3mol−1s−1)
kdP(j) Reaction with poisons rate constant (m3mol−1s−1)
kDeac(j) Deactivation rate constant (s−1)
kDPo(j) Deactivation by poison rate constant (s−1)
kdeac(j) Deactivation rate constant for a site type j (s−1)
kdeco Decomposition of ethylene rate constant (s−1)

kfH2 (j)
Chain transfer to hydrogen rate constant for a site type j with terminal monomer M
reacting with hydrogen (m3mol−1s−1)

kidec Initiator decomposition rate constant (s−1)
f0kidhT Peroxide initiator at high-temperature rate constant (m3mol−1s−1)
fP0kidP0 Peroxide generation at high-temperature rate constant (s−1)
kin Initiation rate constant (m3mol−1s−1)
kin(j) Initiation rate constant for a site type j (m3mol−1s−1)
kine Initiation rate constant in extruder (m3mol−1s−1)
kith Thermal initiation rate constant (s−1)
kprop Propagation rate constant (m3mol−1s−1)
kprop(j) Propagation rate constant for a site type j (m3mol−1s−1)
kspont(j) Spontaneous chain transfer rate constant for a site type j (m3mol−1s−1)
ktcom Termination by combination rate constant (m3mol−1s−1)
ktdisp Termination by disproportionation rate constant (m3mol−1s−1)
kthd Thermal degradation rate constant (s−1)
kTransf(j → k) Site transform from site j to site k rate constant (s−1)
ktrad Termination with initiation radical rate constant (m3mol−1s−1)
ktrCTA Chain transfer to chain transfer agent rate constant (m3mol−1s−1)
ktrCo Chain transfer to co-catalyst rate constant (m3mol−1s−1)
ktrCo(j) Chain transfer to co-catalyst rate constant for a site type j (m3mol−1s−1)
ktrH2 (j) Chain transfer to hydrogen rate constants for a site type j (m3mol−1s−1)
ktrs(j) Chain transfer to solvent rate constants for a site type j (m3mol−1s−1)
ktrM(j) Chain transfer to monomer rate constant for a site type j (m3mol−1s−1)
ktrM Chain transfer to monomer rate constant (m3mol−1s−1)
ktrs(j) Spontaneous transfer rate constant (m3mol−1s−1)
ktrP Chain transfer to the polymer without a vinyl group rate constant (m3mol−1s−1)
ktrPV Chain transfer to a polymer with a vinyl group rate constant (m3mol−1s−1)
ktrPo Chain transfer to polymer rate constant (m3mol−1s−1)
kβs β-scission rate constant (m3mol−1s−1)
kβs2 β-scission for secondary radical rate constant (s−1)
kβs3 β-scission for tertiary radical rate constant (s−1)
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Kz Heat dispersion coefficient (J/m·s·K)
Kbe bubble to emulsion mass transfer coefficient (s−1)
Kbc Bubble to cloud mass transfer coefficient (s−1)
Kce Cloud to emulsion mass transfer coefficient (s−1)
Ke Elutriation constant in emulsion phase (kg/m2s)
L Length of the reactor (m)
M Monomer used during the polymerization (mol/m3)
MFI Melt flow index or Melt index (g/min)
MW Molecular weight (kg/mol)
Mn Number average molecular weight (kg/mol)
Mw Weight average molecular weight (kg/mol)
m Mass inside the reactor (kg)
mpoly Mass of the polymer inside the reactor (kg)
Me Metal atoms (mol)
Ns Number of active sites j
O2 Oxygen (mol/m3)
P Pressure (Pa)
Po Poison (mol/m3)
P∗(j) Potential active site of type j (mol)
P(0, j) Uninitiated site of type j produced from activation reaction (mol)
PH(0, j) Uninitiated site of type j produced from chain transfer to hydrogen reaction (mol)
P(1) Living polymer chain with a chain length one produced by the initiation reaction (mol)

P(1, j)
Living polymer chain of type j with a chain length one produced by the initiation reaction
(mol)

P(m) Growth living chain with a chain length m with the terminal monomer M (mol)
P(n) Growth living chain with a chain length n with the terminal monomer M (mol)
P(n + m) Growth living chain with a chain length n + m with the terminal monomer M (mol)
P(n + m, j + k) Growth living chain of type j + k with a chain length n + m (mol)

P(n, j)
Growth living polymer chain of type j with a chain length n with the terminal monomer M
(mol)

P(m, k)
Growth living polymer chain of type k with a chain length m with the terminal monomer
M (mol)

P(n + 1) Growth living chain with a chain length n + 1 with the terminal monomer M (mol)

P(n + 1, j)
Growth living polymer chain of type j with a chain length n + 1 with the terminal
monomer M (mol)

Pd(n) Dead polymer chain (mol)
Pd(n, j) Dead polymer chain of type j (mol)
PdPo(0, j) Impurity site of type j (mol)
Pdeac(j) Deactivated site of type j (mol)
PDI Polydispersity index
Po Impurity (mol/m3)
q Heat transfer via the cooling jacket (J/s)
Q(n, j) Dead polymer with n chain length of type j (mol)
Qcat The mass flow rate of the catalyst (kg/s)
QH2 The mass flow rate of the hydrogen (kg/s)
Qin Inlet flow rate (kg/s)
QMon The mass flow rate of the monomer (kg/s)
Qm The mass flow rate (kg/s)
Qout Outlet flow rate (kg/s)
QoutF Outflow rate of the polyolefin in the slurry phase (kg/s)
rA Rate expression for the active sites (mol/kg catalyst per second)
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RA Reactant used during polymerization process
R• Radical (mol)
R•(1) Living radical with the chain length 1 (mol)
R•(2) Living radical with the chain length 2 (mol)
R•(m) Living radical with m chain length (mol)
R•(n) Living radical with n chain length (mol)
R•(n, j) Living radical with n chain length of type j (mol)
R•(m, k) Living radical with n chain length of type k (mol)
R•(n + 1) Living radical with n + 1 chain length (mol)
R•(m − r) Living radical with m – r chain length (mol)
R•(m) Living radical with m chain length (mol)
RH Inert molecule (mol)
R Gas constant (J/mol·K)
Rd Deactivation reaction rate (kg/s)
Re Reynold Number
RH2 Hydrogen consumption rate (kg/s)
Rp Polymerization rate (kg/s)
Rpm Polymerization rate (mol/L·s)
Rv Volumetric production rate of polymer (m3s−1)
SP Sub-product (mol/m3)
T Temperature (K)
Ttube Cooling jacket tube temperature (K)
Tref Reference temperature (K)
U Heat transfer constant or internal energy (W/m2K)
u Velocity (m/s)
V Volume (m3)
Vp The volume of polymer phase present in the reactor (m3)
VSBR Vertical-stirred bed reactor
Vg The volume of the gas (m3)
Vtube The volume of the liquid in the cooling jacket tube (m3)
WSBR Well-stirred semi-batch reactor
W The weight of particle solid (kg)
X(0) Zeroth moment of chain length distribution of the dead polymer (mol)
X(1) The first moment of chain length distribution of the dead polymer (mol)
X(2) The second moment of chain length distribution of the dead polymer (mol)
X(0, j) Zeroth moment of chain length distribution of the dead polymer chain (mol)
X(1, j) The first moment of chain length distribution of the dead polymer chain (mol)
X(2, j) The second moment of chain length distribution of the dead polymer chain (mol)
X(n, j) The n moment of chain length distribution of the dead polymer chain (mol)
Y Inert molecule (mol)
Y(0) Zeroth moment of chain length distribution of the living polymer (mol)
Y(1) The first moment of chain length distribution of the living polymer (mol)
Y(2) The second moment of chain length distribution of the living polymer (mol)
Y(0, j) Zeroth moment of chain length distribution of the living polymer chain (mol)
Y(1, j) The first moment of chain length distribution of the living polymer chain (mol)
Y(2, j) The second moment of chain length distribution of the living polymer chain (mol)
ymono Monomer conversion
Z − N Ziegler-Natta
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Abstract: Many widely-used polymers are made via free-radical polymerization. Mathematical
models of polymerization reactors have many applications such as reactor design, operation, and
intensification. The method of moments has been utilized extensively for many decades to derive
rate equations needed to predict polymer bulk properties. In this article, for a comprehensive list
consisting of more than 40 different reactions that are most likely to occur in high-temperature
free-radical homopolymerization, moment rate equations are derived methodically. Three types
of radicals—secondary radicals, tertiary radicals formed through backbiting reactions, and tertiary
radicals produced by intermolecular chain transfer to polymer reactions—are accounted for.
The former tertiary radicals generate short-chain branches, while the latter ones produce long-chain
branches. In addition, two types of dead polymer chains, saturated and unsaturated, are considered.
Using a step-by-step approach based on the method of moments, this article guides the reader to
determine the contributions of each reaction to the production or consumption of each species as well
as to the zeroth, first and second moments of chain-length distributions of live and dead polymer
chains, in order to derive the overall rate equation for each species, and to derive the rate equations
for the leading moments of different chain-length distributions. The closure problems that arise are
addressed by assuming chain-length distribution models. As a case study, β-scission and backbiting
rate coefficients of methyl acrylate are estimated using the model, and the model is then applied
to batch spontaneous thermal polymerization to predict polymer average molecular weights and
monomer conversion. These predictions are compared with experimental measurements.

Keywords: method of moments; free-radical polymerization; methyl acrylate; thermal polymerization;
high-temperature polymerization

1. Introduction

Free-radical polymerization has been used widely to produce a variety of synthetic polymers.
The polymerization involves three main (primary) reactions: initiation, propagation and termination [1].
In the initiation reaction, an initiator such as a thermal initiator usually generates free radicals at
temperatures above 60 ◦C [2,3]. The polymerization may also start spontaneously (without adding
any known initiator) by a monomer or impurities at high temperatures, typically 140–350 ◦C [4,5].
In the propagation reactions, free radicals grow in size by reacting with monomers. In the termination
reactions, growing macroradicals react with each other to form dead polymer chains. Vinyl, vinylidene,
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acrylates, and methacrylates are four well-known families of monomers that can participate in
free-radical polymerization.

In addition to the primary reactions, free-radical polymerization may involve other reactions,
which are known as the secondary reactions. The extent of contribution of each secondary reaction
to free-radical polymerization depends on the monomer type, polymerization temperature, and
polymerization medium type [6].

Styrene and alkyl acrylates are known to undergo monomer self-initiation, which is a secondary
reaction [4,7–9]. Monomer self-initiation is a prevalent secondary reaction in the high-temperature
polymerization of many monomers. In case of acrylate monomers, the reaction is significant over
140 ◦C and potentially obviates the need for a thermal initiator, such as benzoyl peroxide, ammonium
persulfate, or azobisisobutyronitrile, to initiate the polymerization [3]. Backbiting andβ-scission are two
other prevalent secondary reactions in the high-temperature free-radical polymerization of acrylates,
while their rates are low around 60–90 ◦C. Backbiting (intramolecular chain-transfer-to-polymer)
reactions produce tertiary radials, which can subsequently propagate and generate short chain
branches. The tertiary radical can also participate in a β-scission reaction, which generates a secondary
radical and a macromonomer. These tertiary radicals can also undergo a migration reaction along
the chain backbone [10]. Intermolecular chain-transfer-to-polymer reactions also produce tertiary
radicals, which can subsequently propagate and generate long chain branches. In case of free-radical
polymerization in the presence of a solvent, chain transfer to solvent can also occur. Transfer to chain
transfer agents is another secondary reaction, which occurs when a transfer agent is present in the
reaction medium. Many of these secondary reactions are interdependent. For example, the extent of
the β-scission reaction is dependent on the concentration of tertiary radicals formed by backbiting and
chain-transfer-to-polymer reactions. Thus, comprehensive models that account for all likely reactions
that occur are needed to predict polymer properties reliably.

Given a set of postulated polymerization reactions, one can describe the reaction medium dynamics
using one of the four widely-used methods: the method of moments, the tendency modeling, the Monte
Carlo simulation, and the Predici simulation package [11]. The tendency modeling can be viewed as a
very simplified form of the method of moments [12]; it provides less information than the method of
moments. Kinetic Monte Carlo simulations have also been used for modeling polymerization systems.
However, it is computationally expensive [13]. Predici is a commercial simulation package used
for modeling of polymerization systems [14]. It is able to calculate entire chain-length distributions.
Usually, but not always, these methods provide predictions that are in agreement [15].

The method of moments is a powerful and cost-effective method of simulating radical
polymerization in different polymerization media [16–19]. It has been used to simulate emulsion
copolymerization of vinylidene fluoride and hexafluoropropylene, estimate unavailable kinetic
parameters, and predict molecular weight and chain end distributions [18]. Kalfas and Ray used
this method to estimate monomer conversion inside particles in a suspension polymerization of
vinyl acetate [19]. In the case of running a polymerization in a heterogeneous medium, for which
the partitioning coefficient of a monomer between oil and water phases is unknown, the method
of moments can be used to estimate the unknown parameter [20]. By dividing an entire range of
molecular weights into a limited number of intervals, the method of moments is capable of predicting
molecular-weight distributions that can be compared with what is measured experimentally by
gel-permeation chromatography [21]. The method of moments was also used to study reaction kinetics
in photochemically-mediated atom transfer radical polymerization (ATRP) [22]. In addition, the method
of moments enables understanding of the concentrations of free ligands, catalysts, and initiators.
Nitroxide-mediated polymerization (NMP) and reversible addition-fragmentation transfer (RAFT)
polymerization were also studied by the method of moments approach [23]. In the latter case, one can
assess the effect of RAFT agent concentration and rate constants of involved reactions on final polymer
properties [24].
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Several tutorial and review papers on the method of moments have been published. Mastan
and Zhu [25] published a tutorial paper on the method of moments. They considered free-radical
polymerization reactions such as initiation, propagation, and termination, but did not account for
secondary reactions like monomer self-initiation, backbiting or β-scission [25]. Zhou and Luo [26],
in their tutorial paper, focused on method of moments modeling of only living radical polymerization
methods such as ATRP, RAFT, and NMP [26]. Bachmann et al. [27] applied the method of moments to
a set of polymerization reactions including branching, scission and crosslinking, and concentrated on
addressing the closure problems that arise when scission reactions are accounted for. The dependence of
the rate of production of a moment of a distribution on a higher-order moment of the same distribution
has been referred to as a closure problem. Their formulation allowed for relaxing the assumption of one
radical per live chain. However, they did not fully consider backbiting or short-length branching [27].
Other articles on this topic either have not differentiated the radical types (secondary vs. tertiary) or
have not fully treated challenging reactions such as β-scission [28–30].

The survey of the literature points to a need for: (i) the derivation of method of moments equations
for a comprehensive set of most likely reactions in high-temperature free-radical polymerization;
and (ii) a systematic method for the derivation of the contributions of new reactions to moment
rate equations when a new reaction must be accounted for. This article was prepared to address
these two needs. Based on a comprehensive list of the most likely reactions in high-temperature
free-radical homo-polymerization of acrylates, Table S1 (Supporting Information) [31–38], the reader
learns how to systematically calculate the contributions of each reaction to different moments and to
the production or consumption of different species. Such a comprehensive list consisting of 44 most
likely reactions in free-radical polymerization has not been considered elsewhere. β-scission reactions
are fully studied herein, and the scissions from both the right-hand side (RHS) and the left-hand side
(LHS) of a tertiary radical are considered. Closed-form rate equations are derived for each scission
side to describe the contributions of the reaction to the rates of chain-length distribution moments
and production/consumption of different chemical species. Three types of radicals and two types of
dead polymer chains are considered. The approach presented herein enables the reader to derive
easily and systematically new rate equations when a new reaction must be accounted for. As a case
study, self-initiated bulk homopolymerization of methyl acrylate (MA) in a batch reactor is considered.
Method of moments predictions of conversion and polymer average molecular weights are compared
with measurements from polymer sample analyses.

2. Rate Equations

When using the method of moments, it is essential to correctly calculate the contributions of each
reaction to the moments of the chain-length distributions of species that are of interest. For example,
the jth moment of the chain-length distribution (CLD) of secondary live polymer chains is:

ρ∗∗j =
∞∑

n=0

nj[R∗∗n ], j = 0, 1, 2, · · · (1)

where n is the length (number of monomer units) of a polymer chain, [R∗∗n ] is the molar concentration
of live chains that have a secondary radical and n monomer units, and ρ∗∗j is the jth moment of
the chain-length distribution of the secondary radicals. For each class of polymer chains, from the
zeroth, first and second moments of the CLD of the chains, one can calculate the number-average and
weight-average chain lengths as well as the dispersity of the CLD. The zeroth moment of the CLD of a
polymer class is the molar concentration of the polymer class, and the first moment times the monomer
molecular weight is the mass concentration of the polymer class [39,40]. Similarly, moments of other
CLDs can be defined:

ρ∗∗∗j =
∞∑

n=0

nj[R∗∗∗n ], j = 0, 1, 2, · · · (2)
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ρ̃∗∗∗j =
∞∑

n=0

nj[R̃∗∗∗n ] , j = 0, 1, 2, · · · (3)

δ j =
∞∑

n=0

nj[Dn], j = 0, 1, 2, · · · (4)

ε j =
∞∑

n=0

nj[Un], j = 0, 1, 2, · · · (5)

where [R∗∗∗n ] is the molar concentration of n-monomer-unit live chains that have a tertiary radical
produced by intermolecular chain transfer to polymer reactions, [R̃∗∗∗n ] is the molar concentration of
n-monomer-unit live chains that have a tertiary radical produced by backbiting reactions, [Dn] is the
molar concentration of n-monomer-unit dead chains without a terminal double bond, and [Un] is the
molar concentration of n-monomer-unit dead chains with a terminal double bond. ρ∗∗∗j , ρ̃∗∗∗j , ε j, and

δ j are the jth moments of the chain-length distributions of the R∗∗∗n , R̃∗∗∗n , Un and Dn polymer chains,
respectively.

2.1. Initiation with Conventional Thermal Initiators

In this reaction, a molecule of a thermal initiator such as ammonium persulfate or potassium
persulfate decomposes into two free radicals:

I
kd→ 2R∗0 (6)

where I and R∗0, respectively, represent an initiator molecule and a monoradical. Contributions of this
reaction to the consumption of the initiator and the generation of free radicals with a length of zero
(with no monomer units) are given by:

rI = −kd [I] (7)

rR∗0 = 2 f kd[I] (8)

where f is the free-radical generation efficiency of the initiator. An initiator efficiency of less than 100%
has been attributed to a phenomenon called the cage effect [41]. It is worth noting that this reaction
does not have any monomer-unit contributions to the zeroth, first or second moments of live chains as
the length (number of monomer units) of the produced live radicals is zero.

2.2. Self-Initiation of Monomers

Previous studies by our group [42–44] showed that three alkyl acrylate monomers react and form
one monoradical with the length of one monomer unit, R∗∗1 , and one monoradical with the length of
two monomer units, R∗∗2 :

3M
ki→ R∗∗1 + R∗∗2 (9)

Contributions of this reaction to the production/consumption rates of monomer (M), secondary
radicals with one monomer unit length (R∗∗1 ), secondary radicals with two monomer units length
(R∗∗2 ), zeroth moment of secondary radicals (ρ∗∗0 ), first moment of secondary radicals (ρ∗∗1 ), and second
moment of the secondary radicals (ρ∗∗2 ) are given by:

rM = −3ki [M]2 (10)

rR∗∗1 = ki [M]2 (11)

rR∗∗2 = ki [M]2 (12)
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rρ∗∗0 = (10 + 20) ki [M]2 (13)

rρ∗∗1 = (11 + 21) ki [M]2 (14)

rρ∗∗2 = (12 + 22)ki [M]2 (15)

In the last three (moment) rate equations, the “1” accounts for the single monomer unit of the
secondary radical R∗∗1 and “2” for the two monomer units of the secondary radical R∗∗2 . In the case of
methacrylates, the monomers undergo the overall (apparent) reactions [42–44]:

3M
ki→ R∗∗1 + R∗∗2 (16)

2M
kdim→ D2 (17)

Contributions of these reactions to the production rates of monomer (M), secondary radicals with
one monomer unit length (R∗∗1 ), secondary radicals with two monomer unit length (R∗∗2 ), dead polymer
chain with two monomer unit length (D2), zeroth moment of secondary radicals (ρ∗∗0 ), first moment of
secondary radicals (ρ∗∗1 ), and second moment of the secondary radicals (ρ∗∗2 ) are given by:

rM = −(3ki + 2kdim) [M]2 (18)

rR∗∗1 = ki [M]2 (19)

rR∗∗2 = ki [M]2 (20)

rρ∗∗0 = (10 + 20) ki [M]2 (21)

rρ∗∗1 = (11 + 21) ki [M]2 (22)

rρ∗∗2 = (12 + 22) ki [M]2 (23)

rδ0 = (20)kdim[M]2 (24)

rδ1 = (21)kdim[M]2 (25)

rδ2 = (22)kdim[M]2 (26)

2.3. Propagation Reactions

In these reactions, a live chain reacts with a monomer molecule and forms a new live chain that is
one monomer unit longer than the reactant live chain. For example, a secondary radical reacts with
a monomer molecule and forms a new secondary radical that is one monomer unit longer than the
reactant secondary:

R∗∗n + M
kp→ R∗∗n+1 (27)

Since there is no change in the population of secondary radicals upon the occurrence of this
reaction, the contribution of this reaction to the zeroth moment of the chain-length distribution of the
secondary radicals is zero:

rρ∗∗0 = kp [M]
∑

(n + 1)0[R∗∗n ] − kp [M]
∑

n0[R∗∗n ] = 0 (28)

The contributions of this reaction to the production of other species and to other moments are
given by:

rM = −kp [M]
∑

[R∗∗n ] = −kp [M]ρ∗∗0 (29)

rρ∗∗1 = kp [M](
∑

(n + 1)[R∗∗n ] −
∑

n[R∗∗n ]) = kp [M]
∑

[R∗∗n ] = kp [M]ρ∗∗0 (30)
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rρ∗∗2 = kp [M](
∑
(n + 1)2[R∗∗n ] −

∑
n2[R∗∗n ]) = kp [M]

∑
(2n + 1)[R∗∗n ]

= kp [M](2ρ∗∗1 + ρ∗∗0 )
(31)

rR∗0 = −kp [M][R∗0] (32)

rR∗∗1 = kp [M]([R∗0] − [R∗∗1 ]) (33)

rR∗∗2 = kp [M]([R∗1] − [R∗∗2 ]) (34)

Note that the rate equations satisfy rM + rρ∗∗1 = 0, confirming that the reaction does not change the

total number of monomer units in the system. Tertiary radicals of types R∗∗∗n and R̃∗∗∗n also participate in
propagation reactions. As they are more stable than secondary radicals, their propagation reaction
rate coefficients are smaller than those of secondary radicals. As a rule of thumb, the propagation
rate coefficient of tertiary radicals (kt

p) is 1000 times less than that of the secondary radicals (kp) [45].
The product of propagation of a tertiary radical is a secondary radical with one monomer unit longer
than the tertiary radical.

R∗∗∗n + M
kt

p→ R∗∗n+1 (35)

R̃∗∗∗n + M
kt

p→ R∗∗n+1 (36)

The occurrence of the reaction (35) leads to the formation of long chain branching, while the
reaction (36) causes the formation of short chain branches. The contributions of these two reactions
to the production rates of different species as well as rates of the moments are presented in the SI
(Equations (S1)–(S8) and (S9)–(S16))

2.4. De-Propagation

De-propagation is a reaction that is significant in high-temperature polymerization of methacrylates.
In this reaction, a secondary radical generates a monomer molecule and a new secondary radical which
is one monomer unit shorter than the reactant secondary radical:

R∗∗n+1
k−p→ R∗∗n + M (37)

The contribution of this reaction to the production and consumption of different species as well as
to the moments are as follows:

rM = k−p ρ
∗∗
0 (38)

rρ∗∗0 = 0 (39)

rρ∗∗1 = −k−pρ
∗∗
0 (40)

rρ∗∗2 = −k−p(2ρ∗∗1 − ρ∗∗0 ) (41)

2.5. Backbiting

A backbiting reaction converts a secondary radical to a tertiary counterpart. This reaction is
prevalent at high temperatures and involves the abstraction of a hydrogen by a secondary radical from
its backbone:

R∗∗n
kbb→ R̃∗∗∗n (42)

To abstract a hydrogen, the chain head with a secondary radical (on carbon atom #1) bends and
abstracts a hydrogen usually from carbon #5, or less-likely carbon #7; the radical moves from carbon #1
to carbon #5 or #7. Quantum chemical calculations have shown that carbon #5 is the most probable
place for hydrogen abstraction (See Figure 1) [46]. The reaction of a monomer with the produced
tertiary radical causes the formation of a short branch in the polymer chain. One challenge here is that
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this tertiary radical can migrate along the backbone, which is discussed in the next section. Backbiting
affects just the rates of moments of secondary and tertiary radicals as follows:

rρ∗∗0 = −rρ̃∗∗∗0
= −kbb

∑
n0[R∗∗n ] = −kbb ρ

∗∗
0 (43)

rρ∗∗1 = −rρ̃∗∗∗1
= −kbb

∑
n1[R∗∗n ] = −kbb ρ

∗∗
1 (44)

rρ∗∗2 = −rρ̃∗∗∗2
= −kbb

∑
n2[R∗∗n ] =−kbb ρ

∗∗
2 (45)

Figure 1. A polymer chain with seven monomer units with a tertiary radical on carbon #5. Y represents
a functional group like an alkyl group.

2.6. Mid-Chain Radical Migration

A tertiary radical can migrate along the backbone of the live polymer chain. In the case of a
tertiary radical of the type R̃∗∗∗n :

R̃∗∗∗n
kmig→ R∗∗∗n (46)

This reaction has been reported to occur at high-temperature, low-monomer-concentration
polymerization of acrylates [10,47]. Mid-chain radicals that are formed by backbiting usually undergo
this migration reaction. Mid-chain radicals formed by macromonomer propagation can also participate
in this reaction. Although this reaction does not alter the tertiary nature of radicals, it may change
branch sizes (if propagation occurs after migration) or the macromonomer length (if scission happens
after migration) [48]. The migration reaction has been reported to be 50 times slower than backbiting
but 15 times faster than β-Scission [48]. The occurrence of this reaction causes the generation of low
mass macromonomers in polymerizing systems [49]. Migration of mid-chain radicals usually happens
between every other monomer (n: n + 4); this is why β-scission reaction, which usually occurs after
several migration steps, produces macromonomers with different distribution chain length.

Contributions of the reaction (46) to the rates of moments are:

rρ̃∗∗∗0
= −rρ∗∗∗0

= −kmigρ̃
∗∗∗
0 (47)

rρ̃∗∗∗1
= −rρ∗∗∗1

= −kmigρ̃
∗∗∗
1 (48)

rρ̃∗∗∗2
= −rρ∗∗∗2

= −kmigρ̃
∗∗∗
2 (49)

2.7. β-Scission Reaction of R̃∗∗∗n

This β-scission reaction converts a tertiary radical of type R̃∗∗∗n to a secondary radical R∗∗m and a
macromonomer (unsaturated dead polymer chain) Un−m that possesses a shorter length than its parent
chain. The reaction is prevalent at high temperatures and involves a carbon–carbon bond scission,
which lowers polymer molecular weight [50]. β-Scission can happen from both RHS and LHS of a
tertiary radical where the scission side determines the length of the produced macromonomer as well
as the length of the secondary radical. Equations (50) and (51), respectively, show scission from the
RHS and LHS of a chain with a free electron on the tertiary carbon #5. In Figure 1, if scission happens
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from the LHS of the tertiary radical, the covalent bond between carbons #6 and #7 breaks, while the
scission from the RHS causes the breakage of the bond between carbons #3 and #4. Regardless of the
chain length, scission from the RHS of the tertiary carbon #5 always produces a secondary radical
with two-monomer-unit length, while the scission from the LHS of the same tertiary carbon always
produces a macromonomer with three-monomer-unit length:

R̃∗∗∗n
kβ→ R∗∗2 + Un−2 (50)

R̃∗∗∗n
kβ→ R∗∗n−3 + U3 (51)

It has been reported that a secondary radical is most likely to abstract a hydrogen from carbon
#5 [51]. Thus, in a subsequent β-Scission reaction, mostly like the C3-C4 or C6-C7 carbon–carbon
bond breaks. Here, we develop equations describing the contribution of this scission site to moment
equations. However, the same method is applicable if one needs to account for scission from other
tertiary carbons. We start by deriving the contributions of a single chain with seven monomer units
(Figure 1) and then generalize them for a chain with n monomer units. Different sets of equations for
the RHS and LHS reactions are derived, as the reaction products are different in the two cases.

rρ∗∗0,R
=

1
2

kβ[R̃∗∗∗7 ] × 20 =
1
2

kβ[R̃∗∗∗7 ] (52)

where the symbol R in ρ∗∗0,R represents that the scission occurs from the RHS. The pre-factor 1
2 also

emphasizes that the scission is equally likely from the RHS and LHS. Generalizing this, the contribution
of an n-monomer-unit chain to the zero moment of secondary radicals is:

rρ∗∗0,R
=

1
2

kβ[R̃∗∗∗n ] × 20 =
1
2

kβ[R̃∗∗∗n ] (53)

and the contribution of all chains with different lengths is given by:

rρ∗∗0,R
=
∑ 1

2
kβ[R̃∗∗∗n ] =

1
2

kβρ̃∗∗∗0 (54)

Similarly, the contributions to the first and second moments of the produced secondary radicals
are given by:

rρ∗∗1,R
=
∑ 1

2
kβ[R̃∗∗∗n ] × 2 = kβρ̃∗∗∗0 (55)

rρ∗∗2,R
=
∑ 1

2
kβ[R̃∗∗∗n ] × 22 = 2kβρ̃∗∗∗0 (56)

For the scission from LHS of tertiary carbon #5, Equation (51), the following relations are
developed to account the contribution of the reaction to zero, first and second moments of produced
secondary radicals:

rρ∗∗0,L
=
∑ 1

2
kβ[R̃∗∗∗n ] =

1
2

kβρ̃∗∗∗0 (57)

rρ∗∗1,L
=
∑ 1

2
kβ[R̃∗∗∗n ] × (n− 3) =

1
2

kβ(ρ̃∗∗∗1 − 3ρ̃∗∗∗0 ) (58)

rρ∗∗2,L
=
∑ 1

2
kβ[R̃∗∗∗n ] × (n− 3)2 =

1
2

kβ(ρ̃∗∗∗2 − 6ρ̃∗∗∗1 + 9ρ̃∗∗∗0 ) (59)

Following the same concept, contributions of this reaction to the rates of moments of tertiary
radicals as well as macromonomers come below:

rρ̃∗∗∗0,L
= rρ̃∗∗∗0,R

= −
∑ 1

2
kβ[R̃∗∗∗n ] = −1

2
kβρ̃∗∗∗0 (60)
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rρ̃∗∗∗1,L
= rρ̃∗∗∗1,R

= −
∑ 1

2
kβ × n[R̃∗∗∗n ] = −1

2
kβρ̃∗∗∗1 (61)

rρ̃∗∗∗2,L
= rρ̃∗∗∗2,R

= −
∑ 1

2
kβ × n2[R̃∗∗∗n ] = −1

2
kβρ̃∗∗∗2 (62)

rε0,R =
∑ 1

2
kβ[R̃∗∗∗n ] =

1
2

kβρ̃∗∗∗0 (63)

rε1,R =
∑ 1

2
kβ × (n− 2)[R̃∗∗∗n ] =

1
2

kβ(ρ̃∗∗∗1 − 2ρ̃∗∗∗0 (64)

rε2,R =
∑ 1

2
kβ × (n− 2)2[R̃∗∗∗n ] =

1
2

kβ(ρ̃∗∗∗2 − 4ρ̃∗∗∗1 + 4ρ̃∗∗∗0 ) (65)

rε0,L =
∑ 1

2
kβ[R̃∗∗∗n ] =

1
2

kβρ̃∗∗∗0 (66)

rε1,L =
∑ 1

2
kβ × 3[R̃∗∗∗n ] =

3
2

kβρ̃∗∗∗0 (67)

rε2,L =
∑ 1

2
kβ × 9[R̃∗∗∗n ] =

9
2

kβρ̃∗∗∗0 (68)

2.8. β-Scission Reaction of R∗∗∗n

Tertiary radicals formed through chain transfer to polymer (R∗∗∗n ) also undergo scission from RHS
and LHS. The most important difference between the β-scission reaction of R∗∗∗n and R̃∗∗∗n is the number
of possible sites for scission. As mentioned in Section 2.7, R̃∗∗∗n most likely undergoes scission from
carbon #5 or less likely from carbon #7. It means that just one or two sites are available for scission.
On the other hand, R∗∗∗n can undergo scission from all available tertiary carbons along its backbone. As
in Section 2.7, the β-Scission reaction of a tertiary radical of type R∗∗∗n generates a secondary radical and
a macromonomer:

R∗∗∗n
kβ→ R∗∗m + Un−m (69)

R∗∗∗n
kβ→ R∗∗n−m + Um (70)

Figure 2 shows the products of both LHS and RHS β-Scission reactions of a chain with seven
monomer units. To write the contributions of this reaction to the consumption and generation of
different species as well as rates of moments, we first consider scission from RHS and then scission
from LHS where there is no chance for carbon #13 to participate in β-scission reaction.

Figure 2. Possible β-scission reactions for a chain with seven monomer units from right-hand side and
left-hand side of a tertiary radical formed by transfer to polymer reaction.
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In the case of an RHS scission, only one reaction out of the six possible reactions can occur for a
chain with seven monomer units every time, Figure 2. Thus, assuming that the reaction sites have the
same reactivity to participate in the reaction and equal chances for RHS and LHS scissions for each
tertiary radical, the probability of one site to participate in RHS scission is 1

2 × 1
6 . The contributions

of all possible six reactions of a seven-monomer-unit chain to the zeroth moment of the CLD of the
tertiary radicals is:

rρ∗∗∗0,R
= −1

6
× 1

2
kβ[R∗∗∗7 ] × 6 (71)

Generalizing this, the contribution of an n-monomer-unit chain that has (n− 1) reaction sites is:

rρ∗∗∗0,R
= − 1

n− 1
× 1

2
kβ[R∗∗∗n ] × (n− 1) (72)

and the contribution of all chains with different lengths is given by:

rρ∗∗∗0,R
= −

∑ 1
n− 1

× 1
2

kβ[R∗∗∗n ] × (n− 1) = −1
2

kβρ∗∗∗0 (73)

Similarly, the contributions to the first and second moments of the live chains with tertiary radicals
are given by:

rρ∗∗∗1,R
= −

∑ 1
n− 1

× 1
2

nkβ[R∗∗∗n ] × (n− 1) = −1
2

kβρ∗∗∗1 (74)

rρ∗∗∗2,R
= −

∑ 1
n− 1

× 1
2

n2kβ[R∗∗∗n ] × (n− 1) = −1
2

kβρ∗∗∗2 (75)

The reaction (69) generates secondary radicals as well. As the list of reactions for RHS scission in
Figure 2 shows, the contribution of the tertiary chain with seven monomer units to the zeroth moment
of the CLD of the R∗∗n radicals is:

rρ∗∗0,R
= +

1
6
× 1

2
kβ[R∗∗∗7 ] × 6 (76)

which for an n-monomer-unit tertiary chain that has (n− 1) reaction sites becomes:

rρ∗∗0,R
= +

1
n− 1

× 1
2

kβ[R∗∗∗n ] × (n− 1) (77)

and the contribution of all chains with different lengths is given by:

rρ∗∗0,R
=
∑ 1

n− 1
× 1

2
kβ[R∗∗∗n ] × (n− 1) =

1
2

kβρ∗∗∗0 (78)

According to Figure 2, the scission reactions from RHS generate secondary live chains with 1, 2, 3,
4, 5, and 6 monomer units. Thus, the contributions of the tertiary chain with seven monomer units to
the first moment of the CLD of the R∗∗n radicals are:

rρ∗∗1,R
= 1

6 × 1
2 kβ[R∗∗∗7 ]6 + 1

6 × 1
2 kβ[R∗∗∗7 ]5 + 1

6 × 1
2 kβ[R∗∗∗7 ]4 + 1

6

× 1
2 kβ[R∗∗∗7 ]3 + 1

6 × 1
2 kβ[R∗∗∗7 ]2 + 1

6 × 1
2 kβ[R∗∗∗7 ]1

= 1
6 × 1

2 kβ[R∗∗∗7 ] (1 + 2 + 3 + 4 + 5 + 6)
(79)

which is the sum of the multiplication products of the rate of production of each secondary radical and
the number of monomer units of the produced secondary radical. Generalizing this, the contribution
of a tertiary chain with n monomer units to the first moment of the CLD of the R∗∗n radicals is:

rρ∗∗1,R
=

1
n− 1

× 1
2

kβ [R∗∗∗n ](1 + 2 + 3 + 4 + · · ·+ (n− 1)) (80)
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Using the following identity [52]:

1 + 2 + 3 + 4 + · · ·+ n =
1
2

n(n + 1) (81)

one can write:
1 + 2 + 3 + · · ·+ (n− 1) =

1
2
(n− 1)n (82)

Thus, the contribution of all chains with different lengths to the rate of the first moment of the
CLD of the secondary radicals is given by:

rρ∗∗1,R
=
∑ 1

n− 1
× 1

2
kβ [R∗∗∗n ](

1
2
(n− 1)n) =

1
4

kβ
∑

[R∗∗∗n ](n) =
1
4

kβρ∗∗∗1 (83)

In a similar way, according to Figure 2, we can write the rate of change in the second moment of
CLD of the secondary radicals upon RHS of a chain with seven monomer units:

rρ∗∗2,R
= 1

6 × 1
2 kβ[R∗∗∗7 ]62 + 1

6 × 1
2 kβ[R∗∗∗7 ]52 + 1

6 × 1
2 kβ[R∗∗∗7 ]42 + 1

6

× 1
2 kβ[R∗∗∗7 ]32 + 1

6 × 1
2 kβ[R∗∗∗7 ]22 + 1

6 × 1
2 kβ[R∗∗∗7 ]12

= 1
6 × 1

2 kβ[R∗∗∗7 ] (12 + 22 + 32 + 42 + 52 + 62)

(84)

which is the sum of the products of the production rate of each secondary radical multiplied by the
number of monomer units of the secondary radical that the reaction generates, raised to power two.
The preceding equation for a chain with n monomer units becomes:

rρ∗∗2,R
=

1
n− 1

× 1
2

kβ [R∗∗∗n ](12 + 22 + 32 + · · ·+ (n− 1)2) (85)

Using the following identity [52]:

12 + 22 + 32 + · · ·+ n2 =
n(n + 1)(2n + 1)

6
(86)

one can write:

12 + 22 + 32 + · · ·+ (n− 1)2 =
(n− 1)(n)(2n− 1)

6
(87)

Thus, the contribution of all chains with different lengths to the rate of the second moment of the
CLD of the secondary radicals is given by:

rρ∗∗2,R
=
∑ 1

n− 1
× 1

2
kβ[R∗∗∗n ]

(n− 1)(n)(2n− 1)
6

=
1
12

kβ(2ρ∗∗∗2 − ρ∗∗∗1 ) (88)

The reaction (69) generates unsaturated dead polymers as well. Equations of (76) to (88) are
exactly applicable for zeroth, first and second moments of the macromonomers:

rε0,R =
∑ 1

n− 1
× 1

2
kβ[R∗∗∗n ] × (n− 1) =

1
2

kβρ∗∗∗0 (89)

rε1,R =
∑ 1

n− 1
× 1

2
kβ [R∗∗∗n ]

1
2
(n− 1)(n) =

1
4

kβ(ρ∗∗∗1 ) (90)

rε2,R =
∑ 1

n− 1
× 1

2
kβ [R∗∗∗n ]

(n− 1)(n)(2n− 1)
6

=
1

12
kβ(2ρ∗∗∗2 − ρ∗∗∗1 ) (91)

The rate equations derived in this section satisfy rρ∗∗∗1
+ rρ∗∗1 + rε1 = 0, implying that the reaction

does not change the total number of monomer units in the system.
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β-scission from the LHS of a tertiary radical of the type R∗∗∗n can also happen, which similarly
produces a secondary radical and a macromonomer with less monomer units compared with the
parental tertiary radical:

R∗∗∗n
kβ→ R∗∗n−m + Um (92)

As Figure 2 shows, the LHS β-scission reaction produces species with different lengths from those
of RHS β-Scission reaction. Thus, a different set of equations is needed to describe the dynamic of
this reaction. The details of equations’ derivation are mentioned in the Supporting Information (SI,
Equations (S17)–(S25)).

2.9. Chain Transfer to a Solvent

A secondary radical (R∗∗n ) can abstract a hydrogen from a solvent molecule (S) to generate a dead
polymer chain (Dn) and an active solvent-based radical (R∗0):

R∗∗n + S
ktr,s→ Dn + R∗0 (93)

Solvents are usually added to polymerization media to decrease the viscosity build up upon
monomer to polymer conversion and to obviate its consequences like gel and glass effects. Their presence
in the reaction media lowers average molecular weights, if the rates of their chain-transfer-to-solvent
reactions are appreciable. The extent of chain transfer to solvent varies from one solvent to another,
and is usually described with a dimension-less number called the transfer to solvent constant [53]:

Ctr,s =
ktr,s

kp
(94)

where ktr,s and kp are rate coefficients of transfer to solvent and propagation reactions, respectively.
The following rate equations describe the contributions of this reaction to the production and

consumption of different species as well as the relevant moments:

rs = −ktr,s[S]ρ∗∗0 (95)

rR∗0 = ktr,s[S]ρ∗∗0 (96)

rR∗∗1 = −ktr,s[S][R∗∗1 ] (97)

rR∗∗2 = −ktr,s[S][R∗∗2 ] (98)

rρ∗∗0 = −ktr,s[S]ρ∗∗0 (99)

rρ∗∗1 = −ktr,s[S]ρ∗∗1 (100)

rρ∗∗2 = −ktr,s[S]ρ∗∗2 (101)

rδ0 = ktr,s[S]ρ∗∗0 (102)

rδ1 = ktr,s[S]ρ∗∗1 (103)

rδ2 = ktr,s[S]ρ∗∗2 (104)

Tertiary radicals of types R∗∗∗n and R̃∗∗∗n can also abstract a hydrogen from a solvent molecule to
form a dead polymer chain and an active solvent-based radical. The contributions of these reactions to
the production and consumption of different species as well as the relevant moments are shown in SI,
Equations (S26)–(S45).

R∗∗∗n + S
kt

tr,s→ Dn + R∗0 (105)
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R̃∗∗∗n + S
kt

tr,s→ Dn + R∗0 (106)

2.10. Chain Transfer to a Monomer

A secondary radical can abstract a hydrogen from a monomer molecule, leading to the termination
of the secondary radical and the generation of a new secondary radical with one monomer unit [54]:

R∗∗n + M
ktr,m→ Dn + R∗∗1 (107)

Unlike propagation reactions, this reaction generates a saturated dead polymer chain and a
monoradical with one-monomer-unit length. Like transfer to solvent constants, transfer to monomer
constants, Ctr,m = ktr,m/kp values, have been reported for different monomers. The following rate
equations describe the contributions of this reaction to the production and consumption of different
species as well as the relevant moments:

rR∗0 = −ktr,M[M][R∗0] (108)

rR∗∗1 = ktr,M[M]ρ∗∗0 − ktr,M[M][R∗∗1 ] (109)

rR∗∗2 = −ktr,M[M][R∗∗2 ] (110)

rM = −ktr,M[M]ρ∗∗0 (111)

rρ∗∗0 = 0 (112)

rρ∗∗1 = ktr,M[M](ρ∗∗0 − ρ∗∗1 ) (113)

rρ∗∗2 = ktr,M[M](ρ∗∗0 − ρ∗∗2 ) (114)

rδ0 = ktr,M[M]ρ∗∗0 (115)

rδ1 = ktr,M[M]ρ∗∗1 (116)

rδ2 = ktr,M[M]ρ∗∗2 (117)

This reaction should does not change the total number of monomer units in the system; rM + rρ∗∗1
+ rδ1 = 0 holds. As shown below, tertiary radicals can also participate in chain transfer to monomer
reactions. The contributions of these reactions to the production and consumption of different species
as well as the relevant moments are presented in SI (Equations (S46)–(S65)).

R∗∗∗n + M
kt

tr,M→ Dn + R∗∗1 (118)

R̃∗∗∗n + M
kt

tr,M→ Dn + R∗∗1 (119)

2.11. Chain Transfer from a Radical to a Dead Polymer Chain

A secondary radical can abstract a hydrogen from a dead polymer chain, leading to the formation
of a new dead polymer chain and a new tertiary radical of type R∗∗∗n :

R∗∗n + Dm
mktr,P→ Dn + R∗∗∗m (120)

An important point here is that every monomer unit in the dead polymer chain has the chance to
be attacked by the macroradical. Thus, we need to multiply the transfer to polymer rate coefficient by
the number of monomer units of the reactant dead chain. The following rate equations describe the
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contributions of this reaction to the production and consumption of different species as well as the
relevant moments:

rR∗0 = −ktr,P[R∗0]δ1 (121)

rR∗∗1 = −ktr,P[R∗∗1 ]δ1 (122)

rR∗∗2 = −ktr,P[R∗∗2 ]δ1 (123)

rρ∗∗0 = −ktr,Pρ
∗∗
0 δ1 (124)

rρ∗∗1 = −ktr,Pρ
∗∗
1 δ1 (125)

rρ∗∗2 = −ktr,Pρ
∗∗
2 δ1 (126)

rρ∗∗∗0
= ktr,Pρ

∗∗
0 δ1 (127)

rρ∗∗∗1
= ktr,Pρ

∗∗
0 δ2 (128)

rρ∗∗∗2
= ktr,Pρ

∗∗
0 δ3 (129)

rδ0 = 0 (130)

rδ1 = −ktr,Pρ
∗∗
0 δ2 + ktr,Pδ1ρ

∗∗
1 (131)

rδ2 = −ktr,Pρ
∗∗
0 δ3 + ktr,Pδ1ρ

∗∗
2 (132)

Again, this reaction does not change the total population of monomers in the system, as rρ∗∗1 +
rρ∗∗∗1
+ rδ1 = 0. Equations (129) and (132) indicate that rδ2 and rρ∗∗∗2

depend on δ3, which implies that
the value of δ3 is needed to calculate δ2. To address this closure problem, a CLD model should be
assumed for the saturated dead polymer chains, which allows one to describe the third moment of the
distribution based on the lower moments of the same distribution [55]. For example, based on:

• A re-scaled Gamma distribution [9]:

δ3 = (
δ2

δ0δ1
)(2δ0δ2 − δ2

1) (133)

• A log-normal distribution [55]:

δ3 = δ0(
δ2

3

δ1
) (134)

• A Gaussian distribution [9]:
δ3 = 3δ1δ2 − δ3

1 (135)

Similar to the secondary radicals, tertiary radicals of types R∗∗∗n and R̃∗∗∗n can attack dead polymer
chains to abstract a hydrogen as shown below. The contributions of these reactions to the production
and consumption of different species as well as the relevant moments are presented in SI, Equations
(S66)–(S82).

R∗∗∗n + Dm
mkt

tr,P→ Dn + R∗∗∗m (136)

R̃∗∗∗n + Dm
mkt

tr,P→ Dn + R∗∗∗m (137)

2.12. Chain Transfer from a Radical to a Macromonomer

A secondary radical can react with a macromonomer, leading to the formation of a dead saturated
chain and a tertiary radical of type R∗∗∗m :

R∗∗n + Um
(m−1)ktr,P→ Dn + R∗∗∗m (138)
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As the abstraction of a hydrogen from an unsaturated carbon double bond is difficult, we consider
(m− 1) sites for hydrogen abstraction from the macromonomer. This is the reason that the rate coefficient
of this reaction is multiplied to (m− 1). The following rate equations describe the contributions of this
reaction to the production and consumption of different species as well as the relevant moments:

rR∗∗1 = −ktr,P[R∗∗1 ](ε1 − ε0) (139)

rR∗∗2 = −ktr,P[R∗∗2 ](ε1 − ε0) (140)

rρ∗∗0 = −ktr,P ρ
∗∗
0 (ε1 − ε0) (141)

rρ∗∗1 = −ktr,P ρ
∗∗
1 (ε1 − ε0) (142)

rρ∗∗2 = −ktr,P ρ
∗∗
2 (ε1 − ε0) (143)

rρ∗∗∗0
= ktr,P ρ

∗∗
0 (ε1 − ε0) (144)

rρ∗∗∗1
= ktr,P ρ

∗∗
0 (ε2 − ε1) (145)

rρ∗∗∗2
= ktr,P ρ

∗∗
0 (ε3 − ε2) (146)

rδ0 = ktr,P ρ
∗∗
0 (ε1 − ε0) (147)

rδ1 = ktr,P ρ
∗∗
1 (ε1 − ε0) (148)

rδ2 = ktr,P ρ
∗∗
2 (ε1 − ε0) (149)

rε0 = −ktr,P ρ
∗∗
0 (ε1 − ε0) (150)

rε1 = −ktr,P ρ
∗∗
0 (ε2 − ε1) (151)

rε2 = −ktr,P ρ
∗∗
0 (ε3 − ε2) (152)

The satisfaction of rρ∗∗1 + rρ∗∗∗1
+ rδ1 + rε1 = 0, verifies that this reaction does not change the total

number of monomer units in the system. Tertiary radicals are also capable of attacking macromonomers
to abstract a hydrogen as shown below. The contributions of these reactions to the production and
consumption of different species as well as the relevant moments are presented in the SI, Equations
(S83)–(S105).

R∗∗∗n + Um
(m−1)kt

tr,p→ Dn + R∗∗∗m (153)

R̃∗∗∗n + Um
(m−1)kt

tr,p→ Dn + R∗∗∗m (154)

2.13. Termination by Combination of a Secondary Radical Type R∗∗n
A secondary radical can react with another secondary radical, forming a saturated dead polymer

chain that includes the monomer units of both radicals:

R∗∗n + R∗∗m
ktc→ Dn+m (155)

The reaction creates a carbon–carbon bond between the radical-bearing carbons of the two living
chains. The following rate equations describe the contributions of this reaction to the production and
consumption of different species as well as the relevant moments:

rR∗0 = −ktc[R∗0]ρ
∗∗
0 (156)

rR∗∗1 = −ktc[R∗∗1 ]ρ
∗∗
0 (157)

rR∗∗2 = −ktc[R∗∗2 ]ρ
∗∗
0 (158)
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rρ∗∗0 = −ktcρ
∗∗2
0 (159)

rρ∗∗1 = −ktcρ
∗∗
0 ρ
∗∗
1 (160)

rρ∗∗2 = −ktcρ
∗∗
0 ρ
∗∗
2 (161)

rδ0 =
1
2

ktcρ
∗∗2
0 (162)

rδ1 = ktcρ
∗∗
0 ρ
∗∗
1 (163)

rδ2 = ktc(ρ
∗∗
0 ρ
∗∗
2 + ρ∗∗21 ) (164)

Here, rρ∗∗1 + rδ1 = 0, which confirms that this reaction does not change the total number of monomer

units. A secondary radical can also react with a tertiary radical of type R∗∗∗m or R̃∗∗∗m :

R∗∗n + R∗∗∗m
2kt

tc→ Dn+m (165)

R∗∗n + R̃∗∗∗m
2kt

tc→ Dn+m (166)

The contributions of these reactions to the production and consumption of different species as
well as the relevant moments are presented in the SI, Equations (S106)–(S131).

2.14. Termination by Combination of a Tertiary Radical Type R∗∗∗n

A radical of this kind can react with a secondary radical, which was consider in (165). It can also
react with a tertiary radical of the same type R∗∗∗m to form a saturated dead polymer chain that includes
the monomer units of both radicals:

R∗∗∗n + R∗∗∗m
ktt

tc→ Dn+m (167)

The rate coefficient of this reaction is smaller than that of the reaction of (155) as both reacting
centers have tertiary carbons [9]. The following rate equations describe the contributions of this
reaction to the production and consumption of different species as well as the relevant moments:

rρ∗∗∗0
= −ktt

tcρ
∗∗∗2
0 (168)

rρ∗∗∗1
= −ktt

tcρ
∗∗∗
0 ρ
∗∗∗
1 (169)

rρ∗∗∗2
= −ktt

tcρ
∗∗∗
0 ρ
∗∗∗
2 (170)

rδ0 =
1
2

ktt
tcρ
∗∗∗2
0 (171)

rδ1 = ktt
tcρ
∗∗∗
0 ρ
∗∗∗
1 (172)

rδ2 = ktt
tc (ρ

∗∗∗
0 ρ
∗∗∗
2 + ρ∗∗∗21 ) (173)

The sum of the first moments is zero, confirming no change in the total number of monomer units
upon the occurrence of this reaction.

A tertiary radical type R∗∗∗n can also react with a radical of type R̃∗∗∗m :

R∗∗∗n + R̃∗∗∗m
2ktt

tc→ Dn+m (174)

The rate equations describing the contributions of this reaction to the production and consumption
of different species as well as the relevant moments are presented in SI, Equations (S132)–(S141).
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2.15. Termination by Combination of a Tertiary Radical Type R̃∗∗∗m

For this radical, two possible termination reactions with R∗∗n and R∗∗∗n were discussed in Sections 2.13
and 2.14. The third possible termination by combination reaction is that of two tertiary radicals of the
type R̃∗∗∗n :

R̃∗∗∗n + R̃∗∗∗m
ktt

tc→ Dn+m (175)

The following rate equations describe the contributions of this reaction to the production and
consumption of different species as well as the relevant moments:

rρ̃∗∗∗0
= −ktt

tcρ̃
∗∗∗2
0 (176)

rρ̃∗∗∗1
= −ktt

tcρ̃
∗∗∗
0 ρ̃
∗∗∗
1 (177)

rρ̃∗∗∗2
= −ktt

tcρ̃
∗∗∗
0 ρ̃
∗∗∗
2 (178)

rδ0 =
1
2

ktt
tcρ̃
∗∗∗2
0 (179)

rδ1 = ktt
tc(ρ̃

∗∗∗
1 ρ̃
∗∗∗
0 ) (180)

rδ2 = ktt
tc (ρ̃

∗∗∗
2 ρ̃
∗∗∗
0 + ρ̃∗∗∗21 ) (181)

Here, as expected, the sum of the first moments equals to zero.

2.16. Termination by Disproportionation of a Secondary Radical Type R∗∗n
Two secondary radicals can participate in a disproportionation termination reaction in which one

radical abstracts a hydrogen from the other radical, leading to the formation of one saturated and one
unsaturated dead chain:

R∗∗n + R∗∗m
ktd→ Dn + Um (182)

R∗∗n + R∗∗m
ktd→ Dm + Un (183)

The only difference between these two reactions is in the lengths (number of monomer units) of the
produced dead polymer chains, which depends on which radical abstracts the hydrogen. The following
rate equations describe the contributions of these two reactions to the production and consumption of
different species as well as the relevant moments:

rR∗0 = −2ktd[R∗0]ρ
∗∗
0 (184)

rR∗∗1 = −2ktd[R∗∗1 ]ρ
∗∗
0 (185)

rR∗∗2 = −2ktd[R∗∗2 ]ρ
∗∗
0 (186)

rρ∗∗0 = −2ktdρ
∗∗2
0 (187)

rρ∗∗1 = −2ktdρ
∗∗
0 ρ
∗∗
1 (188)

rρ∗∗2 = −2ktdρ
∗∗
0 ρ
∗∗
2 (189)

rδ0 = rε0 = ktdρ
∗∗2
0 (190)

rδ1 = rε1 = ktd ρ
∗∗
0 ρ
∗∗
1 (191)

rδ2 = rε2 = ktd ρ
∗∗
0 ρ
∗∗
2 (192)
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The sum of the rates of the first moments, rδ1 + rε1 + rρ∗∗1 , equals to zero, confirming that these two
reactions do not change the total number of monomer units in the system. Other disproportionation
termination pathways for a secondary radical are shown below:

R∗∗n + R∗∗∗m
kt

td→ Dn + Um (193)

R∗∗n + R∗∗∗m
kt

td→ Dm + Un (194)

R∗∗n + R̃∗∗∗m
kt

td→ Dm + Un (195)

R∗∗n + R̃∗∗∗m
kt

td→ Dn + Um (196)

The contributions of each of these reactions to the production and consumption of different species
as well as the relevant moments are presented in SI, Equations (S142)–(S185).

2.17. Termination by Disproportionation of a Tertiary Radical Type R∗∗∗m

A tertiary radical R∗∗∗n can react with a secondary radical, as discussed in the previous section.
It can also react with another tertiary radical of the same type. One radical abstracts a hydrogen from
the other radical, leading to the formation of a saturated and an unsaturated dead chain:

R∗∗∗n + R∗∗∗m
ktt

td→ Dn + Um (197)

R∗∗∗n + R∗∗∗m
ktt

td→ Dm + Un (198)

The following rate equations describe the contributions of these reactions to the production and
consumption of different species as well as the relevant moments:

rρ∗∗∗0
= −2ktt

tdρ
∗∗∗2
0 (199)

rρ∗∗∗1
= −2ktt

tdρ
∗∗∗
0 ρ
∗∗∗
1 (200)

rρ∗∗∗2
= −2ktt

tdρ
∗∗∗
0 ρ
∗∗∗
2 (201)

rδ0 = rε0 = ktt
tdρ
∗∗∗2
0 (202)

rδ1 = rε1 = ktt
tdρ
∗∗∗
1 ρ
∗∗∗
0 (203)

rδ2 = rε2 = ktt
tdρ
∗∗∗
2 ρ
∗∗∗
0 (204)

Here, rρ∗∗∗1
+ rδ1 + rε1 = 0 confirms that these reactions do not change the total number of monomer

units in the system.
A tertiary radical R∗∗∗n can also react with a tertiary radical of the type R̃∗∗∗n .

R̃∗∗∗n + R∗∗∗m
ktt

td→ Dm + Un (205)

R̃∗∗∗n + R∗∗∗m
ktt

td→ Dn + Um (206)

The contributions of the reaction to the production and consumption of different species as well
as the relevant moments are presented in SI, Equations (S186)–(S204).
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2.18. Termination by Disproportionation of a Tertiary Radical Type R̃∗∗∗m

A tertiary radical type R̃∗∗∗m can react with R∗∗n and R∗∗∗n , which were discussed before. It can also
react with a tertiary radical of the same type. One radical abstracts a hydrogen from the other radical,
leading to the formation of a saturated and an unsaturated dead chain:

R̃∗∗∗n + R̃∗∗∗m
ktt

td→ Dn + Um (207)

R̃∗∗∗n + R̃∗∗∗m
ktt

td→ Dm + Un (208)

The following rate equations describe the contributions of these reactions to the production and
consumption of different species as well as the relevant moments:

rρ̃∗∗∗0
= −2ktt

tdρ̃
∗∗∗
0 ρ̃
∗∗∗
0 (209)

rρ̃∗∗∗1
= −2ktt

tdρ̃
∗∗∗
1 ρ̃
∗∗∗
0 (210)

rρ̃∗∗∗2
= −2ktt

tdρ̃
∗∗∗
2 ρ̃
∗∗∗
0 (211)

rδ0 = rε0 = ktt
tdρ̃
∗∗∗
0 ρ̃
∗∗∗
0 (212)

rδ1 = rε1 = ktt
tdρ̃
∗∗∗
1 ρ̃
∗∗∗
0 (213)

rδ2 = rε2 = ktt
tdρ̃
∗∗∗
2 ρ̃
∗∗∗
0 (214)

2.19. Propagation of Radicals by Reacting with a Macromonomer

In this reaction, a secondary radical reacts with a dead unsaturated chain, leading to the production
of a tertiary radical of the type R∗∗∗n containing all monomer units of the dead polymer chain and the
secondary radical:

R∗∗n + Um
kmac→ R∗∗∗n+m (215)

The following rate equations describe the contributions of this reaction to the production and
consumption of different species as well as the relevant moments:

rR∗0 = −kmac[R∗0]ε0 (216)

rR∗∗1 = −kmac[R∗∗1 ]ε0 (217)

rR∗∗2 = −kmac[R∗∗2 ]ε0 (218)

rρ∗∗0 = −kmacρ
∗∗
0 ε0 (219)

rρ∗∗1 = −kmacρ
∗∗
1 ε0 (220)

rρ∗∗2 = −kmacρ
∗∗
2 ε0 (221)

rρ∗∗∗0
= kmacρ

∗∗
0 ε0 (222)

rρ∗∗∗1
= kmac(ρ

∗∗
1 ε0 + ρ

∗∗
0 ε1) (223)

rρ∗∗∗2
= kmac(ρ

∗∗
2 ε0 + ρ

∗∗
0 ε2 + 2ρ∗∗1 ε1) (224)

rε0 = −kmacρ
∗∗
0 ε0 (225)

rε1 = −kmacρ
∗∗
0 ε1 (226)

rε2 = −kmacρ
∗∗
0 ε2 (227)

75



Processes 2019, 7, 656

These rate equations satisfy rρ∗∗1 + rρ∗∗∗1
+ rε1 = 0, confirming that this reaction does not change the

total number of monomer units. Tertiary radicals of types R∗∗∗n and R̃∗∗∗n can also attack dead unsaturated
chains to propagate and form longer-branched growing chains.

R∗∗∗n + Um
kt

mac→ R∗∗∗n+m (228)

R̃∗∗∗n + Um
kt

mac→ R∗∗∗n+m (229)

The equations describing the contributions of these reactions to the production and consumption
of different species as well as the relevant moments are presented in SI, Equations (S205)–(S221).

3. Overall Rate Equations

After considering primary and secondary reactions that are most likely to occur in high-temperature
free-radical polymerization and determining the contributions of each reaction to the production of
each species and each CLD moment, one needs to obtain all overall rate equations. The overall rate
equation for the production of a species (or a CLD moment of a class of polymer chains) is the sum of
the rate equations of the production of the species (or the CLD moment of the class of polymer chains
in all reactions). For example, the overall rate of production of M is the sum of the individual rM’s
given in Equations (10), (18), (29), (38), and (111), Equations (S2), (S10), (S48) and (S58).

4. Case Study: High-Temperature Free-Radical Polymerization of Methyl Acrylate (MA)

The derived rate equations are used in an MA batch polymerization reactor model to predict
monomer conversion and polymer average molecular weights at 180 and 200 ◦C. The details of the
experimental study can be found in Ref. [5]. Measurements of monomer conversion and polymer
average molecular weights made, respectively, with the gravimetry method and a gel-permeation
chromatograph are compared with the same model-predicted polymer properties.

Different rate coefficients for n-butyl acrylate (nBA) propagation, transfer to polymer, backbiting,
β-Scission, transfer to monomer, and termination reactions have been reported in the literature
(Table S2) [5,9,45,56–69]. On the other hand, a reliable experimentally determined MA propagation
rate coefficient is available [45]. On the basis of the available nBA and the reliable experimentally
determined MA rate coefficients and using the family-type-behavior approach [45] (explained in
Section (20) of the SI), we determined ranges for the activation energies and frequency factors of
backbiting and β-scission reactions of MA. The monomer self-initiation rate coefficient reported in
Ref. [5] was used here. Other rate coefficients used in this study are reported in Table S4.

After determining the ranges, the genetic algorithm (ga) optimizer [70] of MATLAB was used
to estimate the activation energies and frequency factors of backbiting and β-scission reactions
within the ranges and parameters of a gel effect model [5], from monomer conversion and average
molecular weights measurements. The estimated values are presented in Table 1. Figure 3 compares
model predictions and measurements of MA conversion, number-average molecular weight, and
weight-average molecular weight. It shows a good agreement between the model predictions
and measurements.

Table 1. Estimates of methyl acrylate (MA) reaction kinetic parameters obtained in this work (activation
energies, kJ mol−1; R, J mol−1 K−1).

Reaction Rate Coefficient

Backbiting (s−1) kbb = 2.01× 1010 exp (−51.03
RT )

β-Scission (s−1) kβ = 3.67× 1014 exp (−97.90
RT )
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Figure 3. (A–C) Comparing model predictions and measurements of monomer conversion, number
average molecular weight (Mn) and weight average molecular weight (Mw) at 180 ◦C and 200 ◦C.
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5. Conclusions

Most-likely reactions that occur in free-radical polymerization of acrylates were considered. This
article provides a systematic approach to account for the contributions of each reaction to the production
or consumption of each species and to the rates of the moments of chain-length distributions of different
polymer types. Three types of free radicals and two types of dead polymers were considered. The
closure problems were addressed by assuming a model for each CLD that is affected. Using the
systematic approach proposed herein, one can easily derive rate equations that are not considered in this
article. Finally, to show the application of the rate equations, they were used in a batch polymerization
reactor model that simulates high-temperature bulk free-radical polymerization of MA. The kinetic
parameters of the backbiting and β-scission reactions were estimated from measurements of monomer
conversion and number- and weight-average molecular weights.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/7/10/656/s1.
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Abstract: Four Cl/Me substituted [ONNO] Zr-catalysts have been tested in ethene/α-olefin
polymerization. Replacing electron-donating methyl with isosteric but electron-withdrawing chlorine
substituents results in a significant increase of comonomer incorporation. Exploration of steric and
electronic properties of the ancillary ligand by DFT confirm that relative reactivity ratios are mainly
determined by the electrophilicity of the metal center. Furthermore, quantitative DFT modeling of
propagation barriers that determine polymerization kinetics reveals that electronic effects observed in
these catalysts affect relative barriers for insertion and a capture-like transition state (TS).
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1. Introduction

The production of ethene/α-olefin copolymers is one of the largest-scale processes of the chemical
industry [1,2]. Linear low density polyethylene (LLDPE), obtained by the copolymerization of ethene
with α-olefins like 1-butene, 1-hexene, or 1-octene, is one of the most representative examples of this
class of copolymers, finding broad applications in the packaging industry [3].

The incorporation of α-olefins in a linear polyethylene backbone leads to chain branching,
which can dramatically affect polymer crystallization and, subsequently, mechanical and rheological
material properties [4–6]. Comonomer content and distribution within the polymer chain are
consequently two critical microstructural parameters affecting macroscopic properties of ethene/α-olefin
copolymers. The design of catalysts that allow polymer microstructure fine-tuning is therefore especially
desirable in this context. Well-defined single-center molecular catalysts based on group IV metallocene
and ‘post-metallocene’ complexes are nowadays often preferred for this kind of copolymerization
rather than homologous multi-center, heterogeneous Ziegler–Natta systems [7–9].

Tailoring catalyst properties by ancillary ligand design has been widely exploited to access
polymeric materials with desired structural features. Computational chemistry has contributed
significantly to the identification of some rationale in the relationships between catalyst structure and
properties [10–12]. The demystification of the origins of stereoselectivity is generally considered as a
successful example of rational understanding [13–16], although some aspects are still debated [17–22].
Conversely, other catalyst properties, including comonomer affinity, are far less understood.

Typically, the probability of a comonomer to insert in the M–P bond (M =metal, P = polymeryl)
depends on the last inserted monomeric unit [23]. In such cases, the tendency of a given catalyst to
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incorporate ethene or an α-olefin in the growing polymeryl can be described by first-order Markov
statistics, employing two simple parameters denoted as rE and rC [24–26]:

rE =
kEE

kEC
; rC =

kCC

kCE
(1)

where k is the kinetic constant of the specific propagation reaction indicated by the two subscripts;
the first subscript denotes the last inserted monomer, while the second indicates the inserting one.
For instance, kEC refers to the insertion of the comonomer (C) after ethene (E). Under the assumption
that the Curtin–Hammett principle applies, reactivity ratios can be expressed in terms of Gibbs free
energy differences (ΔΔG‡) between different propagation barrier heights:

rE =
kEE

kEC
= e

ΔG‡EC−ΔG‡EE
RT = e

ΔΔG‡
(EC−EE)
RT ; rC =

kCC

kCE
= e

ΔG‡CE−ΔG‡CC
RT = e

ΔΔG‡
(CE−CC)
RT . (2)

Early polymerization studies have proposed that open coordination geometries might favor
coordination and insertion of relatively bulky α-olefins, but this assertion has been challenged [27–30].
While it is generally accepted that electronic effects influence comonomer affinity, no definitive
consensus has been reached; electron-withdrawing substituents reportedly lead to higher comonomer
contents [31–33], but the opposite has also been observed [8,34]. Uncoupling electronic from steric effects
when exploring variations of the ancillary ligands is non-trivial [31,35,36]; furthermore, pronounced
electronic effects generally rely on heteroatom (e.g., F, N, O) containing substituents that might interact
or even react with the other components of the catalytic pool (e.g., Al-based cocatalysts), leading to in
situ catalyst modifications.

Computational analysis of copolymerization mechanisms is challenging [37,38]. Only very recently,
an effective DFT protocol for highly accurate predictions of reactivity ratios has been reported, providing
excellent mean average deviations (MAD) from experimental ΔΔG‡ of only 0.2–0.3 kcal/mol [33,39].
Exploration of reaction pathways revealed the existence of a ‘capture-like’ transition state (TS) along the
olefin approach vector, which can compete with insertion for the rate-limiting step in chain propagation
especially for catalysts having additional steric bulk remote from the active pocket [39]. Furthermore,
entropic effects were shown to contribute to the good incorporation capability of constrained geometry
catalysts (CGC) [33].

To gain deeper insights into the still ill-understood electronic effects determining comonomer
affinities, ancillary ligands with comparable steric hindrance but appreciable electronic differences
are needed. The four diamine-bis(phenolate) Zr catalysts (from here on catalysts R1R2, R =Me or
Cl) shown in Figure 1 might fulfill these requirements and were therefore selected for a case study.
Chlorine and methyl substituents are relatively small, virtually isosteric, but differ in electronic
properties—electron-withdrawing (Cl) vs. electron-donating (Me). Furthermore, this class of
[ONNO]-type complexes has been widely exploited for mechanistic and kinetic studies due to
(1) the ease of modification of ortho- and para-substituents of the phenolate ligands, allowing effective
electronic and steric tuning, and (2) the typical controlled kinetic regimes exhibited by these systems in
olefin homo- and co-polymerization [40–51]. Thus, in this work, the reactivity ratios for catalysts R1R2

have been experimentally determined in the copolymerization of ethene with α-olefins, i.e., 1-butene
(B) and propene (P). DFT modeling, using the aforementioned optimized protocols [33,39], provides
a plausible interpretation for the dependence of reactivity ratios on the substitution pattern of the
[ONNO] ligands.
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Figure 1. Diamine-bis(phenolate) Zr-complexes R1R2 (Bn = benzyl).

2. Materials and Methods

2.1. Polymerization Experiments

All manipulations were performed under an inert atmosphere of argon or nitrogen,
employing Schlenk line techniques or MBRAUN LABmaster 130 gloveboxes. Precatalysts were
synthesized according to previously established procedures [44,48]. Methanol, hydrochloric acid,
and di-tert-butylphenol (TBP) were purchased from Sigma-Aldrich and used as received. All other
solvents were purchased from Romil and purified by passing through a mixed-bed activated-Cu/4Å
molecular sieves column in an MBRAUN SPS-5 unit (final concentration of O2 and H2O < 1 ppm).
Ethene and propene were purchased from Rivoira and purified by passing through a mixed-bed
activated-Cu/4Å molecular sieves column. Methylalumoxane (MAO) was purchased from Chemtura.
All glassware was dried in an oven at 150 ◦C for at least 16 h prior to use.

Ethene/propene polymerization experiments were performed as reported in [26]. Ethene/1-butene
polymerization experiments were performed using a 300 mL magnetically stirred jacketed Pyrex
reactor with three necks—one with a 15 mm SVL cap housing a silicone rubber septum, another with a
30 mm SVL cap, and the last with a two-way Rotaflo tap connected to a Schlenk line, and the ethene
and 1-butene cylinders. A solution of activator/scavenger was prepared in the reactor by adding
TBP (1.6 g) to a solution of MAO (5 mL, [Al] = 1.6 M) in dry toluene (150 mL) and gently stirring at
room temperature for 1 h to ensure complete scavenging of “free” trimethylaluminum in MAO by
TBP [52,53]. The reactor was thermostated at 25 ◦C, evacuated to remove argon, and then saturated
with 1-butene (1.1 bar) and subsequently with ethene (0.55 or 1.1 bar; see Table S1). Ethene was fed in
continuum at a constant operating pressure. Saturation was monitored by gas chromatography (GC)
until the gas–liquid equilibrium was established. Concentrations of monomers in the liquid phase were
determined using the equations of Kissin [54]. The polymerization was started by injecting a solution
of precatalyst in toluene (<1 mL) through the silicone rubber septum with a syringe. The reaction
was then stopped by turning off the ethene supply, venting the reactor, and rapidly quenching with a
95/5 v/v methanol/HCl (aqueous, concentrated) solution. The resulting polymer was coagulated with
400 mL of the same acidic solution, decanted, and vacuum-dried at 50 ◦C for 16 h. The reaction time
was chosen to guarantee a low 1-butene conversion (<10%), based on GC analysis of the gas phase.

Polymer samples were characterized by nuclear magnetic resonance (NMR) spectroscopy, using a
Bruker AVANCE spectrometer (400 MHz for 1H) equipped with a 5 mm high-temperature cryoprobe on
50 mg mL−1 solutions in tetrachloroethane-1,2-d2 at 120 ◦C. Specific parameters for the measurements
were as follows: 1H NMR, 90◦ pulse, 2 s acquisition time, 10 s relaxation delay, 16 transients, 8.0 kHz
spectral width, 32K time domain data points; 13C NMR, 45◦ pulse, 2.3 s acquisition time, 5.0 s
relaxation delay, 1K transient, 14 kHz spectral width, 64K time domain data points. Experimental triad
distributions have been determined according to the Randall method [25]. Values of reactivity ratio
were calculated according to [55] from the conditional probabilities obtained from best-fit calculations
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of sequence distributions, performed with the Copolstat program (Professor M. Vacatello, University
of Naples).

2.2. DFT Calculations

Following the protocol described in [56], all geometries were fully optimized using the Gaussian
09 software package [57] in combination with the OPTIMIZE routine of Baker [58,59] and the BOpt
software package [60]. Zr-nPr and Zr-iBu groups have been used to mimic the Zr-polymeryl species
after ethene and propene insertion, respectively. The naked cation approximation has been used [38].
All relevant minima and transition states were fully optimized at the TPSSTPSS level [61] of theory
employing correlation-consistent polarized valence double-ζ Dunning (DZ) basis sets (cc-pVDZ
quality) [62] from the EMSL basis set exchange library [63]. The density fitting approximation was
used at the optimization stage (resolution of identity, RI) [64–67]. All calculations were performed
with Scf = Tight and Int(Grid = Ultrafine) quality settings. All structures represent either true minima
(as indicated by the absence of imaginary frequencies) or transition states (with exactly one imaginary
frequency corresponding to the reaction coordinate). Convergence criteria were not loosened with
the exception of propene BBRA with Zr-nPr cationic species for MeMe (gradient tolerance 0.00015
instead of 0.00010). This approximation should not cause significant error, as all BBRA TSs are located
on a plateau of the potential energy surface [39,68]. Final single-point energies and natural bond
orbital (NBO) [69] analyses were calculated at the M06-2X level of theory [70] employing triple-ζ
Dunning (TZ) basis sets (cc-pVTZ quality) [62]. Enthalpies and Gibbs free energies were then obtained
from TZ single-point energies and thermal corrections from the TPSSTPSS/cc-pVDZ-(PP) vibrational
analyses; entropy corrections were scaled by a factor of 0.67 to account for decreased entropy in the
condensed phase [33,39,71].

3. Results and Discussion

3.1. Ethene/1-Butene Copolymerization

Catalysts R1R2 were tested in the copolymerization of ethene and 1-butene at 25 ◦C and the results
are summarized in Table 1. Catalyst performance is significantly influenced by the substitution pattern
of the phenolate rings. In particular, replacing Me with Cl leads to a higher comonomer incorporation
([B]cop). Catalyst affinity towards 1-butene increases from MeMe to ClCl; rE decreases and rB increases,
as shown in Figure 2. Reactivity ratios for MeCl and ClMe are very similar but the former exhibits
a somewhat higher comonomer affinity. This suggests that the effect of Cl vs. Me substitution on
comonomer affinity depends weakly on the exact position. Interestingly, despite the evident change of
the individual rx parameters, the rErB ratio is very similar for all four catalysts, as shown in Table 1,
and close to unity, indicative of a random comonomer distribution in the polymer chain [23].

Table 1. Experimental results for catalysts R1R2 in ethene/1-butene (E/B) copolymerization.

Entry Catalyst Rp
(a) [B]cop

(b) Pn
(c)

×10−2
rE

(d) ΔΔG‡(EB-EE)
(e) rB

(d) ΔΔG‡(BE-BB)
(e)

rErB
mol%

1 MeMe 1 24 1.00 60(1) 2.4 0.012(1) −2.6 0.7
2 MeCl 7 32 0.53 38(4) 2.2 0.025(4) −2.2 1.0
3 ClMe 31 37 0.24 33(1) 2.1 0.034(4) −2.0 1.1
4 ClCl 360 43 0.22 22(1) 1.8 0.06(2) −1.7 1.3

In toluene (150 mL); 25 ◦C; p(B) = p(E) = 1.1 bar; cocatalyst =MAO/TBP ([Al] = 5.4× 10−2 M). E = ethene; B = 1-butene.
(a) Productivity in kg(copolymer)·mol(Zr)−1·[CnH2n]−1·h−1; (b) 1-butene content in the copolymer, determined by 13C
NMR; (c) average copolymerization degree determined by 1H NMR based on the concentration of chain end groups;
(d) average values obtained from two experiments at different p(E) (0.5 and 1.1 bar, see Supporting Information);
(e) calculated from experimental r values, according to Equation (2).

Steric effects in the present catalyst class are mainly related to the ortho-substituents on the
phenolate rings, due to their proximity to the metal center [41]. The Cl and Me substituents considered
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here are small and isosteric and, in α-olefin homopolymerization, catalysts ClCl and MeMe exhibit
nearly identical, low stereoselectivity [48]. Differences in catalytic performance can therefore be
ascribed mainly to electronic effects, resulting from Cl/Me exchange (vide infra).

The marked increase in comonomer affinity is accompanied by an appreciable increase of
productivity (Rp) and a decrease of the average copolymerization degree (Pn). Trends in activity are
generally difficult to rationalize, since they strongly depend not only on intrinsic barriers for chain
propagation, but also on the percentage of active Zr-centers and catalyst decay mechanisms [10,72].
The amount of active metal is often relatively small [73,74], and difficult to determine [75]. Nevertheless,
results in Table 1 are in line with general observation that the reactivity of cationic complexes increases
with the electrophilicity of the metal center (vide infra) [76], although this can be affected by ion
pairing effects in solution [77,78]. Concerning the average Pn, the unsaturated chain ends observed by
polymer microstructural analysis indicate a dominant termination pathway by β-H transfer routes;
the negligible dependence of Pn on ethene pressure (see Supporting Information) points to β-H transfer
to the monomer being favored over β-H transfer to the metal center [79].

 
Figure 2. Trends in rE and rB for catalysts R1R2 (see Table 1).

3.2. Computational Modeling

To unravel the connection between the catalyst structure and comonomer affinity, DFT studies
have been carried out on complexes R1R2. The computational protocol (see Materials and Methods
for details) has been previously benchmarked for group IV precatalysts and TSs relevant to
olefin polymerization [54,74,80–82], including specifically those for predicting reactivity ratios in
copolymerization [33,39]. A facfac geometry for all complexes and TSs has been considered, which is
generally accepted to be the most stable for the neutral complexes and the cationic active species;
interconversion between active facfac and inactive mermer configurations of the naked cationic complex
is generally assumed to represent a rapid pre-equilibrium with respect to chain propagation [43–45,83].

3.2.1. Connection between Electronic/Steric Properties of R1R2 and E/B
Copolymerization Performance

As the optimization of TSs for chain propagation is not always straightforward (vide infra), a more
detailed analysis of the relationship between reactivity ratios and catalyst structure has been initially
carried out by considering the neutral precatalysts and two suitable computational parameters to
describe the electronic and steric properties of the ancillary ligands. To avoid complications due to the
conformational rearrangements of the Zr-benzyl groups, the dichloride analogues of R1R2 have been
used. Electronic changes of the [ONNO] ligands were estimated by looking at the natural population
analysis (NPA) charges of the ZrCl2 fragments, hereinafter denoted as qZrCl2. Higher charges are
indicative of more electrophilic metal centers and, therefore, of less electron-donating ligands. Indeed,

87



Processes 2019, 7, 384

qZrCl2 increases progressively with the degree of chlorination of the [ONNO]-ligand, going from MeMe

to ClCl, as expected based on the more electron-withdrawing nature of Cl, as shown in Table S6.
Figure 3 shows that the experimental ΔΔG‡ for rE and rB correlate well with qZrCl2 for this catalyst set
(R2 ≥ 0.93for linear fitting; see also Table S6). Interestingly, the minor difference in comonomer affinity
of MeCl and ClMe is nicely reproduced. Accordingly, ortho-substituent influence on the phenolate ring
dominates over para-position also from an electronic point of view, in line, for instance, with the higher
acidity of o-chlorophenol (pKa ≈ 8.6) with respect to p-chlorophenol (pKa ≈ 9.4) [84]. The difference
in electronic effects imparted by ortho- and para-substituents is however usually overshadowed by
steric differences [41].

Figure 3. Correlation between ΔΔG‡ corresponding to the r-parameters for ethene/1-butene
copolymerization and qZrCl2 for catalysts R1R2 (see also Table S6).

To describe the steric hindrance imparted by the ancillary ligand framework, the percentage
buried volume in the catalyst active pocket (%Vbur, see also Supporting Information) can be used,
as proposed by Cavallo and coworkers [85–87]. Scanning spheres having 5 Å radius have been
reported to be suitable to explore steric effects in olefin polymerization [19]. Maps of the steric bulk,
as shown in Figure S1 and Supporting Information, as well as the %Vbur values (total and separately
for the four quadrants of the active pocket), as shown in Table 2, clearly indicate that the steric
hindrance provided by the ancillary ligand is small and virtually identical for all complexes R1R2.
This becomes even more evident when compared to a highly stereoselective catalyst of this class with
ortho-1-adamantyl-para-methyl substituent pattern (AdMe) [41], providing additional evidence for
steric effects at most marginally affecting relative comonomer affinity for this set of catalysts.

Table 2. Results of buried volume analysis for catalysts R1R2.

Entry. Catalyst Total %Vbur
%Vbur per Quadrant

SW NW NE SE

1 MeMe 49.4 48.4 50.5 48.5 50.3
2 MeCl 49.5 48.5 50.3 48.5 50.6
3 ClMe 49.1 47.7 50.4 47.7 50.5
4 ClCl 49.1 47.7 50.5 47.7 50.5
5 AdMe 57.8 61.3 53.8 61.7 54.2

Parameters: center of the sphere at the Zr atom; z-axis defined by Zr and the middle point between the two Cl
atoms; xz plane defined by Zr and one of the Cl atoms; radius of the sphere = 5 Å; hydrogen atoms included.
SW = south-west; NW = north-west; NE = north-east; SE = south-east quadrants (see also Figure S2). AdMe
provided for comparison.
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3.2.2. Quantitative Kinetic Modeling of Reactivity Ratios for R1R2 in E/P Copolymerization

Experimental and computational results indicate that differences in comonomer affinity are
dictated predominantly by electronic effects in the present case study, yet, they cannot provide a
rationale for this observation. Thus, the origins of comonomer affinities have been analyzed more in
depth by attempting a direct modelling of the r-parameters of catalysts R1R2.

The drop of rE from 60 (MeMe), as shown in Table 1, to 22 (ClCl) in ethene/1-butene
copolymerization is undoubtedly relevant in terms of polymer chemistry, signifying the passage from
a very poor to a moderately good comonomer incorporator. However, such decrease corresponds only
to a variation of ΔΔG‡(EB-EE) in the order of about 1 kcal/mol, as shown in Table 1, emphasizing that
modeling these relative barriers is very challenging due to the required accuracy. For this reason, only
the two extreme cases of MeMe and ClCl are considered here. From a computational point of view,
propene is an appreciably more convenient model α-olefin than 1-butene, especially when complex
TSs have to be optimized. For better comparison between experiment and theory, MeMe and ClCl

were re-tested in ethene/propene copolymerization, under reaction conditions analogous to those used
for ethene/1-butene. The estimated rE and rP values and the corresponding ΔΔG‡ are reported in
Entries 1–2 of Table 3, showing similar differences in comonomer affinity for propene and 1-butene
upon Me/Cl exchange (compare Table 3 to Table 1).

Table 3. Experimental rE and rP for MeMe and ClCl in ethene/propene copolymerization and
comparison between corresponding experimental and DFT calculated ΔΔG‡.

Entry Catalyst rE ΔΔG‡(EP-EE) rP ΔΔG‡(PE-PP) rErP

Experimental

1 MeMe 41 2.2 0.03 −2.1 1.2
2 ClCl 8.7 1.3 0.19 −1.0 1.7

DFT–INS only

3 MeMe - 1.5 [0.7] - −1.6 [−0.5]
4 ClCl - 1.3 [0.0] - −1.2 [0.2]

DFT–INS and BBRA

5 MeMe - 1.5 [0.7] - −1.6 [−0.5]
6 ClCl - 0.6 [0.7] - −1.2 [0.2]

ΔΔG‡ in kcal/mol. INS = insertion; BBRA = backbone rearrangement. Numbers in squared brackets are deviations
between experimental and DFT calculated ΔΔG‡(EP-EE) or ΔΔG‡(PE-PP). ΔΔG‡ closer to zero are indicative of better
comonomer incorporation.

Under the assumption that insertion is the rate-determining step for chain propagation in all
cases, ΔΔG‡DFT indicate no significant difference in comonomer affinity for the two catalysts in
terms of rE, and only a small one in terms of rP, as shown in Entries 3–4 of Table 3. The better
comonomer incorporation capability of ClCl for rP is, although slightly underestimated, reproduced.
Experimental errors of rC are generally higher than those of rE, due to difficulties in accurate
determination [26,37,39,88], and we will therefore focus on the discrepancy of experimental and DFT
findings for rE in the following.

As mentioned earlier, this discrepancy might be traced to a change in the rate-limiting step from
insertion to a monomer capture-like process. For ansa-metallocenes, a backbone rearrangement (BBRA)
corresponding to a breathing motion of backbone to accommodate the incoming olefin in the first
coordination sphere of the metal has been identified, potentially affecting all propagation modes [39].
Here, we use the same nomenclature, although the open nature of catalysts R1R2 makes this structural
rearrangement less obvious, as shown in the Supporting Information. Indeed, as there is no marked
steric hurdle to monomer capture in catalysts R1R2, BBRA is generally a low energy process with
respect to insertion for these catalysts. However, it always remains competitive and becomes kinetically
relevant for very low insertion barriers, i.e., in ethene homopolymerization for ClCl. Accounting for

89



Processes 2019, 7, 384

BBRA in the computational modelling therefore results in a lower ΔΔG‡(EP-EE) for ClCl (0.6 kcal/mol)
compared to competing insertion TSs (1.3 kcal/mol); all the other ΔΔG‡ remain unchanged, as can be
seen by Entries 3–4 vs. 5–6 in Table 3. The difference in experimental rE for MeMe and ClCl is now
perfectly reproduced, with a relatively small and constant deviation between experiments and theory
of 0.7 kcal/mol that is quite satisfactory considering the complexity of the case study. While absolute
rates are, both experimentally and computationally, often hard to determine accurately, relative rates
are usually more reliable due to error compensation.

A closer inspection of the optimized geometries and DFT-calculated kinetic profiles provides a
plausible interpretation for the different copolymerization performance of MeMe and ClCl. Relative
Gibbs free energies for relevant TSs and reaction intermediates for ethene homo-propagation
are summarized in Figure 4, highlighting the different metal-to-olefin distances found for the
various geometries.

Figure 4. Energy profiles for ethene homopolymerization predicted by DFT for MeMe and ClCl.
INS = insertion, BBRA = backbone rearrangement. Relative Gibbs free energy differences in kcal/mol;
numbers in brackets: distances between the Zr and C(1) carbon of ethene in Å (dZr-C(1)). nPr group
used as model for the polymeryl chain after ethene insertion (see Materials and Methods).
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ClCl binds ethene slightly more strongly than MeMe, likely due to the higher electrophilicity
of its metal center (vide supra). The insertion barrier for ClCl is lower by 0.7 kcal/mol compared to
MeMe, suggesting some electronic influence also in this respect [82]. Furthermore, BBRA activation
barriers are found to be higher for ClCl than for MeMe. Higher associative and dissociative ΔG‡ are
expected for a more strongly coordinated olefin. In other words, replacing Me with Cl substituents
appears to lower insertion but increase BBRA barriers, up to the point that the rate-limiting step can
switch. Analogous considerations apply also to propene enchainment after ethene, as reported in the
Supporting Information.

It is instructive to analyze the distances between the Zr center and the C(1) carbon of ethene
(dZr-C(1)). Insertion TSs appear to be very similar for the two catalysts, with a dZr-C(1) close to 2.4 Å.
This structural similarity is reflected by a similar ΔS‡INS for the two catalysts; differences in ΔG‡INS are
mainly due to the ΔH‡ INS term, as shown by Entries 1 vs. 3 in Table 4. Conversely, dZr-C(1) is about
1.5 Å longer in the BBRA TS for ClCl than that for MeMe, diagnostic of a looser interaction between
the metal and the incoming monomer. A lower ΔH‡ BBRA is found for the former catalyst, as shown by
Entries 2 vs. 4 in Table 4, accordingly. Significantly lower ΔS‡BBRA than ΔS‡INS are estimated by DFT
as a smaller fraction of the 2-›1 particle entropy loss for monomer capture has been paid at the BBRA
rather than the insertion TS.

Table 4. Gibbs free energy, enthalpy, and entropy differences estimated by DFT for BBRA and insertion
(INS) TS with respect to the β-agostic Zr-alkyl cation (in kcal/mol; see also Figure 4).

Entry Catalyst Process ΔG‡ ΔH‡ ΔS‡

1
MeMe

INS 4.1 −3.7 26
2 BBRA 3.6 −0.7 14

3
ClCl

INS 3.4 −4.6 27
4 BBRA 4.1 −0.4 15

Thus, increased electrophilicity of the active species might lead to lower insertion barriers,
but not necessarily to lower propagation barriers, since BBRA might become the rate-determining step.
In particular, in the case of rE for MeMe and ClCl, the replacement of Me with electron-withdrawing
Cl substituents simultaneously lowers propene and raises ethene propagation barriers, as BBRA
(and not insertion) becomes kinetically relevant for the latter. Both these effects contribute to increased
comonomer incorporation capability.

4. Conclusions

The testing of [ONNO]-type Zr complexes in ethene/α-olefin copolymerization reveals that
the replacement of electron-donating Me-substituents of the ancillary ligand with isosteric but
electron-withdrawing Cl groups, leads to a significant increase of comonomer affinity in the polymer
chain. This indicates that, for this catalyst set, the electronic properties of the active species are the main
parameter determining comonomer affinities. This is supported by DFT studies exploring electronic
and steric features of the ancillary ligands.

Quantitative kinetic analysis of propagation rates by DFT shows that barriers for olefin insertion
are lowered when electron-withdrawing substituents are installed on the catalyst backbone, while those
for capture/BBRA increase. Reactivity ratios in copolymerization are therefore determined by the subtle
balance between insertion and BBRA kinetics and cooperative effects can simultaneously decrease
comonomer propagation barriers but increase those for ethene, when BBRA becomes rate limiting.

Electronic tuning effects in olefin (co)polymerization are still ill understood and the insights
presented here allow for the first time a clear separation of steric and electronic effects. The ultimate
goal in the design of catalysts for olefin copolymerization is typically to develop systems that
prefer α-olefins over the generally more reactive ethene, and to finely tune this preference to access
advanced materials for specific applications. The insights presented in this paper provide the means of
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understanding of electronic effects in copolymerization, which should prove useful for the design of
new copolymerization catalysts.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/7/6/384/s1,
Table S1: Polymerization results, Figure S1: Buried volume analysis, Table S2: Electronic charges, Figure S2:
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Abstract: Styrene is one of the most important monomers utilized in the synthesis of various polymers.
Nevertheless, during distillation, storage, and transportation of ST, undesired polymer (i.e., UP)
formation can take place. Thus, the control of undesired polymerization of styrene is a challenging
issue facing industry. To tackle the mentioned issue, the antipolymer and antioxidant activity of
stable nitroxide radicals (i.e., SNRs) and phenolics in styrene polymerization were studied by density
functional theory (DFT) calculation and experimental approach. The electrophilicity index and
growth percentage have been determined by DFT calculation and experimental approach, respectively.
It is depicted that 2,6-di-tert-butyl-4-methoxyphenol (DTBMP) and 2,6-di-tert-butyl-4-methylphenol
(BHT) from phenolics, and 4-hydroxy-2,2,6,6-tetramethyl piperidine 1-Oxyl (4-hydroxy-TEMPO)
and 4-oxo-2,2,6,6-tetramethylpiperidine 1-Oxyl (4-oxo-TEMPO) from stable nitroxide radicals were
the most effective inhibitors. Also, the growth percentage of DTMBP, BHT, 4-hydroxy-TEMPO, and
4-oxo-TEMPO after 4 h were 16.40, 42.50, 24.85, and 46.8, respectively. In addition, the conversion
percentage of DTMBP, BHT, 4-hydroxy-TEMPO, and 4-oxo-TEMPO after 4 h were obtained to be
0.048, 0.111, 0.065, and 0.134, respectively. Furthermore, the synergistic effect of these inhibitors was
investigated experimentally, indicating that DTMBP/4-hydroxy-TEMPO exerted the best synergistic
effects on the inhibition of polymerization. The optimum inhibition effect was observed at the blend of
4-hydroxy-TEMPO (25 wt.%) and DTMBP (75 wt.%) corresponding to 6.8% polymer growth after 4 h.

Keywords: density functional theory; inhibitors; phenolic; stable nitroxide radicals; styrene;
polymerization

1. Introduction

Over decades, styrene (ST) monomer has been employed to manufacture important commercial
commodities such as acrylonitrile butadiene styrene (ABS), and styrene butadiene rubber (SBR) [1–4].
However, during distillation, storage, and transportation of ST, undesired polymer (UP) formation or
organic peroxides fouling can presumably occur in the processing equipment, which reduces the heat
transfer rate and increases the required time of cleaning [5,6].

In this respect, the three major mechanisms contributing to thermal self-initiation polymerization
of styrene are Mayo, Flory, as well as a mechanism that is initiated through the reaction of oxygen and
styrene, which are depicted in Figure 1, and explained briefly in the following.

Firstly, Mayo mechanism involves a Diels–Alder dimerization between two styrene molecules,
which is followed by molecule-assisted hemolysis of dimer with a styrene molecule to produce two
benzylic radicals. The high reactivity of the produced radicals initiate polymerization provided that
they are added to a monomer (see r7).

Secondly, according to Flory mechanism, the initiation of styrene polymerization is attributed
to the formation of a biradical, which is followed by biradical propagation through the addition of
monomers on both active centers (see r1).

Processes 2019, 7, 677; doi:10.3390/pr7100677 www.mdpi.com/journal/processes97
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Figure 1. Reaction mechanism for styrene (ST) polymerization. Hydrogen atoms are omitted for clarity.

Thirdly, regarding the oxygen-related mechanism, the oxygen reacts with some of the ST molecules
to form an organic peroxide (r2). Following that, considering the fact that organic peroxides are very
reactive molecules containing very weak oxygen–oxygen single bonds that can break easily to give free
radicals, chain-growth polymerization occurs. Then, these chain-extended polymers react with another
monomer, further extending the polymer chains, and subsequently produce very stable compounds.
As a result, these stable compounds tend to sediment easily as undesired polymers regarding their low
activity in the reaction [7,8].

It should be noted that under some specific conditions, the UP formation can be intensified.
By way of illustration, the autocatalytic phenomenon has been reported to take place in the styrene
polymerization at high temperatures of around 85 to 130 ◦C [9–12].

Moreover, the number of methylene groups can play a key role in intensifying polymerization.
Indeed, a polymer with greater number of methylene groups exhibit higher activity to react with
oxygen, and consequently intensify UP formation.

Furthermore, exposure to heat and light have also been reported as other factors contributing
to more sever UP formation. As a matter of fact, when ST monomer is exposed to heat or light,
generation of free radicals (ST*) is accelerated, which eventually results in more rapid polymerization.
More details of free radical polymerization mechanism can be found elsewhere [13–18].

To talk about the configuration of the UP such as polystyrene, it is in fact highly dependent on the
spatial structure of monomer and how it is added to the growing radical chain during polymerization.
For example, the polymerized polystyrene formed undesirably is regarded as an atactic polymer;
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in other words, it has an amorphous’ structure. The production of polystyrene through the radical
polymerization leads to formation of atactic polymers in the polymer chains [19].

To address the mentioned issues regarding UP formation, a practical method for the removal of
undesired polymers is the mechanical cleaning in which the disassembly of apparatus is inevitable.
Nevertheless, this procedure is undeniably accompanied by some drawbacks. As a matter of fact,
it is time-consuming, expensive, and also total elimination of UP cannot thoroughly be accomplished
through the mechanical cleaning. As a result, the remaining UP could further intensify the growth of
UP in the next operation cycles [5,6].

Accordingly, various inhibitors have been suggested to prevent undesired polymer formation [6,20].
Generally, according to mechanism of action, they could be classified into two main types of materials,
i.e., acceptor type and donor type, which are called antipolymers and antioxidants, respectively, and are
discussed briefly in the following [21].

In the first place, the acceptor radical inhibitors (i.e., antipolymers) are capable of oxidizing
the alkyl radicals by accepting hydrogen or even an electron via an addition mechanism through
reactions r5 and r9 in Figure 1. The recombination of radicals is an important termination route in
any polymerization pathway. As the concentration of radicals increases, the rate of recombination
increases as well. These antipolymers directly react with the radical to remove it from the propagation.
Acceptor radical inhibitors are efficient in the low-oxygen environments for the deactivation of alkyl
radicals [22]. It should be noted that these antipolymers are injected in low concentrations, indicating
their low amount of consumption for the purpose of antipolymerization. These inhibitors have quite
rapid action on propagator radicals. In fact, they can transform initiator and propagator radicals into
either non-radical form or radicals with low reactivity in propagation reaction, and thus inhibiting the
radical polymerization [23,24].

By way of illustration, stable nitroxide radicals (SNRs) are typical antipolymers, which are able to
terminate the propagation chains through the reaction pathway demonstrating in Figure 2.

Figure 2. Mechanism of inhibition of styrene polymerization by a typical nitroxide radical. Hydrogen
atoms are omitted for clarity.

In the second place, radical donor inhibitors (i.e., antioxidant), as shown in Figure 1, tend to
reduce proxy radicals by giving a hydrogen or an electron (see reaction r6). As a result, in contrast
with antipolymers, antioxidants exhibit more favorable performance in oxygen-rich environments.
Actually, as mentioned before, oxygen can act as the initiator of the polymerization when attacks
the styrene molecules. As a consequence, in the absence of antioxidant, ST monomer can react with
peroxide radicals to form peroxide chains (see reaction r4), and subsequently lead to formation of UP.
This is where the role of using antioxidants becomes noticeable as it can shift the reaction pathway
from reaction 4 to reaction 6, which is followed by less polymer formation in the process.

It can generally be claimed that antioxidants are capable of suppressing the formation of new
UP seeds. However, they cannot stop UP polymerization thoroughly. To compare the performance
of antioxidant with antipolymers, the reaction rate of antioxidants is much lower than that of the
antipolymers. Accordingly, they are consumed more slowly, and hence their preventing effects last
longer [22,25].

Possible pathways of inhibition in the presence of phenolic antioxidants are shown in
Figure 3 [26,27]. The mechanisms of Figure 3a,b occur in the absence of oxygen, while the mechanism
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in Figure 3c, which is faster than the two former ones, occurs in the presence of oxygen [26–29].
The conventional representative of phenolic antioxidant is 4-tert-butylpyrocatechol (TBC) [5,6,27,30].

Figure 3. Mechanism of (a): H-atom donation, (b) electron donation, and (c) H-atom donation reaction
in the presence of oxygen by typical phenolics. Hydrogen atoms are omitted for clarity.

Nonetheless, in almost all cases, both routes of r1-r3, r7-r8, and r2-r6 successive reactions occur
simultaneously to generate UP. Therefore, the main drawback of utilizing antioxidants or antipolymersis
that they are not individually capable of inhibiting both routes of UP formation. To address the
mentioned issue, the utilization of antipolymer/antioxidant blends has been proposed as the state of
the art currently [31–33]. This strategy would result in the simultaneous inhibition of three UP routes.

In order to study the mechanisms and performance of inhibition processes, the two major
approaches are experimental evaluation and mathematical calculations such as density functional
theory (DFT).

The DFT method demonstrates advantageous features including less demanding computational
effort and computing time in conjunction with better agreement with experimental results relative
to other procedures. (e.g., Hartree–Fock base method) [34,35]. In fact, the results of calculation
through this method are in an acceptable agreement with the experimental chemical properties such as
electron-withdrawing of some components. For instance, it is generally known that the reactivity of
antioxidant and antipolymer is related to the electron withdrawing tendency of the moieties [36,37]. In
addition, Pellecchia and Grassi [38] reported that electron-releasing substituent atom or group enhanced
polymerization, whereas the electron-withdrawing substituent atom or group acted as deactivator.
Thus, in order to evaluate the electron-withdrawing property of a component, DFT calculations can
appropriately be applied.

The main objective of the present study is the investigation of approaches and remedies for
eliminating, or at least reducing the blockage of styrene purification units occurred by undesired
polymerization. In this regard, a combination of theoretical and experimental approaches is employed
to screen and compare different inhibitors including SNRs and phenolics. Furthermore, the synergic
effect of antipolymer/antioxidant blends on the undesired ST polymerization is investigated. For the
purpose of screening new inhibitors, DFT method is implemented, which can be conducted without
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experiment. The results of the present study would shed light on the impact of UP inhibitors and pave
a reliable path to the optimum utilization of these inhibitors.

2. Method

2.1. Theoretical

In the present study, the global electrophilicity index is utilized as a criterion for the usefulness
of different additives in polymerization inhibition. This index can be determined by employing DFT
calculations. In fact, in order to calculate the electrophilicity index (i.e., ω) two other parameters
including η (i.e., chemical hardness of a radical) and μ (i.e., global chemical potential) indexes are
firstly required to be calculated (see Equations (1)–(3)) [39,40]. The η index is the degree of persistence
to the charge transfer, while the ω index is the degree of tendency of an atom to attract electrons. The μ

index demonstrates the stabilization energy of the components and their electron affinity. In order to
calculate μ and η, in the first place, ELUMO and EHOMO should be determined through DFT calculations
(UB3LYP/6-311+G level).

η = (ELUMO − EHOMO)/2 (1)

μ = (EHOMO + ELUMO)/2 (2)

ω = μ2/2η (3)

where ELUMO denotes electron energies of the lowest unoccupied molecular orbital (i.e., LUMO)
and EHOMO indicates electron energies of the highest occupied molecular orbital for a neutral
component (i.e., HOMO). Higher HOMO energy corresponds to stronger electron-donating ability of
the molecule [41–46].

2.2. Experimental

2.2.1. Material

2,2,6,6-tetramethylpiperidine 1-Oxyl (TEMPO, 98%), 4-Amino-2,2,6,6-tetramethylpiperidine 1-Oxyl
(4-amino-TEMPO, 97%), 4-hydroxy-2,2,6,6-tetramethylpiperidine 1-Oxyl (4-hydroxy-TEMPO, 97%),
4-oxo-2,2,6,6-tetramethylpiperidine 1-Oxyl (4-oxo-TEMPO, 97%), 2,6-di-tert-butyl-4-methylphenol (BHT,
(99%), Tert-butyl hydroquinone (TBHQ, 97%), 2,6-di-tert- butyl-4-methoxyphenol (DTBMP, 98%), and
4-Methoxyphenol (MEHQ, 98%) were supplied from Sigma Aldrich. The structures of inhibitors
sketched by DFT are summarized in Figure 4. Styrene, styrene polymer, and TBC were supplied from
the domestic plant.
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Figure 4. The name and structure of stable nitroxide radicals (SNR) and phenolic components.
Hydrogen atoms are omitted for clarity.

The FT-IR spectra were recorded for UP seed (Figure 5). In the FT-IR spectrum of the UP seed,
the peaks at 3004 cm−1–3083 cm−1 are attributed to the sp2 C-H stretch, and band at 2923 cm−1 and
2850 cm−1 corresponds to the sp3 C–H stretch. Also, signals at 1630 cm−1–1680 cm−1 are assigned to
the stretching vibrations of aromatic C=C in the UP seed. The signal at 1452 cm−1 corresponding to
CH2 + C=C bond stretching. Finally, a slight shift of C–O aromatic stretching modes towards lower
wavenumbers can be observed.
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Figure 5. The FT-IR spectrum of undesired polymer seed.

2.2.2. Thermogravimetric Analysis

The initial decomposition temperature is measured via thermogravimetric analysis (TGA) test.
The test is performed from ambient temperature up to 350 ◦C with 10 ◦C/min temperature ramp and
under a nitrogen flow.

2.2.3. Analysis of Product (Styrene, Dimer Styrene, and Trimer Styrene)

The samples were analyzed by GC-MS (model: Agilent 7890A series GC coupled with an Agilent
5975C series MS detector), equipped with a HP-5MS capillary column (inner diameter: 250 μm; film
thickness: 0.25 μm; length: 30 m).

2.2.4. FTIR

The structural changes of sample were characterized by an attenuated total reflection
Fourier-transformed infrared spectroscopy (ATR/FT-IR).

2.2.5. Inhibition Test

The effect of SNRs, phenolic compounds, and their blends on the polymerization of ST at 115 ◦C
was evaluated by utilizing the apparatus depicted in Figure 6. The system includes an adiabatic
cell reactor (ACR), which is made of stainless steel (60 mm length, and 50 mm inside diameter).
A K-type thermocouple installed in the middle of ACR is employed to control the ACR temperature.
Syringe pumps supply the desired mass of monomer, inhibitor, and water. Before initiation, oxygen
is eliminated by nitrogen purge to avoid peroxide formation. The ST polymer was utilized as the
nucleation source. The sample was then placed in the ACR, 2 mL of deionized water as an oxygen
source was injected into the system, and after adding a 50 ppm inhibitor, 50 mL of monomer was
injected. The oxygen dissolved in water acts as initiator. The concentration of dissolved oxygen in
water equaled 8.5 mg/L [47]. After 4 h of polymerization, the reacting mixture was cooled, and the
polymer was precipitated by adding about 5 mL of methanol. The precipitate was filtered, dried at
100 ◦C to remove methanol, and weighed. The experimental conditions are tabulated in Table 1.
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Figure 6. The schematic diagram of experimental setup.

Table 1. Experimental conditions.

Properties Value Unit

Temperature 115 ◦C
Pressure 1 bar

Inhibitor dosing 50 ppm
Monomer volume 50 mL

Water dosing 2 mL
Initial weight of ST polymer 0.2 g

3. Result

Different inhibitors and their blends were investigated to examine the effect of the inhibitor on the
growth and formation of UP as well as ST conversion. As aforementioned, these studies are based on
the DFT calculation and an experimental procedure.

3.1. DFT Calculation Results

The results of DFT calculations applied on SNRs and phenolics are tabulated in Table 2.

Table 2. Calculated values of μ, η, and ω indexes for SNRs and phenolics.

Sample ID Component μ η ω

SNRs

S1 TEMPO −3.1688 2.4450 2.0170
S2 4-amino-TEMPO −3.4344 2.5718 2.2675
S3 4-oxo-TEMPO −3.6544 2.1485 3.1079
S4 4-hydroxy-TEMPO −3.8239 1.6973 4.3075

Phenolics

S5 BHT −2.6654 2.9900 1.1880
S6 TBC −3.2072 2.7878 1.8448
S7 TBHQ −3.2376 2.6937 1.9457
S8 DTBMP −2.5161 2.8021 1.1297
S9 MEHQ −3.2282 2.6478 1.9680
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As mentioned previously, inhibitors are divided into antipolymers (i.e., S1, S2, S3, and S4 in
Table 2) and antioxidants (S5, S6, S7, S8, and S9 in Table 2). The most important difference is that for
the antipolymers, higher electrophilicity is desirable, while it is reverse for the antioxidants. In other
words, for the purpose of inhibiting polymerization, a suitable antipolymer should possess higher
electrophilicity, and inversely, a suitable antioxidant should have lower electrophilicity.

Among the first group (i.e., antipoymers), TEMPO has the lowest electrophilicity index, indicating
that this antipolymer has the lowest reactivity, and thus it is more stable. Conversely, the highest
electrophilicity index of 4-hydroxy TEMPO indicates that it is less stable and more reactive in
comparison with other SNR inhibitors. In addition, it is known that the hardness index is related
to molecular stability, and consequently higher hardness means higher stability of molecule [48,49].
In this respect, hard molecules (e.g., TEMPO and 4-amino-TEMPO) possess higher values of chemical
hardness, and subsequently, larger gaps between the HOMO and LUMO, whereas soft molecules
(e.g., 4-hydroxy-TEMPO and 4-oxo-TEMPO) exhibit lower values of chemical hardness and smaller gaps.
The obtained results demonstrate good consistency with those reported in the previous studies [50].

To compare performance of the second group inhibitors (i.e., antioxidants), firstly it should be
noted that the distribution of the HOMO energy is a criterion of inhibitory performance of phenolic
antioxidants. Thus, considering the fact that the molecules with lower gap energy shows weaker
electrophilicity [51,52], among the studied phenolics, DTBMP (1.1297 eV) and BHT (1.1880eV) possess
higher electrophilicity in comparison with TBC (1.8448 eV), TBHQ (1.9457 eV), and MEHQ (1.9680 eV).

The electrophilicity of selected SNRs and phenolics that are calculated utilizing DFT are presented
in Figure 7.

Figure 7. Calculated electrophilicity of SNRs and phenolics utilizing density functional theory (DFT).

For the case of antipolymers, based on the theoretical studies [53], the capability of hydrogen
bonding by SNRs affects the properties and proton affinities. In fact, the present oxygen in the N–O
bond of SNRs is a suitable H-bond acceptor. The mentioned oxygen can compete with other oxygen
atoms, which are present within the structure, even in the solid state. It is observedthat the order
of electrophilicity of SNRs is: 4-hydroxy-TEMPO > 4-oxo-TEMPO > 4-amino-TEMPO > TEMPO.
Hence, it is expected that 4-oxo-TEMPO shows the best inhibition effect in the UP formation and
styrene conversion.
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For the case of antioxidants, however, it can be observed that electrophilicity of phenolic
antioxidants are in the following order: MEHQ > TBHQ > TBC > BHT > DTBMP. Hence, DTBMP is
expected to show the best inhibition effect in the UP formation.

In order to acquire a deeper understanding of the performance of different inhibitors and to
confirm the findings of DFT calculations, the experimental results are presented and compared in the
following section.

3.2. Experimental Results

The growth percentage, which is calculated by Equation (4), is considered as a criterion to compare
the performance of inhibitors.

Growth % =
weightFinal −weightInitial

weightInitial
× 100 (4)

The initial weight equals to nucleation source, and the final weight equals to the summation of
UP formation weight added to the initial weight. Firstly, it should be noted that aside from the UP
formation, dimer and oligomer formation is inevitable as well. However, the number of undesired
dimers and oligomers production is very small because the radical mechanism is prevailing, which
mainly leads to the polymerization. However, these quantities must be controlled in a specified range
because dimers and oligomers are regarded as impurities, which do not participate in further reactions
in the polymerization unit. As a result, they must be separated in the styrene purification unit.

In this set of experiments, styrene conversion as well as the formation of dimers and oligomers
are investigated after 4 and 8 h of operation to ensure those small quantities of dimer and oligomer are
generated. In this respect, Tables 3 and 4 tabulate the effects of inhibitors on the weight and growth
of undesired polymer, the quantities of generated dimer and oligomer, and conversion of styrene.
The obtained results reveal that inhibition effects do not change significantly when the reaction time
increases from 4 to 8 h, and they are approximately identical.

Table 3. Measured weights of polymer and the growth percentage in the presence of inhibitors after 4 h.

Sample ID Component Weight [g] Growth Percentage Outlet Mass Fraction [wt.%] Conversion [%]

SNRs Styrene Dimer Trimer

S1 TEMPO 0.395 97.35 99.719 0.034 0.015 0.231
S2 4-amino-TEMPO 0.320 60.05 99.808 0.021 0.009 0.142
S3 4-oxo-TEMPO 0.313 56.30 99.811 0.020 0.009 0.134
S4 4-hydroxy-TEMPO 0.250 24.85 99.885 0.013 0.006 0.065

Phenolics Styrene Dimer Trimer

S5 BHT 0.285 42.50 99.839 0.022 0.010 0.111
S6 Commercial TBC 0.305 52.65 99.811 0.028 0.012 0.139
S7 TBHQ 0.363 81.25 99.749 0.034 0.015 0.201
S8 DTBMP 0.233 16.40 99.902 0.012 0.005 0.048
S9 MEHQ 0.387 93.35 99.730 0.053 0.023 0.251

Table 4. Measured weights of polymer and the growth percentage in the presence of inhibitors after 8 h.

Sample ID Component Weight [g] Growth Percentage Outlet Mass Fraction [wt.%] Conversion [%]

SNRs Styrene Dimer Trimer

S1 TEMPO 0.474 136.82 99.630 0.045 0.019 0.320
S2 4-amino-TEMPO 0.464 132.07 99.654 0.034 0.015 0.296
S3 4-oxo-TEMPO 0.422 111.00 99.703 0.035 0.015 0.257
S4 4-hydroxy-TEMPO 0.350 74.79 99.783 0.019 0.008 0.167

Phenolics Styrene Dimer Trimer

S5 BHT 0.399 99.50 99.713 0.036 0.015 0.237
S6 Commercial TBC 0.470 135.08 99.643 0.038 0.016 0.307
S7 TBHQ 0.526 162.81 99.568 0.054 0.023 0.382
S8 DTBMP 0.319 59.47 99.812 0.019 0.008 0.138
S9 MEHQ 0.630 215.16 99.493 0.062 0.027 0.491
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The obtained results regarding styrene conversion is proportionally in agreement with that of UP
growth. Hence, only one of these two parameters is required to be evaluated as the inhibition criterion.
It should also be mentioned that the styrene dimer and trimer only refer to 2,4-diphenyl-1-butene and
2,4,6-triphenyl-1-hexene, respectively.

The lower weight of polymer, growth percentage, and conversion all imply better inhibition effect.
Hence, 4-hydroxy-TEMPO and DTBMP offer better inhibition effect among the SNRs and phenolics,
respectively. It can be understood from the result that the substituent in the 4′-position of the cyclic
structure has a significant effect on the ability of TEMPO in inhibiting polymerization. Consequently,
among the SNRs, 4-hydroxy TEMPO (24.85% growth and 0.065% conversion) and 4-oxo-TEMPO (56.3%
growth and 0.134% conversion) have the greatest effectiveness, respectively, after 4 h. As presented in
Tables 3 and 4, the styrene conversion and polymerization inhibition performance of phenolics are in
the following order: DTBMP > BHT > commercial TBC > TBHQ >MEHQ. Results show that DTBMP
and BHT are the most effective phenolics.

The experimental results of growth percentage are plotted against the calculated electrophilicity
from DFT calculations in Figure 8. The observed trends show that in SNRs, increase in electrophilicity
leads to lower growth percentage, while in the phenolics, higher growth percentage can be seen with
the increase in electrophilicity. Consequently, phenolics with lower electrophilicity and SNRs with
higher electrophilicity are preferred. Such a difference could be explained by different mechanisms
presented in Figure 1 (see r5, r6, and r9).

Figure 8. Calculated electrophilicity and measured growth percentage after 4 h of SNRs and phenolics.

A comparison of electrophilicity and growth percentage of 4-amino-TEMPO and 4-oxo-TMEPO
reveals that in spite of the considerable difference in electrophilicity, their growth percentage differs
slightly. This observation can be attributed to their different thermal behavior at various experimental
condition. Actually, the key parameter that plays a very influential role in the performance of inhibitors
is the operating temperature, which is around 115 ◦C in the styrene purification process. To clarify
the thermal behavior of inhibitors toward temperature, TGA patterns, which determine the initial
decomposition temperature, are shown in Figure 9a,b.
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Figure 9. Thermogravimetric analysis of BHT, DTBMP, 4-hydroxy-TEMPO, and 4-oxo-TEMPO. (a) mass
loss % and; (b) weight %.

In fact, as the temperature reaches the initial decomposition temperature, the inhibitors start to
break down, and thereby lose their capability of inhibiting polymerization. As displayed in Figure 9,
the initial decomposition temperature of BHT, DTMBP, and 4-hydroxy-TEMPO are higher than 115 ◦C,
while that of 4-oxo-TEMPO starts from 110 ◦C. These results imply that at the operating temperature
of 115 ◦C, 4-oxo-TEMPO molecules decompose and lose their ability in UP inhibition.

The mechanism of 4-oxo-TEMPO decomposition, which is called keto-enol tautomerism,
is well-explained in the literature [54,55]. Through the decomposition of 4-oxo-TEMPO, nitroso
and hydroxylamine compounds are formed, which is followed by further decomposition of nitroso and
hydroxylamine compounds, leading to production of TEMPOH and TEMPO with low electrophilicity.
The formation of less electrophilic TEMPOH and TEMPO justifies the unexpected performance of
4-oxo-TEMPO molecule, considering its high electrophilicity [54,55].

The functional groups of the 4-oxo-TEMPO and its decomposition products are further
characterized by FT-IR to investigate the chemical structure changes during 4-oxo-TEMPO heating.
The FT-IR spectra in the range of 400–4000 cm−1 are shown in Figure 10. The peaks at 1700 cm−1 in the
FT-IR spectra of 4-oxo-TEMPO were assigned to the C=O stretching mode. For decomposition product
of 4-oxo-TEMPO, no peak at 1700 cm−1 (main peak for 4-oxo-TEMPO) is observed, which means the
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breakage of C=O bond in 4-oxo-TEMPO, and absence of 4-oxo-TEMPO in the decomposition product.
This finding provides another strong evidence which indicates that the mass losses observed in the
TGA is merely attributed to the decomposition of 4-oxo-TEMPO, rather than other reasons (e.g., boiling
or evaporation).

Figure 10. The FTIR spectrum of 4-oxo-TEMPO and decomposition products of 4-oxo-TEMPO.

As previously mentioned, 4-hydroxy-TEMPO and 4-oxo-TEMPO from SNRs and DTBMP and
BHT from phenolics show the best performance in the inhibition of UP and styrene conversion. Hence,
their synergistic effect in the inhibition process is worth investigating.

3.3. Synergic effect of Antioxidant and Antipolymer

In order to determine the synergistic effect of the optimum blend of antioxidants and antipolymers
in the inhibition process, a mixture of antioxidants and antipolymers (50 wt.%), which is injected to the
process with the overall concentration of 50 ppm, was prepared and evaluated at the experimental
conditions explained previously.

As tabulated in Table 5, the blends of optimum antioxidants and antipolymers improve the
inhibition process in comparison with the commercial TBC sample. Moreover, the results show
that the blends illustrate superior performance relative to single-component inhibitors, which arises
from the fact that antipolymers are responsible for the inhibition of two polymerization pathways
(i.e., r1–r3 and r7–r8 shown in Figure 1) and antioxidants just terminate the other polymerization
pathway (i.e., r2–r6). The growth percentage of DTMBP/4-hydroxy-TEMPO, DTMBP/4-oxo-TEMPO,
and BHT/4-hydroxy-TEMPO blends are 8.60, 10.25, and 12.65, respectively.

Table 5. Measured weights of polymer and the growth percentage in the presence of inhibitor blends
after 4 h.

Sample ID Component Weight [g] Growth Percentage

S6 Commercial TBC 0.3053 52.65
S10 DTMBP/4-hydroxy-TEMPO 0.2042 8.60
S11 DTMBP/4-oxo-TEMPO 0.2185 10.25
S12 BHT/4-hydroxy-TEMPO 0.2093 12.65
S13 BHT/4-oxo-TEMPO 0.2847 42.35
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The growth percentage of all the single and blended inhibitors are compared in Figure 11. As can be
seen, the inhibitor composed of DTMBP/4-hydroxy-TEMPO provides the best inhibition performance,
while TEMPO shows the worst one.

Figure 11. Growth percentage of SNRs, phenolics, and blends.

The synergism of SNRs and phenolics blends depends on the reversible hydrogen atom transfer
between them. In fact, by utilizing the blends of SNRs and phenolics, hydrogen acceptance by
SNRs and hydrogen donation by phenolics are enhanced, which is followed by improvement in
inhibition performance.

Hydrogen atom hopping between 4-hydroxy-TEMPO and DTMBP results in a dynamic equilibrium
of phenoxyl radical and 4-hydroxy-TEMPO. The phenoxyl radical can abstract the labile hydrogen
from the product of dimerization of styrene Diels-Alder self-reaction [56,57]. This reaction yields
a high flux of alkyl radicals and accelerates oxygen consumption. Hydrogen abstraction from DTMBP
by TEMPO is not favorable due to the bond dissociation energies of TEMPOH and MEHQ [58].
The reaction is driven by hydrogen abstraction from styrene dimer by the phenoxyl radical to form
an aromatic compound.

The blend of BHT/4-oxo-TEMPO did improve the inhibition of UP. This is, in fact, due to low
abstraction of BHT hydrogen by the 4-oxo-TEMPO and decomposition of 4-oxo-TEMPO.

The effect of concentration of DTMBP/4-hydroxy-TEMPO blend on the inhibition process is
depicted in Figure 12. The obtained results reveal that the blend of 4-hydroxy-TEMPO (25 wt.%)
and DTMBP (75 wt.%), causes the lowest growth percentage, and thereby higher inhibition
efficiency is obtained. However, other concentrations are also more effective than single SNR
or phenolic compounds.
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Figure 12. The effect of DTMBP/4-hydroxy-TEMPO concentration on the growth percentage.

4. Conclusions

The DFT calculation and an experimental procedure were employed to analyze the inhibition
performance of various antioxidants and antipolymer inhibitors regarding the undesired styrene
polymerization during styrene purification process. The electrophilicity index and growth percentage
(or styrene conversion) were obtained by DFT calculation and experiments, respectively. Furthermore,
the relation between the calculated electrophilicity and the measured growth percentage and styrene
conversion was determined. In addition, in order to find the optimum inhibitor, both growth percentage
and electrophilicity were taken into consideration. Accordingly, 4-oxo-TEMP and 4-hydroxy-TEMPO
were the best antipolymers, while DTMBP and BHT were the best antioxidant inhibitors. After four
hours of operation, the lowest growth percentage of 16.40 and conversion percentage of 0.048 were
obtained in the case of DTBMP. Besides, the synergistic effect of antioxidant and antipolymer inhibitors
were also investigated by the experimental procedure. Results showed that a combination of
4-hydroxy-TEMPO (25 wt.%) and DTMBP (75 wt.%) provided the best synergistic inhibition effect
with the lowest growth percentage of 8.60 after 4 h of operation.
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Abstract: Reversible addition–fragmentation chain–transfer (RAFT) polymerization of methyl
methacrylate (MMA) is modeled and monitored using a multi-rate multi-delay observer in this work.
First, to fit the RAFT reaction rate coefficients and the initiator efficiency in the model, in situ 1H
nuclear magnetic resonance (NMR) experimental data from small-scale (<2 mL) NMR tube reactions is
obtained and a least squares optimization is performed. 1H NMR and size exclusion chromatography
(SEC) experimental data from large-scale (>400 mL) reflux reactions is then used to validate the
fitted model. The fitted model accurately predicts the polymer properties of the large-scale reactions
with slight discordance at late reaction times. Based on the fitted model, a multi-rate multi-delay
observer coupled with an inter-sample predictor and dead time compensator is designed, to account
for the asynchronous multi-rate measurements with non-constant delays. The multi-rate multi-delay
observer shows perfect convergence after a few sampling times when tested against the fitted model,
and is in fair agreement with the real data at late reaction times when implemented based on the
experimental measurements.

Keywords: RAFT polymerization; multi-rate observer; nonlinear sampled-data system; measurements
with delay; parameter fitting

1. Introduction

Reversible addition–fragmentation chain–transfer (RAFT) polymerization is a living polymerization
that is based on free-radical polymerization [1]. Free-radical polymerization reactions are made living
by the addition of a RAFT agent, which controls the polymerization via chain equilibration, in which
radicals are shared between growing polymer chains. Since RAFT polymerization was first reported by
Krstina et al. [2], it has been further investigated by many researchers to show that it works with a wide
variety of monomers and RAFT agents [2–9]. RAFT polymerization has been used to create polymers
in many fields, including drug delivery [10], electrochemical applications such as fuel cells [11] and
batteries [12], and surface modification [13], showing its versatility and applicability.

Key advantages of RAFT polymerization include the synthesis of polymers with narrow
polydispersities [1], the ability to form polymers of complex architecture (i.e., block, star), and the
ability to work with multiple monomer types—allowing for synthesis of homopolymers and block
co-polymers with controlled molecular weights and dispersities. Control of properties such as
dispersity and molecular weight is especially important during block copolymer synthesis, in which
polymer morphology and micro-phase structure is determined by the polymer block composition [14].
However, no information about these properties is available from online sensors. Offline analysis
techniques like 1H NMR and SEC, which give more insight into the process, require time to analyze
samples, and the results are usually obtained after significant delays or even after the whole process
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is completed. The lack of timely information, which is critical to the progress of polymerization,
brings challenges to the quality control of RAFT polymerization. A live model, which accounts for
these measurement delays with observers, would be useful for monitoring RAFT polymerization for
quality control.

RAFT polymerization was first modeled by Zhang and Ray [15]. They modeled RAFT polymerization
of methyl methacrylate in batch, semi-batch, and continuous stirred tank reactors, providing insight
into how the mechanism of RAFT polymerization behaved throughout a typical reaction. Many
more models have been developed to further explore the fundamentals of RAFT polymerization as
more experimental data has become available [16–23]. Few of these models are validated against
experimental data at higher monomer conversions, and those that are have few experimental data
points above 60% monomer conversion. Additionally, the RAFT agent kinetic rate constants found in
these models as fitting parameters are expected to be different for each monomer and RAFT agent pair.

The monitoring of polymerization processes with state estimation techniques based on
mathematical models would help target desired polymer compositions and molecular weights during
large scale reactions by predicting reaction termination times, and ensuring controlled polymerization
by predicting expected dispersities of reactions. However, it is not an easy task to develop the state
estimation due to the lack of online measurements and the significant nonlinearity of the systems. There
have been a number of studies on state estimation for polymerization applications, with a focus on free
radical polymerization, since the early 1980s. The extended Kalman filter (EKF) has been popularly
applied to industry with good performance [24–31]. This kind of estimator is designed based on a local
linearization approximation and is thereby less effective in the presence of strong system nonlinearities.
The state observer, which reconstructs the missing state variables based on the system dynamics
with certain feedback terms from the measurement, is an alternative way to design a soft sensor
for polymerization processes. For example, Astorga implemented a continuous-discrete observer
to an emulsion copolymerization reactor [32]. Appelhaus et al. developed an extended Luenberger
observer for a batch polycondensation reactor, in order to get the estimation for concentrations
of ethylene glycol and hydroxyl end groups as well as a mass transfer parameter [33]. Several
high-gain observers have also been designed for polymerization processes [34,35]. In the observer
approach, the convergence properties were mathematically proved under most circumstances, and the
computational cost is lowered compared to EKF. Although a significant number of studies have been
completed for monitoring different polymerization applications, no state estimation study has been
conducted on RAFT polymerizations. Tatiraju and Soroush used a nonlinear open-loop reduced-order
observer to estimate the unobservable states in a homopolymerization reactor, and obtained accurate
estimation results [36,37]. In our work, a similar idea will be adopted as the basis for the design of
a multi-rate multi-delay observer.

One key challenge for the state estimation problem for polymerization is that the measurements
are not available at the same rate and usually come with delays. For example, in polymerization
processes, the sampling may not be done in a uniform frequency and the measurement information
only becomes available after analysis. Therefore, there is a need for the design of a multi-rate
multi-delay observer to address this issue. For the multi-rate estimation, the problem has been widely
studied based on EKF framework [38]. Moving horizon estimation (MHE) [39–41] and other state
observer design [37,42,43] have also been investigated. However, most of the EKF and MHE-based
methods will not account for the inter-sample dynamic behavior and are incapable of giving estimation
for asynchronously sampled measurements. As for the delay effects accompanied with sampling
measurements, some observer design approaches were proposed accordingly [44–51], but few of
them have been proved stable through a rigorous approach. In some recent works by Ling and
Kravaris [52–57], a multi-rate multi-delay observer based on a continuous-time design, coupled with
inter-sample predictors and dead time compensators, is proposed. Irrespective of perturbations in the
sampling schedule, the input-to-output stability property for this observer was first well established
for linear systems [53,57], and extended to nonlinear systems with noises [55,56], in the presence of
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non-uniform and asynchronous measurement with non-constant, arbitrarily large measurement delays,
as long as the maximum sampling period does not exceed a certain limit. This observer will be used to
estimate the missing information between the sampling measurements for the RAFT polymerization
process in the current work.

In this study, small-scale experiments are performed and characterized with in situ 1H NMR
analysis to more accurately monitor RAFT polymerization. Accurate prediction of RAFT specific kinetic
rate constants (specifically, kra f t f , kra f tr, kra f t f R and kra f trR) is obtained, allowing for an improved RAFT
polymerization model that can be used to monitor larger scale reactions to high monomer conversion
values. The improved model is used to test multi-rate, multi-delay observers, which improve predictive
modeling of larger scale RAFT reactions allowing for real-time monitoring of reactions and targeted
reaction termination times.

2. Model and Observer Design

2.1. Modeling RAFT Polymerization—Improving the Model by Zhang and Ray

The RAFT polymerization model used in this work is based on a model presented by Zhang and
Ray [15]. This subsection will provide a brief review of their model as well as the specific changes and
additions made to their model to help the reader follow subsequent sections of this paper.

RAFT polymerization is modeled by including standard free radical polymerization kinetics
(i.e., initiation, propagation, chain transfer and termination) with the RAFT reaction steps in the
presence of a RAFT agent. The RAFT reactions are shown in Scheme 1. These RAFT steps create three
dormant polymer populations based on the state of the RAFT agent end group. In total, five polymer
populations exist within the model: growing polymer chains, dead polymer chains and three types
of dormant polymer chains. To simplify the model, these populations are modeled using moments,
for which the mathematical definitions are given in Table 1. The terms brackets are as follows: [Pn],
concentration of growing polymer chain of degree of polymerization n; [PnAR], concentration of
RAFT agent bonded to a primary radical and a polymer chain of degree of polymerization n; [PnA],
concentration of RAFT agent bonded to a polymer chain of degree of polymerization n; [PnAPm],
concentration of RAFT agent bonded to two polymer chains of degree of polymerization n and
m; and [Dn], concentration of dead polymer chains of degree of polymerization n. When using
polymer moments, it is not possible to apply different kinetic rate constants based on polymer chain
length, and we must make the assumption that the kinetic rate constants are independent of polymer
chain length. This assumption, although it may introduce some error, is made out of necessity for
model simplicity.

Scheme 1. Kinetic scheme of reactions involving the RAFT agent.
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Using these polymer moment definitions and the monomer concentration (CM), the monomer
conversion (Xp), number average degree of polymerization (DPn), weight average degree of
polymerization (DPw) and dispersity (Ð) can be calculated as shown in Equation (1):

Xp =
μ1 + ν1 + ξ1 + λ1 + ζ10

μ1 + ν1 + ξ1 + λ1 + ζ10 + CM
,

DPn =
μ1 + ν1 + ξ1 + ζ10 + λ1

μ0 + ν0 + ξ0 + 0.5ζ00 + λ0
,

DPw =
μ2 + ν2 + ξ2 + ζ20 + 0.5ζ11 + λ2

μ1 + ν1 + ξ1 + ζ10 + λ1
,

Ð =
DPw

DPn
.

(1)

Table 1. Polymer moment definitions.

Chain Type Moment Definition

Growing Polymer μi = ∑∞
n=1 ni[Pn]

Dormant Polymer Type 1 νi = ∑∞
n=1 ni[Pn AR]

Dormant Polymer Type 2 ξi = ∑∞
n=1 ni[Pn A]

Dormant Polymer Type 3 ζij = ∑∞
n=1 ∑∞

m=1 nimi[Pn APm]

Dead Polymer λi = ∑∞
n=1 ni[Dn]

Using the kinetic scheme from Zhang and Ray and Scheme 1, the 23 balance equations given
in Equation (2) are used to represent each of the species in the model. The definitions for the state
variables are listed in Table 2, and the definitions and values for the reaction rate constants are given
in Table 3.

This model differs from the Zhang and Ray model in two ways: first, in the way termination is
modeled, and second, in the rate constants. In the Zhang and Ray model, termination is modeled
accounting for both combination and disproportionation reactions. In this model, termination is
modeled accounting for just one general termination reaction based on more recent work in the
literature [58]. With this change in how termination reactions are modeled, the corresponding rate
constants are also changed. In the Zhang and Ray model, ktc and ktd are used to represent the rates for
combination and disproportionation reactions, respectively. In this work, a single termination reaction
rate constant kt is used instead to represent all termination reactions. Additionally, the propagation
rate constant has been updated from the Zhang and Ray model based on a more recent work in
the literature [59]. Finally, two additional kinetic rate constants for the RAFT agent pre-equilibrium
reactions are included (kra f t f R and kra f trR) based on literature [23,60,61] showing a difference for
reactions between the RAFT agent and primary radicals when compared to reactions between the
RAFT agent and growing polymer chains.

Most of the reaction rate constants are based on free radical polymerization. The exceptions to
this are ktrCTA, kra f t f , kra f tr, kra f t f R and kra f trR. These five reaction rate constants are dependent on the
choice of RAFT agent used, and are expected to change for each RAFT agent. In this model, the effect
of chain transfer to CTA is considered negligible and ktrCTA is set to zero:
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dμ0

dt
= kpCRCM + ktrmμ0CM − kt(CR + μ0)μ0 − ktrmμ0CM − ktrsμ0CS

− ktrCTAμ0CCTA − kra f t f μ0(CAR + ξ0) + kra f tr(ν0 + ζ00),

dμ1

dt
= kpCRCM + ktrmμ0CM + kpCMμ0 − kt(CR + μ0)μ1 − ktrmμ1CM − ktrsμ1CS

− ktrCTAμ1CCTA − kra f t f μ1(CAR + ξ0) + kra f tr(ν1 + ζ10),

dμ2

dt
= kpCRCM + kpCM(μ0 + 2μ1)− kt(CR + μ0)μ2 − ktrmμ2CM − ktrsμ2CS

ktrCTAμ2CCTA − kra f t f μ2(CAR + ξ0) + kra f tr(ν2 + ζ20),

dν0

dt
= kra f t f μ0CAR + kra f t f RCRξ0 − kra f trν0 − kra f trRν0,

dν1

dt
= kra f t f μ1CAR + kra f t f RCRξ1 − kra f trν1 − kra f trRν1,

dν2

dt
= kra f t f μ2CAR + kra f t f RCRξ2 − kra f trν2 − kra f trRν2,

dξ0

dt
= − kra f t f μ0ξ0 − kra f t f RCRξ0 + kra f trζ00 + kra f trRν0,

dξ1

dt
= − kra f t f μ0ξ1 − kra f t f RCRξ1 + kra f trζ10 + kra f trRν1,

dξ2

dt
= − kra f t f μ0ξ2 − kra f t f RCRξ2 + kra f trζ20 + kra f trRν2,

dζ00

dt
= 2kra f t f μ0ξ0 − 2kra f trζ00,

dζ10

dt
= kra f t f (μ1ξ0 + μ0ξ1)− 2kra f trζ10,

dζ20

dt
= kra f t f (μ2ξ0 + μ0ξ2)− 2kra f trζ20,

dζ11

dt
= 2kra f t f μ1ξ1 − 2kra f trζ11,

dλ0

dt
= kt(CR + μ0)μ0 + ktrmμ0CM + ktrsμ0CS + ktrCTAμ0CCTA,

dλ1

dt
= kt(CR + μ0)μ1 + ktrmμ1CM + ktrsμ1CS + ktrCTAμ1CCTA,

dλ2

dt
= kt(CR + μ0)μ2 + ktrmμ2CM + ktrsμ2CS + ktrCTAμ2CCTA,

dCR
dt

= 2 f kdCI − kpCRCM − ktCR(CR + μ0) + ktrsμ0CS + ktrCTAμ0CCTA

− kra f t f RCR(CAR + ξ0) + kra f trR(2CRAR + ν0),

dCAR
dt

= − kra f t f CARμ0 − kra f t f RCARCR + kra f trν0 + 2kra f trRCRAR,

dCRAR
dt

= kra f t f RCRCAR − 2kra f trRCRAR,

dCI
dt

= − kdCI ,

dCM
dt

= − kpCM(CR + μ0)− ktrmμ0CM,

dCS
dt

= − ktrsμ0CS,

dCCTA
dt

= − ktrCTAμ0CCTA.

(2)
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Table 2. State variables.

Variables Description

μ0 Growing polymer chain zeroth moment
μ1 Growing polymer chain first moment
μ2 Growing polymer chain second moment
ν0 Dormant polymer chain type 1 zeroth moment
ν1 Dormant polymer chain type 1 first moment
ν2 Dormant polymer chain type 1 second moment
ξ0 Dormant polymer chain type 2 zeroth moment
ξ1 Dormant polymer chain type 2 first moment
ξ2 Dormant polymer chain type 2 second moment
ζ00 Dormant polymer chain type 3 zeroth moment
ζ10 Dormant polymer chain type 3 first moment
ζ20 Dormant polymer chain type 3 second moment part one
ζ11 Dormant polymer chain type 3 second moment part two
λ0 Dead polymer chain zeroth moment
λ1 Dead polymer chain first moment
λ2 Dead polymer chain second moment
CR Concentration of primary radicals

CAR Concentration of RAFT agent
CRAR Concentration of primary intermediate

CI Concentration of initiator
CM Concentration of monomer
CS Concentration of solvent

CCTA Concentration of chain transfer agent

Table 3. Reaction rate constant definitions.

Reaction Rate Constant Definition Equation/Value Units Reference

kd Initiator formation 1.0533 × 1015e
−30704

RT s−1 [62]
kp Live chain propagation 106.427e

−5344
RT L mol−1 s−1 [59]

ktrM Radical transfer to monomer kp × 10−5 L mol−1 s−1 [63]
ktrS Radical transfer to solvent 0, assumed negligible L mol−1 s−1

ktrCTA Radical transfer to CTA 0, assumed negligible L mol−1 s−1

kt Termination 109.586e
−3106

RT L mol−1 s−1 [58]
kra f t f Forward RAFT main equilibrium Unknown L mol−1 s−1

kra f tr Reverse RAFT main equilibrium Unknown s−1

kra f t f R Forward RAFT pre-equilibrium Unknown L mol−1 s−1

kra f trR Reverse RAFT pre-equilibrium Unknown s−1

f Initiator efficiency Unknown

Methyl methacrylate is known for undergoing the Trommsdorff–Norrish effect (i.e., the gel
effect) during polymerization, in which the propagation rate accelerates, and the termination rate
decelerates, at high viscosities as growing polymer chains entangle. This effect is included in the model
by Zhang and Ray, and was considered in this work. In this work, high solvent to monomer ratios
dilute the polymer concentration and prevent the viscosity from increasing high enough to induce the
Trommsdorff–Norrish effect, and therefore this effect was not observed.

The large-scale reaction experiments in this work are performed under reflux and do not occur
at a constant temperature. As monomer is consumed, the composition, and therefore the bubble
point of the volatile components in the reactor change. Temperature of the reactor for large-scale
experiments is estimated by calculating the bubble point of a binary mixture based on the volatile
components of the reacting mixture (i.e., the solvent and the monomer). Data for the bubble point
temperature of the binary mixture was calculated using UNIFAQ in ASPEN, and a polynomial fit was
applied to the data and the corresponding equation is shown in Equation (3), where xTHF denotes
the mole fraction composition of tetrahydrofuran (THF) in the reacting mixture. This fit was used
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within the model to calculate reaction temperature as a function of reacting mixture composition for
the large-scale experiments:

T = 9.4893x3
THF − 4.032x2

THF − 39.482xTHF + 100.13. (3)

The RAFT polymerization model includes the following assumptions. The reactions are performed
under ideal mixing. Reactions involving polymers and their corresponding kinetic rate constants are
independent of polymer chain length, allowing for polymer moments to be used. All primary radicals
are treated as identical, regardless of the reactions leading to their formation (i.e., a primary radical
formed from initiator decomposition is identical to a primary radical from chain transfer reactions).
Kinetic rate constants kra f t f , kra f tr, kra f t f R and kra f trR are not dependent on reaction temperature.

2.2. Observer Design

2.2.1. Multi-Rate Multi-Delay Observer—Background

This part gives the basic background for the design method for the multi-rate multi-delay observer
used in this work. The state estimation problem for the RAFT polymerization process in the current
work will be a special case of the observer presented in this section.

The starting point for the design of the multi-rate multi-delay observer will be a continuous time
observer. A reduced order observer that simulates a subsystem driven by the measurements can be
built following Soroush [64]. In the following part, the particular observer driven by the measurement
is introduced.

For simplicity, consider a continuous system with a part of the state vector to be directly measured.
Note that a measurement variable could always be included as a state variable through appropriate
coordinate transformation:

ẋR(t) = fR(xR(t), xM(t)), (4a)

ẋM(t) = fM(xR(t), xM(t)), (4b)

y(t) = xM(t), (4c)

where xR ∈ R
n−m and xM ∈ R

m are the unmeasured and measured state vectors; y is the continuous
output. It is assumed that the unmeasured subsystem (4a) is locally asymptotically stable.

A reduced order observer that is driven by the measurable outputs is of the form

˙̂xR(t) = fR(x̂R(t), y(t)), (5)

where x̂R ∈ R
n−m is the vector of estimated states that guarantee the estimation error e(t) = x̂R(t)− xR

converges to 0 as t → ∞ [64]. This reduced order observer is based on a different philosophy
than the traditional closed-loop observers that involve a correction term multiplied by an observer
gain. However, it still incorporates the feedback effect in the sense that it uses the measurement to
drive the simulation; and the stability of system dynamics would imply the stability of the observer
error dynamics.

When the sampling is performed at a slow rate with asynchronous intervals, the missing
inter-sample information needs to be accurately predicted by a multi-rate observer. Now, consider the
dynamic system (4a) and (4b) with multi-rate slow-sampled measurements

ẋR(t) = fR(xR(t), xM(t)),

ẋM(t) = fM(xR(t), xM(t)),

yi(ti
j) = xi

M(ti
j), j ∈ Z+, i = 1, 2, . . . , m,

(6)
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where ti
j denotes the j-th sample time for the i-th measured component of xM, at some sequence of

time instants S = {tk}∞
k=0. The intervals between each sampling time are not necessarily uniform.

A multi-rate observer is designed based on a continuous-time observer, coupled with inter-sample
predictors to handle the inter-sample behavior. For the predictor, the dynamic system (6) is simulated
to obtain a prediction for the missing output information in between two consecutive measurements.
This prediction will then be given to the continuous-time observer (5) functioning as the continuous
outputs. For t ∈ [t+k , tk+1], the multi-rate sampled-data observer for the multi-rate system (6) is [56]:

˙̂xR(t) = fR( ˙̂xR(t), w(t)) t ∈ [tk, tk+1),

ẇ(t) = fM(x̂R(t), w(t)), t ∈ [tk, tk+1),

wi(tk+1) = yi(tk+1),

(7)

where w ∈ R
m is the predicted output. The predictors will give continuous estimates of the sampled

outputs between two sampling times, but note that these two sampling times tk, tk+1 are not necessarily
from the same output. The i-th component wi(t) will be reset to yi(tk+1) once the new measurement
obtained, and the other predictor states will not change until the corresponding measurements
become available.

Now, consider a system with possible delays in the multi-rate sampled measurement yi(ti
j)

ẋR(t) = fR(xR(t), xM(t)),

ẋM(t) = fM(xR(t), xM(t)),

yi(ti
j) = xi

M(ti
j − δi

j), j ∈ Z+, i = 1, 2, . . . , m,

(8)

where ti
j is the time when j-th measurement of xi

M is obtained after certain delay δi
j � 0. That is to say,

the measurement yi(ti
j) arrived at ti

j reflects the value of xi
M at time ti

j − δi
j.

The proposed observer for the system (6) with multiple measurement delays is based on
the multi-rate observer design (7) combined with dead time compensation. When the sampled
measurement arrives at ti

j after a delay δi
j, a dead time compensator would be initiated to recalculate

the past estimates for t ∈ [ti
j − δi

j, ti
j] with the following observer design [55]:

˙̂xR(t) = fR( ˙̂xR(t), w(t)), (9a)

ẇ(t) = fM(x̂R(t), w(t)), (9b)

wi(ti
j − δi

j) = yi(ti
j), (9c)

wi′(ti′
j′ − δi′

j′ ) = yi′(ti′
j′), ∀ti′

j′ , (t
i′
j′ − δi′

j′ ) ∈ [ti
j − δi

j, ti
j), (9d)

where w ∈ R
m denotes the corrected state prediction that generates the past estimates for xM(t).

Equation (9c) formulates the reinitialization of the i-th dead time compensator for xi
M(t) by using

the delayed measurement yi(ti
j) corresponding to the sampling time ti

j − δi
j. The other measurement

yi′(ti′
j′) that is sampled between ti

j − δi
j and ti

j can be used to reset other corrected state prediction wi′(t)
at their respective sampling times, as is represented by Equation (9d).

After the dead time compensation has updated the past estimates, the inter-sample prediction
will be applied for the missing points between two measurements for t ∈ [ti

j, ti′
j′ ] in the same spirit

as the delay-free multi-rate observer (7). If a measurement is available at ti
j without any delay, then

no dead time compensation is needed and the inter-sample prediction runs immediately after reset.
A detailed explanation for the estimation process will be given in the following part based on the
RAFT polymerization process that is studied in this paper.
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2.2.2. Prediction of RAFT Polymerization

Throughout the polymerization, it is important to keep track of monomer conversion (Xp), degree
of polymerization (DPn), and dispersity (Ð) of the polymer formed in the reacting mixture. Monomer
conversion shows the reaction is proceeding, and is used to gauge how quickly polymerization
occurs. Degree of polymerization is used to target the reaction end point when a desired degree
of polymerization is reached. Dispersity is used to gauge the control of the RAFT agent on the
polymerization; high dispersities indicate loss of control of the polymerization.

1H NMR and SEC are used to characterize these properties from the reaction mixture aliquots.
However, this data is not available in real time. Data from these analysis techniques become available
only after analysis, and the time to perform analysis for each technique differs. In general, 1H NMR
provides monomer conversion (Xp) data after a typical delay of approximately 30 min. SEC provides
molecular weight data (Mn, Mw), degree of polymerization data (DP), dispersities (Ð), and monomer
conversion data (Xp) after a typical delay of 4 h. The delays for each technique are inherent to proper
sample preparation and analysis procedure for each technique. As a result, reaction data for updating
the observer comes with a multi-rate, multi-delay nature.

Note that the concerned measured variables Xp, DPn and Ð are not part of the state variables.
However, through a coordinate transformation via (1), we can introduce them as three state variables
into the dynamic system (2) and substitute three existing states. The RAFT process can be described
in the form of Equation (8) with xM = [Xp DPn Ð]T and xR to be a column vector with 20 remaining
state variables out of the 23 variables listed in Table 2. The measurement for the problem could be
formulated as

y1(tNMR
j ) = Xp(tNMR

j − δNMR
j ),

y2(tSEC
j′ ) = DPn(tSEC

j′ − δSEC
j′ ), j, j′ ∈ Z+,

y3(tSEC
j′ ) = Ð(tSEC

j′ − δSEC
j′ ).

(10)

As these measurements are sampled with delay, no timely information is available in between
measurements. Using observers to monitor the polymerization allows for an estimation of the missing
information between each measurement, and thus provides an accurate estimation near the end point
of the reaction to guide the operation of processes. Therefore, in this case, instead of the unmeasured
states xR, the accurate estimation for xM is expected from the observer through:

x̂M(t) = w(t), (11)

where w(t) is calculated from both the dead time compensator (9) and the inter-sample predictor (7).
Figure 1 depicts the two-step estimation process from time t0. We will use the workflow after

the n-th sample is taken, to demonstrate how the multi-rate multi-delay observer works. As a first
step, when the delayed 1H NMR measurement (which gives Xp) for the n-th sample becomes available
at tNMR

n , the dead time compensation is triggered. Past estimation is generated by integrating the
observer and compensator equations for the time range [tNMR

n − δNMR
n , tNMR

n ]. In this compensator,
the new value for Xp is used as a delay-free measurement to reset the corresponding compensator
w1. The compensator consequently updates the estimation for all states at tNMR

n , the ending time of
compensation. This step makes use of the available measurements in the delay-free observer, in the
same order as they are sampled. As a second step, the updated estimates are used as the initial
condition for the observer coupled with inter-sample output predictors (7) at tNMR

n . In addition, this
multi-rate multi-delay observer now works like a delay-free multi-rate observer with no delayed
measurement, until the next measurement from SEC becomes available at tNMR

n+1 .
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Figure 1. An illustration of the two-step estimation process of a multi-rate multi-delay observer for the
RAFT polymerization process starting from t0.

Note that the proposed multi-rate multi-delay observer is based on the continuous reduced-order
observer (5). It has been proved that, as long as the maximum sampling period satisfies a certain limit,
the stability of error dynamics for the continuous observer of (5) implies the validity of the multi-rate
multi-delay observer [56]. However, as the continuous observer of (5) does not have a feedback
correction term led by an observer gain, the rate of error dynamics is not adjustable.

3. Experimental Methods and Results

3.1. Materials and Methods

Materials. 4-cyano-4-(((dodecylthio)carbonothioyl)thio)pentanoic acid (chain transfer agent
(CTA), 97%, Boron Molecular, Raleigh, NC, USA), tetrahydrofuran (THF, anhydrous, ≤99.9%,
inhibitor-free, Sigma-Aldrich, Milwaukee, WI, USA), tetrahydrofuran (HPLC THF, inhibitor-free,
for HPLC, ≤99.9%, Sigma-Aldrich, Milwaukee, WI, USA), tetrahydrofuran-d8 (THF-d8, ≤99.5% atom
% D, Sigma-Aldrich, Milwaukee, WI, USA), chloroform-d (CDCl3, 99.96 atom % D, contains 0.03%
(v/v) TMS, Sigma-Aldrich, Milwaukee, WI, USA), and methanol (MeOH, ACS reagent, ≤99.8%,
Sigma-Aldrich, Milwaukee, WI, USA) were used as received. Azobis(isobutyronitrile) (AIBN, 98%,
Sigma-Aldrich, Milwaukee, WI, USA) was purified via recrystallization twice from methanol. Methyl
methacrylate (MMA, 99%, contains ≤30 ppm MEHQ as inhibitor, Sigma-Aldrich, Milwaukee, WI,
USA) was purified by distillation over CaH2 at a reduced pressure.

Characterization. The molecular weights and dispersitys of all polymers and reacting mixture
aliquots were determined by size exclusion chromatography (SEC) using a Waters GPC system
(Milford, MA, USA) equipped with a THF Styragel column (Styragel@HR 5E, effective separation of
molecular weight range: 2–4000 kg mol−1) and a 2414 reflective index (RI) detector. All measurements
were performed at 40 ◦C, where THF was used as the mobile phase at a flow rate of 1.0 mL min−1.
Poly(styrene) standards (Shodex, Tokyo, Japan) with molecular weights ranging from 2.97 to
983 kg mol−1 were used for calibration. Molecular weight values determined against the poly(styrene)
standards were converted to the true poly(methyl methacrylate) values using the Universal Calibration
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procedure. Chemical structures of all polymers and reacting mixture aliquots from large-scale reactions
were characterized by 1H NMR (Nuclear Magnetic Resonance) Spectroscopy using a Bruker Avance
500 MHz spectrometer (Billerica, MA, USA) at 23 ◦C with CDCl3 as the solvent. The chemical
shifts were referenced to chloroform at 7.27 ppm. Small-scale PMMA macro-CTA reactions were
characterized by 1H NMR spectroscopy using a Varian NMRS 500 MHz spectrometer (Palo Alto, CA,
USA) at 60 ◦C with THF-d8 as the solvent. The chemical shifts were referenced to THF at 1.73 ppm.

Polymer Synthesis Procedures. Two synthesis scales were executed in this work: large-scale and
small-scale reactions. Large-scale reactions (>400 mL) consisted of a reflux reactor, which allowed for
the removal of reacting mixture via aliquots during the reaction with negligible effect on the reacting
volume. All aliquots were analyzed by 1H NMR spectroscopy and SEC. Small-scale reactions (<2 mL)
consisted of reactions occurring in sealable temperature-controlled NMR tubes, where frequent in situ
NMR analysis of the reacting mixture is possible without collecting aliquots from the reactor. SEC
analysis of small-scale reactions were only conducted on the final product.

Large-Scale Reaction Procedure. A general procedure for large-scale polymer synthesis in a reflux
reactor is outlined here with reaction details for each reaction listed in Table 4. Monomer and CTA
were mixed with solvent in a 2000 mL three-neck round-bottom flask, where the central neck of the
flask was connected to a reflux condenser (connected to bubbler and a nitrogen source from a Schlenk
line) and the other two necks of the flask were sealed with rubber septa. The reacting mixture was
degassed by bubbling nitrogen gas through the reacting mixture for 2 h. After degassing, the reactor
was placed into an oil bath, covered in aluminum foil, and heated to reflux. In a separate 10 mL
vial sealed with a septum, the initiator was dissolved in solvent and degassed by bubbling nitrogen
gas through the solution for 5 min. At the first sign of reflux, the degassed initiator solution was
injected into the reacting mixture, and a 1 mL aliquot was collected from the reactor for 1H NMR and
SEC analysis. The reaction was carried out under reflux for seven days. Additional aliquots were
collected throughout the reaction for analysis. The resulting polymer was twice precipitated dropwise
in methanol, filtered, and then dried under dynamic vacuum in an oven at room temperature for 24 h.

Small-Scale Reaction Procedure. A general procedure for small-scale polymer synthesis in an
NMR tube reactor is outlined here with reaction details for each reaction listed in Table 4. Monomer,
CTA and initiator were mixed with solvent in a sealable low pressure/vacuum NMR tube, connected
to a nitrogen Schlenk line, and subjected to four freeze-pump-thaw degassing cycles. After degassing,
the NMR tube was sealed under a nitrogen environment. The NMR tube reactor was inserted into
a Varian NMRS 500 MHz NMR spectrometer at 60 ◦C for 23 h, where NMR spectra were collected
every 10 min. The resulting polymer was twice precipitated in methanol, filtered, and then dried under
dynamic vacuum in an oven at room temperature for 24 h.

Synthesis of Poly(methyl methacrylate). The synthesis of poly(methyl methacrylate) (PMMA)
macro-CTA is shown in Scheme 2. In total, four PMMA synthesis reactions were performed: two
large-scale and two small-scale reactions. Reaction details for each reaction are listed in Table 4. Product
details for each reaction are listed in Table 5. Monomer: MMA; solvent: THF; initiator: AIBN. 1H NMR
(500 MHz, CDCl3, 23 ◦C) δ (ppm): 3.57 (s, 3H, O-CH3), 1.84-1.76 (d, 2H, CH2-C(CH3)), 0.94-0.74 (d, 3H,
CH2-C(CH3)).

Scheme 2. Synthesis of PMMA macro-CTA. (1) Large-scale: THF, AIBN, 161 h; Small-scale: THF-d8,
AIBN, 23 h.
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Table 4. Reaction conditions for all polymerization reactions.

Reaction a Scale Recipe b Monomer (g) CTA (g) Initiator (g) Solvent (g) c

PMMA-1 Large 215:1:0.1 250.63 4.7 0.191 626.58
PMMA-2 Large 70:1:0.1 173.62 10.0 0.407 714.48

PMMA-3 Small 215:1:0.1 0.5333 0.01 0.0004 1.3331
PMMA-4 Small 70:1:0.1 0.3472 0.02 0.0008 0.8681

a Polymer-reaction number. b A:B:C = Monomer:CTA:Initiator (in mol). c THF-d8 was used for PMMA small-scale reactions.

Table 5. Final product properties for all polymerization reactions.

Reaction a Scale Recipe b Yield (g) Mn (g mol−1) c Mw (g mol−1) c Ð c

PMMA-1 Large 215:1:0.1 240 (94%) 21121 26347 1.247
PMMA-2 Large 70:1:0.1 158 (86%) 7877 10025 1.273

PMMA-3 Small 215:1:0.1 - 11971 14698 1.228
PMMA-4 Small 70:1:0.1 - 6669 8101 1.215

a Polymer-reaction number. b A:B:C = Monomer:CTA:Initiator (in mol). c Determined by SEC.

3.2. Experimental Results

Figure 2 shows the SEC profiles for large-scale reaction of PMMA (PMMA-1) as a function of
time. Data only after 240 min is shown as aliquots at earlier times did not precipitate due to low
monomer conversion. Molecular weights and dispersity data were calculated from the SEC data for all
aliquots (all time points) and are listed in Appendix A (Table A1) for PMMA-1 and the other large-scale
polymerization reaction (PMMA-2: Table A2). The SEC profiles clearly shift to earlier elution volumes
at later reaction times, indicating the growth of polymer chains throughout the reaction. Molecular
weight increases from an Mn of 6,324 Da at 240 min to an Mn of 21,121 Da at 8580 min. Dispersity is
well controlled throughout the reaction as shown by the minimal change in the breadth of the profiles
and dispersities less than 1.3 for all profiles except for the profiles at reaction times of 240 min and
300 min. High dispersities at low monomer conversions (i.e., early reaction times) are expected in
RAFT polymerization reactions. Chromatogram profiles form a tail at high elution volumes at later
reaction times signifying the formation of dead polymer chains due to termination reactions.

Figure 2. SEC profiles for PMMA-1 vs. time (normalized intensity bands).
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Figure 3 shows the corresponding 1H NMR spectra for all aliquots for the large-scale PMMA
reaction (PMMA-1). Analysis of these spectra provides monomer conversion data, which is listed
for each time point in Appendix A (Table A1) for PMMA-1 and the other large-scale polymerization
reaction (PMMA-2: Table A2). Four primary bands are visible (a, b, c and d) in each spectrum and
were subsequently integrated. Monomer conversion was calculated from comparing integral of band
b at specified time to integral of band b at t = 0, where integral of band a was set as the reference.
Monomer conversion ranges from 0% at 0 min to 95% at 8,580 min.

Figure 3. 1H NMR spectra of PMMA-1 vs. time (scaled to reference band a).

Figure 4 shows the polymerization kinetics data as calculated by the 1H NMR analysis in Figure 3.
Tabulated results are listed in Appendix A (Table A1) for PMMA-1 and the other large-scale
polymerization reaction (PMMA-2: Table A2).

Figure 4. Polymerization kinetics (monomer conversion) of PMMA-1 as determined by 1H NMR.
The inset window highlights magnified early reaction time results.
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Figure 5 shows the polymerization kinetics as calculated by NMR analysis for the small-scale
PMMA polymerization (PMMA-3). The NMR spectra for PMMA-3 were processed similar to the
procedure described for PMMA-1. Using THF-d8 in PMMA-3 instead of THF in PMMA-1 did not
affect the NMR spectra processing procedure. The data appears to follow first order reaction kinetics
similar to the large-scale reaction results.

Figure 5. Polymerization kinetics (monomer conversion) of PMMA-3 as determined by in situ 1H
NMR analysis.

Data for the other polymerization reactions (PMMA-2, PMMA-4) is available in Appendix A.

4. Results and Discussion

In this part, the results for both model fitting and the multi-rate multi-delay observer will be
demonstrated. The small-scale experiment results, which contain 127 conversion data points measured
using 1H NMR and 1 ending data point measured with SEC for both PMMA-3 and PMMA-4 sets,
are used for parameter fitting purposes. The two sets of large-scale experimental results, with fewer
but more comprehensive and practical sampled data points, are to be used to validate the calculated
parameters. The observer will be designed based on the fitted model and tested on one of the large-scale
reaction data sets.

4.1. Parameter Fitting

For the model (2) introduced in Section 2, values of the parameters for some specific experiments
have been identified by other researchers as shown in Table 3. With regards to the experimental setting
introduced in Section 3, a RAFT agent is used for which no kinetics data was found in literature.
Therefore, its kinetic characteristics remain unknown. Additionally, initiator efficiency varies in
different environments and must be identified. Therefore, there are five parameters for the current
system to be fitted: the forward RAFT main equilibrium reaction rate coefficient kra f t f , the reverse
RAFT main equilibrium reaction rate coefficient kra f tr, the forward RAFT pre-equilibrium reaction rate
coefficient kra f t f R, the reverse RAFT pre-equilibrium reaction rate coefficient kra f trR, and the initiator
efficiency f . While the small scale reaction is operated under a constant temperature of 60 ◦C and the
large scale reaction at the bubble point of the reaction mixture (65–80 ◦C), it is assumed that the effect
of temperature on these parameters is negligible over this range. This assumption, while not ideal,
is necessary due to limitations in the reaction techniques. Small-scale reactions cannot be performed at
reflux, and large-scale reactions must be performed at reflux. The small-scale reactions were performed
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as close to reflux temperature as possible without risking evaporation of solvent, and damage to
the NMR.

Because the least squares parameter fitting problem is highly non-convex and non-smooth,
the PatternSearch solver in MATLAB (version 9.7.0.1190202 (R2019b), MathWorks, Natick, MA, USA)
with multiple random initial points is used to solve for the global optimal solution. In order to set
up the optimization problem, an appropriate objective function is needed. It is preferable to use the
variable that has a large number of sampled data in the objective function, which is the conversion
Xp in this case. However, it is observed that, when minimizing the error of conversion, in the basin
region near the global optimum, the error becomes less sensitive to the fitting parameters. Additionally,
the optimal solution could not guarantee whether the model also matches the SEC data. Thereby,
the dispersity (Ð) and the number average degree of polymerization (DPn) measured from SEC for the
ending point are also used as a part of the objective function, and normalized to the proper scale with
a weighting coefficient of 5 and 1/25, respectively. The global optimal parameters are calculated as:
kra f t f = 3.74 × 104 L/(mol · s), kra f tr = 1.82 /s, kra f t f R = 9.34 × 106 L/(mol · s), kra f trR = 8.75 /s and
f = 0.323. These values match the typical values found in the literature [60].

Figure 6 shows the experimental data obtained from the small-scale in situ 1H NMR experiments,
as well as the obtained fits which give the best estimation of the fitting parameters using least squares.
It can be observed that the fitting model shows excellent agreement with the Xp measurement. As for
the single sampled Ð and DPn points on the right two plots, the estimated values from the model also
match the experimental data well, especially for the PMMA-3 set.

Figure 6. Experimental data obtained from small-scale reactions versus optimal fitting results. (Green
circles are the data collected from PMMA-3 set and magenta ones are from PMMA-4 set. The solid
symbols represent the Ð and DPn estimated from the model.)

For validation purposes, we test the model against two large-scale reaction sets (PMMA-1 and
PMMA-2) in Figure 7. The measurement of conversion Xp is obtained from 1H NMR measurement.
The DPn and Ð data are collected from SEC measurement. The large-scale reactions are operated under
reflux. The temperature is simulated as a function of the composition and used for the calculation
of reaction kinetics coefficients except for kra f t f , kra f tr, kra f t f R and kra f trR, which are assumed to be
independent of temperature.
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Figure 7. First row: conversion of MMA into polymer with respect to time; second row: evolution of
number average degree of polymerization with respect to time; third row: evolution of dispersity with
respect to time; Left: PMMA-1; Right: PMMA-2.

Overall, the model satisfactorily matches the experimental data. Monomer conversion (Xp) and
degree of polymerization (DPn) match well at early reaction times, with some discordance appearing
at late reaction times, especially for PMMA-1. The discordance may be due to temperature effects
which are unaccounted for in the model due to the assumption that kra f t f , kra f tr, kra f t f R and kra f trR are
not functions of temperature. The large-scale and small-scale experimental reactions were performed
at temperatures as close to each other as experimentally possible, but there was still a 10 to 15 ◦C
difference between the two reaction scales. Dispersities (Ð) match well, with the sharp peak around
Ð = 2 in the model at early times expected from typical RAFT polymerization. SEC data at early
reaction times is not available for comparison because the corresponding reaction aliquots did not
precipitate due to low monomer conversion.
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4.2. Multi-Rate Multi-Delay Observer

In this part, we test the multi-rate multi-delay observer proposed in Section 2.2.2 against both the
fitting model and the experimental data, to check its fidelity to the model and its performance under
real circumstances in the presence of errors.

The data set collected from the PMMA-2 large-scale experiment is used to test the design of the
observer, as this data set shows a better consistence with the fitting model than the data set from the
PMMA-1 large-scale experiment. During the reaction, aliquots were collected approximately every
5% monomer conversion, which resulted in a non-uniform sampling schedule with respect to time.
The sampling schedule for the reaction and the delays in measurement for those samples are shown
in Table 6.

Table 6. Actual sampling schedule and measurement delays in the large-scale reactor.

Sampling (h) 1 2 3 4 5 6 7 9 14 19 23 30 41 53 70 92 116 142
SEC delay (h) 2 3 3 4 4 5 5 6 6 4 4 6 4 3 6 8 5 4

NMR delay (h) 0.5 0.5 1 1 1 1 0.5 1 1.5 1 0.5 0.5 2.5 1 0.5 0.5 1.5 1

In Figure 8, simulated data generated from the model is used as the measurement to test the
observer’s performance against the fitting model with the same sampling schedule as shown in Table 6.
The observer shows good prediction for monomer conversion, as the measurement from NMR has less
delay than the measurement from SEC. The estimated DPn undergoes a period of oscillation and Ð
shows a higher peak than the actual data, due to the fact that the first measurement from SEC only
becomes available 3 h after the reaction starts. However, the prediction shows higher accuracy after
a few samplings.
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Figure 8. Test of observer performance against the model for (a) monomer conversion Xp; (b) number
average molecular weight DPn, (c) dispersity Ð.
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In Figure 9, the observer is designed based on real experimental data, and the comparison
between estimated values from this observer and the sampled points is demonstrated. In these figures,
the plotted estimation only shows the real-time information at each moment, and does not reflect
the updated historical estimation for the past delayed time period that is corrected by the dead-time
compensator later on. As a result, the magenta line does not go through the black measured points,
but leaps to the levels corresponding to the newest sampling data after certain delays, with the
dead-time compensator correction effects applied. Because the experimental data points themselves
are fluctuating with measurement noises and the fitted model already shows deviation from the real
samples, the performance of the observer is not as good as in Figure 8, in terms of a slower convergence
rate and fluctuation at early reaction times. However, the observer still predicts conversion and
dispersity with high accuracy after more sampling points become available.
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Figure 9. Observer performance based on experimental data for (a) monomer conversion Xp;
(b) number average molecular weight DPn; (c) dispersity Ð.

5. Conclusions

In this work, a RAFT polymerization model was improved using small-scale reactions with in situ
1H NMR analysis that allowed for more accurate prediction of RAFT reaction kinetic rate parameters
(specifically, kra f t f , kra f tr, kra f t f R and kra f trR). The resulting model with the fitted parameters was
used to predict RAFT reactions on a larger scale with differing initial conditions to high values
of monomer conversion, Xp. The fitted model accurately predicted the polymer properties of the
large-scale reactions with slight discordance at late reaction times. Finally, multi-rate, multi-delay
observers were used to more accurately monitor a reaction and its product’s quality in real time by
incorporating information from the sampled and delayed measurements. The observer was tested
both against the fitted model and the experimental data. At early reaction times, both observers show
some deviations due to limited characterization data. However, at later reaction times, the observer
against the fitted model shows perfect convergence, while the one based on the experimental data
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matches well with slight shifts upon receiving new measurements, owing to the inherent noises of
the analysis techniques. Ultimately, accurate monitoring allowed for targeted termination, making it
easier to synthesize polymers of desired properties.

RAFT polymerization is very versatile, being compatible with a wide array of monomer and
RAFT agent types. In this work, a trithiocarbonate RAFT agent was used; however, other types,
such as dithiocarbonates, are also common. Certain RAFT agents work better with certain monomer
types; and now some RAFT agents, such as pyrazole based RAFT agents, even work effectively
with all monomer types viable for RAFT polymerization. The methodology presented in this work
for monitoring RAFT polymerization reactions could be applied to different monomer-RAFT agent
combinations, allowing for monitoring of RAFT polymerizations in general.

In this work, the small-scale reactions used for the parameter fitting occurred at a different
temperature than the large-scale reactions, due to limitations in the experimental apparatus and
procedures. The temperature difference leads to some discordance when comparing the model to the
large-scale reaction results. This discordance is attributed to the temperature difference. Large-scale
reactions occur at a slightly higher temperature than the small-scale reactions, and would be expected
to exhibit larger reaction rate constants. The methodology to determine the values of the RAFT reaction
rate coefficients can be improved by determining temperature dependent reaction rate constant values.
Further studies with multiple small-scale reactions at various temperatures can be performed to
determine the temperature dependence of the RAFT reaction rate constants.

Additionally, as a living polymerization, polymers synthesized via RAFT polymerization are able
to be chain extended into block copolymers. The block copolymers can be synthesized with different
monomers with controlled block composition, while maintaining low dispersity. Block copolymers
synthesized in this fashion have many applications due to the multiple properties. Many of these
properties, such as morphology, depend on the block composition ratios, giving importance to targeting
precise block composition during synthesis. Future work in this area would include modeling and
monitoring these chain-extension polymerizations using a polymer reactant synthesized via RAFT
polymerization. The resulting block copolymer compositions can be targeted, based on desired block
copolymer properties, by using the observer based RAFT polymerization model to accurately predict
reaction termination times and conditions.
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Appendix A

Table A1. Summary of 1H NMR and SEC data for PMMA-1.

Time (h) Time (min) NMR Conv. (%) SEC Conv. (%) Mn (g mol−1) Mw (g mol−1) Ð a DP b

0 0 0 - - - - -
0.5 30 5 - - - - -
1 60 9 - - - - -

1.5 90 11 - - - - -
2 120 15 - - - - -
3 180 21 42.9 9637 12,409 1.288 92
4 240 26 27.5 6324 9949 1.573 59
5 300 31 41.5 9334 13,227 1.417 89
6 360 33 50.4 11,261 13,954 1.239 108
7 420 38 53.5 11,927 14,858 1.246 115
8 480 41 55.6 12,383 15,382 1.242 120
10 600 47 56.3 12,523 15,800 1.262 121
13 780 59 60.1 13,346 17,018 1.275 129
17 1020 59 64.5 14,293 17,964 1.257 139
22 1320 64 68.9 15,240 19,357 1.270 148
33 1980 75 79.7 17,560 21,400 1.219 171
47 2820 81 85.1 18,724 22,974 1.227 183
58 3480 85 86.2 18,957 23,296 1.229 185
66 3960 87 86.6 19,052 23,744 1.246 186
90 5400 91 91.5 20,107 25,067 1.247 197
114 6840 94 94.9 20,824 25,766 1.237 204
143 8580 95 96.2 21,121 26,347 1.247 207

a Ð = dispersity; b DP = degree of polymerization.

Table A2. Summary of 1H NMR and SEC data for PMMA-2.

Time (h) Time (min) NMR Conv. (%) SEC Conv. (%) Mn (g mol−1) Mw (g mol−1) Ð a DP b

0 0 0 - - - - -
1 60 14 23.4 2042 c 2990 c 1.464 16
2 120 12 34.4 2814 c 3918 c 1.392 24
3 180 22 40.0 3208 c 4433 c 1.382 28
4 240 23 48.1 3777 5055 1.338 34
5 300 27 53.6 4162 5604 1.346 38
6 360 37 55.5 4292 5910 1.377 39
7 420 39 58.1 4472 6122 1.369 41
9 540 48 81.5 6112 7877 1.289 57
14 840 59 90.7 6759 8496 1.257 63
19 1140 62 94.2 7003 8672 1.238 66
23 1380 70 104.1 7698 9203 1.195 73
30 1800 77 101.2 7497 9304 1.241 71
41 2460 81 104.9 7754 9620 1.241 73
53 3180 85 108.9 8035 9809 1.221 76
70 4200 86 104.2 7704 9671 1.255 73
92 5520 87 109.1 8051 9933 1.234 76
116 6960 89 106.0 7834 9893 1.263 74
142 8520 90 106.6 7877 10,025 1.273 75
a Ð = dispersity; b DP = degree of polymerization; c These values are below the lower calibration limit of the
SEC and determined by extrapolating the calibration curve to the corresponding elution volumes.

PMMA-2. Figure A1 shows the SEC profiles for PMMA-2 as a function of time. Data only after
60 min is shown as aliquots at earlier times did not precipitate due to low monomer conversion.
Molecular weights and dispersity data were calculated from SEC data for all aliquots (all time points)
and are listed in Table A2. The SEC profiles clearly shift to earlier elution volumes at later reaction
times, indicating the growth of polymer chains throughout the reaction. Molecular weight increases
from an Mn of 2042 Da at 60 min to an Mn of 7877 Da at 8520 min. Early reaction time profiles show
a second peak near an elution volume of 10.7 mL, which is attributed to unreacted CTA present at
early reaction times. The height of this CTA peak relative to the polymer peak decreases as the reaction
progresses, disappearing after 540 min of reaction time. Dispersity is well controlled throughout the
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reaction as shown by the lack of change in the breadth of the chromatogram profiles, with dispersities
less than 1.3 for all profiles at reacting times greater than 540 min. This is partially due to the presence of
the CTA peak. Additionally, high dispersities at low monomer conversion (i.e., early reaction times) are
expected in RAFT polymerization reactions. Chromatogram profiles form a tail at high elution volumes
at later reaction times signifying the formation of dead polymer chains due to termination reactions.

Figure A1. SEC profiles for PMMA-2 vs. time (normalized intensity bands).

Figure A2 shows the corresponding 1H NMR spectra for all aliquots for the large-scale PMMA
reaction (PMMA-2). Analysis of these spectra provide monomer conversion data, which is listed for
each time point in Table A2. Four primary bands are visible (a, b, c and d) in each spectrum and were
subsequently integrated. Monomer conversion was calculated from comparing the integral of band b
at specified time to the integral of band b at t = 0, where the integral of band a was set as the reference.
Monomer conversion ranges from 0% at 0 min to 90% at 8520 min.

Figure A2. 1H NMR spectra of PMMA-2 vs. time (scaled to reference band a).

Figure A3 shows the polymerization kinetics data as calculated by the 1H NMR analysis
in Figure A2. Tabulated results are listed in Table A2 for PMMA-2. The reaction appears to follow first
order reaction kinetics.
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Figure A3. Polymerization kinetics (monomer conversion) of PMMA-2 as determined by 1H NMR.
The inset window highlights magnified early reaction time results.

PMMA-4. Figure A4 shows the polymerization kinetics as calculated by 1H NMR analysis for
the small-scale PMMA polymerization (PMMA-4). The 1H NMR spectra for PMMA-4 were processed
similar to the procedure used for PMMA-2. Using THF-d8 in PMMA-4 instead of THF in PMMA-2
did not affect the NMR spectra processing procedure. The data appears to follow first order reaction
kinetics similar to the large-scale reaction results.

Figure A4. Polymerization kinetics (monomer conversion) of PMMA-4 as determined by in situ 1H
NMR analysis.
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Abstract: A data-driven strategy for the online estimation of important kinetic parameters was
assessed for the copolymerization of ethylene with 1,9-decadiene using a metallocene catalyst at
different diene concentrations and reaction temperatures. An initial global sensitivity analysis selected
the significant kinetic parameters of the system. The retrospective cost model refinement (RCMR)
algorithm was adapted and implemented to estimate the significant kinetic parameters of the model
in real time. After verifying stability and robustness, experimental data validated the algorithm
performance. Results demonstrate the estimated kinetic parameters converge close to theoretical
values without requiring prior knowledge of the polymerization model and the original kinetic values.

Keywords: data-driven parameter estimation; retrospective cost model refinement algorithm; global
sensitivity analysis; polyolefin synthesis

1. Introduction

Polyolefins, mainly polypropylene and polyethylene, are the most common plastics worldwide.
The annual growth rate projected for such materials is estimated to be around 3–5% in the next
decade [1], which makes polyolefins a continuously growing and attractive product. Metallocene
catalysts such as Dow Chemical’s constrained-geometry catalyst (CGC), produce polyolefins with
narrow molecular weight distributions (MWD), while allowing the easy addition of α-olefins, dienes,
and macromonomers into the growing chains [2]. The incorporation of macromonomers generates
copolymers with long-chain branches (LCB), which, besides enhancing physical and mechanical
properties, improves the processability of the final plastic materials [3–5]. The reaction pathways
that lead to the formation of LCBs in ethylene/α-olefins/diene copolymers are complex. Various
experimental investigations have studied their polymerization kinetics [6–8], while others have focused
on the development of mechanistic models to explain their microstructures and to predict properties of
interest [9–12].

Brandão et al. (2017) [13] proposed a mechanistic model for the semi-batch copolymerization
of ethylene and 1,9-decadiene with a metallocene catalyst, which was validated using experimental
measurements including the ethylene flow rate (FM), the number-average molecular weight (Mn),
and the weight-average molecular weight (Mw). The model assumed that LCBs were formed by
incorporating macromonomers through pendant unsaturations resulting from the copolymerization of
1,9-decadiene. In addition, two methodologies to calculate the polyolefin MWD including the adaptive
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orthogonal collocation method and Monte-Carlo simulation, were compared [14]. Both methodologies
could describe the MWD of polymers made under different experimental conditions, such as reaction
temperature and catalyst concentration. For verification, the computed distributions were contrasted
with experimental measurements obtained from a high-temperature gel permeation chromatography
(GPC) [15].

Even though fundamental models and experimental measurements provide important information
to understand the dynamic evolution of a system, neither of them is exact. In real operations,
experimental uncertainties may affect previous validations and prevent the model to predict relevant
properties accurately. Nonlinear state or parameter estimation strategies, on the other hand, are elegant
ways to combine both the experimental data and complex mathematical models [16], which may
improve the description of the polymerization system under study. Online estimation techniques
are powerful computational tools that can generate immediate knowledge of a particular system of
interest, enhance the control actions, and monitor continuously relevant properties [17].

Recent applications of nonlinear estimation methods in polymerization have focused on the
reconstruction of the state vector [17–22] rather than on the estimation of polymerization kinetic
parameters. Some of the main aims when using state estimators include noise reduction for control
purposes, and the prediction of relevant polymer properties such as the MWD, Mn and Mw. Typically,
the kinetic parameters of a polymerization model must be estimated before the model can be
utilized. The maximum likelihood or the least squares approach are common criteria that aim to
match a semi-empirical or fundamental model with the available experimental data. In this context,
common strategies include the use of computational packages such as gEST, available in the platform
gPROMS [23,24], or metaheuristic/machine-learning algorithms, such as particle swarm optimization or
the differential evolution algorithm [13,25,26]. These methods, however, achieve a general description
of the model, without considering process disturbances, impurities, experimental errors, and side
reactions that may occur during the polymerization.

Few authors have studied algorithms for the online estimation of kinetic parameters in polymerization
processes. An initial study in this topic was introduced by Sirohi and Choi (1996) [27]. They implemented
an extended Kalman (EKF) filter to estimate kinetic parameters and heat transfer coefficients using
a computational experiment. Li et al. (2004) [28] employed an EKF for the simultaneous estimation
of states and parameters in a continuous reactor for the ethylene-propylene-diene polymerization.
Chen et al. (2005) [29] investigated a particle filter strategy in batch polymerization for joint state and
parameter estimation. Finally, Sheibat-Othman et al. (2008) [30] compared different online parameter
estimation strategies, including the minimization-based approach, EKF, high gain, and adaptive
observer. The results were evaluated qualitatively for the solution homopolymerization of acrylic acid
using measurements from infrared spectroscopy. However, all of these methods required an adjoint
model, or relied on the explicit knowledge of the parameter dependences, which implied that the
mathematical model had to be computable and known by the estimation algorithm (e.g., the EKF
requires the Jacobian of the states dynamics). In addition, initial information on the parameters was
required; otherwise, the algorithm failed to converge [31].

In this contribution, a data-driven online parameter estimation strategy was assessed for
the copolymerization of ethylene with 1,9-decadiene using a metallocene catalyst in a semi-batch
reactor. The initial phase corresponded to the selection of the significant kinetic parameters of the
polymerization model. A global sensitivity analysis that used an improved version of the Sobol method
permitted the identification of the most important kinetic parameters of the system [32]. Subsequently,
the retrospective cost model refinement (RCMR) algorithm [33–35], a data-driven method that does
not require knowledge of the nonlinear model and the initial values of the estimated parameters,
was adapted and implemented for the online estimation of the significant kinetic parameters. Different
channels allowed the reconstruction of each parameter of interest towards its real value. Finally,
the RCMR algorithm was tested and validated with experimental data to verify its applicability.
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2. Process Modelling

Fundamental models in polymerization are advantageous tools that contribute to product
development and process troubleshooting. The mathematical model described in this work
was proposed by Brandão et al. (2017) [13,14]. The reaction mechanism adopted for the
copolymerization of ethylene with 1,9-decadiene used the catalyst dimethylsilyl (N-tert-butylamido)
(tetramethylcyclopentadienyl) titanium dichloride (CGC)/MAO. The reaction mechanism is described
as follows:

Catalyst activation

C
ka→ C∗ (1)

Initiation

C∗ + M
kp11→ P∗1 (+m) (2)

Propagation (ethylene)

P∗q + M
kp11→ P∗q+1 (+m) (3)

Propagation (diene)

P∗q + D
kp12→ P∗q+1(+d) (4)

Transfer to monomer and β-hydride elimination

P∗q
kt→ L=

q + C∗ (5)

Living chain deactivation

P∗q + P∗r
kdP→ Lq + Lr + 2 DC (6)

Macromonomer reincorporation

P∗q + L=
r

kbK→ P∗q+r(+2 lcb) (7)

where C is the catalyst precursor, C∗ is an active catalyst site, M is the ethylene, D is the diene, DC is a
dead catalyst site, m and d are the total number of ethylene and diene units inserted into the growing
polymer chains, P∗q is a living polymer chain of size q, L=

q is a dead polymer chain of size q containing a
terminal unsaturation, and Lq is a dead polymer chain of size q without a terminal unsaturation.

Under assumptions such as constant ethylene concentration, excess co-catalyst concentration,
well-mixed reactor, initiation rate equal to propagation rate for ethylene (kp11 ), and propagation
controlled by the chemical nature of the monomer species, the set of differential equations that describe
the system are shown in Equations (8)–(21).

dC
dt

= −ka

(C
V

)
V (8)

dC∗
dt

= ka

(C
V

)
V − kp11

(C∗
V

)(M
V

)
V + kt

(μ0

V

)
V (9)

dDC
dt

= kdP

(μ0

V

)2
V (10)

dD
dt

= −kp12

(μ0

V

)(D
V

)
V (11)
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d(m)

dt
= kp11
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V

)
+
(μ0

V

)](M
V

)
V (12)

d(d)
dt
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(μ0

V

)(D
V

)
V (13)
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dt

= 2kbϕ
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(μ2

V

)
V + kdP

(μ0

V

)(μ2

V

)
V − kbϕ

(μ0

V

)(
λ3

V

)
V (20)

dV
dt

=
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dλ1
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+

dμ1
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MM
ρPE

(21)

where,

ϕ =
d

d + m
(22)

λ3 =
λ2

λ0λ1

(
2λ2λ0 − λ1

2
)

(23)

MM = ϕMMD + (1−ϕ)MMM (24)

When the polymerization mechanism leads to moment closure problems, the qth-moment balance
equation requires the definition of the (q + 1)th moments. Otherwise, the balance equation cannot be
solved. Hulburt and Katz (1964) [36] developed a closure method that can be written in the form of
algebraic expressions, using a distribution approximation procedure. The closure expression for λ3

was then obtained as approximate algebraic equation in the form of Equation (23).
The concentration of ethylene was kept constant during the polymerization, dM

dt = 0. Thus,
the inlet flow rate of ethylene (FM), which represents the continuous demand of ethylene during
the polymerization, was approximated to the expected demand of monomer during the reaction,
as denoted in Equation (25).

FM ≈ kp11

(C∗
V

)(M
V

)
V + kp11

(μ0

V

)(M
V

)
V (25)

The average properties of the resultant polymers were computed as written in Equations (26)–(28).

Mn =
λ1 + μ1

λ0 + μ0
MM (26)
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Mw =
λ2 + μ2

λ1 + μ1
MM (27)

PDI =
Mw

Mn
=
λ2 + μ2

λ0 + μ0
(28)

The fundamental model relied on both the reparametrized and the classical Arrhenius law to
compute the rate constants as listed in Table 1.

Table 1. Kinetic rate constants for the copolymerization of ethylene and 1,9-decadiene.

Rate Constant Arrhenius Equation

Catalyst activation ka = exp
[
k1 + k2

(
T−Tr

T

)]
Propagation kp11 = k0pexp

(
−Eap

RT

)
, k0p = 10k7

Monomer transfer & β-hydride elimination kt = exp
[
k3 + k4

(
T−Tr

T

)]
Living chain deactivation kdP = exp

[
k5 + k6

(
T−Tr

T

)]
T: Temperature inside the reactor, Tr : reference temperature set to 130 ◦C.

The molar concentration and total amount of monomer, listed in Table 2, were obtained using
the Peng-Robinson equation to calculate fugacity, and UNIQUAC model to determine the activity
coefficients in the liquid phase.

Table 2. Ethylene concentration and total moles of ethylene in toluene at different temperatures.

T, [C◦] [C2H4], [mol L−1] [M], [mol]

120 0.49472 0.07420
130 0.43732 0.06560
140 0.38141 0.05721

The parameters k1−7 had their values determined stochastically by using particle swarm
optimization (PSO) [37] in the homopolymerization experiments. After this procedure, the identifiability
analysis indicated that only four parameters (k3, k5, k6 and k7) could be estimated simultaneously.
The remaining parameters (k1, k2 and k4), although important for model computations, could not
be estimated independently with the available data; therefore, their values were kept constant and
equal to the values provided by the PSO. Then, the four selected parameters were estimated using
the computational package ESTIMA [25]. The experimental data used to estimate the parameters
included the average properties Mn and Mw, and the ethylene feed rates (FM), which was the only
continuous measurement. The copolymerization kinetic parameters kp12 and kb were estimated by
ESTIMA considering the experimental data of Mn and Mw only.

Table 3 lists the parameters of the system, including the kinetic parameters in the reparametrized
Arrhenius equations, pre-exponential constants, activation energies, as well as other relevant
thermodynamic properties and constants. It is important to remind the reader that the kinetic
parameters (k1−7) are needed to describe the actual rate constants. Table 4 provides the initial conditions
considered in the current investigation. The interested reader is encouraged to consult the original
publication for more details [13]. A complete explanation of the variables and kinetic parameters is
included in the Nomenclature.
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Table 3. Parameters of the copolymerization of ethylene with 1,9-decadiene using dimethylsilyl
(N-tert-butylamido) (tetramethylcyclopentadienyl) titanium dichloride (CGC)/MAO.

Parameter Value Units Original Rate Constants 1

k1 −2.92 - ka = α(k1, k2)k2 25.00 -
k3 2.58 ± 0.08 - kt = α(k3, k4)k4 17.2 -
k5 10.91 ± 0.95 - kdP = α(k5, k6)k6 30.12 ± 2.10 -
k7 7.56 ± 0.07 - kp11 = α(k7)

kp12 2039.8 ± 54.7 L mol−1s−1 -
kb 908.7 ± 69.0 L mol−1s−1 -

Eap 20520.0 J mol−1 -
MMM 28.05 g mol−1 -
MMD 138.254 g mol−1 -
ρPE 940 g L−1 -
R 8.31451 J mol−1 K−1 -

1 kι = α
(
kβ, kγ

)
represents kι as a function of kβ and kγ.

Table 4. Initial conditions for simulations and experiments.

Variable Homopolymerization
Copolymerization

Units
A B

C(0) 0.767× 10−6 ×V(0) 0.271× 10−6 ×V(0) 0.271× 10−6 ×V(0) mol
C∗(0) 0 0 0 mol
DC(0) 0 0 0 mol
D(0) 0 0.3÷MMD 0.4÷MMD mol
(M)(0) 0 0 0 mol
(d)(0) 0 0 0 mol
(lcb)(0) 0 0 0 mol
μ0(0) 0 0 0 mol
μ1(0) 0 0 0 mol
μ2(0) 0 0 0 mol
λ0(0) 10−14 10−14 10−14 mol
λ1(0) 10−14 10−14 10−14 mol
λ2(0) 10−14 10−14 10−14 mol
V(0) 0.15 0.15 0.15 L

3. Experimental Equipment and Setup

3.1. Materials

The materials utilized in the experimental runs were methylaluminoxane (MAO, 10 wt. % in toluene),
anhydrous ethyl alcohol (≥99.5%), toluene anhydrous (99.8%), 1,9-Decadiene (98%), triisobutylaluminum
(TIBA) (25 wt. % in toluene), n-butyllithium solution (2.5 M in hexane), sodium (≥99%, stored in
mineral oil), which were provided by Sigma-Aldrich (USA). Moreover, dimethylsily (n-tert-butylamido)
(tetramethylcyclopentadienyl) titanium dichloride (CGC) (85.0–99.8%) was acquired from Boulder Scientific
Company (USA), and nitrogen (>99.998%) and ethylene were provided by Praxair Technology (USA).

3.2. Process Description

Prior polymerization, six cycles of nitrogen venting and vacuuming at 125 ◦C were applied in the
reactor to remove oxygen. Then, the reactor received 150 mL of toluene and 0.5 g of TIBA (impurity
scavenger), and the temperature was increased to 120 ◦C and kept constant for 20 min.

For homopolymerization, after the reactor purging, 150 mL of toluene was charged at ambient
temperature. A solution of MAO was added into the reactor through a cannula under nitrogen
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pressure. The reactor was then heated until reaching the reaction temperature (120, 130 or 140 ◦C). Then,
ethylene was injected into the reactor until the solvent was saturated. After stabilizing the temperature,
the catalyst solution was added into the reactor under nitrogen pressure. During polymerization,
the reactor temperature remained constant, with variations of ±0.15 ◦C from the set point. Ethylene
was supplied on demand, maintaining a constant reactor pressure (120 psig). When the final reaction
time was achieved, the ethylene supply valve was closed, and the reactor contents were immediately
transported into a 1 L beaker with 100–250 mL of ethanol. Afterwards, the polymer was kept overnight
under constant stirring, then filtered and dried in an oven. The copolymerization procedure was
analogous to the homopolymerization procedure. The unique difference is that after adding MAO,
the co-monomer solution was injected into the reactor following the same procedure used to feed MAO.

The average properties and the molecular weight distributions of the polymer samples were
measured using a Polymer Char High-Temperature Gel Permeation Chromatographer (GPC) calibrated
with polystyrene narrow standards and using a universal calibration curve in accordance with the
methodology described by Soares and McKenna (2013) [15].

4. Data-Driven Estimation of Significant Kinetic Parameters

4.1. Parameter Selection: Global Sensitivity Analysis

A global sensitivity analysis shows how significant inputs are with respect to one or various
outputs. A robust and widely used variance-based sensitivity analysis is the Sobol method [38].
This method proposes the expansion of a function G = g

(
z1, . . . , zj, . . . , zJ

)
into terms of increasing

dimensions with mutually independent input parameters such that all summands are mutually
orthogonal, as explained in Equation (29).

G = g0 +

J∑
j=1

gj
(
zj
)
+

∑
1≤j<b≤J

gjb
(
zj, zb

)
+ · · ·+ g1,2,··· ,J

(
z1, . . . , zJ

)
(29)

where the index j denotes a parameter of interest, b another parameter, and J is the total number of
evaluated parameters. Each term in Equation (29) has quadratic integrability over the domain of
existence, where g0 is a constant, gj = gj

(
zj
)
, gjb = gjb

(
zj, zb

)
, and so forth. Equation (30) shows the

decomposition of the variance of G.

V(G) =

J∑
j=1

Vj +
∑

1≤j<b≤J

Vjb + . . .+ V1,...,j,...,J (30)

where Vj, Vjb, V1,··· ,j,··· ,J are the individual variances of functions gj, gjb, g1,··· ,j,··· ,J.
Sensitivity indices help understand the variance decomposition from Equation (30). First-order

sensitivity indices (Ŝ j) permit the selection and classification of the most sensitive parameters,
depending on the individual importance of their contribution in changing the variance of the function
of interest. The main effect of varying parameter zj on the output value G is measured by Ŝ j, as
presented in Equation (31). In addition, the total sensitivity index (ŜT j) incorporates the sum of all
the effects that involve the parameter zj. The total sensitivity index for parameter zj is computed as
indicated in Equation (32).

Ŝ j =
V̂j

V̂
(31)

ŜT j = 1− V̂− j

V̂
(32)

where V̂− j is the sum of all variance terms that exclude zj.
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Ŝ j and ŜT j can be compared to evaluate whether a model is additive or not. For non-additive
models, Ŝ j < ŜT j; for additive models, Ŝ j = ŜT j. Additive models are those in which no interactions
between evaluated parameters occur [39].

The Sobol standard method may be improved by introducing sampling and resampling
matrices [40,41], and even better performance is achieved when the results of the evaluated functions
are averaged, creating extra data points [32]. In this study, we used an improved version of Sobol’s
method, as implemented by Salas et al. (2017) [42], including a third sampling matrix to avoid
unfeasible scenarios. The method follows the steps below:

(1) Define an objective function, and the dimension (D) for a sample of input parameters. For each
parameter, define an uncertainty index. In this case, we adopted 4% of change with respect to the
mean value.

(2) Build three random matrices M1, M2 and M3—Equations (33a)–(33c), respectively—of dimension
D× J based on the defined uncertainty: M1 is the sampling matrix, M2 is the resampling matrix,
and M3 is the backup matrix.

M1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z11 · · · z1 j · · · z1J

...
...

...
zD1 · · · zDj · · · zDJ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (33a)

M2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z′11 · · · z′1 j · · · z′1J

...
...

...
z′D1 · · · z′Dj · · · z′DJ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (33b)

M3 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z′′11 · · · z′′1 j · · · z′′1J

...
...

...
z′′D1 · · · z′′Dj · · · z′′DJ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (33c)

(3) Evaluate the row vectors of matrices M1 and M2. If the output is unfeasible, meaning that
the combination of inputs in a vector caused the simulation to break or other related problems,
use the next available feasible row of the matrix M3, and update the matrices to M1′ and M2′,
which denote the improved sampling and resampling matrices, respectively. Then, calculate the
total average (ĝ0) of both evaluations as described in Equation (34).

gS = g(M1′), gR = g(M2′)

ĝ0 =
1

2D

D∑
d=1

(
gS + gR

)
(34)

where gS represents the output vector of M1′ and gR is the output vector of M2′.
(4) Generate a matrix Nq formed by all columns of matrix M2′, except the column of the zq parameter,

which is pulled from M1′, as explained in Equation (35a). Subsequently, generate another matrix
NTj formed with all columns of M1′ and with the column of the z′j parameter, pulled from M2′ as
denoted in Equation (35b).

Nj =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z′11 · · · z1 j · · · z′1J

...
...

...
z′D1 · · · zDj · · · z′DJ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (35a)
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NTj =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
z11 · · · z′1 j · · · z1J

...
...

...
zD1 · · · z′Dj · · · zDJ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (35b)

(5) Evaluate the row vectors of matrices Nj and NTj. If an evaluated function is unfeasible, the output
is replaced by ĝ0. The outputs are obtained in column vectors.

g′j = g
(
Nj
)
, g′Rj = g

(
NTj

)
where g′j is the output vector of matrix Nj, and g′Rj is the output vector of matrix NTj.

(6) A sample generates the following estimates, which are calculated based on scalar products of the
vectors from above.

γq
2 =

1
2D

D∑
d=1

(
gS·gR + g′j·g′Rj

)
(36)

V̂ =
1

2D

D∑
d=1

(
gS

2 + gR
2
)
− ĝ0

2 (37)

V̂q =
1

2D

D∑
d=1

(
gS·g′Rj + gR·g′j

)
− γ j

2 (38)

V̂−q =
1

2D

D∑
d=1

(
gS·g′j + gR·g′Rj

)
− γ j

2 (39)

where γ j
2 is the squared mean value of the outputs for each parameter zj. The selection of

sensitive parameters relies on the first and total sensitivity indices. Equation (40) introduces the
objective function, defined in this case as:

G =
i∑

i=1

yi − hi(z)

σ2
yi

(40)

where yi is the measurement at each time interval i, hi(z) is the calculated measurement, and σ2
yi

is the variance of the experimental fluctuations.

4.2. Data-Driven Parameter Estimation

4.2.1. Estimation Problem

The polymerization model described in Equations (8)–(21) can be written in compact discrete-time
form as portrayed in Equation (41).

{
xi+1 = f (xi, ui, z) + vi
yi = h(xi, ui, z) + wi

(41)

where x ε Rlx is the state vector, u ε Rlu is the vector of inputs, z ε Rlμ is the unknown parameter
vector, y ε Rly is the vector of measurements, and v ε Rlx and w ε Rly are the model and measurement
errors, respectively.

For estimation purposes, the compact model is considered to be as shown in Equation (42).

{
x̂i+1 = f (x̂i, ui, ẑ) + vi
ŷi = h(x̂i, ui, ẑ) + wi

(42)
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where x̂ is the estimated state vector, ŷ is the vector of estimated measurements, and ẑ is the output of
the parameter estimator. The parameter estimator is updated by minimizing a cost function based on
the performance variable (e).

Considering an ARMA model with a built-in integrator, ẑ is given by:

ẑi =

nc∑
l=1

Pliẑi−1 +

nc∑
l=1

Qliei−l + Rigi (43)

where,
gi = gi−1 + ei−1 (44a)

ei = ŷi − yi (44b)

and Pi ε R
lz×lz , Qi, R ε Rlz×ly are the coefficient matrices that are updated recursively by the algorithm.

The integrator is combined with the estimator to guarantee that the performance variable approaches
to zero as the iterations approach to infinity. Rewriting Equation (43), the following is obtained:

ẑi = Φiθi (45)

where,
Φi = Ilz ⊗φi

T ε Rlz×lθ , (46a)

φi =
[
ẑi−1

T . . . ẑi−nc
T ei−1

T . . . ei−nc
T gi

T
]T

(46b)

θi = vec
[
P1i . . .Pnc i Q1i . . .Qnc i Ri

]
ε Rlθ (46c)

lθ = lz2nc + lzly(nc + 1) (46d)

and Φ is the regressor matrix, θ contains the estimator coefficients computed by the RCMR algorithm.
The operator “

⊗
” is the Kronecker product, and vec represents the column-stacking operator.

It is assumed that z is identifiable, which is guaranteed from the global sensitivity analysis (in the
absence of an observability/detectability analysis), and that the input signal uk is persistently exciting.

4.2.2. Retrospective Cost Model Refinement (RCMR) Algorithm

The retrospective performance variable is defined as follows:

êi = ei −G f (q)
(
Φi

^
θ− ẑi

)
(47)

where q is the forward-shift operator, and
^
θ has the parameter estimation coefficients to be optimized.

G f (q) =
n f∑

n=1

Nn

qn (48)

For all n, Nn ε Rly×lz . G f is a finite impulse response filter of order n f . Equation (47) is then
rewritten as follows:

êi = ei + NΦbi
^
θ−NZbi (49)

where,
N =

[
N1 . . .Nn f

]
ε Rly×lzn f ,
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Φbi =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
φi−1

...
φi−n f

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ε Rlzn f×lθ ,

Zbi =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ẑi−1

...
ẑi−n f

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ε Rlzn f .

The retrospective cost function, defined by Goel and Bernstein (2018) [34,35], is minimized by
making use of recursive least squares. Let P0 = Rθ

−1 and θi = 0.
The algorithm that updates the estimator coefficients is as follows:

θi = θi−1 − PiΦbi−1
TNTRei−1(NΦbi−1θi−1 + ei−1 −NZbi−1) (50)

Pi = λ−1Pi−1 − λ−1Pi−1Φbi−1
TNTΓi

−1NΦbi−1Pi−1 (51)

Γi = λRei−1
−1 + NΦbi−1Pi−1Φbi−1

TNT (52)

where Re and Rθ are positive-definite matrices, and λ ≤ 1 is the forgetting factor.

4.3. Framework Implementation

The assembly of the implemented strategies is summarized in Figure 1. Initially, the global
sensitivity analysis provides information on the most important parameters of the polymerization
system. Once these parameters are identified, the proposed framework tries to estimate their
values asynchronously, updating/estimating the parameters whenever measurements are available.
Monitoring and signal processing are other challenges of the proposed methodology. The estimated
properties are expected to be close to the experimental and theoretical values, and noise reduction of
the measurements is anticipated to occur.

Figure 1. Framework for the online estimation of significant kinetic parameters.
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Figure 2 portrays the architecture of the data-driven estimation strategy. The experimental unit
generates measurements y, which are assumed to be driven by the inputs u. The data-driven adaptive
estimator consists of the nonlinear estimation model, which is also driven by the inputs u, and the
RCMR algorithm. Although the nonlinear estimation model is required to generate the estimated
measurements ŷ, it does not provide knowledge for the parameter updates. The estimated parameter
ẑ is updated by the estimator, which seeks the minimization of the error signal e.

 

Figure 2. Data-driven parameter estimation architecture.

5. Results

FM is the only measurement obtained continuously. Thus, the global sensitivity analysis and the
data-driven estimation are performed using FM as the input signal. The other available measurements
(Mw, Mn) are employed as a reference for comparing the accuracy of the estimated properties.

The system was simulated in MATLAB R2015a, running on a PC Intel Core™ i7-4790K CPU @
4.00 GHz with 16.0 Gb of installed RAM. The ODEs of the system were solved using ode23s [43],
based on a modified Rosenbrock formula of order 2. The sampling time of FM was every 1 s, and
the RCMR algorithm together with the nonlinear model run in approximately 0.0035 s, which makes
feasible the online deployment of the proposed strategy. Computational methods can be used for
online applications if they are faster than the real process by a factor of 100 [44].

5.1. Global Sensitivity Analysis

From the global sensitivity analysis of the seven kinetic parameters (k1−7), the fifth and seventh
show the highest overall sensitivity, as portrayed in Figure 3. This result is consistent because k7 is
the exponent in the pre-exponential propagation rate constant (k0p = 10k7 ) of the Arrhenius equation.
The propagation rate constant determines the monomer consumption rate; thus, it strongly influences
the value of FM (ethylene flow rate to the reactor), seeking to maintain the ethylene concentration
in the reactor constant during the polymerization. The rate constant for the living chain (catalyst)
deactivation (kdP) is a function of k5 (as defined in Table 1). Since kdP influences the moment equations,
it is expected that this parameter is influential as well. These results are in agreement with the work of
Brandão et al. (2017) [13], because k5 and k7 belong to the parameter set classified as significant when
an identifiability analysis was applied over the seven parameters. Figure 3a illustrates the first-order,
and Figure 3b the total sensitivity indices when using 100 samples.
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(a) (b) 

Figure 3. Global sensitivity indices: (a) first-order sensitivity index; (b) total sensitivity index.

5.2. Homopolymerization

Homopolymerization experiments at different reaction temperatures were used to test the RCMR
algorithm on its kinetic parameter estimation capabilities. The RCMR algorithm was implemented
considering: P0 = Rθ

−1, θ0 = 0, and nc = 0.
Initially, only k7, and consequently kp11

, were estimated, using the initial guess k7 = 0. To improve
the convergence of the algorithm it was assumed that lz = 2, meaning that two parameters were
estimated rather than one. For the non-estimated parameter, a constant value of ẑ = 11.3 provided a
satisfactory response and tradeoff. With these considerations, the architecture selected was: n f = 2 so
that lθ = 2, λ = 0.999, and

G f (q) =

[
1 0

]
q

+

[
0 1

]
q2 (53)

For estimating a single parameter, the algorithm considered Rθ = 0.01Ilθ , and Re = 0.1.
Figure 4 shows the estimates for k7 and kp11

at different polymerization temperatures. The estimated
parameters converge, in all cases, close to theoretical values without requiring prior knowledge of the
initial value or range of the parameter.

 

(a) (b) 

Figure 4. Estimation of a single significant parameter. Comparison between theoretical (dashed line),
and estimated kinetic parameters (continuous line) at 120 ◦C (blue), 130 ◦C (green) 140 ◦C (orange):
(a) Dynamic estimation of k7; (b) Dynamic estimation of kp11.

Furthermore, the most significant kinetic parameters of the system, k5 and k7, and consequently
kdP and kp11

, were estimated simultaneously. The same architecture implemented for single parameter
estimation was used in the simultaneous estimation, with the distinction that the parameters were
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estimated in separate channels using the same error signal. The non-estimated parameters were
different: ẑk5 = 23.5, and ẑk7 = 15.0, and everything else remained the same.

Figure 5 shows the results of the estimated k5, kdP, k7, and kp11
at different polymerization

temperatures. In all cases, the estimated parameters (k5, k7) approached their theoretical values,
converging from an initial value of 0 in both cases. A noisy response was observed, as in Figure 4,
which can be attributed to the presence of impurities that could not be removed during the
experiments, or to the occurrence of side reactions not included in the fundamental model. In addition,
as the polymerization temperature increased, the estimated parameters became more sensitive to
noise, which provided the insight that temperature is proportional to the noise/uncertainty of the
experimental data.

 

(a) (b) 

  
(c) (d) 

Figure 5. Estimation of two significant parameters. Comparison between theoretical (dashed line),
and estimated kinetic parameters (continuous line) at 120 ◦C (blue), 130 ◦C (green) 140 ◦C (orange):
(a) Dynamic estimation of k5; (b) Dynamic estimation of kdP; (c) Dynamic estimation of k7, (d) Dynamic
estimation of kp11.

Figure 6 illustrates how the RCMR can both estimate FM and reduce the measurement’s noise.
The reader should note that it takes some time for the estimated FM to achieve its expected value.
Goel and Bernstein (2018) [13] explained that the unknown parameter moves towards different
subspaces until it tends to the subspace spanned by N1

T. In addition, there is a delay time difference
between the estimated F̂M with a single and two parameters, which is mostly related to the tuning.
Finally, as stated before, the F̂M at the highest temperature (140 ◦C) shows an oscillatory response.
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(a) 

(b) 

(c) 

Figure 6. Comparison of the monomer flow rate (FM) between the experimental values (circles),
fundamental model (dashed line), estimated with a single parameter (continuous red line), and
estimated with two parameters (continuous green line) at: (a) 120 ◦C, (b) 130 ◦C, (c) 140 ◦C.

Figure 7 compares the results computed by the nonlinear model, the measured results, and the
estimated average properties at different polymerization temperatures. The results at 120 ◦C of both
Mw and Mn are very close to their theoretical and experimental values, but as the temperature increases,
the uncertainty also increases. The estimation of two parameters simultaneously appears to provoke
less reliable results when compared to the estimated properties with a single parameter, especially at
higher temperatures.
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(a) (b) 

Figure 7. Comparison of the final average properties at different temperatures for experimental
values (circles), fundamental model (squares–dashed line), estimated with a single parameter
(triangles–continuous line), and estimated with two parameters (diamonds–continuous line):
(a) weight-average molecular weight (Mw); (b) number-average molecular weight (Mn).

5.3. Copolymerization

Following the criterion used for the homopolymerization experiments, the copolymerizations
used the same RCMR architecture for the estimation of significant kinetic parameters and important
polymer properties. Indeed, the criterion extends to the application of the same channels for estimating
one and two significant kinetic parameters and their resulting properties.

The copolymerization experiments considered only one temperature. Initially, k7 and consequently
kp11

were estimated for the copolymerizations described in Table 4a,b. Figure 8 illustrates the results
of the estimated k7 and kp11

at 120 ◦C and different initial diene concentrations. The unknown
parameter converges towards the theoretical value without requiring prior knowledge at both initial
diene concentrations.

 

(a) (b) 

Figure 8. Estimation of a single significant parameter. Comparison between theoretical (dashed line),
and estimated kinetic parameters (continuous line) at different initial diene concentrations for the
copolymerization experiment A (purple), and copolymerization experiment B (gold); (a) Dynamic
estimation of k7; (b) Dynamic estimation of kp11.
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Moreover, the parameters k5 and k7, and, consequently, kdP and kp11
, were estimated simultaneously,

using the same architecture and tuning used in the homopolymerizations. Figure 9 shows the results
of the estimated k5, kdP, k7, and kp11

at different initial diene concentrations at 120 ◦C. In all cases,
the unknown parameters k5 and k7 approach the theoretical values, starting from an initial guess of 0.
An interesting observation in these experiments is the slight decreasing trend (negative slope) of the
parameters, made clearer in the dynamic evolution of kdP and kp11

. The reason for this behavior might
be related to LCBs formation during the copolymerization. The presence of LCBs in the living chains
might cause a steric hindrance to the incorporation of ethylene molecules, which disfavors deactivation
and propagation reactions. However, this hypothesis must be proved by additional experiments and
further simulations.

 

(a) (b) 

 

(c) (d) 

Figure 9. Estimation of two significant parameters. Comparison between theoretical (dashed line),
and estimated kinetic parameters (continuous line) at different initial diene concentrations for the
copolymerization experiment A (purple), and copolymerization experiment B (gold): (a) Dynamic
estimation of k7; (b) Dynamic estimation of kp11; (c) Dynamic estimation of k5; (d) Dynamic estimation
of kdP.

Figure 10 demonstrates how the RCMR can estimate FM effectively and reduce the measurement’s
noise. As before, it takes some time for the estimated FM to achieve values close to experimental and
theoretical values. There are no visible differences observed when the initial concentration of diene
varies, which makes it possible to conclude that temperature is more influential on the reaction behavior.
In contrast to the homopolymerization results (Figure 6), the estimated FM in the copolymerization
experiments shows a higher delay time of convergence. It could be argued that it should be influenced
by the increase in the complexity of modelling, but because the RCMR algorithm is a purely data-driven
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strategy, which does not require information on the nonlinear model, the reasons must be totally
related to the nature of the experiment.

(a) 

(b) 

Figure 10. Comparison of the monomer flow rate (FM) during copolymerization between the
experimental values (circles), fundamental model (dashed line), estimated with a single parameter
(continuous red line), and estimated with two parameters (continuous green line) at different initial
diene concentrations: (a) copolymerization experiment A, (b) copolymerization experiment B.

Finally, Figure 11 compares the results computed by the fundamental model, the measured results,
and the estimated average properties of the copolymerization experiments at different initial diene
concentrations. Data on the average properties was obtained during the polymerization experiments.
The results show that the RCMR algorithm, besides computing the unknown parameters, can estimate
Mn satisfactorily using the error signal obtained as the difference between the estimated and measured
FM. This signal allows the estimator to gain enough information on the system to estimate Mn.
Of course, the estimation additionally relies on the correctness of the model and the non-estimated
parameters as well, but the obtained results are comparable with theoretical and experimental values.
On the other hand, Mw achieves a similar dynamic when compared to the fundamental model, but the
estimates fail to attain perfect values close to the experimental measurements.
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(c) (d) 

Figure 11. Comparison of average polymer properties at different initial diene concentrations
between experimental values (circles), fundamental model (dashed line), estimated with a single
parameter (red continuous line), and estimated with two parameters (green continuous line).
(a) Weight-average molecular weight (Mw) for copolymerization A; (b) number-average molecular
weight (Mn) for copolymerization A; (c) weight-average molecular weight (Mw) for copolymerization
B; (d) number-average molecular weight (Mn) for copolymerization B.

6. Conclusions

In this contribution, a data-driven strategy for the online estimation of important kinetic parameters
was assessed and implemented for the copolymerization of ethylene with 1,9-decadiene using
dimethylsilyl (N-tert-butylamido) (tetramethylcyclopentadienyl) titanium dichloride (CGC)/MAO as
catalyst. A global sensitivity analysis was performed initially to all polymerization kinetic parameters.
The first and total sensitivity indices made it possible to choose the significant parameters of the
model. Thereafter, the RCMR algorithm, a strategy never implemented in polymerization applications,
permitted the estimation of the significant kinetic parameters, which were assumed to be unknown.
After verifying consistency, the proposed strategy was tested in the copolymerization of ethylene with
1,9-decadiene at different diene concentrations. Overall, results were satisfactory, showing not only
adequacy in signal processing, but also in parameter and property estimation.

The usage of data-driven algorithms such as the RCMR represents a paradigm that could permit
easier estimation of parameters of nonlinear systems, such as those observed in polymer synthesis.
Disturbances in the experimental data (e.g., impurities, experimental errors, and less frequent side
reactions) that might not be captured by the fundamental model could be overcome by applying
this strategy.
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The proposed strategy also holds the advantage that it is capable of being adapted to the conditions
of the experiment, and it can estimate the important kinetic parameters of the system while the reaction
is running. This could be beneficial for processes where the major kinetic parameters are unknown for
all the different types of catalysts, or the composition of the catalysts might be slightly different from
each other, resulting in important differences. In the particular case of the RCMR algorithm, it has
the additional advantage of estimating the parameters from an initial value of zero without requiring
knowledge of the model.

Future work in this field will include the evaluation of the proposed framework and estimation
algorithm in other chemical processes and polymerization systems.
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Nomenclature

Notation
C catalyst precursor, [mol]
C∗ active catalyst site, [mol]
D 1,9-decadiene, [mol]
DC dead catalyst site, [mol]
d total amount of 1,9-decadiene inserted into the growing polymer chains
Eap activation energy for ethylene propagation reaction rate, [J·mol−1]
FM ethylene feed flow rate, [mol·s−1]
K total number of pendant unsaturation’s present in the dead chains
ka catalyst activation constant, [s−1]
kb macromonomer reincorporation rate constant, [L·mol−1·s−1]
kdP living chain deactivation rate constant, [L·mol−1·s−1]
kp11 propagation rate constant for ethylene, [L·mol−1·s−1]
kp12 propagation rate constant for 1,9-decadiene, [L·mol−1·s−1]
kt termination rate constant, [s−1]
k0p pre-exponential factor for ethylene propagation reaction rate, [L·mol−1·s−1]
lcb long chain branching
L=i dead polymer chain that contains a terminal unsaturation and has chain size i, [mol]
Li dead polymer chain with chain size i and without a terminal unsaturation, [mol]
M ethylene, [mol]
m total amount of ethylene inserted into the growing polymer chains
MM average molar mass of the repeating unit, [g·mol−1]
MMD molar mass of 1,9-decadiene, [g·mol−1]
MMM molar mass of ethylene, [g·mol−1]
Mn number average molecular weight, [g·mol−1]
Mw weight average molecular weight, [g·mol−1]
PDI polydispersity index
P∗i living polymer chain with chain size i, [mol]
R ideal gas constant, [J·mol−1·K−1]
T reaction temperature, [K or ◦C]
Tr reference temperature, [K or ◦C]
V reaction mixture volume, [L]
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Greek letters
λk kth moment for the dead chain
μk kth moment for the living chain
ρPE Polyethylene density, [g·L−1]
ϕ Average frequency of pendant double bonds in the polymer chains
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Abstract: Multi-component polymers can provide many advantages over their homopolymer
counterparts. Terpolymers are formed from the combination of three unique monomers, thus creating
a new material that will exhibit desirable properties based on all three of the original comonomers.
To ensure that all three comonomers are incorporated (and to understand and/or predict the
degree of incorporation of each comonomer), accurate reactivity ratios are vital. In this study,
five terpolymerization studies from the literature are revisited and the ‘ternary’ reactivity ratios are
re-estimated. Some recent studies have shown that binary reactivity ratios (that is, from the related
copolymer systems) do not always apply to ternary systems. In other reports, binary reactivity ratios
are in good agreement with terpolymer data. This investigation allows for the comparison between
previously determined binary reactivity ratios and newly estimated ‘ternary’ reactivity ratios for
several systems. In some of the case studies presented herein, reactivity ratio estimation directly from
terpolymerization data is limited by composition restrictions or ill-conditioned systems. In other cases,
we observe similar or improved prediction performance (for ternary systems) when ‘ternary’ reactivity
ratios are estimated directly from terpolymerization data (compared to the traditionally used binary
reactivity ratios). In order to demonstrate the advantages and challenges associated with ‘ternary’
reactivity ratio estimation, five case studies are presented (with examples and counter-examples) and
troubleshooting suggestions are provided to inform future work.

Keywords: copolymerization; design of experiments; reactivity ratio estimation; terpolymerization

1. Introduction

Terpolymer systems are becoming increasingly popular in a variety of applications, as they
allow for the combination of various desirable properties into a single material [1,2]. The diversity of
monomers allows for the production of countless new multi-component materials, all with particular
combinations of desirable properties for custom applications. In the past decade alone, terpolymers
have been investigated for use as electronic materials [3–5], biomedical materials [6–8], pressure
sensitive adhesives [9–12], coatings [13–15], and for many more applications. A good understanding of
terpolymerization kinetics (for each unique terpolymer system) ensures that appropriate formulations
are selected to achieve desirable properties in the product terpolymer. Namely, ‘ternary’ reactivity
ratios (that is, reactivity ratios estimated directly from terpolymerization data using an appropriate
model, as opposed to reactivity ratios estimated from the corresponding binary copolymerizations,
alternatively referred to as ‘ternary copolymerizations’) provide information about the degree of
incorporation of each comonomer into the product terpolymer (based on the initial pre-polymer
formulation). Therefore, we can select appropriate feed compositions to achieve a desirable terpolymer
composition and microstructure [16–19].
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Processes 2019, 7, 444

Recent studies have shown that binary (copolymerization) reactivity ratios (estimated from
copolymerization data) do not always apply to terpolymerizations [18,20]. Thus, in general, ‘ternary’
reactivity ratio estimation (directly from terpolymerization data) is recommended. ‘Ternary’ reactivity
ratio estimation (estimating all six related reactivity ratios simultaneously from terpolymerization data
using the recast Alfrey–Goldfinger model [18]) ensures that any interactions and contributions from
the third comonomer are considered, which improves the kinetic and statistical accuracy of parameter
estimates. When terpolymerization experiments are selected with parameter estimation in mind
(that is, using an error-in-variables model (EVM)-based design of experiments for ternary systems [21]),
it can be straightforward to estimate ‘ternary’ reactivity ratios using the information-rich dataset.
However, in using historical data (which may not be designed for parameter estimation), experimental
terpolymerization data may not be sufficient for analysis. Common limitations in terpolymerization
studies include composition restrictions or a lack of experimental information content (minimal
replication, formulations selected targeting final properties rather than information collection, etc.).
Since working with historical (previously collected) data has some challenges, the case studies
presented herein address those challenges and aim to improve ‘ternary’ reactivity ratio prediction
to the extent which is possible. For example, additional targeted experiments (i.e., the sequential
selection of experiments based on an existing dataset), experimental replication, and full-conversion
(cumulative) analysis can supplement a pre-existing terpolymerization dataset. While additional
targeted experiments and replication may require revisiting the lab (or simulating additional data),
full-conversion data are often already available from earlier runs. Cumulative analysis can provide
greater information content from fewer experimental runs [22].

Despite the fact that binary reactivity ratios are only a numerical approximation for ternary systems,
several cases have reported that model predictions using binary reactivity ratios seem to be in good
agreement with terpolymerization data (most recently [12]). In these cases, although binary reactivity
ratios provide good prediction performance, there are still benefits associated with using ‘ternary’
reactivity ratios directly [20]. First, this ensures that no unfounded assumptions are made about the
nature of the terpolymerization, where the addition of the third comonomer (and any interactions it
might have with the other two comonomers) is carefully evaluated. Second, it reduces the experimental
load required to characterize the system (e.g., two designed formulations of three copolymers require six
experiments for binary reactivity ratios, compared to three designed formulations per single terpolymer
requiring three experiments for ‘ternary’ reactivity ratios). This is especially important if a new
(unknown) combination of comonomers is being investigated. Third, and perhaps most importantly,
the kinetic and statistical accuracy of using ‘ternary’ reactivity ratio estimation in terpolymerization
studies ensures accurate model predictions for the system being studied.

In the present work, several case studies are revisited to explore the advantages (and challenges) of
directly estimating ‘ternary’ reactivity ratios from terpolymerization data. In the first two case studies
(Section 3.1), common challenges in parameter estimation are addressed, such as process constraints
(experimental/composition limitations) and numerical estimation constraints (ill-conditioned systems).
Additional case studies (Section 3.2) are then presented to provide a direct comparison between
binary and ‘ternary’ reactivity ratio estimates. When the above-mentioned challenges are not a factor,
the advantages of estimating ‘ternary’ reactivity ratios are evident.

2. Background

2.1. Free Radical Terpolymerization

Terpolymerization systems (and multicomponent polymerizations in general) are part of an
interesting and growing area of research, since there are countless combinations of monomers to be
discovered. However, because of the wide range of possibilities, these more complex terpolymerization
systems have not been studied as thoroughly as copolymerization systems.
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The kinetics of terpolymerization systems were first described by Alfrey and Goldfinger [23].
Given that there are three different possibilities for the terminal monomer (on the growing radical),
and three options for the added monomer, nine different propagation steps are possible according to
the terminal model:

∼∼ M1 + M1
k11→ ∼∼M1 −M1

∼∼ M1 + M2
k12→ ∼∼M1 −M2

∼∼ M1 + M3
k13→ ∼∼M1 −M3

∼∼ M2 + M1
k21→ ∼∼M2 −M1

∼∼ M2 + M2
k22→ ∼∼M2 −M2

∼∼ M2 + M3
k23→ ∼∼M2 −M3

∼∼ M3 + M1
k31→ ∼∼M3 −M1

∼∼ M3 + M2
k32→ ∼∼M3 −M2

∼∼ M3 + M3
k33→ ∼∼M3 −M3

The standard Alfrey–Goldfinger (AG) equations use ratios of instantaneous mole fractions in
the terpolymer (i.e., Fi/Fj) as responses. However, measurements taken from experimental work
are typically single mole fractions, not ratios, which means that evaluating (Fi/Fj) ratios results in
lost information and a distorted error structure [18]. Thus, the AG model was re-derived (based
on [18]) from basic terpolymerization kinetics for this study, so that each terpolymer mole fraction
is presented as a single response (see Equations (1)–(3); details for this derivation are available upon
request). This formulation is an improvement over the original AG model, as it promotes symmetrical
estimation and error structures are not distorted. It also agrees with the recent work published by
Kazemi et al. [18], in which the ‘recast’ version of the AG model was developed using the alternative
ratio-based equations as a starting point.
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The newly derived equations are only valid for the instantaneous case. Using low conversion data
makes it possible to assume that terpolymer composition drift is negligible (that is, at low conversions,
the measurable cumulative copolymer composition is approximately equal to its instantaneous value).
However, this restrictive assumption introduces additional sources of error, including significant
experimental difficulties.

As an alternative, a cumulative ternary composition model can be employed to estimate ‘ternary’
reactivity ratios using the full conversion trajectory. The cumulative model shown in Equations (4)–(6)
relates the cumulative terpolymer composition for each comonomer (Fi) to the mole fraction of monomer
in the initial feed (fi,0), the mole fraction of unreacted monomer in the polymerizing mixture (fi), and the
overall molar conversion (Xn).

F1 =
f1,0 − f1(1−Xn)

Xn
(4)
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F2 =
f2,0 − f2(1−Xn)

Xn
(5)

F3 =
f3,0 − f3(1−Xn)

Xn
(6)

If we cannot assume constant composition (that is, if composition drift is no longer negligible),
fi must be evaluated over conversion Xn, as shown in Equations (7)–(9).

d f1
dXn

=
f1 − F1

1−Xn
(7)

d f2
dXn

=
f2 − F2

1−Xn
(8)

d f3
dXn

=
f3 − F3

1−Xn
(9)

The models used to describe terpolymerization processes are simply extensions of the
copolymer case, though slightly more complex. It is important to realize that ternary systems are
unique and should not simply be viewed as a consolidation of the three analogous copolymer systems.
When a third monomer is added to a polymerization formulation it can alter the polymerization
characteristics and affect the degree of incorporation of all three comonomers [20]. Thus, whenever
possible, terpolymerization kinetics should be evaluated and investigated in their own right.

The reader should note here from the outset that the term “’ternary’ reactivity ratio” (used
throughout this paper) refers to the collection of the six reactivity ratios that exist in Equations (1)–(3)
(r12, r13, r21, r23, r31, r32). Although each individual parameter represents a relationship between two of
the three comonomers, all six are estimated simultaneously from terpolymerization data, and therefore
have an indirect influence on each other. For example, even though r12 = k11/k12 (and therefore only
represents the propagation relationships for comonomers 1 and 2), it may still be influenced by the
presence of monomer 3 in the polymerizing mixture. One may argue that since only two monomers are
involved in the definition of each reactivity ratio, they are still technically ‘binary’ in nature. However,
the term “’ternary’ reactivity ratio” has been employed herein to emphasize that these reactivity ratios
are estimated directly from terpolymerization data using the recast Alfrey–Goldfinger model. This is
discussed further in what follows. It is our hope that creating this ‘binary’/’ternary’ distinction (related
to both the source data and the series of equations employed for estimation) has simplified the reading
and understanding of this work.

2.2. Reactivity Ratio Estimation

For the case studies that follow, the error-in-variables-model (EVM) was employed for the
estimation of reactivity ratios. Through the EVM and direct numerical integration, we are able
to estimate reactivity ratios using cumulative composition data (where the experimental data are
available) [22]. This analysis provides additional advantages, including eliminating unnecessary
assumptions and avoiding the experimental challenges associated with collecting low-conversion data.

The EVM methodology is an established tool for both selecting optimal feed compositions for
reactivity ratio estimation experiments and for estimating reactivity ratios using non-linear parameter
estimation. Therefore, only a brief overview is presented in what follows.

2.2.1. Design of Experiments for ‘Ternary’ Reactivity Ratio Estimation

When a series of experiments is designed in an optimal way, it becomes possible to minimize the
number of experiments while increasing the information content from those experiments. Optimally
designed experiments typically have much smaller joint confidence regions (JCRs), which are indicative
of higher precision reactivity ratio estimates [24].
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The EVM considers error in all variables, thus, using an experiment design technique within the
EVM context helps to account for the error in both the independent variables (feed compositions)
and the dependent variables (terpolymer compositions). The EVM can also take into account any
experimental limitations, which ensures that the mathematical results of the experimental design are
physically viable [21]. Of particular note is a practical heuristic for designing experiments for ‘ternary’
reactivity ratio estimation, which suggests that (statistically speaking) the optimal feed compositions
always fall into the same range. When the terminal model is valid (as per Section 2.1), a multiplicative
error structure is assumed and there are no other process constraints. The optimal feed compositions
are as shown (in the shaded areas) in Figure 1. Three terpolymerization formulations, each rich in one
comonomer, are sufficient to estimate ‘ternary’ reactivity ratios [21]. In a recent application, this was
further confirmed while investigating the terpolymerization kinetics of 2-acrylamido-2-methylpropane
sulfonic acid, acrylamide, and acrylic acid [20].

Figure 1. Optimally designed experiments for ‘ternary’ reactivity ratio estimation (as per [21]).

2.2.2. Reactivity Ratio Estimation Using EVM

The implementation of the EVM is based on Equations (10) and (11). Equation (10) relates the
vector of known measurements (xi) to the vector of their unknown true values (ξi) and an error term, kεi
(where k is a constant that reflects the magnitude of measurement uncertainty, usually estimated from
process information). Equation (11) is the model for the system, which shows the relationship between
the true values of the variables (ξi) and the true (but unknown) parameter values to be estimated (θ).

xi = ξi
+ kεi where i = 1, 2 . . . , n (10)

g
(
ξ

i
, θ
)
= 0 where i = 1, 2 . . . , n (11)

In both Equations (10) and (11), i represents the trial number (out of n trials), and the underlined
terms are either vectors or matrices.

The goal of the EVM is to minimize the sum of squares between the observed and predicted
values, both in terms of the parameter estimates and the process variables [24]. The nested-iterative
EVM algorithm [25] accomplishes this by using two nested loops, where the outer loop searches
for parameter estimates while the inner loop identifies estimates of the true values of the variables
involved. Mathematically, the following objective function (Equation (12)) is minimized:

φ =
1
2

n∑
i=1

ri(xi − ξ̂i)
′V −1

(
xi − ξ̂i

)
(12)
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where ri is the number of replicates for the ith trial, xi is the average of the ri measurements (xi), ξ̂i
is an

estimate of the true values of the variables (ξ
i
), and V is the variance-covariance matrix of the variables

(which provides information about measurement error of the variables involved).
In addition to estimating model parameters and model variables, the EVM also evaluates the precision

of the parameter estimates. Since several parameters are being estimated simultaneously, JCRs are plotted.
JCRs are typically elliptical contours that quantify the level of uncertainty in the parameter estimates.
Smaller JCRs indicate higher precision and therefore more confidence in the estimation results.

3. Results

In what follows, two main challenges associated with parameter estimation will be considered:
Composition limitations (process constraints) and ill-conditioned systems (numerical estimation
constraints). The discussion will be primarily informed by case studies from the literature. Then,
we will revisit additional case studies that have shown good model agreement when using binary
reactivity ratios to predict terpolymer properties. This provides a comparison of binary and ternary
prediction performance for a variety of terpolymerization systems.

3.1. Addressing Composition Restrictions & Ill-Conditioned Systems

In some cases, system limitations and/or product requirements do not necessarily allow for
statistically designed experiments, such as those described in Section 2 (each rich in a single comonomer).
This paucity of data presents a challenge for researchers, especially when they hope to estimate reactivity
ratios for subsequent microstructural predictions. The question is: What do we do when a terpolymer
system has composition restrictions? How can we analyze a limited dataset in such a way that we are
confident in our parameter estimates? In what follows, we take a closer look at the challenges associated
with two such systems and provide some suggestions for overcoming the experimental limitations.

3.1.1. HOST/EAMA/PAG

In a recent study, Pujari et al. [5] synthesized a terpolymer of 4-hydroxystyrene (HOST; monomer
1), 2-ethyl-2-adamantyl methacrylate (EAMA; monomer 2), and a photoacid generator (PAG; monomer
3) to use in chemically amplified resists. Specifically, the PAG used for terpolymerization was
triphenylsulfonium salt 4-(methacryloxy)-2,3,5,6-tetrafluorobenzenesulfonate (F4 PAG).

Pujari et al. [5] provided an interesting contrast between the copolymerization and
terpolymerization behavior for the same comonomers. The authors reported that of the three
comonomers, only HOST would homopolymerize. The HOST/EAMA copolymers were easily
synthesized and HOST/PAG copolymers were achievable when the feed composition of PAG was
below 10 mol%. However, their attempts to synthesize an EAMA/PAG copolymer were entirely
unsuccessful (at a variety of distinct feed compositions). Finally, they synthesized HOST/EAMA/PAG
terpolymers from several different feed compositions, in spite of their inability to synthesize some
of the analogous copolymers. This is an example of a system where binary (copolymerization) data
would not be suitable for predicting terpolymerization behavior.

Since Pujari et al. [5] had a specific application in mind, all terpolymer formulations had
similar initial compositions. In the feed, mole fractions were selected within the following ranges:
0.25 ≤ f 1,0 ≤ 0.40, 0.50 ≤ f 2,0 ≤ 0.75, and 0.01 ≤ f 3,0 ≤ 0.10 (with

∑
fi = 1.0). Of particular interest for

the current investigation is the very low mole fraction of PAG. At most, the PAG content in the feed
was only 10 mol%. These experiments are not designed with reactivity ratio estimation in mind, rather,
application requirements take precedence. However, these (low conversion) terpolymerization data
were still used to estimate reactivity ratios and predict terpolymer properties.

Pujari et al. [5] were able to estimate ‘ternary’ reactivity ratios using Procop 2.3 [26]. However,
because this dataset has minimal information content, the results exhibit a multiplicity of solutions.
Table 1 compares the reactivity ratio estimates reported by Pujari et al. [5] with three successive
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estimations (labelled A through C) using the instantaneous model via the EVM (with the preliminary
estimate that rij = 0.500 for all parameters).

Table 1. Reactivity ratio estimates for the terpolymerization of 4-hydroxystyrene (HOST)/
2-ethyl-2-adamantyl methacrylate (EAMA)/photoacid generator (PAG). Data from [5].

r12 r21 r13 r31 r23 r32

Reported by Pujari et al. [5] 0.05 0.12 0.81 0.12 0.05 0.79
Current Study (Error-in-Variables Model (EVM) Estimation)

Inst. Estimation (A) 0.1063 0.2155 0.6754 0.0001 0.0877 0.0307
Inst. Estimation (B) 0.1767 0.2394 99.9721 0.0002 0.0897 0.7035
Inst. Estimation (C) 0.0003 0.1753 2.5329 0.0001 0.0728 99.9997

Clearly, the estimation stage and results using the instantaneous model with EVM are numerically
unstable (and therefore unreliable). There are multiple solutions for this estimation. This is a limitation
of using a dataset that only contains limited process information arising from PAG-poor formulations.
Although common sense suggests that a reactivity ratio pair of (r13, r31) = (99.9721, 0.0002) seems
unlikely, as seen in estimation (B), it is numerically possible. This is a numerical artefact, as reactivity
ratios reach the ‘upper bound’ (UB) of the parameter estimation program (UB = 100 for all parameter
values during estimation).

All reactivity ratios presented in Table 1 give almost identical prediction performance when the
PAG fraction is low. As shown in Figure 2, all model predictions ‘fit’ the experimental data (reported at
one conversion level) equally well. The model predictions using the original reactivity ratio estimates
reported by Pujari et al. [5] are not shown here, but they also ‘fit’ the experimental data well and fall
within the ranges of Figure 2.

Figure 2. HOST/EAMA/PAG terpolymer composition prediction for f 1,0/f 2,0/f 3,0 = 0.4/0.5/0.1
(experimentally measured composition for TPF10 from Pujari et al. [5]).

In contrast, if we predict terpolymerization behavior beyond the available experimental data (e.g.,
a PAG-rich formulation: f 1,0/f 2,0/f 3,0 = 0.1/0.1/0.8), these considerably different reactivity ratio estimates
give distinctly different results (see Figure 3). This is an extreme case, selected for demonstration
purposes, and may not be achievable experimentally. However, this inconsistent prediction performance
is observed for any PAG-rich recipe (with f 3,0 as low as 0.4).
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Figure 3. HOST/EAMA/PAG terpolymer composition prediction for f 1,0/f 2,0/f 3,0 = 0.1/0.1/0.8.

The predictions shown in Figure 3 highlight the importance of statistically well-designed
experiments. In spite of the experimental limitations in this case (limiting the PAG content to
10 mol%), introducing a run with as much PAG as possible would likely eliminate the numerical
instabilities (and therefore improve the reliability of these estimation results).

3.1.2. BA/BMA/Limonene

Another terpolymerization case that is subject to composition restrictions (as well as
ill-conditioning) is the terpolymerization of n-butyl acrylate (BA; monomer 1), butyl methacrylate
(BMA; monomer 2), and D-limonene (lim; monomer 3), recently studied by Ren et al. [27]. D-limonene,
a renewable monoterpene, is advantageous in terms of its polymer sustainability. When used as a
comonomer it reduces the polymerization rate and molecular weight averages. Therefore, no more
than 40 mol% lim was used in any feed composition for the study. The feed compositions used in the
original investigation [27] are shown in Figure 4.

Figure 4. Feed compositions for the n-butyl acrylate (BA)/butyl methacrylate (BMA)/D-limonene (lim)
terpolymer, as reported by Ren et al. [27].

Given that most experimental data are collected under lim-poor conditions, we might expect
more error in the reactivity ratio estimates associated with the limonene comonomer. For both the
instantaneous model (using low conversion data) and the cumulative model (using all available data),
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‘ternary’ reactivity ratio estimation was performed three times (always with M1 = BA, M2 = BMA,
and M3 = lim). The results of each estimation are shown in Table 2. In this case, the binary reactivity ratio
estimates (as reported by Ren et al. [27], collected from previous work by Dubé and colleagues [28–30])
were used as the preliminary estimates.

Table 2. Reactivity ratio estimates for the terpolymerization of BA/BMA/lim with experimental data
from Ren et al. [27].

r12 r21 r13 r31 r23 r32

Reported by Ren et al. [27] 0.46 2.008 6.08 0.007 6.096 0.046
Current Study (EVM Estimation with Low Conversion Data)

Inst. Estimation (A) 0.3729 1.4350 5.0098 <10−3 35.5943 13.0409

Inst. Estimation (B) 0.4986 1.4982 5.2291 27.9826 52.3811 <10−3

Inst. Estimation (C) 0.3729 1.4350 5.0098 <10−3 35.5924 36.9594

Current Study (EVM Estimation with Full Conversion Data)
Cum. Estimation (A) 0.2787 0.9949 4.9888 0.0001 29.6738 12.2200

Cum. Estimation (B) 0.2733 0.9214 5.0104 0.0039 27.1517 10.0072

Cum. Estimation (C) 0.4081 0.9987 5.4698 2.4651 30.0914 0.0001

As we saw for the HOST/EAMA/PAG system, the estimation is numerically unstable. However,
in general, the cumulative estimation results seem less ill-conditioned than in the instantaneous
analysis. This is likely due to the increased information content provided when analyzing composition
data over the full conversion range with a cumulative model [31].

Looking closer at the instantaneous estimation results, we see relatively good agreement between
instantaneous estimations A and C. However, in both cases, the r23 and r32 estimates are both much
greater than 1. Such a case has not been observed in free-radical copolymerization. There are some
reports in the literature that have shown both estimates >1, but this is likely due to experimental
error or a different copolymerization model being active. In this case, it is likely due to error, but the
degradative chain transfer mechanism (due to the presence of limonene) may also contribute here.
The uncertainty in this system is confirmed by comparing instantaneous estimations A and C to
instantaneous estimation B. The fact that estimation results based on the same dataset have considerable
convergence issues (likely due to local optima) suggests that there is not sufficient information for
reactivity ratio estimation directly from the terpolymerization data.

Similar behavior is observed for the cumulative case. Here, cumulative estimations A and B are
similar, whereas the third estimation, estimation (C), shows more variation. Again, the estimation
results indicate that two reactivity ratios (for a given comonomer pair) are both greater than 1. The same
comonomer pairs are of concern here: The BMA/lim comonomer pair (r23 and r32) in cumulative
estimations A and B, and the BA/lim pair (r13 and r31) in cumulative estimation C. This behavior can
be examined further by plotting the joint confidence regions (JCRs, or error ellipses) for each of the
point estimates obtained using cumulative analysis (Figure 5).

As shown in Figure 5a, the JCRs associated with r23 and r32 are very large. The largest uncertainty
was for estimation A, but subsequent estimations showed similar results. In comparison, the JCRs
for the other parameters look like point estimates. This indicates substantial and disproportionate
uncertainty in the estimates, especially for the BMA/lim comonomer pair.

As we focus in on the other parameter estimates (for the BA/BMA pair and the BA/lim pair),
the JCRs become much smaller (note the change in scale between Figure 5a,b). Comparing BA/BMA to
BA/lim, the most uncertainty is clearly for the BA/lim comonomer pair (especially for estimation (C)).
In comparison, the JCRs for BA/BMA are very small, which gives us a much higher degree of certainty
compared to the other estimates (see Figure 5c).
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(a) 

(b) 

(c) 

Figure 5. ‘Ternary’ reactivity ratio estimates for the terpolymerization of BA/BMA/lim, with data from
Ren et al. [27].
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The more precise estimation of r12 and r21 (that is, for the BA/BMA pair) is not coincidental.
As mentioned earlier, the experimental data collected (Figure 4) only included formulations with low
mole fractions of limonene. Therefore, we would suggest that a lack of lim-rich data has contributed
to the poor estimation performance for the BA/BMA/lim terpolymer. This agrees with previous
copolymerization observations reported by Scott et al. [31].

To demonstrate the importance of using well-designed data for ‘ternary’ reactivity ratio estimation,
we have simulated supplemental data for the BA/BMA/lim system. Experimental data were simulated
using the binary reactivity ratio estimates (which, as per the original investigation, give acceptable
predictions of terpolymer behavior up to full conversion levels [27]). Two feed compositions, f 1,0/f 2,0/f 3,0

= 0.1/0.8/0.1 and f 1,0/f 2,0/f 3,0 = 0.1/0.1/0.8 (that is, BMA-rich and lim-rich formulations), were selected to
supplement the original dataset. In both cases, the total conversion range was divided into 19 points
(between 0 and 0.99, in steps of 0.052) and the corresponding monomer composition mole fractions
were calculated via direct numerical integration. Then, the cumulative terpolymer compositions were
calculated using the Skeist equation ([32], as per [22]). Random error was added to all data to mimic real
experimental observations: A 1% error was added to the conversion and feed composition (fi,0) data,
while a 2% error was added to the cumulative terpolymer composition (Fi) data. (Note that typically a
5% error is standard for Fi data, but using those levels for this system would occasionally make the
simulated limonene content negative, given the low incorporation of limonene). The simulated data
are provided in Table A1 of Appendix A.

For the instantaneous case, three low conversion data points from each (simulated) feed
composition were added to the dataset. As shown in Table 3, the addition of these data ‘stabilized’
the estimation, and the reactivity ratio estimates obtained were now almost well-behaved. However,
the newly estimated parameters still pose a concern: For the r23 and r32 pair (BMA/lim comonomers),
both reactivity ratios were much greater than 1 for the low conversion case (instantaneous). In fact,
r32 was estimated at 100.00 from three consecutive assessments. As explained previously (in
Section 3.1.1), this is a numerical artefact, where the parameter has reached the ‘upper bound’
of the estimation program. However, the consistency of this result invites further investigation.

Table 3. Reactivity ratio estimates for terpolymerization of BA/BMA/lim with supplemental data
(experimental data from [27] and simulated data from current work).

r12 r21 r13 r31 r23 r32

Reported by Ren et al. [27] 0.46 2.008 6.08 0.007 6.096 0.046
Current Study (EVM Estimation with Experimental and Simulated Low Conversion Data)

Inst. Estimation (A) 0.3663 1.4317 7.5324 0.1003 10.1289 100.00

Inst. Estimation (B) 0.3662 1.4317 7.5293 0.1004 10.1307 100.00

Inst. Estimation (C) 0.3663 1.4317 7.5324 0.1003 10.1289 100.00

Current Study (EVM Estimation with Experimental and Simulated Full Conversion Data)
Cum. Estimation (A) 0.3009 2.4961 6.5236 0.0009 8.1873 0.0106
Cum. Estimation (B) 0.3167 1.9085 5.7962 0.0017 5.9647 0.0087
Cum. Estimation (C) 0.2876 1.5613 8.5751 0.0315 7.7202 0.1240

It is our understanding that the r32 = 100.00 result is due to the ill-conditioned nature of the
terpolymer system. Physically, we can explain it as follows: The limonene incorporation is very low
at low conversion levels, such that k32 (the rate constant for terminal limonene radicals adding BMA
monomer units) is tending to 0, given the reactivity ratio definition, r32 = k33/k32, and as k32 → 0,
r32 →∞. With this logic, we can explain the observation that r32 is continually hitting the upper bound
of the estimation program.

In contrast, the cumulative analysis (which uses the composition data, both experimental and
simulated, over the full conversion range) gives more stable results. Specifically, the estimation results
show that r32 < 1. Clearly, supplementing the terpolymerization dataset with optimal formulations
(as per the EVM framework) significantly improves the stability and trustworthiness of ternary
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parameter estimates. Ideally, even more experimental data would be collected for the lim-rich system
to offset the error associated with low limonene incorporation.

3.2. Improved Performance with Ternary Data

The above examples present a variety of challenges: Datasets with low information content or
ill-conditioned systems (with reactivity ratios of different orders of magnitude) can make estimation
difficult. If the estimation steps are unstable, then one does not have confidence in the final estimates.
Unfortunately, even with many data points, we do not always have all the required information.
Therefore, the design of experiments for reactivity ratio estimation is key.

In the cases that follow, we present some case studies that highlight the advantages of analyzing
terpolymerization data directly using ‘ternary’ reactivity ratio estimation. All three case studies were
originally modelled using analogous binary reactivity ratios, where the terpolymerization data have
been revisited and reanalyzed.

3.2.1. BA/MMA/EHA

A recent study by Gabriel and Dubé [12] investigated the terpolymer of BA (monomer 1), methyl
methacrylate (MMA; monomer 2), and 2-ethylhexyl acrylate (EHA; monomer 3), which is a material of
interest for pressure sensitive adhesives. First, the authors determined the reactivity ratio pairs for
two of the associated copolymers (BA/EHA and MMA/EHA), and subsequently used these binary
reactivity ratios, along with literature values for the BA/MMA reactivity ratios, to predict the terpolymer
composition. The terpolymer model prediction (using binary reactivity ratios) showed good agreement
with the collected data, as described in the original work [12].

In spite of the good results achieved using binary reactivity ratios, ‘ternary’ reactivity ratio
estimation directly from terpolymerization data presents some additional advantages. First, we can
consider the experimental load: Rather than nine experimental runs, as described by Gabriel and
Dubé [12] (and additional prior work for estimating the BA/MMA reactivity ratios [33]), only three
different feed compositions are required. Since Gabriel and Dubé [12] selected ternary feed compositions
according to the EVM ‘rule-of-thumb’ for ‘ternary’ reactivity ratio estimation [21], we can use their
data to re-estimate reactivity ratios directly from the terpolymerization data.

First, only the low conversion data were used for an instantaneous analysis. Now, because
these data points were collected for model validation (not necessarily parameter estimation), only 7
data points are available below 20% conversion. These data (shown in Table A2 of the Appendix A)
were used for ‘ternary’ reactivity ratio estimation using the recast Alfrey–Goldfinger equation (recall
Equations (1)–(3) and the EVM (Equations (10)–(12)). There are two observations of note here:
(1) The estimation is stable, much more so than the case studies presented in Section 3.1, and (2) the
estimation is symmetrical. That is, regardless of which monomer is defined as monomer 1, monomer 2,
or monomer 3, the estimated parameters are the same. As an example, two variations are shown below
and compared to the original (binary) estimation. Here, reactivity ratios are labelled according to the
monomer name (rather than monomer number) for further clarity. Also, the colors shown in Table 4
are associated with the colors of the JCRs in Figure 6.

Table 4. Reactivity ratio estimates for terpolymerization of BA/MMA/2-ethylhexyl acrylate (EHA) from
low conversion data (experimental data from [12]).

rBA/MMA rMMA/BA rBA/EHA rEHA/BA rMMA/EHA rEHA/MMA

Reported by Gabriel and Dubé [12]
(binary reactivity ratio estimates) 0.34 2.02 0.99 1.62 1.50 0.32

Inst. Estimation (M1/M2/M3 = BA/MMA/EHA) 0.41 1.49 1.21 8.52 0.81 0.36
Inst. Estimation (M1/M2/M3 =MMA/EHA/BA) 0.41 1.49 1.20 8.45 0.81 0.36
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(a) 

(b) 

Figure 6. ‘Ternary’ reactivity ratio estimates for the terpolymerization of BA/MMA/EHA for
(a) M1/M2/M3 = BA/MMA/EHA and (b) M1/M2/M3 = MMA/EHA/BA, with instantaneous data
from [12].

In general, the ‘ternary’ reactivity ratios follow the same trends as the original (binary) reactivity
ratio estimates (that is, if rij > rji for the binary case, the same relationship holds for the ternary
case). However, rMMA/EHA falls below 1.00 when estimated directly from the terpolymerization data.
This suggests that kMMA/MMA > kMMA/EHA in the binary case (homopropagation of MMA is preferable
to the crosspropagation of MMA and EHA), but that kMMA/MMA < kMMA/EHA in the ternary case
(homopropagation becomes dominated by the crosspropagation of MMA/EHA).

Another notable difference is the significant error present in the BA/EHA system. This is shown
in both plots (of Figure 6), as the JCR for BA/EHA is much larger than the other JCRs. This may be
related to the absolute value of the parameter estimates. As shown in a recent study [31], uncertainty
becomes much greater for larger parameter values. Since rEHA/BA is larger than the other reactivity
ratio estimates (by as much as 20 times, in some cases), the same relative error (assumed to be 5%
for this system) will have a much larger absolute value in rEHA/BA compared to the other parameter
estimates. This behavior has been described for the copolymer case [31], but the difference in parameter
estimates was observed within a single JCR (that is, the elliptical JCR was stretched in the direction of
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the larger parameter estimate). In this, a terpolymer case, the JCR associated with the comonomer
pair containing larger parameter estimates is greater in both directions. The absolute value of the
error seems magnified, likely because most other reactivity ratio estimates for the system are around
or below 1.00. Another item of note is that both reactivity ratios for the BA/EHA pair are again >1.
This may be for the same reasons discussed earlier for the BA/BMA/lim system. An additional reason
may be related to the fact that the copolymerization of BA and EHA may lead to branched molecule
formation and even microgel formation, which would complicate analysis further.

Next, we can look at the full conversion dataset, where ‘ternary’ reactivity ratios can be estimated
using the EVM and the cumulative terpolymerization model. All terpolymerization data from the
original study [12] were used herein, and the results are shown in Table 5 (and Figure 7). Again,
the estimation is stable and symmetrical, which can be attributed to carefully designed data. As an
aside, the estimation program also converged much more quickly, where parameters were estimated in
under an hour (on an Intel(R) Core™ i7-860 processor) compared to (on average) 50 h of computation
for the ill-conditioned system described earlier.

Table 5. Reactivity ratio estimates for the terpolymerization of BA/MMA/EHA from all
terpolymerization data (experimental data from [12]).

rBA/MMA rMMA/BA rBA/EHA rEHA/BA rMMA/EHA rEHA/MMA

Reported by Gabriel and Dubé [12]
(binary reactivity ratio estimates) 0.34 2.02 0.99 1.62 1.50 0.32

Cum. Estimation (M1/M2/M3 =
BA/MMA/EHA) 0.41 1.60 2.01 7.59 0.74 0.35

Cum. Estimation (M1/M2/M3 =
MMA/EHA/BA) 0.41 1.60 2.06 7.66 0.74 0.35

The values estimated using all terpolymerization data (full conversion) are similar to the results
of the instantaneous parameter estimation (compare Table 4 to Table 5). Also, in comparing Figure 6 to
Figure 7, the JCR areas are reduced when the full conversion dataset is used for analysis (note that the
scales are the same for the easy comparison of Figure 6a to Figure 7a and of Figure 6b to Figure 7b).
This is in agreement with previous studies within our group [18,22] and makes sense physically. Since
more experimental data are available for analysis (18 data points over all conversion levels instead of 7
low conversion data points), the uncertainty associated with the parameter estimates is reduced. Also,
since the instantaneous analysis used low conversion data up to 20%, the requisite assumption that no
composition drift occurs may not be valid for all of the data [22]. Interestingly, a direct comparison of
Figures 6 and 7 shows little or no JCR overlap (between the instantaneous and cumulative analysis),
in spite of the fact that the trends remain consistent. Additional replication or sequential design of
experiments could be used to further supplement this dataset, as has been described for the previous
case studies (recall Section 3.1).

As for the instantaneous case, the most error associated with the cumulative analysis is present in
the BA/EHA comonomer pair, and both reactivity ratios are greater than 1 (which is physically unlikely
for any given comonomer pair). Again, this is likely due to the large values of the parameter estimates,
which translate to a higher absolute value of the error (since we assume the same relative error for all
experimental data and resulting parameter estimates). Also, as mentioned in the evaluation of the
instantaneous results, other copolymerization mechanisms (branching, etc.) may be active specifically
for the BA/EHA comonomer pair. However, without further analysis, no specific conclusions can be
drawn about this system.

Finally, we can look at the prediction performance of these reactivity ratios (compared to the
original binary reactivity ratio estimates). Since some of the more substantial differences in reactivity
ratios were related to the EHA monomer (especially rEHA/BA and rMMA/EHA), we can look at the model
prediction for the EHA-rich terpolymer. The model predictions (using both ‘binary’ and ‘ternary’
reactivity ratios) and a comparison to the experimental data from Gabriel and Dubé [12] are shown
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in Figure 8. Only the prediction performance of the cumulative analysis (for ‘ternary’ reactivity
ratio estimation) is provided in Figure 8, where, despite slight differences between the instantaneous
and cumulative analysis results, the model prediction performance was very similar for both sets of
reactivity ratio estimates.

(a) 

(b) 

Figure 7. ‘Ternary’ reactivity ratio estimates for the terpolymerization of BA/MMA/EHA for (a)
M1/M2/M3 = BA/MMA/EHA and (b) M1/M2/M3 =MMA/EHA/BA, with cumulative data from [12].

A direct comparison reveals that while the binary predictions are acceptable, the ‘ternary’ reactivity
ratios further improve the prediction performance of the cumulative terpolymer composition model.
In fact, a statistical comparison of the EHA-rich data (experimental data versus the two model
predictions) shows that using the ‘ternary’ reactivity ratio estimates in the model leads to an 85%
reduction in prediction error (total sum of square errors). Similar results were observed for the
other terpolymer formulations but are not shown herein for the sake of brevity. These differences in
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prediction performance may further be accentuated if the estimated reactivity ratios are used in the
sequence length part of the model.

Figure 8. Prediction of cumulative terpolymer composition for BA/MMA/EHA (fBA,0/fMMA,0/fEHA,0 =

0.1/0.1/0.8) (experimental data and binary predictions from [12]).

This case study has shown that when experiments are well-designed, ‘ternary’ reactivity ratio
estimates can be obtained from small datasets. This allows for more resources to be directed towards
careful replication and supplemental data collection. The results also suggest that binary and ‘ternary’
reactivity ratio estimates may be similar when the comonomers have similar structures and the
polymerization is not affected by the solution properties. However, binary reactivity ratios are not
always applicable to terpolymer systems (as has been shown recently [18,20]). In this case, the binary
reactivity ratios gave reasonable prediction performance, but the ‘ternary’ reactivity ratios showed
even better prediction performance based on fewer experimental data (and, hence, less effort overall).

3.2.2. Sty/MMA/MA

A study by Schoonbrood [34] looked at the terpolymerization kinetics for the styrene
(Sty)/MMA/methyl acrylate (MA) (monomer 1/monomer 2/monomer 3 = Sty/MMA/MA) terpolymer.
Again, according to standard practice, binary reactivity ratios (obtained from copolymerizations in the
literature) were used to predict terpolymerization behavior. During this study, only low conversion
data were reported. At the time (1994), this was ‘best practice’, where low conversion (instantaneous)
data were typically used for parameter estimation. Parameter estimation from cumulative composition
data was not part of typical practice, especially with the more complex system of equations representing
terpolymerization kinetics. Low conversion data allow for a computationally simpler parameter
estimation process but require some assumptions about a lack of composition drift in the system [22].

The experimentally determined (assumed as instantaneous) terpolymer compositions were
compared to the model prediction. As reported in the original work, good agreement was observed
between the predicted and measured values [34]. Given the available terpolymerization data, we can
use the recast Alfrey–Goldfinger model (with the EVM) to re-estimate the terpolymer reactivity ratios
directly from the terpolymerization data. The estimation is stable and symmetrical. A comparison of
reactivity ratio estimates is presented in Table 6 and the prediction performance is evaluated in Table 7.
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Table 6. Reactivity ratio estimates for the terpolymerization of styrene (Sty)/MMA/methyl acrylate
(MA). Experimental data from [34].

r12 r21 r13 r31 r23 r32

Reported by Schoonbrood [34] (binary
reactivity ratio estimates) 0.48 0.42 0.73 0.19 2.49 0.29

Instantaneous Estimation (current work) 0.57 0.51 1.82 0.20 2.49 0.23

Table 7. Comparison of model predictions for the Sty/MMA/MA terpolymerization. Experimental data
and original predictions from [34].

Feed Composition Experimental Data Original Predictions Current (EVM) Predictions

fsty,0 fMMA,0 fMA,0 Fsty FMMA FMA Fsty FMMA FMA Fsty FMMA FMA
0.10 0.10 0.80 0.27 0.28 0.45 0.26 0.19 0.55 0.26 0.23 0.51
0.10 0.20 0.70 0.24 0.38 0.38 0.24 0.33 0.44 0.23 0.37 0.40
0.10 0.30 0.60 0.21 0.45 0.33 0.23 0.43 0.34 0.21 0.48 0.31
0.20 0.10 0.70 0.44 0.18 0.39 0.37 0.16 0.47 0.40 0.20 0.41
0.20 0.20 0.60 0.37 0.39 0.24 0.35 0.28 0.37 0.36 0.33 0.31
0.20 0.30 0.50 0.33 0.39 0.28 0.34 0.38 0.28 0.34 0.43 0.23
0.20 0.50 0.30 0.29 0.60 0.11 0.32 0.53 0.15 0.31 0.57 0.12
0.30 0.20 0.50 0.42 0.27 0.31 0.43 0.26 0.31 0.46 0.31 0.24
0.30 0.30 0.40 0.40 0.39 0.20 0.42 0.35 0.23 0.43 0.40 0.17
0.30 0.40 0.30 0.41 0.44 0.15 0.40 0.43 0.16 0.41 0.47 0.12
0.30 0.50 0.20 0.39 0.54 0.07 0.39 0.50 0.10 0.39 0.54 0.07
0.40 0.30 0.30 0.48 0.34 0.18 0.48 0.34 0.18 0.50 0.38 0.12
0.40 0.40 0.20 0.50 0.36 0.14 0.47 0.42 0.11 0.47 0.45 0.08
0.50 0.20 0.30 0.56 0.24 0.21 0.55 0.25 0.21 0.59 0.28 0.13
0.50 0.40 0.10 0.50 0.49 0.01 0.52 0.42 0.06 0.53 0.43 0.04
0.50 0.30 0.20 0.52 0.43 0.06 0.53 0.34 0.13 0.56 0.36 0.08

Although the prediction performance looks similar, the current (EVM) prediction shows a
decrease in the sum of square errors for all three comonomer compositions, especially FMMA and FMA.
In evaluating the total sum of square errors, the current work provides a 32% decrease in prediction
error over the original analysis. To supplement this result, we can also examine the residuals for both
the original and current predictions. As shown in Figure 9, the spread (that is, the vertical distance
from 0) is reduced for the current predictions, where the residuals are smaller overall.

 
Figure 9. Comparison of residuals for Sty/MMA/MA terpolymer composition predictions.

Given these results (and those discussed previously), there is clearly an advantage for estimating
‘ternary’ reactivity ratios directly from terpolymerization data. If medium to high conversion data
were available, they could have been used to supplement the dataset or to reduce the number of
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experiments required. However, even with this low conversion dataset, estimating ‘ternary’ reactivity
ratios directly from terpolymerization data is feasible and preferable to using binary data.

3.2.3. AN/Sty/MMA

The terpolymerization of acrylonitrile (AN; monomer 1), Sty (monomer 2), and MMA (monomer 3)
studied by Brar and Hekmatyar [35] provides us with some interesting experimental data. In addition
to reporting the terpolymer composition data, they also reported microstructural (triad fraction)
information. Thus, there is potential to re-estimate the ‘ternary’ reactivity ratios for AN/Sty/MMA and
evaluate their ability to predict composition and sequence length distribution.

The original investigation used six experiments (no replication is mentioned) and the feed
compositions selected provide a good amount of experimental information. As shown in the triangular
diagram of Figure 10, there are three ‘outer’ formulations further along the outside of the triangle
(designated with circles in Figure 10). Although (to the best of our knowledge) these were not
statistically designed experiments, the fact that there is one formulation rich in each comonomer
provides useful data for reactivity ratio estimation [21]. In fact, when the reactivity ratios are estimated
using only these three trials, the parameter estimation results are as expected.

Figure 10. Terpolymerization feed compositions for AN/Sty/MMA. Data from [35].

Ideally, additional replication would be performed for all six formulations (perhaps even to higher
conversion levels), but these results certainly represent carefully measured experimental (process) data
(hence, good information content/lower experimental error), leading to a numerically stable estimation
situation, thus ensuring that reactivity ratios can be successfully estimated even from a limited dataset.

Figure 11 shows a comparison of estimation results from these three (more optimal) points to the
estimation results from the full (six) trial set. Clearly, the three ‘internal’ data points supplement the
composition data, but do not significantly alter the reactivity ratio estimation results. Also, the ‘ternary’
reactivity ratio estimates are in good agreement with the previously reported binary reactivity ratios
for the associated copolymers.

For all three comonomer pairs, the binary reactivity ratios are within the JCRs for the ternary
estimates. Thus, the prediction performance (for both terpolymer composition and microstructure) will
be similar, regardless of which parameters are used. For the purposes of demonstration, analysis of the
composition and microstructure of one terpolymer sample (experimentally determined by Brar and
Hekmatyar [35]) is summarized in Table 8. Note that triad fractions are defined only by the first letter
of the monomer name, for example, triad fraction ASM represents the AN-Sty-MMA triad sequence.
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Figure 11. ‘Ternary’ reactivity ratio estimates (RREs) for the terpolymerization of AN/Sty/MMA with
the data from Brar and Hekmatyar [35].

Table 8. Analysis of (a) composition and (b) microstructure for AN/Sty/MMA (experimental data
from [35]). RRE = reactivity ratio estimates.

(a)

Monomer Experimental [35] Original prediction (from binary RREs) [35] Current prediction (from ternary RREs)

AN 0.30 0.28 0.30
Sty 0.48 0.48 0.48

MMA 0.22 0.24 0.22

(b)

Triad Experimental [35] Original prediction (from binary RREs) [35] Current prediction (from ternary RREs)

AAA 0.01 0.01 0.00
SAS 0.69 0.73 0.63

MAM 0.03 0.00 0.03
AAS 0.06 0.04 0.06
AAM 0.01 0.00 0.01
SAM 0.20 0.22 0.27
SSS 0.05 0.05 0.05

ASA 0.21 0.25 0.27
MSM 0.08 0.08 0.06
SSA 0.27 0.22 0.24
SSM 0.16 0.12 0.12
ASM 0.23 0.28 0.26

MMM 0.05 0.04 0.04
AMA 0.05 0.02 0.03
SMS 0.42 0.40 0.39

MMA 0.04 0.06 0.07
MMS 0.21 0.26 0.26
AMS 0.23 0.22 0.21

4. Conclusions

Through a series of case studies, we have demonstrated with examples and counter-examples
both the challenges and advantages of estimating ‘ternary’ reactivity ratios directly from
terpolymerization data. We highlighted some difficulties that may arise when studying
multi-component polymerizations due to the nature of such systems and related experimental
limitations. These limitations are usually translated to the paucity of experimental information
content. The lack of sufficient information on polymer composition, combined with uncertain levels of
experimental error (since independent replication is usually non-existent) usually leads to numerically
ill-conditioned systems during the estimation steps. This in its turn results in a multiplicity of (and
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related confusion with) reactivity ratio values. Now, if the above already important limitations are
superimposed to a lack of experimental design (i.e., the optimal selection of feed compositions),
the problem is compounded with the extra dimension of added pitfalls with the use of undesigned
(happenstance) data.

When experimental design is employed from the outset and is combined with appropriate
parameter estimation techniques using carefully measured (and replicated) data, i.e., when every effort
is made to make the terpolymerization system numerically ‘well-behaved’, then accurate and reliable
estimates of ‘ternary’ reactivity ratios can be obtained. The case studies examined gave examples of
both instantaneous (low conversion) and cumulative (medium-high conversion) data analysis and
demonstrated the advantages of using the cumulative model. Some systems exhibited similarities
between the ‘binary’ and ‘ternary’ reactivity ratio estimates, and the predictions related to composition
and triad fractions were improved.

In some other terpolymerization systems, the reactivity ratios of the binary copolymerization
pairs do not apply to ternary systems [20]. Trying to predict terpolymerization behavior from binary
reactivity ratios can require making unfounded assumptions about system-specific polymerization
kinetics. Researchers often assume that the presence of the third comonomer is exactly additive
via simple superposition, hence the behavior of the three comonomers is independent of each other.
This is the main assumption, akin to assuming that interaction terms are non-existent in a model.
Evaluating subsets of the experimental data collected (that is, comonomer pairs) to represent ternary
systems can ultimately result in the oversimplification of complex processes. Using appropriate kinetic
models can result in better prediction performance and a higher degree of confidence in the resulting
parameter estimates.

Overall, and as we have demonstrated in the current work, ‘ternary’ reactivity ratio estimation
directly from terpolymerization data can provide improved understanding about a complex terpolymer
system. Dealing for the first time with a completely unknown terpolymerization system, the current
approach offers, if nothing else, a systematic and ‘safe’ approach to accumulating experimental evidence
about the system in question in fewer experimental trials, and hence with less experimental effort,
but with reliable parameter estimates which can be fine-tuned further later, as one becomes more
familiar with the terpolymerization system in a sequential-iterative-optimal manner.
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Appendix A Additional Data for Case Studies

Table A1. Simulated data for the BA/BMA/lim terpolymerization (supplementing experimental data
from Ren et al. [27]; see Section 3.1.2).

X fBA,0 fBMA,0 flim,0

¯
FBA

¯
FBMA

¯
Flim

*0.041 0.098 0.791 0.111 0.053 0.931 0.016
*0.102 0.101 0.793 0.106 0.086 0.904 0.010
*0.153 0.100 0.802 0.098 0.044 0.928 0.028
0.221 0.111 0.800 0.089 0.038 0.916 0.046
0.269 0.085 0.804 0.112 0.072 0.895 0.033
0.313 0.101 0.801 0.098 0.055 0.936 0.010
0.361 0.103 0.795 0.102 0.062 0.897 0.041
0.420 0.091 0.808 0.102 0.076 0.890 0.034
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Table A1. Cont.

X fBA,0 fBMA,0 flim,0

¯
FBA

¯
FBMA

¯
Flim

0.460 0.102 0.797 0.101 0.066 0.904 0.031
0.514 0.109 0.801 0.090 0.054 0.894 0.052
0.578 0.114 0.794 0.092 0.039 0.931 0.030
0.620 0.097 0.802 0.101 0.089 0.893 0.018
0.671 0.108 0.799 0.093 0.090 0.879 0.031
0.728 0.094 0.801 0.106 0.119 0.866 0.015
0.780 0.100 0.802 0.097 0.062 0.893 0.046
0.833 0.102 0.798 0.100 0.072 0.880 0.047
0.892 0.107 0.797 0.095 0.052 0.881 0.067
0.936 0.117 0.797 0.085 0.122 0.838 0.041
0.983 0.109 0.793 0.098 0.119 0.795 0.086
*0.055 0.088 0.107 0.805 0.376 0.333 0.292
*0.110 0.103 0.093 0.805 0.387 0.294 0.319
*0.160 0.098 0.101 0.801 0.367 0.317 0.316
0.209 0.088 0.109 0.803 0.366 0.298 0.337
0.260 0.119 0.096 0.785 0.363 0.286 0.351
0.308 0.091 0.103 0.806 0.322 0.269 0.409
0.359 0.099 0.105 0.796 0.249 0.275 0.476
0.419 0.101 0.099 0.801 0.225 0.246 0.528
0.469 0.098 0.101 0.800 0.215 0.211 0.574
0.520 0.106 0.090 0.804 0.159 0.207 0.634
0.576 0.102 0.098 0.801 0.168 0.183 0.648
0.624 0.090 0.100 0.809 0.138 0.180 0.683
0.672 0.116 0.091 0.793 0.152 0.162 0.686
0.727 0.103 0.100 0.797 0.129 0.149 0.722
0.781 0.112 0.090 0.798 0.112 0.129 0.759
0.834 0.097 0.101 0.802 0.135 0.113 0.752
0.890 0.105 0.097 0.798 0.111 0.120 0.770
0.935 0.098 0.102 0.800 0.112 0.120 0.769
0.993 0.087 0.110 0.803 0.102 0.092 0.807

Table A2. Low conversion data for the BA/MMA/EHA terpolymerization (experimental data from
Gabriel and Dubé [12]; see Section 3.2.1).

X fBA,0 fMMA,0 fEHA,0
¯
FBA

¯
FMMA

¯
FEHA

0.027 0.098 0.097 0.805 0.013 0.226 0.761
0.140 0.098 0.097 0.805 0.039 0.201 0.760
0.033 0.100 0.800 0.100 0.039 0.843 0.118
0.088 0.100 0.800 0.100 0.062 0.824 0.114
0.171 0.100 0.800 0.100 0.087 0.814 0.099
0.003 0.800 0.099 0.100 0.654 0.236 0.110
0.026 0.800 0.099 0.100 0.654 0.236 0.110
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Abstract: This work addresses the problems of uniquely specifying and robustly achieving
user-specified product quality in a complex industrial batch process, which has been demonstrated
using a lab-scale uni-axial rotational molding process. In particular, a data-driven modeling and
control framework is developed that is able to reject raw material variation and achieve product
quality which is specified through constraints on quality variables. To this end, a subspace state-space
model of the rotational molding process is first identified from historical data generated in the lab.
This dynamic model predicts the evolution of the internal mold temperature for a given set of input
move trajectory (heater and compressed air profiles). Further, this dynamic model is augmented
with a linear least-squares based quality model, which relates its terminal (states) prediction with key
quality variables. For the lab-scale process, the chosen quality variables are sinkhole area, ultrasonic
spectra amplitude, impact energy and shear viscosity. The complete model is then deployed within
a model-based control scheme that facilitates specifying on-spec products via limits on the quality
variables. Further, this framework is demonstrated to be capable of rejecting raw material variability
to achieve the desired specifications. To replicate raw material variability observed in practice, in this
work, the raw material is obtained by blending the matrix resin with a resin of slightly different
viscosity at varying weight fractions. Results obtained from experimental studies demonstrate the
capability of the proposed model predictive control (MPC) in meeting process specifications and
rejecting raw material variability.

Keywords: subspace identification; polymer processing; model predictive control; rotational molding;
batch process modeling and control

1. Introduction

Rotational Molding or rotomolding is a plastics processing batch process used for the manufacture
of seamless hollow plastic products [1]. The process consists of distinct heating and cooling phases.
The process constitutes filling a mold with powdered charge and rotating it slowly in a heated oven
(using heaters) causing the resin to soften and stick to the walls. Continuously rotating the mold
during the subsequent cooling phase produces an end product with even wall thickness. The products
tend to be quite large including household water tanks and fuel tanks for agricultural equipment
and marine vessels, which means that poor control over part quality results in substantial waste
costs for a company. The key objectives in rotational molding are to obtain products, from one
batch to another, with desired characteristics consistently while avoiding incomplete sintering or
degradation due to extended overheating. Minimized wastage requires a quality control framework
capable of compensating for lot-to-lot variance in the properties of the initial charge, and determining
process ‘recipes’ meeting user-specified bounds on the quality variables, especially in for cases like
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the rotomolding example where the quality variables are not available for measurement during the
process [2].

One approach to achieving the objectives is to develop a first-principles/physics-based model that
will predict the evolution of the process variables based on candidate input variables. That model can
be used to design a controller to achieve an on-spec product. Realistic incorporation of heat transfer,
discrete particle dynamics and polymer rheology for this first-principles approach necessitate a very
complex model structure with a high number of parameters. As is often the case, the development
of a realistic mechanistic model is a difficult task, and even if developed, might be very challenging
to maintain, or to use for optimization and control. Thus the first principles model-based model
predictive control (MPC) [3–5] implementations remain elusive for rotomolding control.

In the absence of good first principles model, rotational molding processes have utilized
recipe-based open loop policy. Thus, input trajectories that could yield a desired product are
determined through a large number of experiments for a new product, yielding high waste rates.
The assumption here is that by repeating previous successful input profiles, a desired product could be
replicated. However, this approach is susceptible to disturbances, and, equally importantly, requires to
be entirely redone for a different set of quality attribute requirements.

Another approach used to partially reject disturbances is trajectory tracking [6]. In this approach,
a key measured process variable (such as the internal mold temperature), is tracked to a predefined
set-point trajectory. However, even perfect trajectory tracking may not yield the desired product
quality because of the possible change in the relationship between the measured/tracked variable and
final quality variable due to varying process conditions across batches.

An abundance of historical data in most industrial processes has motivated the development
of data-driven modeling and batch quality control approaches. Partial least squares (PLS) is one
of the most popular and widely used batch process modeling methods. These models capture the
essence of the process dynamics in a projected (lower) dimensional space known as latent space [7,8].
colorredThe PLS model structure resembles linear time-varying (LTV) models. These models predict
deviations from mean past trajectories and relate to differences in final product quality. The PLS based
modeling approach requires the batches to be of the same duration, which is seldom a case in practice.
The remedy is to recognize an appropriate alignment variable for the training and validation batches.
While this problem can generally be handled in the context of process monitoring, or control of fixed
length batches, the use of these techniques for batches where the batch duration itself could be a
decision variable, remains challenging.

More recently, data-driven model designs for continuous processes [9–11] were adapted and a
subspace identification based batch modeling and control approach was proposed [12]. Here, the past
batch database is used to determine a linear time-invariant (LTI) state-space model of the batch process.
The approach, in order to capture nonlinear process dynamics, draws on utilizing a high number of
‘states’ as required. The merit of this approach lies in its ability to accommodate batches with variable
duration without the need for batch alignment, as demonstrated through varied applications [2,12–15].

In a recent work [2], this approach has been used for rotomolding to achieve desired product
quality specifications. The results [2] demonstrate the efficacy of the approach in terms of achieving
improved product quality in validation batches, and the capability to achieve a specified product
by expressing appropriate weights on the quality variables in the objective function of the resultant
MPC optimization and control implementation. In practice, the rotomolding operation often has to
grapple with minor yet significant raw material variability, manifested as varying flowability of the
input charge from one molded part to another. The other challenge with the former approach [2] of
indirectly enforcing quality requirements through the objective function is that a careful design of the
objective function is required. The practitioner has to identify the desired batches from historical data
and decide on the weights in the objective function such that minimization/maximization of quality
variables will result. A much more intuitive, practical and desirable way for the practitioner to specify
quality is through placing constraints on the quality variables.
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Motivated by these considerations, this work presents a subspace identification based modeling
and control approach for handling user-specified quality through constraints and demonstrates
explicitly the ability to reject raw material variability in a rotational molding process. For the presented
study, the raw material variability observed in practice is replicated in this case by blending the
matrix polymer resin with a near-similar resin with slightly different flow properties. The rest of the
paper is structured as follows: Section 2 describes the rotomolding process and reviews the batch
subspace identification approach. The proposed MPC design is presented in Section 3 and closed-loop
experimental results presented in Section 4. Finally, a few concluding remarks are made in Section 5.

2. Preliminaries

In this section, a brief overview of the rotational molding process used in this work and
batch subspace identification based process modeling technique is given. This section forms the
basis for the proposed novel MPC design and corresponding closed-loop results presented in
Sections 3 and 4 respectively.

2.1. Rotational Molding

In this work, a high density powder (ExxonMobilTMHD 8660.29, Imperial Oil, Sarnia, ON, Canada)
and a linear low density polyethylene powder (ExxonMobilTM LL 8460.29, Imperial Oil, Sarnia, ON,
Canada) were utilized. Both resins were donated by Imperial Oil Ltd. The melt flow index (MFI) of
HD 8660.29 is 2 g/10 min, while the MFI of LL 8460.29 is 3 g/10 min. Both MFI were tested with
a standard weight of 2.16 kg according to ASTM Standard D1238-13. The melt temperature of HD
8660.29 and LL 8460.29 are 129 ◦C and 126 ◦C respectively, according to the vendor.

The samples were prepared using a laboratory-scale uni-axial rotational molding machine
(see Figure 1, McMaster University, Hamilton, ON, Canada) with a custom LabVIEW program
(National Instruments Corporation, Austin, TX, USA) for setting the inputs to the system. The input
includes power to the left and right panels of the oven heater and the compressed air supply, with the
measured variable being the internal air temperature profile inside the mold. The internal temperature
was monitored using a K-type thermocouple mounted in the center of the mold, while heater
temperature was monitored by similar thermocouples mounted against the respective panels. For every
batch, a charge of 100 g of HD 8660.29 (matrix resin) or HD 8660.29 blended with a small fraction of
LL 8460.29 was loaded into the mold. The mold was then closed and rotated at a constant speed of
4 RPM (rotations per minute). The oven was heated to 300 ◦C and lowered from above to surround the
mold. A MATLAB (The Mathworks Inc., Natick, MA, USA) script was run to control the trajectory of
the internal air temperature. After the mold reached the optimal number of control steps determined
by the proposed approach, the oven was removed and a stream of forced air applied at a speed of
2.5 m/s was used to cool the mold to 80 ◦C (internal temperature). Thereafter, the sample is taken out
of the mold for further characterization. The final dimensions of the mold were a 90 × 90 × 3 mm cube
though only the four peripheral walls are coated with polymer during processing. The measurement
technique for the quality variables is described in the next section.

2.1.1. Surface Void Analysis

The quality of a molded part is determined based on the completeness by which the polymer
particles sinter together during heating. Both the strength and appearance of the part are related to this
factor of processing. One measurable quality parameter to assess the completeness of sintering is to
visually inspect the molded wall for voids. To highlight the surface voids of an otherwise white-colored
sample, a low viscosity lubricant containing a mixture of copper and graphite particles was rubbed
onto one of the faces of a sample, with the excess lubricant removed using a paper towel. An image of
the face is taken using a digital camera and image analysis software was utilized to estimate the void
area for a 40 × 40 mm section. The sinkhole area was calculated by dividing the void area by the area
of the section (1600 mm2). Figure 2 shows the processed image of a product with a sinkhole area of

191



Processes 2019, 7, 610

0.2%, 2%, and 3.95%. A good product is often expected to have the smallest void area which suggests
completeness of sintering and thus better appearance and impact properties of the product.

Figure 1. Experimental setup for the rotational molding.

(a) Product with a sinkhole area
of 0.2%

(b) Product with a sinkhole area
of 2%

(c) Product with a sinkhole area of 3.95%

Figure 2. Surface void analysis.

2.1.2. Ultrasonic Spectroscopy

While mechanical testing can destructively test the quality of a part for completeness of sintering,
new non-destructive methods based on acoustics are gaining acceptance and this study sought to
maximize the possibility of data collection related to the rotomolding process. Ultrasonic testing for
one of the faces of the uncut sample was carried out using the same setup as reported in previous
studies [16]. The acoustic transducers (R15a, resonant and F30, broadband by Physical Acoustics,
Physical Acoustics Corporation, Princeton Junction, NJ, USA) were attached to the face of the sample
using high vacuum grease (Dow Corning), being kept 55 mm apart. A series of signals were emitted
successively between 135 to 165 kHz in 1 kHz steps. Each signal propagated through the sample
and was recorded at a rate of 4 MHz using a data acquisition system by National Instruments.
The detected signals were converted to the frequency domain using a fast Fourier transform and
combined into a single spectrum. This quality variable corresponded to the maximum amplitude
(from all 31 signals emitted).
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2.1.3. Impact Test

Samples were cut and frozen at −40 ◦C for 24 h in preparation for dart impact testing. The initial
falling dart height was selected at 0.762 m (2.5 ft) and moved using the staircase method based on
whether the sample failed from impact at its current height. A standard dart weight of 6.804 kg (15 lbs)
was utilized for this test. If the sample failed, then the height of the dart is decreased by 0.1524 m
(0.5 ft), whereas if the sample did not fail, then the height of dart should be increased by 0.1524 m.
The impact energy was calculated based on the height where 50% of the samples failed (each face of
the mold being used for analysis from each batch, thus resulting in four measurements, to ultimately
yield an average value).

2.1.4. Rheology

As any polymer is heated, it experiences thermal damage. Initially, the harm is minor but as time
progresses, the damage can significantly affect physical properties. During rotational molding, this
degradation proceeds over the course of molding a part and at a certain period of time, the benefits to
complete sintering are offset by the damage to the polymer. Degradation of a Sample was monitored in
this study by measuring resin viscosity using a 25 mm parallel plate rheometer (DHR TA Instruments,
TA Instruments, New Castle, DE, USA). A frequency sweep test was implemented at a strain of
0.15 covering shear rates between 0.1 to 200 s−1 for a temperature of 190 ◦C. Three tests are performed
per sample to account for measurement variation. The data was fit using the Cross model as shown in
Equation (1) using the TRIOS instruments software (TA Instruments, New Castle, DE, USA):

η = η∞ +
η0 − η∞

1 + (Cγ̇)m (1)

Here, η is shear viscosity, η∞ is the infinite-shear viscosity parameter, η0 is the zero-shear viscosity
parameter, C is the Cross time constant, γ̇ is the shear rate constant and m is the Cross rate constant.
In this work, only the zero-shear viscosity was considered as the representative quality parameter for
thermal degradation. Other parameters were not evaluated in the quality model.

2.2. Subspace Identification Approach for Batch Processes

To obtain a desired product quality consistently across batches, a model based control framework
is necessary. This requires a good process model capable of predicting the process and quality variable
evolution for a candidate input sequence. In our proposed approach, we achieve this by first identifying
a dynamic model for predicting the internal mold temperature given a candidate heater power and
compressed air flow rate profile. This model is then augmented with another model that captures the
relationship between the final quality and the end point state prediction of the dynamic model.

In the present work, a deterministic subspace identification algorithm, adapted for batch processes,
is used to identify the dynamic process model. The deterministic identification problem is that
of determining the order n and system matrices of a state space model given input and output
measurements. The identified model takes the following form:

xd
k+1 = Axd

k + Buk, (2a)

yk = Cxd
k + Duk, (2b)

where A ∈ R
n×n, B ∈ R

n×m, C ∈ R
l×n, D ∈ R

l×m are the associated system matrices and are
determined up to within a similarity transformation.
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Subspace identification methods are non-iterative in nature and compute the unknown parameters
using matrix algebra (see, e.g., [17,18]) which distinguishes them from classical system identification
approach (see, e.g., [19]). A number of algorithms have been proposed in subspace identification among
which some of the most prominent ones include canonical variate analysis (CVA) [20], numerical
algorithms for subspace state space system identification (N4SID) [21] and multivariable output error
state space algorithm (MOESP) [22]. These algorithms differ only in the weighting of the matrix used
at the singular value decomposition step as shown in [23]. However, these algorithms were designed
primarily for continuous processes (see, e.g., [11,24,25]). Thus, the training datasets are obtained
through identification experiments carried around a desired steady-state condition. This facilitates
straightforward construction of Hankel matrices within the subspace identification algorithm.

In contrast, in a batch process data is collected from multiple batches with the objective of
identifying a model for the transient dynamics of the process. For instance, consider the output
measurements of a batch process denoted as y(b)[k], where k is the sampling instant since batch
initiation, and b denotes the batch index. The output Hankel matrix for a batch b is given by:

Y
(b)
1|i =

⎡
⎢⎢⎢⎣

y(b)[1] y(b)[2] · · · y(b)
[

j(b)
]

...
...

...

y(b)[i] y(b)[i + 1] · · · y(b)
[
i + j(b) − 1

]
⎤
⎥⎥⎥⎦ (3)

The key question then is how to appropriately utilize data from multiple batches. In essence, the
significant difference in the structure of data collected in batch processes, in comparison to continuous
processes, calls for specific adaptation of the batch database and subspace identification algorithms.
A naive concatenation of the historical batches data into one ‘continuous’ data-set would result in
the incorrect assumption that starting point of one batch is similar to the previous batch’s end-point.
The solution is to construct a single pseudo-Hankel matrix for both input and output data such that it
recognizes the batch nature of the data. This is done by constructing pseudo-Hankel matrices of the
following form [12]:

Y1|i =
[
Y
(1)
1|i Y

(2)
1|i · · · Y

(nb)
1|i ,

]
(4)

where, nb is the number of batches used for training. Similarly, pseudo-Hankel matrices for input data
are formed. This method does not require batches to be of same duration and thus mean-centring
around nominal trajectory or calculation of an alignment variable are not required. This is in contrast
to the time-dependent modeling approaches such as PLS.

Past the formation of the pseudo Hankel matrices, the deterministic algorithm presented in [26],
and appropriately adapted in [12] is used for modeling of the rotational molding process. Note that in
principle, the batch subspace identification algorithm discussed above can be used with appropriately
adapting existing subspace identification algorithms. After obtaining the state trajectories, the system
matrices are estimated using ordinary least squares (see [27] for detailed discussion of the algorithm).

2.3. Model Identification

The current lab scale rotational molding process consists of three inputs and one output variable.
Control action for two heaters and a compressed air supply constitutes the process manipulated inputs
while mold internal temperature is the measured output. For the model identification, a database
consisting of 10 different batches is used. The database is segregated into training and validation
batches, utilizing seven batches for training, while keeping the remaining three for validation purposes.
As evidenced by the validation test, the training batches provide a sufficiently rich data set for model
identification. The richness is due to the variation in the heating cycle time across batches thereby
covering a large enough operating space for the process. A model only for the heating cycle is identified
in this work. No control action was active during the cooling phase.
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Subsequently, a state-space model of order two was identified using the proposed approach as
discussed in Section 2.2. The model order was selected to ensure good prediction of the internal mold
temperature in the validation batches. The open-loop model predictions for one of the validation
batches was as shown in Figure 3. Model predictions from 70th, 75th and 85th sampling instants are
shown. It can be observed from the figure that as the batch progresses, more data becomes available
which results in improved model predictions.

10 20 30 40 50 60 70 80
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40

60
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100

120

140

160

180

200

220

Temperature

Batch Data
Lueberger Observer
Model Prediction

Figure 3. Model validation on a ‘new’ batch (heating phase only).

The identified state-space model alone is not sufficient to predict the quality of the finished sample
at the completion of batch. For this, it is augmented with a least squares based linear quality model
obtained by relating the terminal states of the state-space model to the quality measurements of the
training batches (see Table 1) as follows.

Qt f = L̂mx[t fheat
] + e, (5)

where Qt f denote quality measurements at the termination of batch at time t f , L̂m is the matrix
relating the terminal states to the terminal quality, x[t fheat

] are terminal states of the subspace model
(i.e., at completion of the heating cycle at time t fheat

) and e represents white noise. The predictions
for the validation batch using the identified quality model are as listed in the Table 2. It can be
observed that the predictions in general improve as batch progresses and are close to the actual values.
In summary, the state space model together with this quality model completely describes the dynamics
of the rotomolding process. Note that in this work internal mold temperature prediction alone formed
the criterion for order selection of the state space model. An alternative is to incorporate the quality
model predictions as well in the decision making.
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Table 1. Quality measurements for training batches.

Batches Q1 Q2 Q3 Q4

Batch 1 4.42 19.27 5.70 3596
Batch 2 5.46 5.43 5.18 4260
Batch 3 4.15 4.90 5.70 4276
Batch 4 5.41 4.59 5.70 4230
Batch 5 4.30 4.15 4.67 4441
Batch 6 3.88 4.31 4.15 4377
Batch 7 4.78 4.65 4.67 4387

Table 2. Quality measurements predictions for validation batch.

Batches Q1 Q2 Q3 Q4

Actual 1.45 17.30 5.18 4681
Predicted (t = 70) 4.5 16.3 6.10 4740
Predicted (t = 75) 4.1 14.5 5.5 4296
Predicted (t = 85) 4.1 15.3 5.5 4292

3. Model Predictive Control Design for Rotational Molding Process

The state space model along with the quality model, as described in the previous section, results
in a model capturing the process dynamics sufficiently well. The second step in data-driven modeling
and control approach is then to incorporate this data-driven model with an MPC scheme to achieve
desired product quality. A primary requirement on the model, for it to be suitable in MPC, is its
ability to make reasonable prediction of the process evolution. In our proposed approach, good model
predictions are direct function of the initial state estimates and the state-space (and quality) model
matrices. As the initial state information for a new batch is not available upfront, the approach requires
state estimation during initial operation of the batch. To achieve this, a PI controller is used till the
internal mold temperature reached 130 ◦C, a predefined threshold in this work. During this phase,
control actions for the two heaters and the compressed air supply are obtained by set-point tracking of
the two oven temperatures (fixed at 300 ◦C). Subsequently, a state estimator (a Luenberger observer in
the present manuscript, see Equation (6)), is run to obtain state estimates. During this phase of the
controller design, essentially the mechanism obtains information regarding the phenomena of heating,
adhesion and melting of the powder in that particular batch. Once a reasonable state estimate has been
obtained (gauged by the accuracy of the estimated output), the controller is switched to MPC which
uses the state information to appropriately control the rest of the sintering (heating) phase. A standard
Luenberger observer takes the following form:

x̂[k + 1] = Ax̂[k] + Bu[k] + L(y[k]− ŷ[k]), (6)

where L is the observer gain and is designed based on the user specified eigenvalues of (A − LC).
These are chosen to ensure (A − LC) is stable (within the unit circle). In MATLAB, this can be achieved
using the place command.

In batch operations, the control objective and the manner in which the control horizon evolves are
very different in comparison to continuous operation. This requires appropriate controller design for
batch processes. Further, in rotational molding control, the length of the heating cycle and thus the
batch duration is also a decision variable in the MPC controller design.
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The control action was computed and implemented every 10 s through the MATLAB-LabView
interface. At a sampling instance l, the optimal input trajectory till the end of the batch was obtained
through solution of the following optimization problem:

min
U f ,l f

βQ̂t f [l f − l] (7a)

s.t. Uj,min ≤ u f [k] ≤ Uj,max, ∀ 0 ≤ k ≤ l f − l (7b)

|u f [0]− u[l − 1]| ≤ δ, (7c)

|u f [k]− u[k − 1]| ≤ δ, ∀ 1 ≤ k ≤ l f − l (7d)

x̂[0] = x̂[l] (7e)

l f ∈ {tswitch + 300, tswitch + 350, tswitch + 400} (7f)

ΛQ̂t f ≤ Γ (7g)

x̂[k + 1] = Ax̂[k] + Bu f [k] (7h)

ŷ[k] = Cx̂[k] + Du f [k] ∀ 0 ≤ k ≤ l f − l (7i)

Q̂t f = Lmx̂[l f ] (7j)

with,

Q̂ =
[

Q̂1 Q̂2 Q̂3 Q̂4

]T
(8a)

β =
[
1 0 0 1/1000

]
(8b)

Λ =

[
1 0 0 0
0 0 0 1

]
(8c)

Γ =

[
2

12000

]
(8d)

where, U f = [u f [0], u f [1], ....u f [l f − l]] is the decision variable consisting of two heaters and the
air supply control action for the remainder of the batch, l f denotes the heating cycle termination
time. The set of possible termination times, l f is specified in Equation (7f) based on experience.

δ =
[
30 30 30

]T
is the permitted rate of input change specified in Equation (7c) and (7d), and Uj,min

and Uj,max are the specified lower and upper bounds on the manipulated variable (Equation (7b)) with

Uj,min and Uj,max being
[
0 0 0

]T
and

[
100 100 100

]T
respectively. In addition, tswitch denotes the

time (in sec) at which the controller switches to MPC from PI controller. Equation (7e) denotes the
Luenberger observer generated state estimate at the lth instant. Further, Equation (7g) represents the
user-specified constraints on the quality variables. Finally, Equation (7j) specifies the quality model
which predicts the terminal product quality using the terminal states (of the heating cycle) which
in-turn are predicted by the dynamic model as specified in the Equation (7h) and (7i). In Equation (8a),
Q̂1, Q̂2, Q̂3 and Q̂4 refers to the predicted values of the four quality variables namely, sinkhole area
coverage (%), average ultrasonic spectra amplitude (dB), impact energy (Kg.m) and zero-shear viscosity
(Pa–s) respectively.

The above optimization problem is essentially a mixed integer linear program (MILP) but is
instead solved in a brute force fashion as three linear programs using linprog in MATLAB. Thus,
exploiting the limited choices provided for the batch duration, the optimization over the time duration
is simply carried out by comparing the optimal solution corresponding to each specific duration,
and the best solution is implemented. That is, for each of the three candidate batch duration,
the optimization problem is solved, and the objective function evaluated subject to constraints.
Subsequently the best solution is chosen. In essence, for each possible batch termination time,
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a constrained quadratic program is solved. In the present application, only three different values
of batch duration are evaluated, thus the computational complexity remains fairly low. Note that
in principle, higher resolution of the batch end-times could be evaluated, resulting in increased
computational complexity. Given the plant-model mismatch, the resultant benefit might not be
significant, thus motivating the relatively modest exploration of the optimally over the batch duration.
Thus, at each time step, the controller computes a trajectory for the best duration that would yield the
on-spec product, and updates this value as more information is received from the process. Further,
the optimization problem is solved in a hierarchical fashion to guarantee feasibility. First, the original
optimization problem with all the constraints is solved. If the algorithm runs into feasibility issues,
the optimization problem is relaxed by removing the constraint on the quality measurements in
Equation (7g). This relaxed version is guaranteed to find a feasible solution due to the nature of the
problem ensuring an implementable solution. In our experience, the feasibility is always recovered as
the process moves to a new point, and more process output information becomes available. To facilitate
the implementation of the proposed control approach on the lab scale experimental setup, MATLAB is
interfaced with LabView which in-turn interfaces with the sensors and actuators and works as a data
acquisition system.

4. Closed-Loop Experimental Results

The proposed rotomolding modeling and control approach is validated through implementation
on the lab-scale experimental setup. Closed-loop implementations with two different objectives are
carried out. We first illustrate the ability of the controller to deliver an on-spec product, and then
evaluate the ability of the controller to handle raw material variability due to the blending of the matrix
resin with a similar resin with slightly different viscosity (judged by its melt index).

In the first implementation, the efficacy of the controller was investigated on five new batches.
l f in all of these batches were selected as tswitch + 30 by the MPC in the last iteration; however, it selected
other batch lengths as well during the course of control. The feedback control algorithm, proposed in
this work, achieved excellent quality results while meeting the desired product constraints (see Table 3).
The internal mold temperature and input profiles are shown in Figure 4. Note that the constraints
imposed on the quality variables are significantly tighter compared to the training case (Q1 constrained
to be less than 2%—something that is not achieved in any of the training batches, the least Q1 observed
being 3.88%. On the other hand, the control design recognizes that the constraint on Q4 is significantly
larger than that observed in the training batches, and is able to appropriately push the value of Q4

higher than that observed in the training, while still respecting the constraint, in turn allowing the
tight Q1 constraint to be met. This ability of the controller to meet target specifications is significant;
and generally very difficult to achieve in practice (without the use of such a model-based control
design). That is, determining the internal temperature profile (leave alone the heater power and
compressed air flow) that would ensure that quality constraints are met, is a very challenging problem
to address. In contrast, the present modeling and control approach utilizing a combination of a causal
dynamic model and quality model is able to deliver on-spec products consistently.

Table 3. Zero-blend constrained case.

Batches
Q1

≤ 2%
Q2 Q3

Q4

≤ 12,000 Pa–s

MPC Batch 1 1.45 17.30 5.18 4681
MPC Batch 2 2.00 20.30 4.67 7730
MPC Batch 3 0.25 14.03 6.22 4722
MPC Batch 4 1.80 18.80 5.18 4726
MPC Batch 5 1.48 25.20 4.67 5262
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Figure 4. Zero-blend constrained case.

In the second set of batches, the efficacy of the proposed approach to meet user-specified
constraints on product quality under raw material variability is evaluated. In this case the constraints

were changed to another possible requirement by the practitioners defined by Λ =

[
1 0 0 0
0 0 1 0

]

and Γ =

[
2
5

]
. The parameter β in this case was changed to β =

[
1 0 −1 0

]
and l f ∈

{tswitch + 400, tswitch + 450, tswitch + 500}. The rest of the MPC problem was identical to the previous
case. The product qualities obtained for this case are listed in Table 4. The internal mold temperature
and the input profiles for one of the blends are shown in Figure 5. Again, for all the blends, going up to
10% blending, the controller consistently achieves on-spec product. Note that the initial period of state
estimation, where the control design ‘learns’, i.e., the estimation of the state of the system is influenced
by the dynamics observed in the current batch. This, together with the feedback element, allows the
controller to reject the induced raw material variability while achieving the on-spec product.

Table 4. Constrained case with varying blends.

Batches Blending %
Q1

≤ 2%
Q2

Q3

≥ 5 Kg·m
MPC Batch 1 2 0.15 27.63 6.22
MPC Batch 2 2 0.11 29.07 5.70
MPC Batch 3 4 0.11 25.90 5.70
MPC Batch 4 4 0.06 26.12 5.70
MPC Batch 5 6 0.15 27.89 5.70
MPC Batch 6 6 0.09 27.48 5.70
MPC Batch 7 8 0.11 25.93 5.70
MPC Batch 8 8 0.17 27.16 5.18
MPC Batch 9 10 0.12 27.56 5.18
MPC Batch 10 10 0.18 26.93 5.70
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Figure 5. Varying blends constrained case.

Remark 1. In the present application, the focus was on achieving on-spec product as specified by constraints on
the quality variables and demonstrate effective rejection of raw material variability. Thus, other considerations,
such as smoothness of input moves were not included in the control design. One could include these considerations
explicitly in the control design, and implement these either via appropriate constraints on the rate of input
change or putting penalties on the rate of change of input variables in the objective function.

Remark 2. Note that the present results demonstrate the ability to model the complex dynamics with the power
to the two heaters and the cooling fan being treated as three separate inputs. In reality, all three inputs result
in a unified heating/cooling effect. The success of this approach also suggests that alternatively, at the model
identification step, a principle component analysis can be carried out to reduce the three inputs to one effective
input (the principle component representing the heating/cooling). Then model identification step can be set
up to use that principle component as part of the modeling process and in turn in the MPC controller. In yet
another alternative, the two heaters could be reduced to one input, and the cooling input could be kept separate,
and finally an MPC can be designed that focuses on achieving the desired product while minimizing resource
usage. Thus, the cost of various inputs could be directly accounted for in the control calculation to design an
economic MPC to enable production that directly maximizes profit. In this fashion, regional effects such as costs
of electricity could be directly accounted for in the control calculations.

Remark 3. From an industry practitioner’s point of view, it is important to meaningfully visualize the evolution
of the process during the operation. It serves two purposes: (a) visualize the performance of the identified process
model in the changing process conditions to assess any need for model update (for instance, see [28]), and (b)
predict the evolution of product quality during the batch operation to gauge the possibility of achieving the
desired product given a resin. If the monitoring approach determines that the given resin simply cannot yield the
desired product, then the particular batch may be terminated early to prevent waste of additional resources.

Remark 4. The modeling approach proposed in this work results in a linear dynamic state space model coupled
with a static quality model. The use of this model within an optimization framework results in a convex problem
which is easy to solve. When implementing this approach in a commercial setting, the structure of the model will
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still be same. Therefore, the strategy would directly scale up for commercial use as the computations for control
moves will still be tractable.

Remark 5. In another work [1,29], the authors explored the possibility of using acoustics data, collected by
performing ultrasonic tests on the mold, as an alternative to destructive methods for quality assessment. Future
work will also focus on integrating more detailed acoustics data with our modeling approach for modeling and
control of the product quality.

5. Conclusions

In this work, a data-driven modeling and control framework is developed capable of handling
the problems of uniquely specifying and robustly achieving user-specified product quality in an
experimental uni-axial rotomolding process. To this end, a subspace state-space model of the process
is identified from historical data which predicts the evolution of the internal mold temperature from
a given set of input profiles. This dynamic model is further augmented with a static quality model
relating its terminal state predictions with key quality variables. The overall model is then deployed
within an MPC scheme that enables achieving on-spec products based on the specified limits on
the quality variables along with rejecting the raw material variability. The natural raw material
variability observed in the industry is replicated in the pilot experimental setup by blending, in various
percentages, the matrix resin with a slightly different one. The experimental results corroborate the
ability of the proposed control framework to reject raw material variation and achieve desired product
quality specified through explicit constraints on quality variables.
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Abstract: Background—Polymer rapid tooling (PRT) inserts for injection molding (IM) are a
cost-effective method for prototyping and low-volume manufacturing. However, PRT inserts lack the
robustness of steel inserts, leading to progressive deterioration and failure. This causes quality issues
and reduced part numbers. Approach—Case studies were performed on PRT inserts, and different
failures were observed over the life of the tool. Parts molded from the tool were examined to further
understand the failures, and root causes were identified. Findings—Critical parameters affecting the
tool life, and the effect of these parameters on different areas of tool are identified. A categorization
of the different failure modes and the underlying mechanisms are presented. The main failure
modes are: surface deterioration; surface scalding; avulsion; shear failure; bending failure; edge
failure. The failure modes influence each other, and they may be connected in cascade sequences.
Originality—The original contributions of this work are the identification of the failure modes and
their relationships with the root causes. Suggestions are given for prolonging tool life via design
practices and molding parameters.

Keywords: rapid tooling; additive manufacturing; failure modes; injection molding

1. Introduction

1.1. Background

New product development (NPD) is a key success factor for growing organizations, as they are
constantly re-engineering and developing new products to stay competitive [1,2]. Transitioning new
products from the research and development (R&D) stage to the prototyping stage, and finally to the
manufacturing stage is a common problem for organizations of all sizes [3]. The stages of NPD from
an engineering perspective are shown in Figure 1.

Figure 1. Stages of a new product development (NPD) process from an engineering perspective.
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The middle phase of the NPD process highlighted in Figure 1 is often the most difficult phase,
due to cost and time constraints; especially for innovative start-up firms and small organizations [4].
In the case of polymer products, injection molding (IM) is one of the most widely used polymer
processing techniques. Conventionally, IM tools are machined out of blocks of steel, aluminium,
or copper–beryllium alloys, and the choice of mold material is dependent on factors such as the
molding material, the complexity of the part, the required life, and the available budget [5–7]. In cases
of low-volume production, the capital cost of the injection molds is the largest cost component of
an injection molded part, followed by the molding material and the processing costs [8]. Complex
product geometry requires complex tooling, which increases the cost and lead times if manufactured
by conventional methods, which does not work well for keeping the costs of prototype tooling
low [6,9]. Hence, the NPD process for injection molded parts typically faces issues (delays) during the
prototyping and testing phases. Since more than 35% by weight of all polymers is by IM, the highest
demand for low cost tooling is from the IM industry [8]. To stay competitive, industries are looking
to reduce the wastage of raw materials, shorten product lead times, and eliminate the need for
expensive tooling [10]. In the above situations, industries increasingly turn to additive manufacturing
(AM) to solve these challenges via direct part production [11]. However, there are disadvantages:
lack of material availability; varied material properties; inaccurate representations of the final part;
poor surface finish. For accurate evaluations of a prototype, industries prefer to manufacture prototypes
by using the same materials and the same process as the final part. In such situations, industries may
use rapid tooling (RT).

1.2. Polymer Rapid Tooling (PRT)

RT is a process that uses AM techniques to build tools at low cost. RT negates the need for
complex conventional machining operations and direct labor, and instead uses an additive approach of
building objects layer by layer [12,13]. The initial push for developing objects quickly without the need
for complex tooling came from the American automotive industry [14]. RT involves both the use of
polymer and metal AM systems. However, the cost of metal AM systems and operating consumables
are significantly higher than polymer-based AM systems. Rapid Tools built using polymer AM systems
are referred to as polymer rapid tooling (PRT). Fluid-based AM processes such as Stereolithography
(SLA) and Material Jetting (MJ) are the most commonly used processes for manufacturing PRT inserts
for injection molding. Selective laser sintering (SLS) and fused deposition modelling (FDM) have also
been used, but not as commonly as the fluid-based AM processes [15].

1.3. Failure of Polymer Rapid Tools

This section deals with the various types of failures, and their causes as presented in the literature.
Most of the failures were classified as mechanical failures that occurred due to high injection pressure
and higher melt temperature. The second most common reason of failure was due to insufficient draft
on the walls of the tool. Several suggestion have also been identified by authors to improve tool life
and to avoid failure.

1.3.1. Failures Due to Mold and Melt Temperature

The first PRT inserts made using SLA technology were not robust, and they failed during the
start-up of the injection molding process; they had a very low thermal conductivity, which caused
thermal degradation, and resulted in mechanical failure [16]. The life of a PRT insert is largely
dependent on the resin being molded, and the molding parameters in use [17]. The co-efficient of
thermal expansion in polymers varies with the temperature; at temperatures above the glass transition
temperature (Tg) of the material, the co-efficient of expansion increases significantly. This causes the
mold to expand drastically and sometimes fail [18]. Adjusting the process parameters to keep the
tool temperature below its glass transition temperature (Tg), to avoid softening of the tool, is one
suggested solution to avoid such failure [19]. However, this solution is only possible if the molding
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polymer allows a lower mold temperature; for polycarbonates requiring higher mold temperatures,
it is not applicable.

1.3.2. Failures Due to Injection Pressure

Failure typically occurs after several shots. Since the shear and bending forces induced by IM
should not increase, it is therefore suggested that failure occurs due to a change in the mechanical
properties of the tool [16]. PRT inserts were seen to be deforming and failing catastrophically, due to
the pressure exerted by the molten polymer during the injection and packing stages of the molding
process [20]. Inserts tend to fail if the stresses created by the flowing polymer are more than the yield
strength of the tool at that temperature [21]. The injection of the polymer is also known to cause
stresses on features, which may lead to crack propagation and the eventual failure of the insert [22].
Static friction between the polymer mold and part determine the ejection force, and the static friction
increases with an increase in the mold surface area. Cooling cycles can determine the amount of
shrinkage, and thereby the ejection forces as well; higher ejection forces will lead to tool wear and
gradual failure [17]. The surface roughness of molds plays an important role in the ejection forces;
small build-up layers and high gloss-finished molds experience smaller ejection forces [23]. There is
also a possibility of surface smoothening over the life of molds which can be good for tool life, but they
can lead to excessive flashing. 3D-printed tool designers have recommend having draft angles of
about 5% in polymer molds for the ease of ejection of parts; higher draft angles will lead to easier part
ejections [24].

1.4. Opportunities for Development

SLA-based materials such as Accura Bluestone® from 3D systems [25], and Somos® Perform from
DSM [26], are more suited for produce PRT inserts than the MJ materials, such as Digital ABS and
Visijet M3-X reported in this paper [27]. These materials contain reinforcement, and they have better
thermal performance. However, the cost of the AM machines that are required to print these materials
is high, and is generally not accessible to smaller industries. The journal literature for polymer-based
RT is predominantly based on the SLA process, and it lacks data for other processes such as MJ
and FDM.

The cost of the AM machines and material used in the MJ process are significantly lower compared
to the SLA process. Hence, there is still a place for RT tools that are printed via the MJ process.
This is especially for start-ups and small organizations, where keeping costs low is one of the biggest
challenges. Currently there is ongoing work into the use of the MJ process to create low-cost PRT
inserts, and methods for strengthening the PRT inserts. The application of metal layers (coatings)
onto the PRT inserts has been suggested to improve their properties, such as wear resistance and
hardness [28,29]. Compositing FDM parts with high-strength resins filled into the voids printed has
also been known to improve the strength of the PRT inserts [30]. However, PRT inserts made from
the MJ process tend to fail abruptly, and they have life issues. The life of these inserts is dependent
on factors that are not very well documented. Understanding the failure modes and the possible
causes of failure, and developing a process to prolong the tool life can be quite beneficial for creating
low-cost tooling.

Therefore, this paper focuses on the categorization of failures that occur during the injection
molding process, using PRT inserts manufactured by the material jetting technique.

1.5. Aim

PRT inserts lack the strength and robustness of conventional steel and aluminium inserts, and
they typically only last for 50–100 shots before the surface starts deteriorating, and features on the
insert begin to fail. The materials for PRT inserts made from the MJ process are cross-linked polymer
systems (thermosets). These do not necessarily have a melting temperature, but instead have a glass
transition temperature (Tg). Digital ABS®, the most commonly used material for PRT, has a Tg of 53 ◦C.

205



Processes 2019, 7, 17

The current industrial trend is to use PRT inserts to mold polymers with relatively low processing
temperatures of about 150–200 ◦C. These include commodity resins such as polypropylene (PP),
acrylonitrile butadiene styrene (ABS), and polystyrene (PS). These resins have a good melt flow index,
and they require mold temperatures in the range of 45–50 ◦C which is below the Tg of Digital ABS®.
Lexan-943-A® is a resin that is commonly used by the aerospace industry for cabin interiors. However,
the mold temperature that is required for molding Lexan-943-A is 80–95 ◦C, which is higher than
the Tg of Digital ABS®, and the processing temperature is in the range of 285–315 ◦C. This presents a
challenging opportunity to develop a process that would help in achieving low volume production
(10–100 parts) of aerospace cabin interior parts (polymer) using PRT inserts.

The main aim of this study was to identify and categorize the different failures that occur in a PRT
insert when it is used for injection molding resins with processing temperatures of above 275 ◦C. We are
particularly interested in analyzing real-world components, and determining the best practices for
users. An understanding of failure modes and the underlying mechanisms will help with predictions
of tool failure, and assist with improvements in the operating life of PRT inserts.

2. Materials and Methods

We applied a case study methodology to real production parts. Three case studies were performed,
of progressive complexity, both in terms of molding and part geometry. The first case study was a
standard test specimen used for flame and toxicity testing in the aerospace industry; the geometry was
flat and did not involve any complex features. The challenge in case study 1 was to completely fill the
mold without damaging the PRT insert. The second case study was an electronic enclosure used in
the navigation industry; the geometry was complex, as it had features such as thin walls, bosses, and
ribs. The third case study was a finger guard used in the aerospace industry; the mold geometry did
not have a flat parting line, and had walls with no draft on them. The complexity in case study 3 was
to avoid scalding of the tool due to the lack of air vents. The details of the case studies are shown in
Table 1.

Table 1. The type of part, and the reason for each of the case study.

Case Study Type of Part Reason for Study

Case Study 1 Standard Flame Test Specimen Feasibility Testing
Case Study 2 Electronic Enclosure Understanding Failures
Case Study 3 Aircraft Interior Part Improving Tool Life

In all of the case studies, the molding was been performed with an aerospace resin: Lexan 943-A.
The key issues are that the mold temperature required for processing Lexan 943-A is higher than the
Tg of the PRT material. Hence the mold is operating under conditions of extreme thermal overload.

The case studies were devised based on a progressive regime of improving the tool life of PRT
inserts. The findings from how the failures occurred in case study 1 were used to inform the design
of case study 2, etc. For example, case study 1 gave important insights into the need to control the
injection pressure to avoid failure at first shot, and case study 2 gave insights into the cooling time.
The PRT insert from case study 1 that had failed on the fifth shot was examined; the runner wall
had sheared, due to the incoming melt pressure. For case study 2, we used a low injection pressure,
and built it up over each shot, until the pressure was sufficient to fill the cavity. The mold surface
and features were examined after each shot, for any potential defects. If any defects such as chipping,
erosion, or cracks were observed, the parameters for that shot were highlighted. Shot size, melt
temperature, and mold temperature were all kept constant; the injection pressure was increased until
it was sufficient to fill approximately 85% of the mold. Examinations were done on the failure regions
to determine the type and cause of the failure.

The process for setting up each case study, and for extracting failure insights is shown in Figure 2.
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Figure 2. Process workflow.

The different failures observed in the PRT inserts occurred at different times during the molding
cycle. We identified the shot number, during which we first observed the signs of each failure type.
Each part was inspected to detect failures, and likewise the tool. We continued the molding process,
while the tool damage was minor (surface deterioration, surface scalding, bending), and terminated
the test when catastrophic tool failure occurred.

2.1. Case Study Setups

2.1.1. Case Study 1—FAR Test Specimen

The flame and toxicity testing for aerospace parts are performed, according to the standard
tests specified in Federal Aviation Regulation (FAR) 25.853 and FAR 25.855. FAR 25.853 requires the
standard test specimen to be manufactured via the same process as the final part. The part chosen for
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this case study was a standard test specimen used for the vertical Bunsen burner test for cabin and
cargo compartment materials. It is a flat rectangular plate (304.80 × 50.80 × 2.56 mm), and the solid
model that was used for printing the core insert is shown in Figure 3.

Figure 3. Solid model of the cavity insert used for printing.

SOLIDWORKS 2016® was used to design the core and cavity inserts. The inserts were printed on
a Stratasys OBJET 350 Connex 3 Polyjet Machine. Digital ABS® was the material that was used for
printing the inserts with a 30-micron layer height setting, and glossy print mode was used. The inserts
were fitted into a standard master unit die (MUD) base, and a 230-ton TOYO IM machine was used.
No post-processing was done, other than water jet cleaning of the inserts to remove the wax support
material. The process parameters used for injection molding is shown in Table 2.

Table 2. Process parameters recommended vs used, for case study 1.

Parameter Value

Resin Manufacturer Sabic Innovative Plastics
Resin Name Lexan 943-A
Resin Type Polycarbonate/Amorphous

Mold Temperature 80 ◦C
Melt Temperature 310 ◦C

Maximum Injection Pressure Set 180 MPa
Maximum Pressure Used 146.6 MPa

Fill Time 3.2 s
Switchover Point 95% by volume

Highest Temperature of the Melt 289 ◦C
Cooling Time 55 s

Mold Open Time Initially 20 s, was subsequently kept open until the mold
temperature reduced to 80 ◦C

2.1.2. Case Study 2—Electronic Enclosure

Case study 2 represents a part with more complex geometric features, including a boss, thin walls,
and thin core pins; see Figure 4. An aerospace resin Lexan 943-A from Sabic Australia PTY LTD
Melbourne was injected. The part chosen was already in production using a steel insert, and was
used as a reference. The inserts were printed on a Stratasys OBJET 350 Connex 3 Polyjet Machine
from Stratasys, Minnesota, United States. Digital ABS® from Stratasys, Minnesota, United States
was the material used for printing the inserts, with a 30 micron layer height setting and glossy print
mode being used. The inserts were not hand-polished, as there was a risk of damaging the parting
surface. A 450 ton injection molding machine with a maximum injection pressure of 170 MPa was
used. The mold temperature was set at 45 ◦C to keep the tool below its Tg, which is about 53 ◦C.
The recommended mold temperature from the resin supplier was 105 ◦C. Table 3 compares the process
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parameters for the meal molds recommended by the resin supplier, and the parameters used for
the study.

  
Figure 4. Core and cavity insert.

Table 3. Process parameters recommended vs used for case study 2.

Parameter Recommended Value Actual Value Used

Resin Manufacturer Sabic Innovative Plastics Sabic Innovative Plastics
Resin Name Lexan 943-A Lexan 943-A
Resin Type Polycarbonate/Amorphous Polycarbonate/Amorphous

Mold Temperature 105 ◦C 45 ◦C
Melt Temperature 285 ◦C 305 ◦C

Maximum Injection Pressure Set 180 MPa 50 MPa
Maximum Pressure Used N/A 41 MPa

Fill Time 0.87 s 0.55 s
Switchover Point 95% by volume 90% by volume

Highest Temperature of the melt 289 ◦C 311 ◦C
Cooling Time 15 s 45 s

Mold Open Time 30 s
Mold kept open until mold

reduced to the target temperature
of 45 ◦C after every cycle

2.1.3. Case Study 3—Aerospace Part

For case study 3, we used a production part for the aerospace industry; see Figure 5, which shows
the core and cavity insert. The inserts were printed onto a 3D systems ProJet MJP 3600 series printer
from 3D systems, South Carolina, United States. The material used was Visijet M3-X® from 3D systems,
South Carolina, United States. An ultra-high definition (750 × 750 dpi) print mode with a 29 μm layer
thickness setting was used to print the inserts. For post processing, the inserts were placed in an oven
at 100 ◦C for 1 h; they were then cooled and scrubbed with a hot detergent to remove all the wax
(support material).
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(a) (b) 

Figure 5. (a) Core insert for case study 3, fitted inside a master unit die. (b) Cavity insert for case study
3, fitted inside a master unit die. The tool outer diameter is 55 mm.

A modified method of the process parameter settings was used for the initial start-up process.
A Moldex3D flow simulation were used to determine the process parameters. The process parameters
used for the study are shown in Table 4.

Table 4. Process parameters recommended vs used, for case study 3.

Parameter Recommended Value Actual Value Used

Resin Manufacturer Sabic Innovative Plastics Sabic Innovative Plastics
Resin Name Lexan 943-A Lexan 943-A
Resin Type Polycarbonate/Amorphous Polycarbonate/Amorphous

Mold Temperature 105 ◦C 45 ◦C
Melt Temperature 285 ◦C 285 ◦C

Maximum Pressure Set 180 MPa 70 MPa
Maximum Pressure Used N/A 62 MPa

Fill Time 0.5 s 1.2 s
Switchover Point 95% 90%

Highest Temperature of the Melt 315 ◦C 300 ◦C
Cooling Time 10 s 25 s

Mold Open Time 5 s Until the mold temperature after
every shot is reduced to 45 ◦C.

3. Results

Various common failures were identified during the three case studies. We have categorized
the failures into three failure modes: surface failures (crack formation); delamination (crack growth);
feature failure (fracture). The individual failure mechanisms are described below.

3.1. Surface Failures (Stage 1—Crack Formation)

3.1.1. Surface Deterioration/Micro-Spallation

As the molten polymer enters the cavity, it begins to cool, while the PRT inserts begin to rise
in temperature; at a certain stage of the molding cycle, the tool temperature is above the Tg of the
tooling material, which causes the tool to soften. During the injection stage, as the polymer flows,
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there is a constant shear between the molten polymer and the top surface of the tool, resulting in
erosion/spallation of the tool. The erosion tends to increase, with polymers having a low melt flow
index, as they usually require a higher injection pressure. The erosion was microscopic, and could not
be seen by the naked eye on the inserts in between shots, and the tool surface had failed completely by
the end of the production cycle. The surface erosion was detected only when the parts were viewed by
using a microscope. In Figure 6a, the brown protrusions are pieces of the tool material that have been
eroded and stuck to the part, thus creating small voids over the tool surface. Since the tool surface is no
longer flat, the next molded part will have protrusions that are similar to the eroded area. In Figure 6b,
similar protrusions are evident as in Figure 6a, but now they are the same color as the part. The surface
degradation worsened after each shot. A magnified image of the deteriorated surface can be seen in
Figure 6c; the magnified image shows both the protrusions molded from the previous shot in white,
and the brown protrusions are new fragments of the eroded surface from the current shot.

  
(a) (b) 

 
(c) 

Figure 6. (a) Tool material eroded and deposited on the seventh shot from the tool. (b) Protrusions on
the eighth part, due to surface deterioration of the tool in the same vicinity. (c) Magnified image of the
area of the eroded tool surface.

After each molding cycle, the parts were inspected for quality, and once the part showed any
signs of quality defect, we inspected the tool to assess tool damage. No quality defect was identified
for the first six shots. A small area of deteriorated surface was seen on the seventh shot, on the tool
and the part. The surface deterioration worsened after each subsequent shot.
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3.1.2. Surface Scalding

Surface scalding refers to the burning of the tool surface, due to the incoming polymer melt
or the hot air/gases developed during the molding process. This damage mode is characterized by
browning of the tool in small patches, see Figure 7. Since MJ resins are thermosets, they do not melt;
at higher temperatures, they usually degrade. Even though the tool temperature was kept below the
Tg (53 ◦C) of the tooling material before every shot, the tool temperature would rise as the molten
polymer entered the tool. The first two case studies had a planar parting surface, which made it
easier for air vents to be printed, but for case study 3, the part had a curved parting surface, and the
faces were intersecting with the MUD base, and hence, no air vents were printed on the tool. Surface
scalding was not seen in the first two case studies, and was only seen in the third case and lack of air
venting was suspected to be one of the reasons for the tool degradation. In addition, the periphery of
the tool had discolored, and showed signs of scalding. This failure was evident at the 12th molding
shots. This rapidly progressed to catastrophic failure at the 13th shot, as the tool surface material
was removed.

 
(a) (b) 

Figure 7. (a) Surface scalding patch attached to the part in shot 12. (b) Protrusion mold in a similar
area, shape, and size because of the surface scalding, in shot 13. The scalded tool material has adhered
to the part in (a), and hence, the tool has lost material.

3.2. Avulsion/Delamination (Stage 2—Crack Growth)

Once the mold was 95% filled, a second stage (hold) pressure was applied, to force excess melt
into the cavity, to compensate for the shrinkage of the injected polymer. This second-stage pressure
resulted in adhesion between the deteriorated surface of the PRT insert and the part. Avulsion failure
was observed in case study 2 on the core insert; see Figures 8 and 9. The central hole on the core insert
was initially observed to be deteriorating, and as the cracks extended, the part was seen to be avulsing
chunks of material from the insert during each shot.

The insert at this stage was at a higher temperature than the Tg of the tool. We infer that this
causes the tool to lose its strength, and also when the part is ejected; hence, avulsion of the mold
surface may occur. The term avulsion refers to the ripping and peeling of the surface material of a body.
Our proposed explanation is that during the first few shots, surface damage occurs, which leads to
surface cracks (micro-spallation). During subsequent shots, molten polymer enters these micro-cracks
and enlarges them; as the cracks grow, more molten polymer is forced into the cracks before solidifying.
During ejection, this solidified polymer causes layers of the mold to be torn off. Avulsion failure is a
progressive rather than an abrupt failure mode.
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Figure 8. Avulsion failure region on the PRT insert from case study 2. This failure mode is characterized
by progressive peeling of the substrate material. The image shows the catastrophic end-state of
the process.

Figure 9. Molded part showing peeled off tool material from the top surface. This occurred during the
ejection of the part. (Area highlighted is the tool material pulled out).

3.3. Feature Damage (Stage 3—Fracture of Features)

3.3.1. Shear Failure

During the injection stage, the polymer melt is forced into the insert under pressure. The polymer
melt while filling the cavity exerts a force on the mold features, such as walls, bosses, and ribs.
This force is responsible for a stress which, if exceeds the ultimate tensile strength of the material at
that temperature, may result in the failure of the feature. The injection pressure is highest during the
start of the injection cycle, and gradually reduces; this means that the features of the insert that are the
closest to the injection point (gate) are more susceptible to failure. Shear failure was observed during
case study 1 on the runner wall of the PRT insert; see Figure 10. The high melt pressure during the
initial process parameter setup phase caused the wall to shear and cause a catastrophic failure of the
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mold. The wall of the runner sheared off on the first shot, but it did not completely break off from the
mold surface; during the subsequent shots, the wall broke off the mold surface. Figure 3 shows the
wall of the runner that sheared off. This was classified as shear failure, due to the low aspect ratio
(height/thickness) of the wall. This was a critical failure, as it was a runner wall, and we could not
produce any more parts from the insert—it would be unsafe to try. We infer that shear failure may be a
particular risk in areas with low aspect ratio thin walls that are close to the gate (melt entrance).

 
Figure 10. Shear failure of the runner wall (boxed area), due to high injection pressure. See Figure 3 for
the location on the tool.

3.3.2. Bending Failure

A bending failure was observed in case 2; see Figure 11. This feature on the tool was supposed to
create a hole on the part, but the boss feature was broken off the tool after five shots, and all the parts
molded after it had a thick section instead of a hole. Although this made the part functionally defective,
it was not considered a critical failure, as it was still safe to operate the tool. The melt pressure was
causing the boss to bend during the initial filling stage. This eventually led to a crack at the bottom
surface, and failure of the boss in subsequent shots. The boss was situated directly 5 mm in front of the
injection point; this meant that the boss was experiencing the highest pressure of all of the features on
the tool.

The incoming polymer melt during the injection stage exerts a pressure on the front face of
a feature, leading to a deflection; as the melt front reaches the back face of the feature, there is a
reduced pressure difference between the back and front faces, and the deflection of the feature reduces.
This cycle is repeated during each molding cycle, and may be responsible for the development of a
crack, which may eventually lead to a complete failure of the PRT insert. Features with high aspect
ratios (height/thickness) should in principle, be the most vulnerable to bending failure.
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(a) (b) 

Figure 11. (a) Boss feature before molding. (b) Bending failure of the boss feature due to high injection
pressure. See Figure 4 for the location on the tool.

3.3.3. Edge Fractures

The edges of the PRT insert deteriorated with each shot, and small chips of the material were seen
to be eroding from the edges; see Figure 12. This was particularly worse near the areas of the runner
(melt entrance) where the melt pressure was high; the edge deterioration was less on the edges at the
end of the melt flow.

  
(a) (b) 

Figure 12. (a) Chipped edge of the tool caused during the ejection of the part. (b) Chipped corner of
the tool due to injection pressure. See Figure 5 for the location on the tool.

The other reason for the edge failure is the draft on the walls. During ejection, there is constant
friction between the part and the mold walls. The mold during the ejection stage is above its Tg and
has low yield strength. The part while ejecting starts to degrade the surface (erosion) during the early
shots, and results in chipping when there is significant deterioration. An advanced version of the
edge failure was observed in case study 3. During case study 1, edge failure was not considered as
a significant failure, because it did not pose any safety issues, and it was not flashing. However, the
PRT insert in case study 2 was only used for five shots, after which it failed via the shear failure mode.
In case study 3 the tool survived the initial process parameter setup phase, and the edges deteriorated
progressively from the ninth to the 13th shot. During the ejection of the 14th shot, a large shard of
material was pulled out. After this shot, the tool was flashing, due to the failure of the edge that
was on the parting line of the tool. Surface erosion was seen on all of the edges along the flow path,
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and chipping was only seen on edges that had no draft. At the end of the 19th shot, the fracture was
about 5 mm wide, and this was the final failure on the tool.

3.4. Categorization of Failures

Based on the above case studies, and after examining the molds and sectioning the inserts in
the cracked region, we identified a list of common failure modes. The main categories of failure
were identified as: shear failure; bending failure; avulsion; surface deterioration; edge failure; surface
scalding. Table 5 summarizes the types of failure, the probable reasons and the common regions of
occurrence for each type of failure. This table may be useful as a guide for part, tool, and process design.

Table 5. Categorization of failures.

Failure Modes
Type of
Failure

Observed Regions
Possible Root

Causes

Shot Number during
Which Failure Was

First Detected

1

Surface Failure
(Crack

Formation)
1.1 Surface

Deterioration

All over the surface,
higher at the
melt entrance

Low melt
temperature, high
mold temperature

7

1.2 Surface
Scalding

Regions around the
gate and periphery

of the tool

Shear heating,
high tool

temperature, lack
of air venting

13

2 Avulsion
(Crack Growth)

2 Avulsion
Directly in front of
the gate and close

to features

Ejection force,
long cooling cycle,

draft angle
14

3

Feature Failure
(Fracture)

3.1 Shear Failure
Thin walls and
raised features

(low aspect ratio)

High injection
pressure, high tool

temperature,
gate location

3

3.2 Bending
Failure

Raised features, high
aspect ratio

High injection
pressure, high tool

temperature,
gate location

5

3.3 Edge Failure Edges closer to
the gate

Low draft angle,
stress

concentration,
gate location

13

4. Discussion

4.1. Towards a Theory of Failure

We propose that multiple failure mechanisms are operating: thermal degradation of the surface of
the tool material (scalding); crack growth due to creep (surface deterioration); localized tensile failure
of surface (avulsion); crack formation due to applied stresses on the tool features (bending and shear);
crack growth due to the intrusion of pressurized molten material, with subsequent avulsion of tool
material. The failure modes appear to influence each other, and be connected in cascade sequences.

Injection pressure, injection temperature, and mold temperature are identified as major factors
that contribute to the failure mechanisms. The combined effect is a progressive failure that leads to
catastrophic failure after a few molding cycles.

Three phases in the Failure Process.
The results have identified the types of locations where the failures initiate, and the appearance

of the final failure. Generally, the progression shows three stages: crack initiation, crack growth, and
structural failure.
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First stage: Occurrence of surface damage (surface deterioration, scalding), which then results in
a crack. The surface damage occurs due to the tool temperature, melt temperature, and shear heating.
The latter is affected by the injection pressure.

Second stage: Crack growth (avulsion). Once a crack forms, its growth is rapid. A large extension
of the crack was evident at each shot. In conventional applications of creep-fatigue, the crack is
hidden inside the bulk of the material. However, in the case of IM, there is an additional mechanism
that is highly deleterious. This is the combination of the intrusion of melt material into the crack,
the solidification of that material, and the subsequent violent avulsion thereof at ejection. The ejection
occurs at the opening of the tool, and is driven by ejector pins. Hence, there is another source of
external loading on the features, other than injection pressure, that occurs at the end of each cycle.
This process causes extensive damage to the cracked region, and this sets up the geometry for further
damage at the next cycle.

Third Stage: Rapid destruction of the features within the tool, and a catastrophic deterioration
of the integrity of the features, and sometimes of the tool (shear and bending failure). This process is
similar to the generally accepted creep-fatigue failure process, but is accelerated by the intrusion effect.
We propose the following conceptual map of the failure process; see Figure 13. The green color in the
image represents the reason for failure and the red color represents the underlying failure mechanisms.

Figure 13. A conceptual map of the interaction between the root causes and the failure modes.

4.2. Implications for Practitioners

The main implication for tool designers is to avoid gating (melt entrance) near thin walls and
raised features. This is because the injection pressure near the gate is the highest, and can cause shear
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and bending failure of these features. Tool designers could consider using flow simulation software
to evaluate the pressure consequences of different gating locations. They could also identify the
problematic areas so that molding technicians can monitor these locations after each shot.

Suggested Guidelines to Prolong Tool Life

The case studies have identified the stages of injection molding, and the tool locations where
failure occurred. Based on this, guidelines for design and process-setting are proposed:

Tool Design Guidelines

I. Add thickness to walls nearer to the gate, to give them extra strength. The current industry
practice is to reduce the amount of printed material, as it is expensive, but this practice leaves
the tool vulnerable, and may not serve the end purpose of cost reduction.

II. Avoid choosing gate locations that are close to features with high aspect ratios, as otherwise
these could be vulnerable to early failure. The effect of injection pressure on features is high at
the start of the filling phase, and is much reduced at the end of flow.

III. Add flow leaders in the tool to help with flow in regions, rather than increasing the pressure
during molding.

IV. Design tools to have sufficient air venting. Air venting reduces the chances of surface scalding.
V. Avoid designing ribs and features that are perpendicular to the flow path, to reduce the area

of contact between polymer melt and the feature.

Process Setting Guidelines

I. The conventional method (used for steel and aluminium tools) for process parameter setting
begins with using the highest injection pressure setting on the machine, and optimizing it on
the subsequent shots. This may result in improper pressure setting, and can lead to failure at
start up, as seen in case study 1. Instead, mold flow simulations could be used to determine
the pressure that is required to fill the cavity. Consider starting molding with 50% of that
pressure, and build up to the required pressure. This helps to avoid shear and bending failure
at start up. (This is the first-stage injection pressure. The hold pressure should be 50% of the
injection pressure at start, and then optimized too.)

II. Always maintain the tool temperature below the Tg of the tooling material, use air jet cooling,
or increase the mold open time between cycles. The yield strength of the tool reduces as the
temperature increases. The effect is pronounced at around the Tg of the material. The mold
does not cool uniformly, and it is critical to check for hotspots on the tool, and cool them before
the next shot.

III. Use mold release sprays after each shot, to help with ejection. Mold release reduces adhesion,
and may reduce the risk of avulsion.

IV. A long part cooling time will result in the part shrinking and gripping onto mold surfaces,
causing problems during ejection. Cooling times should be kept as low as possible to avoid
this. However, sometimes this will result in a part not being fully formed, in such cases,
increase the cooling time in intervals of 5 s.

4.3. Limitations of the Work

In this work we did not optimize gate location beforehand—instead, the location was determined
primarily from the usual perspective of design convenience, rather than tool life. It is possible that
a different gate location might have reduced some of the observed failures. In this study, we used
only the recommended settings from the machine manufacturers (3D Systems and Stratasys). We did
not experiment with changing the settings for layer thickness, nozzle speed, or infill density. It is
possible that experimenting with different print settings and different post processing routes could
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alter the failure mechanisms. The failure analysis shown here is only relevant for 3D-printed tools.
Such tools are increasingly being used in industry, but generally for molding benign materials (low
melt temperatures) and not the more demanding materials that are shown here.

4.4. Implications for Future Research

The surface delamination (avulsion) is an interesting failure that starts below the surface of
the PRT insert. Further research could be directed at better understanding this process, and how
to avoid or suppress it for as long as possible. This is important because the inserts could still be
safely used when small features were breaking off, but they became unusable only after avulsion
occurred. Large-scale avulsion quickly degenerates into catastrophic failure of the tool. Hence, a
better understanding the causes seems to be an important future direction of research. The effect is
anticipated to be material-specific.

A possible future line of enquiry could be to use a design of experiments (DoE) approach to
determine which variables contribute most to the failure process, and how they relate. This is likely to
be an expensive process, given the destructive nature of the testing. In the current work, we have used
real parts, but this would be disfavored for a DoE approach. Instead it may be preferable to use small
parts with representative features.

Print settings and post-processing operations such as post-curing, polishing, and cleaning methods
may also affect the failure processes, and hence, the life of the PRT inserts. Hence, a possible further
line of enquiry could be to study the effect of these parameters.

Another possible research direction could be the microscopic analysis of fracture surfaces.
This might help identify the relative contributions of creep vs fatigue vs thermal degradation effects at
various stages of the failure. Our observations are that the white Visijet material is difficult to observe
under optical microscopy, due to its poor contrast, but other colors or microscopy techniques may be
more successful.

5. Conclusions

Case study investigations of PRT inserts used for IM suggest that the main failure modes are:
shear failure; bending failure; avulsion; surface deterioration; edge failure; surface scalding. We have
proposed a crack propagation theory, and we provide a conceptual map relating these failure modes
to the root causes. The failure modes influence each other, and they may be connected in cascade
sequences. Several suggestions are given for prolonging the tool life, via design practices and setting
parameters. The latter includes the process of setting up the molding parameters. The original
contributions of this work are the identification of failure modes, and the relationship with root causes
and the proposed crack propagation theory.

This paper identifies the critical process parameters, and their effects on different areas of the PRT
insert. The conceptual map for failures presented indicates a gradual progressive failure of the PRT
insert, from initial surface quality defects, through to catastrophic feature failure. Mold temperature
was a critical parameter, since it affected all areas of the tool, and contributed to multiple failure modes.
Injection pressure was only significant in certain areas of the tool (injection pressure had little to no
effect on failure of PRT inserts at the end of flow, and had the highest effect on features closest to the
start of the flow path). Tool design was a factor in areas of the tool that had tall free-standing features.

The wider purpose of this work was to study the feasibility of: (a) using PRT inserts to mold resins
with melt temperatures above 250 ◦C; (b) determining the size of the parts that can be successfully
molded by using a PRT insert; (c) determining the variety of features that can be safely molded by
using a PRT insert; (d) determining the number of parts that can be molded before failure, and (e) the
quality control of the molded parts. In this study, we were able to answer point (a): it is feasible to
mold resins with high melting temperatures of up to 350 ◦C, and we can expect about 14 parts from the
mold before failure, for the cases under examination. Consequently, it is possible to obtain a limited
run of injection molded parts from an inexpensive 3D-printed tool. This is important, because the
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mechanical behavior of an injected molded part can be very different to a 3D-printed part. Nonetheless
further research is required to address the other variables (b) to (e), and to increase the part count.
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Abstract: As interest in the modularization and intensification of chemical processes continues to
grow, more research must be directed towards the modeling and analysis of these units. Intensified
process units such as polymer membrane reactors pose unique challenges pertaining to design and
operation that have not been fully addressed. In this work, a novel approach for modeling membrane
reactors is developed in AVEVA’s Simcentral Simulation Platform. The produced model allows for
the simulation of polymer membrane reactors under nonisothermal and countercurrent operation
for the first time. This model is then applied to generate an operability mapping to study how
operating points translate to overall unit performance. This work demonstrates how operability
analyses can be used to identify areas of improvement in membrane reactor design, other than just
using operability mapping studies to identify optimal input conditions. The performed analysis
enables the quantification of the Pareto frontier that ultimately leads to design improvements that
both increase overall performance and decreases the cost of the unit.

Keywords: process intensification; operability; modularity; process modeling and simulation

1. Introduction

Modular equipment is an emerging technology that offers many potential benefits in terms of
increased safety, flexibility, and ease of modification [1]. However, to take advantage of or access
the benefits of modular plants, traditional processes must be significantly reduced in size for easier
transportation and assembly. This design philosophy goes against the long-standing tradition of
building massive chemical plants to take advantage of economies of scale. These modular plants cannot
simply be smaller versions of traditional processes, but they must also be more efficient than their
traditional counterparts.

This concept of increased efficiency of process units gave rise to the technologies associated with
process intensification. Process intensification (PI) is defined as “any chemical engineering development
that leads to substantially smaller, cleaner, and more energy efficient technologies.” [1] In many cases,
this is achieved by combining multiple phenomena in a single process unit (i.e., reactive distillation,
reactive crystallization, [2] and membrane reactors) rather than performing step-by-step unit operations.
Although PI can greatly improve the efficiency of the unit, intensified processes pose challenges to
modeling and in the control/operations of these units.

As combinations of phenomena are introduced in a unit, the complexity of the resulting problem
grows. In the case of a membrane reactor, reaction kinetics, heat duty, and membrane permeation
must all be considered at every point along the reactor. For some cases, the problem can be simplified
by making isothermal assumptions to remove the heat duty or enthalpy from permeation, cocurrent
operation to avoid boundary value problems, and utilization of membrane materials such as palladium
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where only one component is capable of permeating into or out of the process. These simplifications
greatly reduce the time required to run online optimization or modeling studies, but at the cost of
a loss in accuracy.

These aforementioned phenomena are so interdependent, that the removal of any one of them can
result in very different results. These simplifying assumptions may lead to a gap in understanding of
the behavior of membrane reactors.

The first objective in this research is to present a modeling methodology that addresses these
issues in which the fundamental phenomena present are broken down into individual blocks that are
assembled to create the complex behavior of a membrane reactor. This method provides a reliable way
of simulating a countercurrent, nonisothermal, and bidirectional-permeation membrane reactor model.

Second, with the use of this model, operability analysis [3,4] is performed for a polymer membrane
reactor for the first time. The operability concept is used to study the relationship between unit
performance and operational decisions. This analysis helps with improving the understanding of the
benefits and drawbacks of polymer membranes and provides a direction for future work in the design
of membrane materials.

Third, the operability analyses are also employed to drive future membrane reactor design
decisions. Others have used operability analysis previously to improve membrane reactor design [3–6],
but this proposed approach differs in a key way. Prior work in operability either looked at how
design changes could be used to improve a nominal operating point or what the optimal nominal
point of a given design would be. In this work, operability is used to identify the Pareto frontier for
optimization in order to drive design decisions for overall performance improvement.

These three contributions form the necessary foundation for future work in developing an effective
mixed-integer algorithm for determining an optimum modular design that improves unit operability.
The outline of the rest of this paper is as follows. First, the membrane reactor modeling, simulation,
and operability analysis approaches are introduced. These approaches are then employed for simulating
the polymer membrane reactor unit and performing the operability mapping for identifying the Pareto
frontier and redesigning the membrane reactor. The paper is closed with conclusions and some
directions for future work.

2. Modeling, Simulation, and Operability Approach

2.1. Membrane Reactor Modeling Approach

For this study, a water-gas shift membrane reactor (WGS-MR) system in a shell and tube reactor is
considered as shown in Figure 1. The membrane reactor model is developed as a one-dimensional,
nonisothermal, single tube, and countercurrent unit. The unit is assumed to be operated at steady-state
using pressure-driven flow calculations in the AVEVA SimCentral Simulation Platform (AVEVA Group
plc. Cambridge, UK) The process side, which is a packed bed, is modeled using the Ergun Equation (1),
while the sweep gas side uses the Colbrooke Equation (2) for modeling the pressure drop.

Figure 1. Schematic of the polymer membrane which consists of a tube packed with catalyst surrounded
by a polymer membrane to allow simultaneous reaction and permeation.
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Ergun equation, tube:

dpt

dz
=

150μ

Dp
2

(1− ε)2

ε3
vs +

1.75ρ
Dp

(1− ε)
ε3

vs|vs| (1)

where μ is the fluid’s viscosity, Dp is the catalyst particle diameter, ε is the void fraction of the catalyst,
vs is the superficial velocity of the fluid, and ρ is the fluid density.

Colebrook equation, shell:
dps

dz
=

64 fμvs

2Dh
2 (2)

where Dh is the hydraulic diameter of the shell side and f is the Darcy friction factor that can be
obtained by solving the implicit formula:

1√
f
= −2 log

⎛⎜⎜⎜⎜⎝ ε
3.7Dh

+
2.51

Re
√

f

⎞⎟⎟⎟⎟⎠ (3)

On the tube side of the reactor, the water-gas shift reaction and membrane permeation take
place, whereas only membrane permeation contributes to changes in the mole balance of the shell
side. Therefore, the mole balance can be described by Equations (4) and (5) below, assuming
plug-flow operation.

Mole balance, tube:
dFi,t

dz
= riAt − Jiπdt (4)

where Fi,t is the molar flow rate in the tube, ri is the species reaction rate, At is the cross sectional
area of a single tube, Ji is the molar flux across the membrane, and dt is the diameter of a single
tube. The subscript i denotes the species and z is the reactor axial coordinate. For the water-gas shift
reaction, ri = rCO for i = CO, H2O, ri = −rCO for i = CO2, H2, and ri = 0 for N2. The reaction rate, rCO,
is assumed to be for the low-temperature water-gas shift. (Cu/ZnO/Al2O3) catalyst and is modeled
using the reaction provided in Reference [7].

Mole balance, shell:

− dFi,s

dz
= Jiπdt (5)

where Fi,s is the flowrate in the shell. For this study, counter-current operation is used, and thus,
a negative sign is required. The molar flux of a polymer membrane can be captured using a Fickian
diffusion model with the partial pressure gradient of each component as the driving force:

Ji =
Qi,o

δ
(pi,t − pi,s) (6)

in which Qi,o is the permeance, δ is the membrane thickness, and pi,t and pi,s are the partial pressures of
species i on the tube and shell sides, respectively. For the case of the considered polybenzimidazole-based
polymer membrane, the permeance values selected for this study come from References [8–11] and are
shown in Table 1.

Table 1. Component permeance (Qi,o) and permeability (Pi,o) values used reported in gas permeation
units (GPU) and barrer, respectively, as well as the ideal selectivities (αH2/i) of hydrogen relative to
other components in the syngas.

Component (i) Qi,o (GPU) Pi,o (Barrer) αH2/i

H2 250.0 25.00 1.00
CO2 8.9 0.89 28.1
H2O 750.0 75.00 0.33
CO 2.5 0.25 100
N2 2.5 0.25 100
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Hence, in this case, all the species that are present are capable of crossing through the membrane.
This is important to consider for later as the sweep gas, steam, is three times more permeable than
the hydrogen through the polymer membrane whereas the other species permeabilities are very low,
but not negligible.

Lastly, the energy balances for each side of the reactor are considered for the calculation of their
temperatures. In a membrane reactor, there are three factors that contribute to changes in temperature:
reactions, heat duty, and the Joules-Thomson effect as material permeates from one side of the
membrane to the other. Considering a thin control volume along the length of the membrane reactor,
these three effects can be modeled with the following energy balances:

Energy balance, tube:

0 =
d(FtHt)

dz
+
∑

i

Jiπdt

∫ ps

pt

(
∂Hi
∂p

)
Ti

dp + Uπdt(Tt − Ts) (7)

Energy balance, shell:

0 =
d(FsHs)

dz
+
∑

i

Jiπdt

∫ ps

pt

(
∂Hi
∂p

)
Ti

dp + Uπdt(Tt − Ts) (8)

in which the central term accounts for the Joule-Thomson effect caused by material leaving or entering

each side through the membrane. pt is the total tube pressure, ps is the total shell pressure, and
(
∂Hi
∂p

)
Ti

is the isothermal Joule-Thomson coefficient for species i at constant temperature Ti (where Ti is the
temperature of the side species i originated). The last term in the balance accounts for the heat duty
across the membrane where U is the overall heat transfer coefficient, which is assumed to have a
value of 30 W/m2-K for gas-to-gas convective heat transfer [12]. Normally, this value would change
as a function of mass flowrate of the tube and shell sides; however, the dominating terms for heat
duty on the lab scale reactor studied are the heat transfer area and the temperature gradient so
potential U variations are expected to have a minimal effect when compared to the heats of reaction
and Joule-Thomson effects. Finally, the temperature change due to the reaction is accounted for by the
change in composition in the expanded form of the first term.

2.2. Block-Based Modeling and Simulation Approach

To simulate the polymer membrane reactor, a model was developed using AVEVA’s
equation-oriented SimCentral Simulation Platform [13] employing a block-based phenomena concept.
This method allows for the simulation of complex membrane systems that may take too long in other
platforms to calculate all the operating conditions required for a reasonable operability analysis to
take place.

The model is constructed by discretizing along the length of the membrane reactor and modeling
each of the produced sections using a model element referred to as “MemElem.” MemElem is further
broken down into submodels, where each of which captures the various phenomena that occur in
a membrane reactor. A block diagram of how these submodels are connected to each other within the
MemElem model is provided in Figure 2.

For a thin slice along the length of a membrane reactor, the tube and shell sides of the reactor can
be assumed to operate as a continuous stirred-tank reactor (CSTR), where the outlets are equal to the
current state of the reactor, depicted in Figure 2 as “TubeState” and “ShellState.” These state submodels
determine the thermodynamic state on each side of the reactor and send that information (in this case
the molar composition (Z), pressure, and temperature) to the other submodels. The other submodels
handle the calculations of the membrane permeation (Flux Model, PermStateS, and PermStateT) and
reaction kinetics (Tube Rxn). The results from all the submodels are used by the MemElem model to
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calculate the mass and energy balances. Lastly, these thin sections of membrane can be combined in
series to produce the full membrane reactor structure as seen in Figure 3.

Figure 2. The submodel structure for the MemElem model.

 

Figure 3. Each MemElem submodel [1, 2, . . . , N − 1, N] is combined in series to complete the calculation
of the full polymer membrane reactor unit.

This methodology allows for the simulation of countercurrent, nonisothermal, and bidirectional
permeation of a polymer membrane system quickly enough that it can be solved in real-time in
a dynamic simulation using an Intel® Core™ i7-4790 CPU @ 3.60GHz processor. Although for the
purposes of this analysis, all simulations will be performed at steady-state conditions, the dynamic
simulation and control of this reactor will be subject of subsequent studies.

By dividing the model into blocks that are dedicated to each of the phenomena that occur in the
membrane reactor unit, additional features and unit customization are available to the user. By adding
or removing blocks from the model, MemElem is thus capable of simulating a membrane reactor,
membrane separator, packed-bed reactor, or heat exchanger. For example, if a user is interested in
using MemElem to simulate a stand-alone packed-bed reactor with heat transfer, they would remove
the Flux Model, PermStateS, and PermStateT blocks (see blocks in Figure 2). The potential benefits of
being able to do this customization are covered in more depth in the Results section.
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Although a block-based phenomena approach to modeling and simulating membrane reactor
systems in an equation-oriented modeling environment provides the ability for conducting
mixed-integer design optimizations, control studies, etc., the initialization process for this approach is
challenging and the swapping in and out of the blocks may cause the model to become unsolved if the
transition between solutions is discontinuous.

In equation-oriented modeling, it is necessary that the solver can find a unique solution at
every step of the initialization process. This means two conditions should remain true throughout
the initialization process: (1) the system of equations that describe the model must have a finite
number of solutions; (2) the transition between intermediate solutions should be either continuous
or smooth. If the system has infinitely many solutions, the solver will be unable to find a solution
because the system is indeterminate. This can be a problem for the PermStateS and PermStateT blocks,
which require N + 2 independent thermodynamic properties to be uniquely defined. During the
initialization process, there is no material permeating across the membrane; therefore, there is no
unique solution for what the N component mole fractions of the permeating material are and the
PermState blocks can become unsolved. Arbitrary values could be sent to the PermState submodels so
they remain solved, but this can lead to the second issue described above. If the provided arbitrary
values are very different from the actual values in the final solution, the solver is unlikely to arrive at
a solution, especially if the system is in countercurrent mode. Because the initialization approach is the
most challenging barrier in the modeling of the countercurrent, nonisothermal, polymer membrane
reactor, a comprehensive description of the developed approach is a necessary point of discussion.

This process begins by flowing the contents of the tube and shell side cocurrently with specified
pressure drops for each side and no heat or mass transfer interactions between the two sides. This allows
the TubeState and ShellState submodels in Figure 2 to solve for initial solutions for the thermodynamic
states of the tube and shell side and gives MemElem the opportunity to establish an initial mass and
energy balance for the system. Once the model is filled with initial values, the goal is then to introduce
each element of the desired model in such a way that the two conditions mentioned above can be
satisfied. The elements that need to be added to the initial model are: (1) pressure drop; (2) reaction
kinetics; (3) countercurrent operation; (4) membrane permeation and heat transfer. This order of
adding elements in steps 1–4 was determined to be the most effective in initializing the block-based
modeling approach as each step provides the best possible guess for the next element to be added to
the model.

Lastly, a series of “contact” variables, C, are implemented that facilitate the transition from step 3
to step 4. The standard formula used for these contact variables is of the form:

S = S1 ∗ (1−C) + S2 ∗C (9)

where S is the solution used by the model, S1 represents an initial solution, and S2 represents a desired
solution. By switching the value of the contact variable from 0 to 1, the value of S will switch from S1
to S2 continuously rather than discretely, making the model much easier for the solver to determine
a solution. This same concept has also been applied at the block level of the model where contact
variables can remove entire blocks from the model. This feature, combined with the fact that the
block-based approach allows for simulating multiple unit operations by adding or removing blocks,
creates a design space for a membrane reactor model using this MemElem concept that is homotopic.
That is to say, every possible topological design for the unit is connected to every other design through
a continuous deformation. This is especially appealing for a mixed-integer optimization problem,
as the solution space can now be continuous and the transitions can take place without having to
reinitialize the model.

This initialization procedure makes this model very useful for conducting operability analyses
where many operating conditions must be simulated in quick succession. To demonstrate this,
two performance metrics are selected for the membrane reactor unit. Reactor performance is assessed
using the metrics of H2 recovery (RH2) and CO2 capture (CCO2) defined as follows:

228



Processes 2020, 8, 78

RH2 =
H2 in permeate

(H2 + CO)in f eed
=

FH2,p

FH2, f + FCO, f
(10)

CCO2 =
carbon in retentate

carbon in f eed
=

FCO,r + FCO2,r

FCO, f + FCO2, f
(11)

To achieve the different values for RH2 and CCO2, the process flowrate and sweep gas flowrate are
manipulated with the use of two flow control valves, FC1 and FC2, as shown in Figure 4.

Figure 4. Depiction of the membrane reactor and control valves present in the simulation.

The valves are sized assuming they are 50% open at the nominal operating point. The manual
positions of FC1 and FC2 are then varied between 10–100% open and the values of hydrogen recovery
and carbon capture are recorded to produce the operability mapping in Section 3.2 below.

2.3. Operability Analysis

Operability ultimately serves as the interface between design and control [14]. Traditionally,
when creating a plant, the unit will undergo a design phase for the pieces of equipment before it
undergoes a design phase for the control system. However, as the interest in intensified processes
grows, the literature has identified that “process design, operation, and control should be considered
simultaneously, or in other terms, they should be fully integrated” [15] for intensified processes. Because
operability can provide the interface between design and control, any intensified process (such as the
polymer membrane reactor unit considered in this work) should undergo such an analysis to identify
the control challenges upfront and to determine if any design changes can be implemented to mitigate
these challenges. Set-point operability is used in this research to measure the performance of the
membrane reactor design, as defined in the operability analysis for square systems [14]. The mapping
of inputs (u ∈ Rm) of a model (M) to its outputs (y ∈ Rp) can be formulated the following way:

M =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

.
x = f (x, u)
y = g(x, u)

h1
( .
x, x, y,

.
u, u
)
= 0

h2
( .
x, x, y,

.
u, u
)
≥ 0

(12)

in which x ∈ Rn are the state variables and h1 and h2 are equality and inequality process constraints,
respectively. Additionally,

.
x and

.
u represent time derivatives associated with x and u, respectively,

and f and g are nonlinear process maps.
Using the operability mapping concept, there are two sets of inputs and outputs that are important

in this analysis:
Available Input Set (AIS): The set of all operational inputs or manipulated variables that are

available to produce change to the output of the process and is defined as:

AIS =
{
u
∣∣∣umin

i ≤ ui ≤ umax
i ; 1 ≤ i ≤ m

}
(13)
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For this study, the AIS for the polymer membrane reactor consists of the sweep gas flowrate and
the syngas flow rate into the membrane unit.

Achievable Output Set (AOS): This set consists of all possible outputs that can be achieved, given
the available input set and is mathematically defined as:

AOSu =
{
y
∣∣∣M(u);∀u ∈ AIS

}
(14)

For the purposes of this study, the AOS consists of the achievable hydrogen recovery and carbon
capture for the unit to analyze how the polymer membrane reactor performs under different operating
conditions. In this study, the ideal performance for any membrane would be 100% recovery of hydrogen
and 100% capture of CO2, thus, high performance in these two outputs is desired. A schematic visual
depiction of these spaces is provided in Figure 5.

Figure 5. Example of an available input set (AIS) being mapped to an achievable output set (AOS) with
the use of a process model (M).

Because the AOS corresponds to the set of all the outputs that can be achieved given the entire
set of inputs, the ideal objective is to improve the design until the entire AOS meets some desired
output specifications. In the ideal case, all the available inputs would map to a desired region of the
output space. In the opposite case, if the unit is designed considering only the nominal operating
point, a control system could face significant challenges, as the window for effective control shrinks
significantly, making process disturbances much more difficult to reject. Therefore, the goal of the
operability analyses in this paper is to determine design changes that can expand the AOS, and
therefore, move the membrane reactor closer to the ideal case as described above.

3. Results

3.1. Simulation of the Polymer Membrane Reactor Model

The operating conditions for this study are taken from Reference [8]. The reactor utilizes as process
stream a syngas feed that has undergone the necessary removal of impurities, while the chosen sweep
gas is steam. The inlet composition of these streams can be found in Table 2.

Table 2. Molar composition of inlet streams, given in mole fraction.

Component Syngas Feed Steam Sweep

H2 0.1933 0
CO2 0.0568 0
H2O 0.4886 1
CO 0.2443 0
N2 0.017 0

The syngas feed enters the tube side of the reactor at 300 ◦C, 47.63 atm, and with a volumetric
flow rate of 400 cm3/min. The sweep gas enters the shell as pure, saturated steam at 25.86 atm and
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a volumetric flowrate of 400 cm3/min. The reactor consists of a single tube (1.02 cm diameter) and shell
(6.12 cm diameter) arrangement with a total reactor length of 300 cm. A membrane thickness of 100 nm
is selected to reflect an industrially relevant thickness [9–11]. Under these conditions, a simulation was
run using the block-based phenomena modeling approach and compared to the simulation data from
Radcliffe et al. [8] for validation. The results of such comparison are shown in Table 3. In future work,
the authors will pursue the additional validation of the model with experimental data.

Table 3. Comparison between the block-based proposed approach and literature [8].

Component Proposed Approach (%) Radcliffe et al. [8] (%) Error (%)

XCO 99.83 99.36 0.47
RH2 98.12 98.38 −0.26

CCO2 75.72 75.77 −0.07
PurityCO2+H2O,r 95.55 96.05 −0.52

PurityH2,p 42.00 42.05 −0.12

Using the nominal conditions described above, profiles for the permeation rates of hydrogen and
steam are produced as shown in Figure 6.

Figure 6. Profile of the permeation rates for hydrogen and steam down the length of the polymer
membrane reactor.

Although the other components, CO2, CO, and N2, are also permeating through the membrane,
they are permeating at a much lower rate than H2 and H2O, depicted in Figure 6. This result
shows an interesting characteristic of the polymer membrane. For about the first sixth of the reactor,
H2O (steam) is being removed from the tube side along with the H2 product. However, for the
remainder of the reactor, steam is being injected into the tube side of the reactor. During this time,
the sweep gas enters the catalytic tube side, reacts to become hydrogen, and then permeates back to
the shell side as a product. This is a nice property for an equilibrium-limited reaction such as WGS,
because not only is the membrane removing a main product, but it is also providing steam injection for
enhanced conversion. This would be a useful property for cases where the CO/H2O ratio of the feed
becomes greater than one and there is insufficient steam to convert all the CO to CO2.

Temperature is also an important factor to consider as WGS is known to produce a significant
amount of heat and becomes equilibrium limited as the temperature increases. The temperature profiles
for the tube and shell sides at the nominal operating condition and for a syngas feed at 200 ◦C can be
seen in Figure 7.
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Figure 7. Temperature profiles of the tube and shell sides for nonisothermal operations.

It is important to note in Figure 7 the temperature spike at the beginning of the reactor.
The conditions at the inlet of the reactor lie very far to the left of equilibrium. This is evidenced by the
fact that steam is permeating out of the tube side at the beginning of the process. The reaction rates are
much greater than in a normal WGS reactor because H2 product is being removed, thus, also removing
a major equilibrium limitation, but also introducing a large temperature spike. This problem of excess
heat in polymer membrane reactors was reported by Singh et al. [11] who stated that “syngas operating
temperatures in the vicinity of the water-gas shift (WGS) reactors ranges from 200 to 500 ◦C, depending
on the WGS stage and catalyst used.” This illustrates the importance of including the nonisothermal
reactor operation in the modeling approach, as the reactor inlet temperature for our past study [8]
leads to reactor temperatures that exceed the glass transition temperature (Tg = 450 ◦C) and would
eventually cause degradation of the polymer membrane material.

These simulation results indicate many research pathways for the design of membrane reactors.
Most membrane reactor models require simplifications to the problem in order to produce results in
a tractable manner, especially when performing an operability analysis (or online optimization) that
requires many simulations to be run to produce the output space for further analysis. However, these
simplifications are harder to justify in the design and simulation of intensified processes. The purpose of
combining phenomena such as mass transfer and kinetics is to see how the performance of the unit can
be improved by having them work in tandem. However, as shown earlier with the temperature profile
in Figure 7, there are also difficult challenges that arise when combining them. As more phenomena
are combined in these process units, the more interdependent they become, and the more difficult it is
to design the equipment to meet the desired output specifications [2,15,16].

Isothermal operation is often assumed for a few reasons. The reaction rate, equilibrium, and the
membrane permeance are all affected by the temperature in the reactor. When this is coupled with the
interdependence that the phenomena have with each other, it creates a very complex behavior and
difficult calculation before even considering how the tube side of the membrane reactor might interact
with the shell side for heat transfer calculations.

The difficulty in solving for the state of the tube or shell side of the membrane reactor is a reason the
Joule-Thomson is normally not considered. In most cases, the Joule-Thomson effect has a minor impact
on the accuracy of the temperature and requires accurate knowledge of the temperature at a given
point in the reactor to calculate accurately. Many membranes, such as palladium-based membranes,
are highly selective to only H2, and therefore, do not need to consider this effect. Because of this,
it is normally not worthwhile from a modeling perspective unless other nonisothermal factors are being
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considered in the model. However, in the case of polymer membranes with a high selectivity for H2O
permeation and nearly a 22 atm difference in pressure across the membrane wall, the Joules-Thomson
effect may be more important to include.

The stated complexities are also the reason for avoiding countercurrent operation in membrane
reactor simulation. The significant dependency on the states of each side of the reactor creates a very
difficult boundary-value problem, where even slight changes to the conditions of one side of the reactor
can lead to dramatically different solutions overall. In most traditional unit operations such as heat
exchangers and reactors, the profiles will still have similar shapes, but will shift, compress, or contract as
unit operations are varied. However, with the membrane reactor model, different operating points lead
to dramatically different behaviors, and because of this, countercurrent operation is generally avoided.

Lastly, membranes such as the polybenzimidazole are able to have multiple components
permeating in both directions simultaneously. This only becomes difficult when combined with
countercurrent operation as this allows for a circulation effect to occur in the membrane reactor.
For example, steam flows countercurrently to the tube side, permeates to the tube side, reacts to become
hydrogen, flows cocurrently within the tube, and then permeates back to the shell side before leaving
the reactor. Given all these aforementioned challenges, the proposed model of the comprehensive
nonisothermal, countercurrent membrane reactor with bidirectional permeation is thus one of the
significant contributions of this work.

3.2. Operability Analysis of Polymer Membrane Reactors

Once a reliable modeling approach is established, an operability analysis is conducted using
the process model to see the behavior of the polymer membrane at various operating conditions.
The results of this operability mapping can be found in Figure 8.

Figure 8. Input-output mapping of the polymer membrane reactor. For ease of understanding, parts of
the mapping region (shown using the x and �markings) are marked differently to see how the inputs
are mapped to the output space.

This operability mapping in Figure 8 provides a good representation of the challenges caused by
the nonlinearity of the system. It appears that if the flowrate of sweep gas increases to much more than
that of the syngas (process flow), then the output becomes very constrained in terms of achievability
(indicated by the square markers in Figure 8). This contrasts with the opposite mode of operation
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(sweep gas flow rate is much less than the syngas flowrate), where the two-dimensional input space is
still mapped to another two-dimensional output space.

The achievable output set (AOS) also appears to form a Pareto front. The use of input-output
mapping was also demonstrated by Messac and Mattson for generating Pareto points through physical
programming [17]. Employing this concept in an operability framework proves to be a useful tool in
identifying both operational shortcomings and potential design solutions for the polymer membrane
reactor. To show this, an analysis is conducted to identify which points in the output space fit the
definition of a Pareto optimal point. A point is considered to be Pareto optimal if one objective cannot
be improved without degrading another objective. This analysis is performed using a MATLAB
script that checks each point in the output set for Pareto optimality. Since the ideal membrane output
would be 100% CO2 capture with 100% H2 recovery, a “best compromise” point is defined here as the
Pareto optimal point with the shortest Euclidean distance between itself, and the ideal output point.
This analysis is performed in MATLAB using the pdist function with the ‘Euclidean’ norm option.
The result of this analysis is shown in Figure 9.

Figure 9. AOS points with the Pareto frontier included and the “best compromise” marked by a star.

This Pareto frontier in Figure 9, by definition, characterizes the best performance this polymer
membrane reactor design can achieve, given the available inputs. To see how this operability analysis
can help drive future design decisions, three operating points are selected from the Pareto front for
further analysis based on where they are located in the output space; (i) high CO2 capture, low H2

recovery; (ii) low CO2 capture, high H2 recovery; (iii) a “best compromise” point (shown as a green
star in Figure 9). The points at each end of the Pareto front were selected and for the purpose of easier
comparison, the H2 and H2O fluxes associated with these points were calculated, shown in Figure 10.

The profiles in Figure 10 explain how the high CO2 capture or high H2 recovery is achieved.
In Figure 10a, the process reaches an equilibrium within the first third of the reactor due to a relatively
high flowrate of sweep gas. Slightly manipulating the sweep gas flowrate at this condition would
reduce the permeation, but the membrane reactor would still reach this equilibrium. This results in
very good H2 recovery, but poor CO2 capture as CO2 continues to permeate out of the tube side despite
the H2 recovery process already being finished. Conversely, Figure 10b shows that steam injection is
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occurring at the end of the membrane reactor, leaving little room left in the reactor for the sweep gas to
capture the newly produced H2 product. This low sweep gas flowrate means that very little CO2 will
escape from the reactor, leading to optimum CO2 capture, but at the cost of reducing H2 recovery.

(a) (b) 
Figure 10. (a) Flux profile with the highest H2 recovery. (b) Flux profile with the highest CO2 capture.

The operating points selected for the simulations in Figure 10 show what is happening at the
extreme ends of the Pareto frontier. For the next simulation, the best compromise point is selected
from the elbow of the Pareto front to see how the polymer membrane reactor can achieve both high H2

recovery and CO2 capture. The results of this simulation are shown in Figure 11.

Figure 11. Flux profile for the “best compromise” operating condition (syngas-to-steam ratio = 0.92).

Unlike the simulation in Figure 10a, the process did not hit an equilibrium point where all potential
H2 recovery is completed. This means that although CO2 is still being lost to the shell side, H2 is also
being recovered. Another improvement is that the steam injection process is completed before reaching
the end of the membrane reactor. Taking what was learned from Figure 10b, this avoids hydrogen
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being formed at the end of the membrane reactor and not having space remaining to be captured.
There are three lessons to be learned from this analysis; (i) steam injection appears to be beneficial at
the beginning of the reactor; (ii) the end of the reactor should be primarily used for H2 recovery; (iii)
CO2 continues to permeate out of the tube side at all points of the reactor (an undesired feature).

By further analyzing the Pareto frontier in Figure 9, the polymer membrane reactor does not
struggle to recover H2 but seems to be limited in its ability to capture CO2. Therefore, the goal should
be to push the Pareto front upward by improving the CO2 capture of the unit. However, as previously
mentioned, there is no operational change that can achieve this improvement. Therefore, a design
change must be proposed to improve the process in this direction.

3.3. Redesign of the Polymer Membrane Reactor

The first two points learned from the operability analysis above focus on improving H2 recovery
and should remain features of any new design decision. The third point deals with CO2 permeating
out of the tube side, reducing the CO2 capture of the unit and should be the focus of the design change.
CO2 permeation is increased by an increase in sweep gas flow in the presence of the membrane.
Because sweep gas flow is needed for the H2 recovery to occur, one obvious choice is to strategically
remove the polymer membrane from certain areas of the reactor. Because membrane is needed at the
beginning of the membrane reactor for the steam injection and at the end for H2 recovery, the only
place left is to remove it from the center of the reactor. The proposed redesign to avoid the issue of
unnecessary CO2 permeation is shown in Figure 12.

Figure 12. Proposed redesign of the polymer membrane reactor with membrane being removed from
the center of the unit (MR = polymer membrane reactor, R = Reactor).

To simulate this redesign, the contact variables along with the block-based modeling approach
described above can be used to allow for the removal of membrane without the need to reinitialize
the model. Figure 13 shows the block-diagram representation for the packed-bed reactor section of
the unit.

 
Figure 13. Diagram representing how removal of the Flux, PermStateT, and PermStateS submodels
leads to the MemElem model of a packed-bed reactor.
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The input space from the original operability analysis is applied to this new design modeled and
simulated in the AVEVA SimCentral Simulation Platform. An example, using the best compromise
operating point along with the new design, produces the flux profiles found in Figure 14.

Figure 14. Flux profiles for the modified membrane reactor design with the membrane tube being
replaced by a non-permeative tube.

For this new design, in Figure 14, steam injection is still taking place in the beginning of the
membrane reactor and is almost complete by the end of the reactor while H2 is being recovered at the
end of the membrane reactor as desired. Additionally, it is important to compare the flux of CO2 in
both designs (in Figure 11 versus Figure 14) with the desire for reducing the CO2 lost to the shell side.
This comparison is shown in Figure 15.

(a) (b) 

Figure 15. (a) Flux profile for the original design showing the continuous permeation of CO2 out of
the reactor. (b) Flux profile for the modified design where the polymer membrane was replaced with
non-permeative tubes in the center.

By removing the polymer membrane from the center of the reactor, less CO2 can permeate to the
sweep gas, thus improving the capture percentage while maintaining a similar H2 recovery. The Pareto
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analysis was conducted again on this new design and compared to the original design as shown in
Figure 16.

Figure 16. Comparison of the Pareto fronts for the original and modified designs.

Note that not only this new design change pushes the maximum CO2 capture closer to 100%, it also
increased the minimum possible CO2 capture from 5.8% to 38.1%. Moreover, this design potentially
brings economic benefits, as the amount of membrane material required to achieve the outputs is
reduced. This study shows that operability analyses can provide insights for improving the design of
membrane reactors in terms of performance targets and/or cost.

4. Conclusions and Future Work

This paper introduced a new modeling and operability analysis method for polymer membrane
reactor studies. The modeling approach presented aimed to reduce the number of simplifying
assumptions as much as possible to capture the complex behavior of polymer membranes. As a result,
the following features were included in the membrane model for the study where normally some
combination of them would be excluded: (i) nonisothermal operation—heat transfer across the tube
wall, Joule-Thomson cooling and heating, heat of reaction, and thermal inertia for dynamic calculations;
(ii) countercurrent operation; (iii) simultaneous, bidirectional permeation of multiple components.

Although this study is performed assuming steady-state operations, it should be noted that the
polymer membrane reactor model also runs reliably in a dynamic simulation where additional features
such as thermal inertia from the membrane materials can be considered. The hope is to continue to
push these bounds in future work to further study the interdependence of phenomena and improve
the overall operation of intensified equipment.

This modeling approach allowed for the first operability analysis of a polymer membrane
reactor. In this work, an operability analysis showed a few important considerations when operating
a polymer-based membrane reactor (1) nearly half of the available input space was mapped to
a one-dimensional curve in the output space; and (2) although such reactors are able to recover H2

effectively, it comes at the cost of lower CO2 capture.
The first point is an undesirable feature of many membrane reactors and leads to problems for

those who have worked in operability. If one is interested in which inputs are required to achieve a
desired output, it is impossible to perform back calculations if more than one input can achieve that
output. This fact would also be relevant for control studies associated with membrane. The second
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point highlights the tradeoff of switching to a polymer-based membrane rather than a more expensive
palladium membrane, but also provides an objective for improving polymer membrane design.

This work also presented a new contribution for operability analyses. This type of analysis has
always been useful for seeing how inputs translate to the output space. The use of operability to
determine the Pareto front was employed in this study to motivate design changes to the WGS polymer
membrane reactor unit. By applying this concept to the operability analysis, a best tradeoff point can
be selected and compared to other operating points to determine possible design changes to improve
the operability of the system. Although the process of running the analysis, diagnosing the problem
areas, and using this info to develop a new design had a logical thought process applied to it, it is still
an empirical approach. Future work will focus on the development of a mathematical optimization
algorithm using the block-based modeling approach, and the operability and Pareto analyses shown
in this work to design equipment with the objective of improving or expanding the entire output set
given an available input set.
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Abstract: Topological indices have been computed for various molecular structures over many years.
These are numerical invariants associated with molecular structures and are helpful in featuring many
properties. Among these molecular descriptors, the eccentricity connectivity index has a dynamic
role due to its ability of estimating pharmaceutical properties. In this article, eccentric connectivity,
total eccentricity connectivity, augmented eccentric connectivity, first Zagreb eccentricity, modified
eccentric connectivity, second Zagreb eccentricity, and the edge version of eccentric connectivity
indices, are computed for the molecular graph of a PolyEThyleneAmidoAmine (PETAA) dendrimer.
Moreover, the explicit representations of the polynomials associated with some of these indices are
also computed.

Keywords: PolyEThyleneAmidoAmine (PETAA) dendrimer; molecular topological indices;
Eccentric connectivity index

1. Introduction

The rapid growth in the field of medicine is resulting in the production of unknown nanomaterials,
crystalline materials and drugs. To investigate the chemical properties of these compounds, huge efforts
of pharmaceutical researchers are required and are being made. One way to understand it is by
using mathematics; in mathematical chemistry, many concepts of graph theory are being used to
formulate the mathematical model for chemical phenomena. Molecules and molecular compounds
can be considered as graphs, if we map atoms to vertices and chemical bonds to edges, respectively.
Such graphs are called molecular graphs. A graph can be identified by a uniquely defined number
(or finite numbers), a matrix or a polynomial that describe the graph. Topological index (TI) is a
mathematical quantity which is assigned to a graph (or molecular graph structure). Topological indices
(TIs) provide relationships between structure of a molecule and several physical properties, biological
activity or chemical reactivity. A TI is an invariant, that is if Top(H1) represents a TI of a graph H1 and
H2 (another graph) with H1

∼= H2 then Top(H1)= Top(H2).
The notions of TIs help pharmacists by providing several information based upon the structure of

materials which reduce their workload. Computing TIs of a compound may help in approximating
its medicinal behavior [1]. With the passage of time, the idea of understanding compounds through
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TIs has gained significant importance in the field of medicine because it requires no chemical-related
apparatus to study [2]. TIs are also used for studying quantitative structure–activity relationships
(QSAR) and quantitative structure property relationships (QSPR) for predicting many properties
of chemical compounds. QSPR and QSAR approaches are used to study the properties (chemical,
physical and biological) of a chemical substance from its molecular structure. QSAR and QSPR are the
significant descriptors of chemical compounds in mathematical formulation of various properties [3].
TIs, in recent years, have been used to study the molecular complexity, chemical documentation,
chirality, isomer discrimination, QSAR/QSPR, similarity/dissimilarity, lead optimization, drug design
and database selection, deriving multilinear regression models and rational combinatorial library
design [1,4]. Absence of degeneracy and high discriminating power are two properties of an ideal
topological index.

Dendrimers are macromolecular structures with a central core, an interior dendritic structure
(also called branches), and an exterior functional surface group. Initially, these molecules were
discovered (and studied) by E. Buhleier [5], D. Tomalia [6] and G.R. Newkome [7]. For a given size and
structure, one may construct a dendrimer inductively by using a chemical synthesis approach with
low polydispersity index. Mainly two approaches, divergent and convergent, are used to synthesize
the dendrimers. There are many known dendrimers with biological properties such as chemical
stability, solubility, polyvalency, electrostatic interactions, low cytotoxicity and self-assembling.
Dendrimers have applications in blood substitution as they have fluorocarbon and hydrophillic
moieties. These varying properties are useful in the field of medical science, such as diagnostic imaging
and anticancer therapies. Other than that, the linear growth in the size of dendrimers makes them ideal
delivery vehicle candidates for the study of effects of composition and size of polymers in biological
properties such as blood plasma retention time, cytotoxicity, lipid bilayer interactions and filtration;
see [8] and references therein.

The study of Polyamidoamine (PAMAM) dendrimers has remained the most important topic of
research in this field due to properties. PAMAM Dendrimers have hydrophilic interiors and exteriors
which play roles in its unimolecular micelle properties. Moreover, PAMAM-based carriers increase the
possibility of bioavailability of problematic drugs. Hence, PAMAM nano carriers enhance the potential
of the bioavailability of drugs which are not so soluble for efflux transporters; see [8] and references
therein. PAMAM dendrimers are also used in gene delivery for encapsulation of biodegradable
functional polymer films. Moreover, these dendrimers also have potential applications in biosensors;
for example, Ferrocenyl dendrimer (Fc-D). PAMAMs also have a usage in the delivery of agrochemicals
to make plants healthier and less susceptible to diseases, but the complex synthesis of PAMAM limits
the clinical translation of PAMAM-based materials. Interestingly, PolyEThyleneAmidoAmine (PETAA)
dendrimers with more complete and uniform structure than PAMAM possess several properties of
PAMAM such as the number of chemical bonds between the dendrimer core and the surface, number
of surface primary amino groups and the number of tertiary amino groups. Other than that, the unique
synthesis process of the PETAA enhances its potential for large-scale production, which results more
application in biomedical sciences [9]. Consequently, the study of PETAA becomes a very important
topic of research.

The purpose of this paper is to compute several distance-based TIs. Moreover, we also formulate
explicit polynomials corresponding to some of these indices.

2. Materials and Methods

In this article, we understand a molecular graph to be a simple graph, representing the carbon
atom skeleton of an organic molecule (usually, of a hydrocarbon). Let G(V, E) be a graph, where V
and E are the sets of vertices and set of edges respectively. Vertices u, v ∈ V are said to be adjacent if
{u, v} ∈ E. The degree of a v ∈ V is denoted by dv and is the number of edges incident to the vertex
v. A (u1, un)-path with n vertices is defined as a graph with vertex set {ui : 1 ≤ i ≤ n} and edge set
{uiui+1 : 1 ≤ i ≤ n − 1}. The distance between two vertices u and w is the length of the shortest path
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between u and w and is denoted by d(u, w). For a given vertex u ∈ V, the eccentricity ε(u) is defined
as ε(u) = max{d(w, u)|w ∈ V}.

Harold Wiener was the first who used the topological index in 1947. The path number of a graph,
which is the sum of all distances between the carbon atoms of a molecule was introduced by H. Wiener,
see [10]. Mathematically, the Wiener index (W(G)) is the count of all shortest distances in a graph G [11].
This molecular modeling is used to investigate the relationships between properties, structure and
activity of chemical compounds. Another distance-based topological index is the eccentric-connectivity
index ξ(G) of the graph G which is defined as [12]

ξ(G) = ∑
v∈V(G)

ε(v)dv. (1)

The comparisons of ξ(G) and W(G) in terms of estimation of biological activity have been
done for several drugs, such as those used in Alzheimer’s disease, see [13], hypertension, see [14],
inflammation, see [15], HIV, see [16] and as diuretics, see [17]. In most of these cases, the prediction
power of the ξ(G) was much superior to those correspondingly obtained from the W(G) which provide
motivation to find the ξ(G). Some properties and applications of this index are discussed in [18–21].
The eccentric-connectivity polynomial of G is defined as [22]

ECP(G, y) = ∑
v∈V(G)

dvyε(v). (2)

If the degrees of vertices are not used, then the total eccentricity index and total
eccentric-connectivity polynomial are as follows [22]:

ς(G) = ∑
v∈V(G)

ε(v), (3)

TECP(G, y) = ∑
v∈V(G)

yε(v). (4)

For more information on different aspects of eccentric-connectivity and total eccentric-connectivity
polynomials, one can see [23–26]. Zagreb indices of a graph G in terms of eccentricity were given
in [27] as follows:

Z1(G) = ∑
v∈V(G)

(ε(v))2, (5)

Z2(G) = ∑
uv∈E(G)

ε(u)ε(v). (6)

Some mathematical and computational properties of Z1(G) and Z2(G) have been established
in [28–31]. The augmented eccentric-connectivity index of a graph G which is the generalization of
ξ(G), is defined as [32]

Aε(G) = ∑
v∈V(G)

M(v)
ε(v)

, (7)

here, M(v) = ∏
u∈N(v)

du, N(v) denoted the neighbors of v. It has been scrutinized in [33] that the Aε(G),

is much better then the W(G) to high discriminating power, higher predictive accuracy and practically
no degeneracy. This index has been studied in [34,35]. The modified eccentric-connectivity index and
polynomial are defined as

Λ(G) = ∑
v∈V(G)

Svε(v), (8)

MECP(G, y) = ∑
v∈V(G)

Svyε(v), (9)
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where Sv = ∑u∈N(v), N(v) denoted the neighbors of v. In [36,37] several chemical and mathematical
aspects of Λ(G) and MECP(G, y) have been comprehensively studied. The edge version of the ξ(G),
denoted by εe(G), was introduced by Xinli Xu and Yun Guo [38] as

εe(G) = ∑
f∈E(G)

d( f )ε( f ), (10)

where d( f ) represents the degree of an edge and ε( f ) is defined as the largest distance of f with any
other edge g in G. This index has been computed for different dendrimer structures in [39–42].

TIs are descriptors based upon the structure of a compound which brief facts about shape,
branching, molecular size, presence of multiple bonds and heteroatoms in the numerical form [1].
Therefore, TIs may provide more insights into the interpretation of the molecular properties and/or
is able to take part in a model like QSPR and QSAR for the forecast of different properties of the
molecules. For instance, in [1,43–47] various properties of several chemical compounds were studied
by using TIs. Based upon the computation of TIs and some known values of these properties, linear
equations were developed in which TIs were the independent variable and a certain physical property
was the dependent variable. Thereby, the computation of TIs is one of the flourishing lines of
research. The significance of the above-mentioned indices in formulating mathematical models
for various biological activities can be seen in [14,17,48–53]. In the next section, we compute these
eccentricity-based indices for a PolyEThyleneAmidoAmine (PETAA) dendrimer.

3. Eccentricity-Based Indices and Polynomials for the PETAA Dendrimer

Let us denote the molecular graph of a PETAA dendrimer by D(n), where n is representing
the generation stage. Figure 1 depicts the molecular graph of a PETAA dendrimer for the growth
stage n = 5. The cardinality of vertex set of D(n) is 44 × 2n − 18, and edge set is 44 × 2n − 19.
To compute the indices and polynomials described in previous section for D(n), we determine the
required values for the sets of representatives. Now, make two sets of representatives, say A = {α1, α2}
and B = {ai, bi, ci, di, ei, fi, gi, hi}, where 0 ≤ i ≤ n, as shown in Figure 2. The representatives, degree,
Sv, M(v), ε(v) and frequency of each v in A and b are shown in Table 1. Let β = 7(n+ i+ 1) throughout
this section.

Figure 1. Chemical structure of PETAA dendrimer D(5).
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Figure 2. From left to right, D(n) with n = 0 and n = 1.

Table 1. Sets A and B with degree of element v, Sv, M(v), eccentricity, and frequency.

Representative Degree Sv M(v) Eccentricity Frequency

α1 2 4 4 7n + 9 2
α2 2 5 6 7n + 10 2
ai 3 5 4 β + 4 2i+1

bi 1 3 3 β + 5 2i+1

ci 2 5 6 β + 5 2i+1

di 2 5 6 β + 6 2i+1

ei 3 6 8 β + 7 2i+1

fi 2 5 6 β + 8 2i+2

gi 2 4 4 β + 9 2i+2

hi when i �= n 2 5 6 β + 10 2i+2

hn 1 2 2 14n + 17 2n+2

Now with the help of Table 1, we are ready to compute different eccentricity-based indices and
their corresponding polynomials for D(n). We start with ξ(G) for D(n).

Theorem 1. Let D(n) be the molecular graph of PETAA Dendrimer. Then

ξ(D(n)) = (1232n + 604)2n − 266n + 62.

Proof. The values of ε(v), dv from Table 1 in Equation (1) yield

ξ(D(n)) = ξ(A) + ξ(B) = ∑
v∈V(A)

ε(v)dv + ∑
v∈V(B)

ε(v)dv

= (2 × 2)(7n + 9) + (2 × 2)(7n + 10) +
n

∑
i=0

(
(3 × 2i+1)(β + 4) + (1 × 2i+1)(β + 5)

+ (2 × 2i+1)(β + 5) + (2 × 2i+1)(β + 6) + (3 × 2i+1)(β + 7) + (2 × 2i+2)(β + 8)

+ (2 × 2i+2)(β + 9)
)
+ 2n+2(14n + 17) +

n−1

∑
i=0

(
(2 × 2i+2)(β + 10)

)
.

(11)

Here, ∑n
i=0

(
(3 × 2i+1)(β + 4) + (1 × 2i+1)(β + 5) + (2 × 2i+1)(β + 5) + (2 × 2i+1)(β + 6) + (3 ×

2i+1)(β + 7) + (2 × 2i+2)(β + 8) + (2 × 2i+2)(β + 9)
)
= 1064n × 2n + 512 × 2n − 266n + 10,

and

∑n−1
i=0

(
(2 × 2i+2)(β + 10)

)
= 112n × 2n + 24 × 2n − 24 − 56n.

Using these values in Equation (11), we have

ξ(D(n)) = (1232n + 604)2n − 266n + 62.
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If the degrees of vertices are not used, then Table 1 and Equation (3) produce the following result:

Corollary 1. Let D(n) be the molecular graph of PETAA Dendrimer. Then

ς(D(n)) = (616n + 324)2n − 126n + 30.

In the next theorem, the ECP(G, y) for D(n) is derived.

Theorem 2. Let D(n) be the molecular graph of PETAA Dendrimer. Then

ECP(D(n), y) =
2(4y5 + 4y4 + 3y3 + 3y2 + 3)y7n+11(2n+1y7n+7 − 1)

2y7 − 1

+
8y7n+17(2ny7n − 1)

2y7 − 1
+ 4y7n+9(1 + y + 2ny7n+8).

Proof. The values of ε(v), dv from Table 1 in Equation (2) yield

ECP(D(n), y) = ECP(A, y) + ECP(B, y) = ∑
v∈V(A)

dvyε(v) + ∑
v∈V(B)

dvyε(v)

= (2 × 2)y7n+9 + (2 × 2)y7n+10 +
n

∑
i=0

(
(3 × 2i+1)yβ+4 + (1 × 2i+1)yβ+5

+ (2 × 2i+1)yβ+5 + (2 × 2i+1)yβ+6 + (3 × 2i+1)yβ+7 + (2 × 2i+2)yβ+8

+ (2 × 2i+2)yβ+9
)
+ 2n+2y14n+17 +

n−1

∑
i=0

(
(2 × 2i+2)yβ+10

)
.

(12)

Moreover, ∑n
i=0

(
(3 × 2i+1)yβ+4 + (1 × 2i+1)yβ+5 + (2 × 2i+1)yβ+5 +

(2 × 2i+1)yβ+6 + (3 × 2i+1)yβ+7 + (2 × 2i+2)yβ+8 + (2 × 2i+2)yβ+9
)

=

2(4y5 + 4y4 + 3y3 + 2y2 + 3y + 3)y7n+11(2n+1y7n+7 − 1)
2y7 − 1

,

and

∑n−1
i=0

(
(2 × 2i+2)yβ+10

)
=

8y7n+17(2ny7n − 1)
2y7 − 1

.

Using these values in Equation (12), we get the desired result.

Similarly, the values from Table 1 in (4) produce the TECP(G, y) for D(n).

Corollary 2. Let D(n) be the molecular graph of PETAA Dendrimer. Then

TECP(D(n), y) =
2(2y5 + 2y4 + y3 + y2 + 2y + 1)y7n+11(2n+1y7n+7 − 1)

2y7 − 1

+
4y7n+17(2ny7n − 1)

2y7 − 1
+ 2y7n+9(1 + y + 2n+1y7n+8).

In the next theorem, we determine Z1(G) for D(n).

Theorem 3. Let D(n) be the molecular graph of PETAA Dendrimer. Then

Z1(D(n)) = (8624n2 + 9072n + 6876)2n − 882n2 + 420n − 1886.
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Proof. By using the values of eccentricity from Table 1 in Equation (5), we get

Z1(D(n)) = Z1(A) + Z1(B) = ∑
v∈V(A)

[ε(v)]2 + ∑
v∈V(B)

[ε(v)]2

= 2(7n + 9)2 + 2(7n + 10)2 + 2n+2(14n + 17)2 +
n

∑
i=0

(
2i+1(β + 4)2 + 2i+1(β + 5)2

+ 2i+1(β + 5)2 + 2i+1(β + 6)2 + 2i+1(β + 7)2 + 2i+2(β + 8)2 + 2i+2(β + 9)2
)

+
n−1

∑
i=0

(
2i+2(β + 10)2

)
.

(13)

Moreover, ∑n
i=0

(
2i+1(β + 4)2 + 2i+1(β + 5)2 + 2i+1(β + 5)2 + 2i+1(β + 6)2 + 2i+1(β + 7)2 +

2i+2(β + 8)2 + 2i+2(β + 9)2
)
= 7056n2 × 2n + 6832n × 2n − 882n2 + 5292 × 2n + 56n − 1820,

and

∑n−1
i=0

(
2i+2(β + 10)2

)
= 784n2 × 2n + 336n × 2n + 428 × 2n − 196n2 − 168n − 428.

By using these values in Equation (13), we get

Z1(D(n)) = (8624n2 + 9072n + 6876)2n − 882n2 + 420n − 1886,

which proves our theorem.

Now, we compute Aε(G) for D(n) in the next theorem.

Theorem 4. Let D(n) be the molecular graph of PETAA Dendrimer. Then

Aε(D(n)) =
8

7n + 9
+

12
7n + 10

+
2n+3

14n + 17
+

(
8

7n + 11
+ · · ·+ 2n+3

14n + 11

)

+

(
6

7n + 12
+ · · ·+ 6 × 2n

14n + 12

)
+

(
12

7n + 12
+ · · ·+ 12 × 2n

14n + 12

)

+

(
12

7n + 13
+ · · ·+ 12 × 2n

14n + 13

)
+

(
16

7n + 14
+ · · ·+ 16 × 2n

14n + 14

)

+

(
24

7n + 15
+ · · ·+ 24 × 2n

14n + 15

)
+

(
16

7n + 16
+ · · ·+ 16 × 2n

14n + 16

)

+

(
24

7n + 17
+ · · ·+ 12 × 2n

14n + 10

)
.

Proof. By using the values of M(v) and ε(v) from Table 1 in (7), we get:

Aε(D(n)) = Aε(A) + Aε(B) = ∑
v∈V(A)

M(v)
ε(v)

+ ∑
v∈V(B)

M(v)
ε(v)

=
2 × 4

7n + 9
+

2 × 6
7n + 10

+
2 × 2n+2

14n + 17

+
n

∑
i=0

(
4 × 2i+1

β + 4
+

3 × 2i+1

β + 5
+

6 × 2i+1

β + 5
+

6 × 2i+1

β + 6

+
8 × 2i+1

β + 7
+

6 × 2i+2

β + 8
+

4 × 2i+2

β + 9

)
+

n−1

∑
i=0

(
6 × 2i+2

β + 10

)
.

(14)
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Furthermore, ∑n
i=0

(
4 × 2i+1

β + 4
+

3 × 2i+1

β + 5
+

6 × 2i+1

β + 5
+

6 × 2i+1

β + 6
+

8 × 2i+1

β + 7
+

6 × 2i+2

β + 8
+

4 × 2i+2

β + 9

)
=

(
8

7n + 11
+ · · ·+ 2n+3

14n + 11

)
+

(
6

7n + 12
+ · · ·+ 6 × 2n

14n + 12

)
+(

12
7n + 12

+ · · ·+ 12 × 2n

14n + 12

)
+

(
12

7n + 13
+ · · ·+ 12 × 2n

14n + 13

)
+

(
16

7n + 14
+ · · ·+ 16 × 2n

14n + 14

)
+(

24
7n + 15

+ · · ·+ 24 × 2n

14n + 15

)
+

(
16

7n + 16
+ · · ·+ 16 × 2n

14n + 16

)
,

and

∑n−1
i=0

(
6 × 2i+2

β + 10

)
=

(
24

7n + 17
+ · · ·+ 12 × 2n

14n + 10

)
.

The above two equations along with (14) yield the required result.

We now determine Λ(D(n)) for D(n).

Theorem 5. Let D(n) be the molecular graph of PETAA Dendrimer. Then

Λ(D(n)) = (2744n + 1332)2n − 602n + 132.

Proof. By using the values Sv and ε(v) from Table 1 in (8), we obtain

Λ(D(n)) = Λ(A) + Λ(B) = ∑
v∈V(A)

Svε(v) + ∑
v∈V(B)

Svε(v)

= (2 × 4)(7n + 9) + (2 × 5)(7n + 10) +
n

∑
i=0

(
(5 × 2i+1)(β + 4) + (3 × 2i+1)(β + 5)

+ (5 × 2i+1)(β + 5) + (5 × 2i+1)(β + 6) + (6 × 2i+1)(β + 7) + (5 × 2i+2)(β + 8)

+ (4 × 2i+2)(β + 9)
)
+ 2 × 2n+2(14n + 17) +

n−1

∑
i=0

(
(5 × 2i+2)(β + 10)

)
.

(15)

Here, ∑n
i=0

(
(5 × 2i+1)(β + 4) + (3 × 2i+1)(β + 5) + (5 × 2i+1)(β + 5) + (5 × 2i+1)(β + 6) + (6 ×

2i+1)(β + 7) + (5 × 2i+2)(β + 8) + (4 × 2i+2)(β + 9)
)
= 2352n × 2n + 1136 × 2n − 588n + 20,

and

∑n−1
i=0

(
(5 × 2i+2)(β + 10)

)
= 280n × 2n + 60 × 2n − 60 − 140n.

Lastly by using these values in Equation (15), we have

Λ(D(n)) = (2744n + 1332)2n − 602n + 132.

In the following theorem, we determine the MECP(G, y) for D(n).

Theorem 6. Let D(n) be the molecular graph of PETAA Dendrimer. Then

MECP(D(n), y) =
2(8y5 + 10y4 + 6y3 + 5y2 + 8y + 5)y7n+11(2n+1y7n+7 − 1)

2y7 − 1

+
20y7n+17(2ny7n − 1)

2y7 − 1
+ 2y7n+9(4 + 5y + 2n+2y7n+8).
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Proof. By using the values from Table 1 in Equation (9), we get:

MECP(D(n), y) = MECP(A, y) + MECP(B, y) = ∑
v∈V(A)

Svyε(v) + ∑
v∈V(B)

Svyε(v)

= (2 × 4)y7n+9 + (2 × 5)y7n+10 +
n

∑
i=0

(
(5 × 2i+1)yβ+4 + (3 × 2i+1)yβ+5

+ (5 × 2i+1)yβ+5 + (5 × 2i+1)yβ+6 + (6 × 2i+1)yβ+7 + (5 × 2i+2)yβ+8

+ (4 × 2i+2)yβ+9
)
+ 2 × 2n+2y14n+17 +

n−1

∑
i=0

(
(5 × 2i+2)yβ+10

)
.

(16)

Moreover, ∑n
i=0

(
(5 × 2i+1)yβ+4 + (3 × 2i+1)yβ+5 + (5 × 2i+1)yβ+5 +

(5 × 2i+1)yβ+6 + (6 × 2i+1)yβ+7 + (5 × 2i+2)yβ+8 + (4 × 2i+2)yβ+9
)

=

2(8y5 + 10y4 + 6y3 + 5y2 + 8y + 5)y7n+11(2n+1y7n+7 − 1)
2y7 − 1

,

and

∑n−1
i=0

(
(5 × 2i+2)yβ+10

)
=

20y7n+17(2ny7n − 1)
2y7 − 1

.

By using these values in Equation (16), we get the required result.

The edge partition of sets A and B with respect to the representatives of pairs of end vertices,
eccentricity and degree of each edge of the corresponding representative, and their frequencies of
occurrence are shown in Table 2. The eccentricities of vertices are taken from Table 1.

Table 2. The edge partition of set B with respect to the representatives of pairs of end vertices,
eccentricity, and degree of each edge, and their frequencies.

Representative Eccentricity Frequency Eccentricity of an Edge Degree of an Edge

[α1, α1] [7n + 9, 7n + 9] 1 7n + 7 2
[α1, α2] [7n + 9, 7n + 10] 2 7n + 8 2
[α2, a0] [7n + 10, 7n + 11] 2 7n + 9 3
[ai, bi] [β + 4, β + 5] 2i+1 β + 3 2
[ai, ci] [β + 4, β + 5] 2i+1 β + 3 3
[ci, di] [β + 5, β + 6] 2i+1 β + 4 2
[di, ei] [β + 6, β + 7] 2i+1 β + 5 3
[ei, fi] [β + 7, β + 8] 2i+2 β + 6 3
[ fi, gi] [β + 8, β + 9] 2i+2 β + 7 2

[gi, hi] when i �= n [β + 9, β + 10] 2i+2 β + 8 2
[gn, hn] [14n + 16, 14n + 17] 2n+2 14n + 15 1

[hi, ai+1] when i �= n [β + 10, β + 11] 2i+2 β + 9 3

In the next theorem, we determine Z2(G) for D(n).

Theorem 7. Let D(n) be the molecular graph of PETAA Dendrimer. Then,

Z2(D(n)) = 2n(8624n2 + 8456n + 6552)− 931n2 + 434n − 1979.
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Proof. By using the values from Table 2 in Equation (6), we compute the second Zagreb eccentricity
index of D(n) as follows:

Z2(D(n)) = Z2(A) + Z2(B) = ∑
uv∈E(A)

[ε(u)ε(v)] + ∑
uv∈E(B)

[ε(u)ε(v)]

= (7n + 9)(7n + 9) + 2(7n + 9)(7n + 10) + 2(7n + 10)(7n + 11)

+ 2n+2(14n + 16)(14n + 17) +
n

∑
i=0

(
2i+1(β + 4)(β + 5) + 2i+1(β + 4)(β + 5)

+ 2i+1(β + 5)(β + 6) + 2i+1(β + 6)(β + 7) + 2i+2(β + 7)(β + 8)

+ 2i+2(β + 8)(β + 9)
)
+

n−1

∑
i=0

(
2i+2(β + 9)(β + 10) + 2i+2(β + 10)(β + 11)

)
.

(17)

Furthermore, ∑n
i=0

(
2i+1(β + 4)(β + 5) + 2i+1(β + 4)(β + 5) + 2i+1(β + 5)(β + 6) + 2i+1(β +

6)(β + 7) + 2i+2(β + 7)(β + 8) + 2i+2(β + 8)(β + 9)
)
= 6272n2 × 2n + 5936n × 2n − 784n2 + 4608 ×

2n + 84n − 1604,
and

∑n−1
i=0

(
2i+2(β + 9)(β + 10) + 2i+2(β + 10)(β + 11)

)
= 1568n2 × 2n + 672n × 2n − 392 × n2 + 856 ×

2n − 336n − 856,
which along with (17) give

Z2(D(n)) = 2n(8624n2 + 8456n + 6552)− 931n2 + 434n − 1979,

which was required.

Finally, we determine the εe(D(n)) for D(n).

Theorem 8. Let D(n) be the molecular graph of PETAA Dendrimer. Then

εe(D(n)) = (1456n + 500)2n − 336n + 144.

Proof. By using the values from Table 2 in (10), we get

εe(D(n)) = εe(A) + εe(B) = ∑
f∈E(A)

d f ε( f ) + ∑
f∈E(B)

d f ε( f )

= (2 × 1)(7n + 7) + (2 × 2)(7n + 8) + (2 × 3)(7n + 9) +
n

∑
i=0

(
(2 × 2i+1)(β + 3)

+ (3 × 2i+1)(β + 3) + (2 × 2i+1)(β + 4) + (3 × 2i+1)(β + 5) + (3 × 2i+2)(β + 6)

+ (2 × 2i+2)(β + 7)
)
+ 2n+2(14n + 15) +

n−1

∑
i=0

(
(2 × 2i+2)(β + 8) + (3 × 2i+2)(β + 9)

)
.

(18)

Here, ∑n
i=0

(
(2 × 2i+1)(β + 3) + (3 × 2i+1)(β + 3) + (2 × 2i+1)(β + 4) + (3 × 2i+1)(β + 5) + (3 ×

2i+2)(β + 6) + (2 × 2i+2)(β + 7)
)
= 1120n × 2n + 408 × 2n − 280n + 76,

and

∑n−1
i=0

(
(2 × 2i+2)(β + 8) + (3 × 2i+2)(β + 9)

)
= 280n × 2n + 32 × 2n − 140n − 32.
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By using these values in Equation (18), we get

εe(D(n)) = (1456n + 500)2n − 336n + 144.

This gives the required result.

4. Discussion

In recent times, several techniques such as SARs model, QSAR model, QSPR model, least square
regression analysis and other models are being used to predict chemical and biological behavior
of compounds. By using graphs corresponding to compounds, non-experimental parameters are
used to predict chemical behavior of these compounds. Among these parameters, several (distance
based) indices have been formulated, such as the eccentric connectivity index (denoted by ξ(G)),
total-eccentricity index (ς(G)), augmented eccentric-connectivity index (Aε(G)) and modified
eccentric-connectivity index (Λ(G)). In order to demonstrate the importance of ξ(G) in predicting
biological activity, Gupta et. al [32] used nonpeptide N-benzylimidazole derivatives with respect
to antihypertensive activity. After comparison between the results obtained by using ξ(G) and
the corresponding values obtained by using other TIs, they found the accuracy of prediction to
be about 80%. In [12], Sharma et al. investigated the discrimination power of ξ(G) with regard to
biological/physical properties of molecules. By using ξ(G) in several datasets, they obtained the
correlation coefficients, ranging from 95% to 99%, with regard to physical properties of diverse
nature. It was observed that the ξ(G) shows excellent correlations with regard to analgesic activity of
piperidinyl methyl ester and methylene methyl ester analogs. In the current work, we have extended
the pool of information related to important PETTA dendrimers. This information can be used by the
other researchers who are doing lab work. They may develop connections with the properties by using
these values in different ways, for example, to decide the size of suitable dendrimers for a certain
property. Furthermore, some physical and biological properties can be a topic of interest in the future.

5. Conclusions

The theoretical formulation studied in this article has received remarkable interest of researchers
due to its extensive application in the fields of pharmacy, medical science, chemical engineering,
and applied sciences. In this paper, we deal with the molecular structure of PETAA dendrimers.
We compute some distance-based indices for PETAA dendrimers, along with the exact values of
eccentric connectivity, total eccentricity, augmented eccentric connectivity, first Zagreb eccentricity,
modified eccentric connectivity, second Zagreb eccentricity, and edge version of eccentric-connectivity
indices for PETAA. The associated polynomials have also been computed for PETAA dendrimers.
Since PETAA dendrimers have a wide variety of biomedical applications, therefore, these theoretical
results may play a vital role in upcoming research in medical sciences.
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Abstract: Dendrimers are branched organic macromolecules with successive layers of branch units
surrounding a central core. The molecular topology and the irregularity of their structure plays
a central role in determining structural properties like enthalpy and entropy. Irregularity indices
which are based on the imbalance of edges are determined for the molecular graphs associated with
some general classes of dendrimers. We also provide graphical analysis of these indices for the above
said classes of dendrimers.

Keywords: nanostar dendrimer; irregularity measure; complexity of structure; NS1[p]; NS2[p]; NS3[p]

1. Introduction

Algebra, topology, geometry and combinatorics are the main branches of mathematics which
are employed to study the symmetries and irregularities of the structures of different substances.
Dendrimers have consistently attracted the attention of both chemists as well as pure mathematicians
because of the complexities of the underlying molecular graphs. Dendrimers are highly branched,
star-shaped macromolecules with nanometer-scale dimensions. Dendrimers are constituted by main
parts: A central core, an internal part called ‘branch’, and an exterior surface with functional surface
groups. The varied combination of these components yields products of different shapes and sizes
with shielded interior cores that are ideal candidates for applications in both biological and materials
sciences. Some recent applications include drug delivery, gene transfection, catalysis, energy harvesting,
photo activity, molecular weight and size determination, rheology modification, and nanoscale science
and technology [1–3]

Graphs can be used to study theoretical and computational aspects of dendrimers. Recently this
approach has proved remarkable in relating properties of substances with involved structural
parameters [4–7]. Topological indices are used here as major ingredients [7–14]. Some nanotubes,
modified electrodes, chemical sensors, micro- and macro-capsule, and colored glasses can be designed
using nanostar dendrimers. The structure of polymer molecules in a plane depends on the adjacency
of their units. For detailed insight, see [1–3,14–18] and references therein. Figure 1 shows the spatial
arrangements of NS1[1], NS1[2] polypropylenimine octaamin dendrimers in plane. The recursive
nature of these dendrimers is evident from this figure. Graph theoretic models of these dendrimers
can potentially be used in fractals.

Processes 2019, 7, 517; doi:10.3390/pr7080517 www.mdpi.com/journal/processes255
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Figure 1. NS1[1] and NS1[2] polypropylenimine octaamin dendrimers.

In Figure 1, G1 shows the structure of polypropylenimine octaamin dendrimers NS1[p] when
p = 1, and G2 represents the structure of NS1[p] when p = 2.

The next object will be polypropylenimine octaamin dendrimer NS2[p]. Figure 2 is a graph
theoretical representation for this dendrimer.

Figure 2. NS2[p] polypropylenimine octaamin dendrimers.

The third object of interest is the NS3[p], also known as polymer dendrimer. Figure 3 shows the
molecular structure of this dendrimer.
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Figure 3. NS3[p] polymer de ndrimer.

The above three families have been used a lot recently for their theoretical properties. De et al.
in [14], computed the F-index of nanostar dendrimers, Siddiqui et al. computed the Zagreb indices for
different nanostar dendrimers in [15], and Madanshekaf computed the Randi index for some different
classes of nanostar dendrimers in [16,17]. Munir, et al. computed M-polynomial and related indices of
these nanostar dendrimers in [18], titania nanotubes in [19], polyhez nanotubes in [20] and circulant
graphs in [21].

In the current article, we are interested in imbalance-based irregularity indices of the above
discussed families of three dendrimers. We use techniques from combinatorics and graph theory
to avoid the use of quantum mechanics, as has been done recently in most of the cases, see [7–14].
Important tools which are used for this purpose are structural and functional polynomials. These tools
use structural parameters as inputs and the outputs are the key information that is used to determine
properties of the material under discussion. Certain properties of matters like standard enthalpy,
toxicity, entropy as well as reactivity and biological mechanics are theoretically based on these
tools [4–6]. Estrada related the atom bond connectivity index with energies of the branched alkanes
in [9]. Some applications of indices in pharmacy are given in [10] and in Quantitative structure activity
analysis in [11].

2. Preliminaries and Notations

In this part we lay out some basic material and notations which will be used throughout the article.
All graphs will be connected. We fix the symbol G for a simple connected graph, V for the set of vertices
of G, E for the set of edges, du and dv are the degrees of vertices u and v, respectively. Topological
index is an invariant of the graph that preserves the structural aspects of the graph. A degree based
topological index is based on the end degrees of edges. A graph is said to be regular if every vertex of
the graph has the same degree. A topological invariant is called irregularity index if the index vanishes
for a regular graph and is non-zero for a non-regular graph. Regular graphs have been investigated a
lot, particularly in mathematics. Their applications in chemical graph theory came to be known after
the discovery of nanotubes and fullerenes. Paul Erdos emphasized the study of irregular graphs for the
first time in history in [22]. At the Second Krakow Conference on Graph Theory (1994), Erdos officially
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posed an open problem about determination of the extreme size of highly irregular graphs of given
order [23]. Since then, the irregular graphs and the degree of irregularity have become the basic open
problem of graph theory. A graph in which each vertex has a different degree than other vertices
is known as a perfect graph. Authors in [24], proved that no graph is perfect. The graphs lying in
between are called quasi-perfect graphs in which each, except two vertices, have different degrees [25].
A simplified way of expressing the irregularity is the irregularity index. Irregularity indices have
been studied recently in a novel way [26,27]. The first such irregularity index was introduced in [28].
Most of these indices used the concept of imbalance of an edge defined as imballuv = |du− dv|, [25–27].
The Albertson index, AL (G), was defined by Alberston in [29] as AL(G) =

∑
UV∈E|du − dv|. In this

index, the imbalance of edges is computed. The irregularity index IRL(G) and IRLU(G) is introduced
by Vukicevic and Gasparov, [30] as IRL(G) =

∑
UV∈E|lndu − lndv|, and IRLU(G) =

∑
UV∈E

|du−dv |
min(du,dv)

.
Recently, Abdoo et al. introduced the new term “total irregularity measure of a graph G”, which is
defined as [31–33] IRRt(G) = 1

2
∑

UV∈E|du − dv|. Recently, Gutman et al. introduced the σ (G) irregularity
index of the graph G, which is described as σ(G) =

∑
UV∈E(du − dv)

2 in [34]. The Randic index itself is

directly related to an irregularity measure, which is described as IRA(G) =
∑

UV∈E

(
d
−1
2

u − d
−1
2

v

)2
in [35]. Further irregularity indices of similar nature can be traced in [34] in detail. These

indices are given as IRDIF(G) =
∑

UV∈E

∣∣∣∣ du
dv
− dv

dv

∣∣∣∣, IRLF(G) =
∑

UV∈E
|du−dv |√
(dudv)

, LA(G) = 2
∑

UV∈E
|du−dv |
(du+dv)

,

IRD1 =
∑

UV∈E ln{1 + |dv − dv|}, IRGA(G) =
∑

UV∈E ln du+dv

2
√
(dudv)

, and IRB(G) =
∑

UV∈E

(
d

1
2
u − d

1
2
v

)2
.

Futher details are given in [28–46]. Recently authors computed irregularity indices of a nanotube [47].
Recently Gao et al. computed irregularity measures of some dendrimer structures in [48] and molecular
structures in [49]. Actually, the authors computed only four irregularity measures for some classes
of dendrimers in [48]. These structures are used as long infinite chain macromolecules in chemistry
and related areas. Hussain et al. computed these irregularity measures for some classes of benzenoid
systems in [50].

3. Main Results

In this part, we give our main theoretical results.

Theorem 1. Let NS1[p] be the polypropylenimine octaamin dendrimers, then the irregularity indices of NS1[p] are:

1. IRDIF(NS1[p]) = 1.5
(
2p+1

)
+ 22.3372p − 22.334

2. IRR(NS1[p]) = 2p+1 + 22(2p) − 22

3. IRL(NS1[p]) = 0.69314718
(
2p+1

)
+ 10.070961 (2p)− 10.070961

4. IRLU(NS1[p]) = 2p+1 + 15(2p) − 15
5. IRLF(NS1[p]) = 0.7071068(2p+1) + 10.334278(2p) − 10.334278
6. σ(NS1[p]) = 2p+1 + 30(2p) − 30
7. IRLA(NS1[p]) = 0.6667(2p) + 9.6(2p) − 9.6

8. IRD1 = 0.69314
(
2p+1

)
+ 14.098(2p) − 14.098

9. IRA(NS1[p]) = 0.085786432(2p+1) + 0.950245633(2p) − 0.9502456337
10. IRGA(NS1[p]) = 0.06036(2p+1) + 0.8610954(2p) − 0.8610954
11. IRB(NS1[p]) = 0.171528753(2p+1) + 3.557593539(2p) − 3.557593539
12. IRRt(NS1[p]) = 12(2p) − 11

Proof. In order to prove the above theorem we have to consider Figure 1.

We can see that the edges NS1[p] admit the following partition in Table 1. �
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Table 1. Edge partition of NS1[p] polypropylenimine octaamin dendrimers.

Edge Type (du, dv) Number of Edges

(1,2) 2p+1

(1,3) 4 (2p − 1)
(2,2) {12× 2p − 11}
(2,3) 14 (2p − 1)

Now, using above Table 1 and definitions we have:

1. IRDIF(G) =
∑

UV∈E

∣∣∣∣ du
dv
− dv

dv

∣∣∣∣
IRDIF(NS1[p], x, y) = 2p+1

∣∣∣ 21 − 1
2

∣∣∣+ 4(2p − 1)
∣∣∣ 31 − 1

3

∣∣∣+ {12× 2p − 11}
∣∣∣ 22 − 2

2

∣∣∣+ 14(2p − 1)
∣∣∣ 32 − 2

3

∣∣∣
= 2p+1

∣∣∣ 21 − 1
2

∣∣∣+ 4(2p − 1)
∣∣∣ 31 − 1

3

∣∣∣+ 14(2p − 1)
∣∣∣ 32 − 2

3

∣∣∣.
2. IRR(G) =

∑
UV∈E imb(e)

IRR(NS1[p], x, y) = 2p+1|2− 1|+ 4(2p − 1)|3− 1|+ {12× 2p − 11}|2− 2|+ 14(2p − 1)
= 2p+1 + 4(2p − 1)|2|+ 14(2p − 1).

3. IRL(G) =
∑

UV∈E|lndu − lndv|

IRL(NS1[p], x, y) = 2p+1|ln2− ln1|+ 4(2p − 1)|ln3− ln1|+ {12× 2p − 11}|ln2− ln2|+ 14(2p − 1)|ln3− ln2|
= 2p+1|ln2|+ 4(2p − 1)|ln3|+ 14(2p − 1)

∣∣∣ln 3
2

∣∣∣.
4. IRLU(G) =

∑
UV∈E

|du−dv |
min(dudv)

IRLU(NS1[p], x, y) = 2p+1 |2−1|
1 + 4(2p − 1) |3−1|

1 + {12× 2p − 11} |2−2|
2 + 14(2p − 1) |3−2|

2
= 2p+1 + 8(2p − 1) + 7(2p − 1).

5. IRLF(G) =
∑

UV∈E
|du−dv |√
(dudv)

IRLF(NS1[p], x, y) = 2p+1 |2−1|√
2
+ 4(2p − 1) |3−1|√

3
+ {12× 2p − 11} |2−2|√

4
+ 14(2p − 1) |3−2|√

6

= 2p+1√
2
+

8(2p−1)√
3

+
14(2p−1)√

6
.

6. σ(G) =
∑

UV∈E(du − dv)
2

σ(NS1[p], x, y) = 2p+1(2− 1)2 + 4(2p − 1)(3− 1)2 + {12× 2p − 11}(2− 2)2 + 14(2p − 1)(3− 2)2

= 2p+1 + 16(2p − 1) + 14(2p − 1) .

7. IRLA(G) = 2
∑

UV∈E
|du−dv |
(du+dv)

IRLA(NS1[p], x, y) = 2
[
2p+1 |2−1|

(2+1) + 4(2p − 1) |3−1|
(3+1) + {12× 2p − 11} |2−2|

(2+2) + 14(2p − 1) |3−2|
(3+2)

]
= 2

[
2p+1 |2−1|

(2+1) + 4(2p − 1) |3−1|
(3+1) + 14(2p − 1) |3−2|

(3+2)

]
.

8. IRD1 =
∑

UV∈E ln{1 + |dv − dv|}

IRD1(NS1[n], x, y) = 2p+1ln{1 + |2− 1|}+ 4(2p − 1)ln{1 + |3− 1|}+ {12× 2p − 11}ln{1 + |2− 2|}+ 14(2p − 1)ln{1 + |3− 2|}
= 2p+1ln{1 + |2− 1|}+ 4(2p − 1)ln{1 + |3− 1|}+ 14(2p − 1)ln{1 + |3− 2|}.
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9. IRA(G) =
∑

UV∈E

(
d
−1
2

u − d
−1
2

v

)2

IRA(NS1[p], x, y) = 2p+1
(

1√
2
− 1√

1

)2
+ 4(2p − 1)

(
1√
3
− 1√

1

)2
+ {12× 2p − 11}

(
1√
2
− 1√

2

)2
+ 14(2p − 1)

(
1√
3
− 1√

2

)2
= 2p+1

(
1√
2
− 1√

1

)2
+ 4(2p − 1)

(
1√
3
− 1√

1

)2
+ 14(2p − 1)

(
1√
3
− 1√

2

)2
.

10. We have IRGA(G) =
∑

UV∈E ln du+dv

2
√
(dudv)

IRGA(NS1[p], x, y) = 2p+1ln |2+1|
2
√

2
+ 4(2p − 1)ln |3+1|

2
√

3
+ {12× 2p − 11}ln |2+2|

2
√

4
+ 14(2p − 1)ln |3+2|

2
√

6
= 2p+1ln |2+1|

2
√

2
+ 4(2p − 1)ln |3+1|

2
√

3
+ 14(2p − 1)ln |3+2|

2
√

6
.

11. IRB(G) =
∑

UV∈E

(
d

1
2
u − d

1
2
v

)2
IRB(NS1[p], x, y) = 2p+1

(√
2− √1

)2
+ 4(2p − 1)

(√
3− √1

)2
+ {12× 2p − 11}

(√
2− √2

)2
+ 14(2p − 1)

(√
3− √2

)2
= 2p+1

(√
2− √1

)2
+ 4(2p − 1)

(√
3− √1

)2
+ 14(2p − 1)

(√
3− √2

)2
.

12. IRRt(G) = 1
2
∑

UV∈E|du − dv|

IRRt(NS1[p], x, y) = 1
2

[
2p+1|2− 1|+ 4(2p − 1)|3− 1|+ {12× 2p − 11}|2− 2|+ 14(2p − 1)|3− 2|

]
= 1

2

[
2p+1 + 4(2p − 1)|2|+ 14(2p − 1)

]
.

The following Table 2 shows the values of these irregularity indices for some test values of
parameter p.

Table 2. Irregularity indices for NS1[p] polypropylenimine octaamin dendrimers.

Irregularity Indices p = 1 p = 2 p = 3 p = 4 p = 5

IRDIF(G) =
∑

UV∈E

∣∣∣∣ du
dv
− dv

dv

∣∣∣∣ 28.340 79.014 180.335 383.005 788.344
AL(G) =

∑
UV∈E|du − dv| 26 74 170 362 746

IRLU(G) =
∑

UV∈E
|du−dv |

min(du,dv)
19 53 121 257 529

IRLU(G) =
∑

UV∈E
|du−dv |√
(dudv)

13.1627 36.6596 83.6536 177.6415 365.6174

IRF(G) =
∑

UV∈E(du − dv)
2 34 98 226 482 994

IRLA(G) = 2
∑

UV∈E
|du−dv |
(du+dv)

12.268 34.136 77.872 165.344 340.288
IRD1 =

∑
UV∈E ln{1 + |dv − dv|} 16.870 47.839 109.776 233.650 481.398

IRA(G) =
∑

UV∈E

(
d
−1
2

u − d
−1
2

v

)2
1.2934 3.5370 8.0243 16.9988 34.9479

IRGA(G) =
∑

UV∈E ln du+dv

2
√
(dudv)

1.1025 3.0661 6.9934 14.8480 30.5571

IRB(G) =
∑

UV∈E

(
d

1
2
u − d

1
2
v

)2
4.2437 12.0450 27.6476 58.8528 121.2632

IRRt(G) = 1
2
∑

UV∈E|du − dv| 13 37 85 181 373

Now we proceed to irregularity indices of NS2[p].

Theorem 2. Let NS2[p] be the nanostar polypropylenimine octaamin dendrimers, then the irregularity indices
of NS2[p] are:

1. IRDIF(NS2[p]) = 1.5
(
2p+1

)
+ 5(2p) − 5

2. IRR(NS2[p]) = 2p+1 + 6(2p) − 6

3. IRL(NS2[p]) = 0.6931471
(
2p+1

)
+ 2.4328(2p) − 2.4328
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4. IRLU(NS2[p]) = 2p+1 + 3(2p) − 3
5. IRLF(NS2[p]) = 0.707106(2p+1) + 2.4494897(2p) − 2.4494897
6. σ(NS2[p]) = 2p+1 + 6(2p) − 6

7. IRLA(NS2[p]) = 0.6667
(
2p+1

)
+ 2.4(2p) − 2.4

8. IRD1 = 0.6931471806(2p+1) + 4.15888302(2p) − 4.15888302
9. IRA(NS2[p]) = 0.08578644(2p+1) + 0.1010205144(2p) − 0.1010205144
10. IRGA(NS2[p]) = 0.0588915178(2p+1) + 0.1224659836(2p) − 0.1224659836
11. IRB(NS2[p]) = 0.171578(2p+1) + 0.606123086(2p) − 0.606123086
12. IRRt(NS2[p]) = 4(2p) − 3

Proof. In order to prove the above theorem, we have to consider Figure 2. We can see that the edges of
NS2[p] admit the following partition in Table 3. �

Table 3. Edge partition of nanostar polypropylenimine octaamin dendrimers.

Edge Type (du,dv) Number of Edges

(1,2) 2p+1

(2,2) {8× 2p − 5}
(2,3) 6(2p − 1)

We can see that the edges of NS2[p] admit the following partition in Table 3.
Now using above Table 3 and the above definitions, we have:

1. IRDIF(G) =
∑

UV∈E

∣∣∣∣ du
dv
− dv

dv

∣∣∣∣
IRDIF(NS2[p], x, y) = 2p+1

∣∣∣ 21 − 1
2

∣∣∣+ |{8× 2p − 5}|
∣∣∣ 22 − 2

2

∣∣∣+ 6(2p − 1)
∣∣∣ 32 − 2

3

∣∣∣
= 2p+1

∣∣∣ 21 − 1
2

∣∣∣+ 6(2p − 1)
∣∣∣ 32 − 2

3

∣∣∣.
2. IRR(G) =

∑
UV∈E imb(e) ∴ imb(e) = |du − dv|

IRR(NS2[p], x, y) = 2p+1|2− 1|++{8× 2p − 5}|2− 2|+ 6(2p − 1)|3− 2|
= 2p+1 + 6(2p − 1).

3. IRL(G) =
∑

UV∈E|lndu − lndv|

IRL(NS2[p], x, y) = 2p+1|ln2− ln1|+ {8× 2p − 5}|ln2− ln2|+ 6(2p − 1)|ln3− ln2|
= 2p+1|ln2|+ 6(2p − 1)

∣∣∣ln 3
2

∣∣∣.
4. IRLU(G) =

∑
UV∈E

|du−dv |
min(dudv)

IRLU(NS2[p], x, y) = 2p+1 |2−1|
1 + {8× 2p − 5} |2−2|

2 + 6(2p − 1) |3−2|
2

= 2p+1 + 3(2p − 1).

5. IRLF(G) =
∑

UV∈E
|du−dv |√
(dudv)

IRLU(NS2[p], x, y) = 2p+1 |2−1|√
2
+ {8× 2p − 5} |2−2|√

4
+ 6(2p − 1) |3−2|√

6

= 2p+1√
2
+

6(2p−1)√
6

.

261



Processes 2019, 7, 517

6. σ(G) =
∑

UV∈E(du − dv)
2

σ(NS2[p], x, y) = 2p+1(2− 1)2 + {8× 2p − 5}(2− 2)2 + 6(2p − 1)(3− 2)2

= 2p+1(2− 1)2 + 6(2p − 1)(3− 2)2.

7. IRLA(G) = 2
∑

UV∈E
|du−dv |
(du+dv)

IRLA(NS2[p], x, y) = 2
[
2p+1 |2−1|

(2+1) + {8× 2p − 5} |2−2|
(2+2) + 6(2p − 1) |3−2|

(3+2)

]
= 2

[
2p+1

3 +
6(2p−1)

5

]
.

8. IRD1 =
∑

UV∈E ln{1 + |dv − dv|}

IRD1(NS2[p], x, y) = 2p+1ln{1 + |2− 1|}+ {8× 2p − 5}ln{1 + |2− 2|}+ 6(2p − 1)ln{1 + |3− 2|}
= 2p+1ln2 + 6(2p − 1)ln2 .

9. IRA(G) =
∑

UV∈E

(
d
−1
2

u − d
−1
2

v

)2

IRA(NS2[p], x, y) = 2p+1
(

1√
2
− 1√

1

)2
+ {8× 2p − 5}

(
1√
2
− 1√

2

)2
+ 6(2p − 1)

(
1√
3
− 1√

2

)2
= 2p+1

(
1√
2
− 1√

1

)2
+ 6(2p − 1)

(
1√
3
− 1√

2

)2
.

10. IRGA(G) =
∑

UV∈E ln du+dv

2
√
(dudv)

IRGA(NS2[p], x, y) = 2p+1ln |2+1|
2
√

2
+ {8× 2p − 5}ln |2+2|

2
√

4
+ 6(2p − 1)ln |3+2|

2
√

6
= 2p+1ln 3

2
√

2
+ 6(2p − 1)ln 5

2
√

6
.

11. IRB(G) =
∑

UV∈E

(
d

1
2
u − d

1
2
v

)2

IRB(NS2[p], x, y) = 2p+1
(√

2− √1
)2
+ {8× 2p − 5}

(√
2− √2

)2
+ 6(2p − 1)

(√
3− √2

)2
= 2p+1

(√
2− √1

)2
+ 14(2p − 1)

(√
3− √2

)2
.

12. IRRt(G) = 1
2
∑

UV∈E|du − dv|

IRRt(NS2[p], x, y) = 1
2

[
2p+1|2− 1|++{8× 2p − 5}|2− 2|+ 6(2p − 1)|3− 2|

]
= 1

2

[
2p+1 + 6(2p − 1)

]
.

Table 4 represents some calculated values of irregularity indices of NS2[p] for some test values of p.
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Table 4. Irregularity indices for NS2[p] polypropylenimine octaamin dendrimers.

Irregularity indices p = 1 p = 2 p = 3 p = 4 p = 5

IRDIF(G) =
∑

UV∈E

∣∣∣∣ du
dv
− dv

dv

∣∣∣∣ 11 27 59 123 251
AL(G) =

∑
UV∈E|du − dv| 10 26 58 122 250

IRL(G) =
∑

UV∈E|lndu − lndv| 5.2054 12.844 28.1199 58.6727 119.7782
IRLU(G) =

∑
UV∈E

|du−dv |
min(du,dv)

7 17 37 77 157

IRLU(G) =
∑

UV∈E
|du−dv |√
(dudv)

5.2779 13.0053 28.4601 59.3697 121.1889

IRF(G) =
∑

UV∈E(du − dv)
2 10 26 58 122 250

IRLA(G) = 2
∑

UV∈E
|du−dv |
(du+dv)

5.0668 12.5336 27.4672 57.3344 117.0688
IRD1 =

∑
UV∈E ln{1 + |dv − dv|} 6.9315 18.0218 40.2025 84.5639 173.2867

IRA(G) =
∑

UV∈E

(
d
−1
2

u − d
−1
2

v

)2
0.4442 0.9894 2.0797 4.2605 8.62197

IRGA(G) =
∑

UV∈E ln du+dv

2
√
(dudv)

0.3580 0.8385 1.7995 3.7215 7.5655

IRB(G) =
∑

UV∈E

(
d

1
2
u − d

1
2
v

)2
1.2924 3.1909 6.9881 14.5823 29.7708

IRRt(G) = 1
2
∑

UV∈E|du − dv| 5 13 29 61 125

Our next aim is to determine the of irregularity indices of polymer dendrimers.

Theorem 3. Let NS3[p] be polymer dendrimer then the irregularity indices of NS3[p] are:

1. IRDIF(NS3[p]) = 4.5(2p) + 54.999978
(
2p−1

)
− 14.999994

2. IRR(NS3[p]) = 3(2p) + 66(2p−1) − 18

3. IRL(NS3[p]) = 2.079441(2p) + 26.76069
(
2p−1

)
− 7.29837

4. IRLU(NS3[p]) = 3(2p) + 33
(
2p−1

)
− 9

5. IRLF(NS3[p]) = 2.12132(2p) + 26.944384(2p−1) − 7.348468

6. σ(NS3[p]) = 3(2p) + 66
(
2p−1

)
− 18

7. IRLA(NS3[p]) = 2(2p) + 26.4
(
2p−1

)
− 7.2

8. IRD1 = 2.079441(2p) + 45.747702
(
2p−1

)
− 12.476646

9. IRA(NS3[p]) = 1.5(2p) + 1.111242
(
2p−1

)
− 0.303066

10. IRGA(NS3[p]) = 0.176673(2p) + 1.347126
(
2p−1

)
− 0.367398

11. IRB(NS3[p]) = 0.514719(2p) + 6.667386
(
2p−1

)
− 1.8378

12. IRRt(NS3[p]) = 1.5(2p) + 33
(
2p−1

)
− 9

Proof. In order to prove the above theorem we have to consider Figure 3. �

We can see that the edges of NS3[p] admit the following partition in Table 5.

Table 5. Edge partition of polymer dendrimer.

Edges Type (du,dv) Number of Edges

(1,2) 3.2p

(2,2) 54(2p−1) − 24
(2,3) 66(2p−1 − 1) + 48
(3,3) 3.2p+1

Now using above Table 5 and the above definitions we have:
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1. IRDIF(G) =
∑

UV∈E

∣∣∣∣ du
dv
− dv

dv

∣∣∣∣
IRDIF(NS3[p], x, y) = 3.2p

∣∣∣ 21 − 1
2

∣∣∣+ 54(2p−1) − 24
∣∣∣ 22 − 2

2

∣∣∣+ 66(2p−1 − 1) + 48
∣∣∣ 32 − 2

3

∣∣∣+ 3.2p+1
∣∣∣ 33 − 3

3

∣∣∣ .
= 3.2p

∣∣∣ 21 − 1
2

∣∣∣+ 66(2p−1 − 1) + 48
∣∣∣ 32 − 2

3

∣∣∣.
2. IRR(G) =

∑
UV∈E imb(e) ∴ imb(e) = |du − dv|

IRR(NS3[p], x, y) = 3.2p|2− 1|+ 54(2p−1) − 24|2− 2|+ 66(2p−1 − 1) + 48|3− 2|+ 3.2p+1|3− 3|
= 3.2p + 66(2p−1 − 1) + 48.

3. IRL(G) =
∑

UV∈E|lndu − lndv|

IRL(NS3[p], x, y) = 3.2p|ln2− ln1|+ 54(2p−1) − 24|ln2− ln2|+ 66(2p−1 − 1) + 48|ln3− ln2|+ 3.2p+1|ln3− ln3|
= 3.2p|ln2− ln1|+ 66(2p−1 − 1) + 48|ln3− ln2|.

4. IRLU(G) =
∑

UV∈E
|du−dv |

min(dudv)

IRLU(NS3[p], x, y) = 3.2p |2−1|
1 + 54(2p−1) − 24 |2−2|

2 + 66(2p−1 − 1) + 48 |3−2|
2 + 3.2p+1 |3−3|

3

= 3.2p +
66(2p−1−1)+48

2 .

5. IRLF(G) =
∑

UV∈E
|du−dv |√
(dudv)

IRLF(NS3[p], x, y) = 3.2p |2−1|√
2
+ 54(2p−1) − 24 |2−2|√

4
+ 66(2p−1 − 1) + 48 |3−2|√

6
+ 3.2p+1 |3−3|√

9

= 3.2p√
2
+

66(2p−1−1)+48√
6

.

6. σ(G) =
∑

UV∈E(du − dv)
2

σ(NS3[p], x, y) = 3.2p(2− 1)2 + 54(2p−1) − 24(2− 2)2 + 66(2p−1 − 1) + 48(3− 2)2 + 3.2p+1(3− 3)2

= 3.2p + 66(2p−1 − 1) + 48.

7. IRLA(G) = 2
∑

UV∈E
|du−dv |
(du+dv)

IRLA(NS3[p], x, y) = 2
[
3.2p |2−1|

(2+1) + 54(2p−1) − 24 |2−2|
(2+2) + 66(2p−1 − 1) + 48 |3−2|

(2+2) + 3.2p+1 |3−3|
(3+3)

]
= 2

[
3.2p

(3) + 66(2p−1 − 1) + 48
(5)

]
.

8. IRD1 =
∑

UV∈E ln{1 + |dv − dv|}

IRD1(NS3[n], x, y) = 3.2pln{1 + |2− 1|}+ 54(2p−1) − 24ln{1 + |2− 2|}+ 66(2p−1 − 1) + 48ln{1 + |3− 2|}+ 3.2p+1ln{1 + |3− 3|}
= 3.2pln2 + (66(2p−1 − 1) + 48)ln2.

9. IRA(G) =
∑

UV∈E

(
d
−1
2

u − d
−1
2

v

)2

IRA(NS3[p], x, y) = 3.2p
(

1√
2
− 1√

1

)2
+ 54(2p−1) − 24

(
1√
2
− 1√

2

)2
+ 66(2p−1 − 1) + 48

(
1√
3
− 1√

2

)2
+ 3.2p+1

(
1√
3
− 1√

3

)2
= 3.2p

(
1√
2

)2
+ 66(2p−1 − 1) + 48

(
1√
3
− 1√

2

)2
.
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10. IRGA(G) =
∑

UV∈E ln du+dv

2
√
(dudv)

IRGA(NS3[p], x, y) = 3.2pln |2+1|
2
√

2
+ 54(2p−1) − 24ln |2+2|

2
√

3
+ 66(2p−1 − 1) + 48ln |3+2|

2
√

4
+ 3.2p+1ln |3+3|

2
√

6
= 3.2pln |3|

2
√

2
+ (66(2p−1 − 1) + 48)ln |5|

2
√

6
.

11. IRB(G) =
∑

UV∈E

(
d

1
2
u − d

1
2
v

)2
IRB(NS3[p], x, y) = 3.2p

(√
2− √1

)2
+ 54(2p−1) − 24

(√
2− √2

)2
+ 66(2p−1 − 1) + 48

(√
3− √2

)2
+ 3.2p+1

(√
3− √3

)2
= 3.2p

(√
2− √1

)2
+ (66(2p−1 − 1) + 48)

(√
3− √2

)2
.

12. IRRt(G) = 1
2
∑

UV∈E|du − dv|

IRRt(NS3[p], x, y) = 1
2

[
3.2p|2− 1|+ 54(2p−1) − 24|2− 2|+ 66(2p−1 − 1) + 48|3− 2|+ 3.2p+1|3− 3|

]
= 1

2

[
3.2p + (66(2p−1 − 1) + 48)

]
.

The following Table 6 represents some calculated values of irregularity indices of NS3[p] for some
test values of p.

Table 6. Irregularity indices for NS3[p] polymer dendrimers.

Irregularity Indices p = 1 p = 2 p = 3 p = 4 p = 5

IRDIF(G) =
∑

UV∈E

∣∣∣∣ du
dv
− dv

dv

∣∣∣∣ 48.9999 112.9999 240.9999 496.9998 1008.99
AL(G) =

∑
UV∈E|du − dv| 54 126 270 558 1134

IRL(G) =
∑

UV∈E|lndu − lndv| 23.6212 54.541 116.379 240.058 487.414
IRLU(G) =

∑
UV∈E

|du−dv |
min(du,dv)

30 69 147 303 615

IRLU(G) =
∑

UV∈E
|du−dv |√
(dudv)

23.8385 55.025 117.399 242.147 491.644

IRF(G) =
∑

UV∈E(du − dv)
2 54 126 270 558 1134

IRLA(G) = 2
∑

UV∈E
|du−dv |
(du+dv)

23.2 53.6 114.4 236 479.2
IRD1 =

∑
UV∈E ln{1 + |dv − dv|} 37.4299 87.3365 187.1496 386.7760 786.0286

IRA(G) =
∑

UV∈E

(
d
−1
2

u − d
−1
2

v

)2
3.8082 7.9194 16.1419 32.5868 65.4768

IRGA(G) =
∑

UV∈E ln du+dv

2
√
(dudv)

1.3331 3.0335 6.4345 13.236 26.84015

IRB(G) =
∑

UV∈E

(
d

1
2
u − d

1
2
v

)2
5.8590 13.5558 28.9495 59.7368 121.3113

IRRt(G) = 1
2
∑

UV∈E|du − dv| 27 63 135 279 567

4. Graphical Analysis, Discussions and Conclusions

In this part we give our comparative analysis of some of the irregularity indices of the above
discussed dendrimers and the dependences of the irregularity indices on the parameter of the structures.
Figures 4–7 contain three graphs of irregularity indices. The horizontal axis is used for step size p
and the vertical axis shows the value of irregularity index. In the graphs, the red color shows the
irregularity of NS1 [p], the blue color shows the irregularity of NS2 [p] and the green color shows the
irregularity of the NS3 [p]. In each graph, three different colored curves are depicted which shows the
behavior of the irregularity indices with increase in p.
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Figure 4. Graph of IRDIF(G).

Figure 5. Graph of IRLU(G).
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Figure 6. Graph of IRA(G).

Figure 7. Graph of IRB(G).

.
From above graph it seems obvious that irregularities have a slight increase with an increase in

the step size p for the range p ≤ 12. But after p ≥ 14, these irregularity indices drastically increase
with increase in p. So NS3[p] is the most irregular and asymmetric structure as far as most of the
irregularity indices are concerned. Nanostar dendrimers are relatively less irregular, and NS1[p] are
the most regular dendrimers. This trend is not restricted to only irregularity index IRDIF. Most of the
irregularity indices behave pretty similarly as shown in the following figures. All other figures show
the trends which can easily be understood in the Figures 5–7.
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All above graphs (Figures 4–7) indicate that NS3[p] is highly asymmetric as far as all irregularity
indices are concerned, whereas NS1[p] is less asymmetric, and NS2[p] is the most regular structure
with respect to all indices. In IRB, NS1[p] and NS3[p] show the same irregularity behavior. These facts
typically relate geometry and topology of the structure of these dendrimers and can be used in
modelling purposes.

We foresee that our results could play an important role in determining properties of these
dendrimers such as enthalpy, toxicity, resistance and entropy. Similar research has been done in [29],
where authors discussed some properties of alkane isomers.
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Abstract: Irregularity indices are usually used for quantitative characterization of the topological
structures of non-regular graphs. In numerous problems and applications, especially in the fields
of chemistry and material engineering, it is useful to be aware of the irregularity of a molecular
structure. Furthermore, the evaluation of the irregularity of graphs is valuable not only for
quantitative structure-property relationship (QSPR) and quantitative structure-activity relationship
(QSAR) studies but also for various physical and chemical properties, including entropy, enthalpy
of vaporization, melting and boiling points, resistance, and toxicity. In this paper, we will restrict
our attention to the computation and comparison of the irregularity measures of different classes of
dendrimers. The four irregularity indices which we are going to investigate are σ irregularity index,
the irregularity index by Albertson, the variance of vertex degrees, and the total irregularity index.

Keywords: molecular graph; irregularity indices; dendrimers

1. Introduction

The rapid growth in the field of medicine has resulted in the production of unknown
nanomaterials, crystalline materials, and drugs. To investigate the chemical properties of these
compounds, huge efforts of the pharmaceutical researchers are required and are being made. One way
to understand it is by using mathematics, and in mathematical chemistry many concepts of graph
theory are being used to formulate the mathematical models for chemical phenomena. Molecules and
molecular compounds can be considered as graphs if we correspond atoms to vertices and chemical
bonds to edges respectively. Such graphs are called molecular graphs. The notion of topological indices
(TIs) helps the pharmacists by providing some information based upon the structures of materials,
which reduce their workload. Computing the TIs of a compound may help in approximating its
medicinal behaviour [1]. With the passage of time, the idea of understanding compounds through
TIs gained significant importance in the field of medicine because it does not require chemical-related
apparatus to study [2]. TIs are being intensively studied for different graphs, especially for chemical
graphs, for example, see [3–6]. TIs can be separated into various classes, specifically distance-based
indices, degree-based indices, eigenvalue-based indices, and mixed indices. An important subclass
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of degree-based indices is the class of irregularity indices that measure the irregularity of the given
graph. A topological invariant TI(G) of a graph G is known as the irregularity index if TI(G) ≥ 0
and TI(G) = 0, if and only if, it is a regular graph. Before the article [7], it was considered that the
irregularity indices do not play a significant role to predict physico-chemical properties of organic
molecules. In [7] authors performed a regression analysis to check and evaluate the applications of
different graph irregularity indices for the estimation of physico-chemical properties of octane isomers.
They showed that there exist many irregularity indices by which four octane isomer properties such
as standard enthalpy of vaporization (DHVAP), Acentric factor (AcenFac), Entropy, and Enthalpy of
vaporization (HVAP) can be estimated with a correlation coefficient greater than 0.9. Before proceeding
further with the details related to irregularity indices, we include some important definitions.

Throughout the article, we denote vertex set of a graph G by V(G) and edge set by E(G). A regular
graph is a graph whose all vertices have the same degree, otherwise it is called the irregular graph.
A sequence c1, . . . , cn′ , where ci ∈ Z

+ for all i = 1, . . . , n′, is called a degree sequence of a graph G,
if a graph G exists with the property that V(G) = {v1, . . . , vn′ } and dG(vj) = cj. Let nj denotes the
number of vertices of degree j, where j = 1, 2, . . . , n − 1. Let e = uv ∈ E(G), the imbalance of e is
defined as imb(e) := |dG(u)− dG(v)|. In 1997, the term “irregularity of a graph G” was introduced by
Albertson [8]. It is denoted by irr(G) and defined as follows:

irr(G) = ∑
e∈E(G)

imb(e) (1)

This invariant is also known as the third Zagreb index. It follows immediately that a graph
has zero irregularity if and only if it is a regular graph. Albertson [8] showed that the irregularity
of any graph is an even number. Furthermore, he also proposed upper bounds for irregularity of
triangle-free graphs, bipartite graphs, and for trees. The relationships between the matching number
and irregularity of unicyclic graphs and trees were examined in [9]. Hansen et al. [10] characterized
the graphs with maximal irregularity. Abdo and Dimitrov [11] worked out for the irregularity of graph
operations. In 2014, Abdo et al. [12] defined the total irregularity measure of a graph G, which was
denoted and detailed as follows:

irrt(G) =
1
2 ∑

u,v∈V(G)

|dG(u)− dG(v)|. (2)

The relationship between irregularity measures, characterization of graphs with extremal
irregularity and the smallest graph with the same irregularity indices are explored in [13].
Fath-Tabar [14] set up some new bounds on the Zagreb indices using the irregularity of graphs. For the
detail discussions about these graph invariants, we refer [15,16]. Very recently, Gutman et al. [17]
introduced the σ irregularity index of a graph G, which is described as:

σ(G) = ∑
uv∈E(G)

(dG(u)− dG(v))2. (3)

Some properties of this index have been presented in [18,19]. If the order and size of G is n and m,
then the variance of G is defined as [20]:

Var(G) :=
1
n

n−1

∑
j=1

nj
(

j − 2m
n
)2

=
1
n

n

∑
j=1

d2
j −

1
n2

( n

∑
j=1

dj
)2. (4)

As for prerequisite, the reader is expected to be familiar with dendrimers. Recently, it has
been noticed that the highly branched macromolecules have exceptionally different properties from
the traditional polymers. Their structural properties have a huge impact on their applications.
These hyperbranched molecules are called dendrimers. Moreover, the linear growth in the size
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of dendrimers makes them the ideal delivery vehicle candidates for the study of effects of composition,
and size of polymer in the biological properties like cytotoxicity, blood plasma retention time,
lipid bilayer interactions, and filtration, see [21] and references therein. These molecules were first
discovered (and studied) by E.Buhleier [22], D. Tomalia [23], and G. R. Newkome [24]. There are
many known dendrimers with biological properties such as chemical stability, solubility, polyvalency,
electrostatic interactions, low cytotoxicity and self-assembling.

Although plenty of work has been executed on the distance and degree based indices of molecular
graphs, the analyses of irregularity measures for chemical structures still need attention. In [25–28],
the irregularity measures of various chemical structures were investigated. In this work, we are
interested in the irregularity indices of the molecular graphs of different types of dendrimers.
For some topological aspects of different complex dendrimers structures, we refer the interested
reader to [29–37]. We will restrict our attention to three dendrimers Polyamidoamine (PAMAM),
Poly(EThyleneAmidoAmine) (PETAA), and poly(PropylETherIMine)(PETIM) dendrimers.

2. Main Results

In this section, we will compute the irregularity indices of several classes of dendrimers.
Firstly, we describe the significance of PAMAM dendrimers. Furthermore, we will also compute
four irregularity indices for PAMAM dendrimers.

2.1. Irregularity Measures of PAMAM Dendrimers

The PAMAM dendrimers are a family of dendrimers which is made of repetitively branched
subunits of amide and amine functionality. PAMAM dendrimers have hydrophilic interiors and
exteriors, which play a role for its unimolecular micelle properties. Moreover, PAMAM-based carriers
increase the possibility of bioavailability of problematic drugs. Hence, PAMAM nanocarriers enhance
the potential of the bioavailability of drugs, which are not so soluble for efflux transporters, see [38,39].
Due to these properties, PAMAM dendrimers were extensively studied since their synthesis in 1985,
see [40,41]. Donald A. Tomalia brought in the PAMAM (polyamidoamine) as a novel class of polymers,
called starburst polymers [40]. From then on, the study of PAMAM dendrimers has remained the most
prominent topic of research due to its various applications in different fields, including biomedical
applications. For further detail and biomedical application, we refer [42].

Let D1(n) be the molecular graph of this dendrimers, where n represents the generation stage
of D1(n). The molecular graph of PAMAM dendrimer has four branches, and the central core
has four vertices. The total number of vertices in each branch is 13 × 20 + 13 × 21 + · · · + 13 ×
2n−1 + 3 × 2n + 5 = 16 × 2n − 8. Hence, the total number of vertices in this molecular graph is
4(16 × 2n − 8) + 4 = 64 × 2n − 28. In [43], it is shown that for a given tree graph G (Tree is a connected
graph which has no cycle), it follows that |E(G)| = |V(G)| − 1. Since PAMAM dendrimer is a tree
graph, the total number of edges is 64 × 2n − 29. The chemical structure of this dendrimer is shown in
Figure 1.

Theorem 1. Let D1(n) be the molecular graph of PAMAM dendrimer, where n ≥ 0 is the generation. Then the
irregularity indices are given by

irr(D1(n)) = 48 × 2n − 22,

irrt(D1(n)) = 552 × 4n − 476 × 2n + 102,

σ(D1(n)) = 64 × 2n − 30,

Var(D1(n)) =
384 × 4n − 328 × 2n + 69)

4(16 × 2n − 7)2 .
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Proof. The order and size of D1(n) are 64 × 2n − 28 and 64 × 2n − 29, respectively. Let V3
i (n) be the

set of vertices of degree i in D1(n). We can classify the vertices of V(D1(n)) into three partite sets,
the orders of these sets are |V3

1 (n)| = 12 × 2n − 4, |V3
2 (n)| = 40 × 2n − 18 and |V3

3 (n)| = 12 × 2n − 6.
Now, let E3

jk(n) ⊂ E(D1(n)) be the set of edges that have end vertices of degrees j and k. We make
partition of the edge set E(D1(n)) on the basis of degrees of end vertices of each edge which yields
four subsets. The cardinalities of these partite subsets are |E3

12(n)| = 4 × 2n, |E3
13(n)| = 8 × 2n − 4,

|E3
22(n)| = 24 × 2n − 11, and |E3

23(n)| = 28 × 2n − 14.
Followed by the above information and the expressions of irregularity indices manifested in

Equations (1)–(4), the explicit formulas of these indices can be obtained in the following way:

irr(D1(n)) = ∑
uv∈E(D1(n))

|dD1(n)(u)− dD1(n)(v)|

=

⎛
⎝ ∑

uv∈E3
12(n)

+ ∑
uv∈E3

13(n)

+ ∑
uv∈E3

23(n)

⎞
⎠ |dD1(n)(u)− dD1(n)(v)|

= 48 × 2n − 22.

irrt(D1(n)) =
1
2 ∑

u,v∈V(D1(n))
|dD1(n)(u)− dD1(n)(v)|

=
1
2

(
(12 × 2n − 4)(40 × 2n − 18) + (12 × 2n − 4)(12 × 2n − 6)

+ (12 × 2n − 6)(40 × 2n − 18)
)

= 552 × 4n − 476 × 2n + 102.

σ(D1(n)) = ∑
uv∈E(D1(n))

(dD1(n)(u)− dD1(n)(v))
2

=

⎛
⎝ ∑

uv∈E3
12(n)

+ ∑
uv∈E3

13(n)

+ ∑
uv∈E3

23(n)

⎞
⎠ (dD1(n)(u)− dD1(n)(v))

2

= 64 × 2n − 30.

Var(D1(n)) =
1
n′ ∑

v∈V(D1(n))
d2

D1(n)
(v)− 1

n′2

⎛
⎝ ∑

v∈V(D1(n))
dD1(n)(v)

⎞
⎠

2

=
1
n′

⎛
⎝ ∑

v∈V3
1

d2
D1(n)

(v) + ∑
v∈V3

2

d2
D1(n)

(v) + ∑
v∈V3

3

d2
D1(n)

(v)

⎞
⎠

− 1
n′2

⎛
⎝ ∑

v∈V3
1

dD1(n)(v) + ∑
v∈V3

2

dD1(n)(v) + ∑
v∈V3

3

dD1(n)(v)

⎞
⎠

2

=
1

64 × 2n − 28
((1)2(12 × 2n − 4) + (2)2(40 × 2n − 18)

+ (3)2(12 × 2n − 6))− 1
(64 × 2n − 28)2 (((1)(12 × 2n − 4))

+ (2)(40 × 2n − 18) + (3)(12 × 2n − 6))2.
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By means of simple calculations, we derive that

Var(D1(n)) =
384 × 4n − 328 × 2n + 69)

4(16 × 2n − 7)2 .

Figure 1. D1(n) with n = 3.

The values of the computed irregularity indices against the different generation stages of PAMAM
dendrimers are shown in the Table 1.

Table 1. The values of irregularity indices of structure of Polyamidoamine (PAMAM) dendrimers
against different generation stages.

Growth Stage irr(D1(n)) irrt(D1(n)) σ(D1(n)) Var(D1(n))

D1(1) 74 1358 98 949/2500
D1(2) 170 7030 226 4901/12,996
D1(3) 362 31,622 482 22,021/58,564
D1(4) 746 133,798 994 93,125/248,004
D1(5) 1514 550,118 2018 382,789/1,020,100

The complex synthesis of PAMAM limits the clinical translation of the materials based on PAMAM.
Interestingly, PolyEThyleneAmidoAmine (PETAA) dendrimers with more uniform and complete
structure then PAMAM possesses several properties of PAMAM. In the next subsection, we will
investigate four irregularity indices of PETAA dendrimers.
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2.2. Irregularity Measures of PolyEThyleneAmidoAmine (PETAA) Dendrimers

PolyEThyleneAmidoAmine (PETAA) dendrimers have various properties of PAMAM dendrimers
such as the number of bonds between the surface, and the dendrimer core is the same.
Moreover, the number of surface primary amino groups and tertiary amino groups in PETAA
dendrimers are also the same as in PAMAM dendrimers. Other than that, the unique synthesis
process of the PETAA enhances its potential for the large-scale production, which results in more
application in biomedical sciences [44]. Consequently, the study of PETAA becomes a very respected
topic of research. The molecular graph of this dendrimers is denoted by D2(n), where n represents
the generation of D2(n). The number of vertices in D2(n) is 44 × 2n − 19 and the number of edges is
44 × 2n − 18. The molecular graph D2(n) for n = 5 is shown in Figure 2.

Figure 2. Chemical structure of Poly(EThyleneAmidoAmine) (PETAA) dendrimer D(5).

Theorem 2. For the molecular graph of PETAA dendrimers D2(n), the irregularity indices are the following:

irr(D2(n)) = 32 × 2n − 13,

irrt(D2(n)) = 256 × 4n − 204 × 2n + 40,

σ(D2(n)) = 40 × 2n − 17,

Var(D2(n)) =
2(88 × 4n − 69 × 2n + 13)

(22 × 2n − 9)2 .

Proof. The order and the size of D2(n) are 44 × 2n − 18 and 44 × 2n − 19 respectively. Let V2
i (n) be

the set of vertices of degree i in D2(n). We can classify the vertices of V(D2(n)) into three partite sets;
the orders of these sets are |V2

1 (n)| = 8 × 2n − 2, |V2
2 (n)| = 28 × 2n − 12, and |V2

3 (n)| = 8 × 2n − 4.
Now, let E2

jk(n) ⊂ E(D2(n)) be the set of edges that have end vertices of degrees j and k. There are
four types of edges in E(D2(n)) based on the degrees of end vertices of each edge. The cardinalities
of these partite sets are |E2

12(n)| = 4 × 2n, |E2
13(n)| = 4 × 2n − 2, |E2

22(n)| = 16 × 2n − 8, and
|E2

23(n)| = 20 × 2n − 9.
Now, with the help of vertex and edge partitions and Equations (1)–(4), the irregularity indices

can be computed in the following manner:
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irr(D2(n)) = ∑
uv∈E(D2(n))

|dD2(n)(u)− dD2(n)(v)|

=

⎛
⎝ ∑

uv∈E2
12(n)

+ ∑
uv∈E2

13(n)

+ ∑
uv∈E2

23(n)

⎞
⎠ |dD2(n)(u)− dD2(n)(v)|

= 32 × 2n − 13.

irrt(D2(n)) =
1
2 ∑

u,v∈V(D2(n))
|dD2(n)(u)− dD2(n)(v)|

=
1
2

(
(8 × 2n − 2)(28 × 2n − 12) + (8 × 2n − 2)(8 × 2n − 4)

+ (8 × 2n − 4)(28 × 2n − 12)
)

= 256 × 4n − 204 × 2n + 40.

σ(D2(n)) = ∑
uv∈E(D2(n))

(dD2(n)(u)− dD2(n)(v))
2

=

⎛
⎝ ∑

uv∈E2
12(n)

+ ∑
uv∈E2

13(n)

+ ∑
uv∈E2

23(n)

⎞
⎠ (dD2(n)(u)− dD2(n)(v))

2

= 40 × 2n − 17.

Var(D2(n)) =
1
n′ ∑

v∈V(D2(n))
d2

D2(n)
(v)− 1

n′2

⎛
⎝ ∑

v∈V(D2(n))
dD2(n)(v)

⎞
⎠

2

=
1
n′

⎛
⎝ ∑

v∈V2
1

d2
D2(n)

(v) + ∑
v∈V2

2

d2
D2(n)

(v) + ∑
v∈V2

3

d2
D2(n)

(v)

⎞
⎠

− 1
n′2

⎛
⎝ ∑

v∈V2
1

dD2(n)(v) + ∑
v∈V2

2

dD2(n)(v) + ∑
v∈V2

3

dD2(n)(v)

⎞
⎠

2

=
1

44 × 2n − 18
((1)2(8 × 2n − 2) + (2)2(28 × 2n − 12)

+ (3)2(8 × 2n − 4))− 1
(44 × 2n − 18)2 (((1)(8 × 2n − 2))

+ (2)(28 × 2n − 12) + (3)(8 × 2n − 4))2.

After simplification, we get

Var(D2(n)) =
2(88 × 4n − 69 × 2n + 13)

(22 × 2n − 9)2 .

The Table 2 describes the values of the computed irregularity indices against the different
generation stages of PETAA dendrimers.
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Table 2. The values of irregularity indices of structure of PETAA dendrimers against different
generation stages.

Growth Stage irr(D2(n)) irrt(D2(n)) σ(D2(n)) Var(D2(n))

D2(1) 51 656 63 454/1225
D2(2) 115 3320 143 2290/6241
D2(3) 243 14,792 303 10,186/27,889
D2(4) 499 62,312 623 42,874/117,649
D2(5) 1011 255,656 1263 175,834/483,025

In 2003, another dendrimer poly (propyl ether imine) (PETIM) was synthesized [45] and
reported as a carrier for the sustained delivery of the drug ketoprofen [46]. In the last subsection, we
are going to highlight the irregularity-based topological indices of this dendrimers.

2.3. Irregularity Measures of Poly (propyl ether imine) (PETIM) Dendrimers

Zidovudine (AZT) is the first antiretroviral drug approved by the Food and Drug Administration
(FDA) for the treatment of Acquired Immune Deficiency Syndrome (AIDS) [47]. In a recent
investigation, AZT-loaded PETIM dendrimer for its sustained drug delivery was studied. The findings
of the present study revealed that PETIM dendrimer is a better alternative for sustained drug delivery
of zidovudine in comparison to present conventional therapy [48]. Let D3(n) be the molecular graph
of this dendrimers, where n represents the generation stage of D3(n). The molecular graph D3(n) for
n = 5 is shown in Figure 3.

Figure 3. D3(n) with n = 5.
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Theorem 3. For the molecular graph D3(n), the irregularity indices can be represented by the
following formulas:

irr(D3(n)) = 8 × 2n − 6 = σ(D3(n)),

irrt(D3(n)) = 40 × 4n − 62 × 2n + 21,

σ(D3(n)) = 8 × 2n − 6,

Var(D3(n)) =
96 × 4n − 140 × 2n + 42

(24 × 2n − 23)2 .

Proof. The order and the size of D3(n) are 3 × 2n+3 − 23 and 24(2n − 1) respectively. Let V1
i (n) be

the set of vertices of degree i in D3(n). We can classify the vertices of V(D3(n)) into three partite sets,
the orders of these sets are |V1

1 (n)| = 2n+1, |V1
2 (n)| = 5 × 2n+2 − 21, and |V1

3 (n)| = 2n+1 − 2.
Now, let E1

jk(n) ⊂ E(D3(n)) be the set of edges that have end vertices of degrees j and k. There are
three types of edges in E(D3(n)) based on the degrees of end vertices of each edge. The cardinalities
of these partite sets are |E1

12(n)| = 2n+1, |E1
22(n)| = 2(2 × 2n+3 − 9), and |E1

23(n)| = 6(2n − 1).
Followed by the above information, and the expressions of irregularity indices manifested in

Equations (1)–(4), the explicit formulae of these indices can be formulated as follows:

irr(D3(n)) = ∑
uv∈E(D3(n))

|dD3(n)(u)− dD3(n)(v)|

=

⎛
⎝ ∑

uv∈E1
12(n)

+ ∑
uv∈E1

23(n)

⎞
⎠ |dD3(n)(u)− dD3(n)(v)|

= 8 × 2n − 6.

irrt(D3(n)) =
1
2 ∑

u,v∈V(D3(n))
|dD3(n)(u)− dD3(n)(v)|

=
1
2

(
(2n+1)(5 × 2n+2 − 21) + (5 × 2n+2 − 21)(2n+1 − 2)

)
= 40 × 4n − 62 × 2n + 21.

σ(D3(n)) = ∑
uv∈E(D3(n))

(dD3(n)(u)− dD3(n)(v))
2

=

⎛
⎝ ∑

uv∈E1
12(n)

+ ∑
uv∈E1

23(n)

⎞
⎠ (dD3(n)(u)− dD3(n)(v))

2

= 8 × 2n − 6.
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Var(D3(n)) =
1
n′ ∑

v∈V(D3(n))
d2

D3(n)
(v)− 1

n′2

⎛
⎝ ∑

v∈V(D3(n))
dD3(n)(v)

⎞
⎠

2

=
1
n′

⎛
⎝ ∑

v∈V1
1

d2
D3(n)

(v) + ∑
v∈V1

2

d2
D3(n)

(v) + ∑
v∈V1

3

d2
D3(n)

(v)

⎞
⎠

− 1
n′2

⎛
⎝ ∑

v∈V1
1

dD3(n)(v) + ∑
v∈V1

2

dD3(n)(v) + ∑
v∈V1

3

dD3(n)(v)

⎞
⎠

2

=
1

3 × 2n+3 − 23
((1)2(2n+1) + (2)2(5 × 2n+2 − 21)

+ (3)2(2n+1 − 2))− 1
(3 × 2n+3 − 23)2 (((1)(2

n+1))

+ (2)(5 × 2n+2 − 21) + (3)(2n+1 − 2))2.

Further simplifications yield

Var(D3(n)) =
96 × 4n − 140 × 2n + 42

(24 × 2n − 23)2 .

The Table 3 presents the values of the computed irregularity indices against the different
generation stages of PETIM dendrimers. In the next section, we present some graphical analysis
of irregularity measures (of the structures under discussion) based upon the results obtained in
this section.

Table 3. The values of irregularity indices of structure of poly (propyl ether imine) (PETIM) dendrimers
against different generation stages.

Growth Stage irr(D3(n)) irrt(D3(n)) σ(D3(n)) Var(D3(n))

D3(1) 10 57 10 146/625
D3(2) 26 413 26 1018/5329
D3(3) 58 2085 58 5066/28,561
D3(4) 122 9269 122 22,378/130,321
D3(5) 250 38,997 250 93,866/55,5025

3. Graphical Analysis and Discussions

In this section, we present our theoretical outcomes and deduce which of the dendrimer structures
depicted above is more irregular than the remaining ones with respect to a specific irregularity index.
Each dendrimer structure relies on a single variable n. We plot the graph with irregularity index
of D1(n), D2(n), and D3(n) (on a single graph) as a dependent variable and n as an independent
variable. We observe that all the irregularity indices behave in a particular way with the increase in
the value of n. We provided the graphical appearances of these indices with respect to the change in
the growth stage of the dendrimer structure. In this graphical examination, the blue colour shows the
graphical functioning of the PETIM dendrimer structure, the red colour shows the graphical behaviour
of the PETAA dendrimer structure, and the green colour shows the graphical response of the PAMAM
dendrimer structure. We present the values of various irregularity indices for the dendrimer structures
in Tables 1–3. With the help of these tables, the comparative behavior of these irregularity indices
for dendrimer structures has been expressed in Figures 4–7. These figures show that the molecular
structure of PAMAM dendrimer is highly irregular as compared to the other dendrimer structures
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and the molecular structure of PETAA dendrimer is more irregular than the molecular structure of
PETIM dendrimer.

Figure 4. Albertson irregularity index.

Figure 5. σ irregularity index.
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Figure 6. Total irregularity index.

Figure 7. Variance index.

4. Conclusions

A modern trend in QSAR/QSPR studies is the use of properties which can be secure from the
molecular structure without any other input data. The basic reason for this is to forecast the chemical
properties of such a huge collection of compounds and drugs takes a large number of chemical
inspections, thereby these tasks increase the burden of work of the chemical and pharmaceutical
researchers. Thus, the strategy of estimating the topological indices has offered the explanations of such
medicinal behaviour of various compounds and drugs. Hence, the irregularity indices for the molecular
graphs of dendrimers are demonstrated by a mathematical derivation method and we presented the
comparison of the molecular structures by using the graph structures. Our outcomes could perform a
significant role in estimating and comparing the properties of these molecular structures.
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Abstract: This paper presents a physically based numerical model to simulate droplet impact,
spreading, and eventually rebound of a viscoelastic droplet. The simulations were based on the
volume of fluid (VOF) method in conjunction with a dynamic contact model accounting for the
hysteresis between droplet and substrate. The non-Newtonian nature of the fluid was handled
using FENE-CR constitutive equations which model a polymeric fluid based on its rheological
properties. A comparative simulation was carried out between a Newtonian solvent and a viscoelastic
dilute polymer solution droplet. Droplet impact analysis was performed on hydrophilic and
superhydrophobic substrates, both exhibiting contact angle hysteresis. The effect of substrates’
wettability on droplet impact dynamics was determined the evolution of the spreading diameter.
While the kinematic phase of droplet spreading seemed to be independent of both the substrate
and fluid rheology, the recoiling phase seemed highly influenced by those operating parameters.
Furthermore, our results implied a critical polymer concentration in solution, between 0.25 and 2.5%
of polystyrene (PS), above which droplet rebound from a superhydrophobic substrate could be curbed.
The present model could be of particular interest for optimized 2D/3D printing of complex fluids.

Keywords: droplet impact; viscoelasticity; volume of fluid method

1. Introduction

The dynamics of the impact and spreading of liquid drops onto a solid substrate is a highly
active subject of research for both academic and industrial purposes. Indeed, these phenomena are
widely encountered in everyday life, such as raindrops impacting on a surface. From an industrial
perspective, there is much interest in the physics of non-Newtonian drop–surface interactions because
of their wide range of applications. As such, a detailed knowledge of droplet impingement onto solid
materials is required for the overall process development and improvement of many engineering
operations. The impact of fluid drops on solid surfaces leads to different outcomes, such as partial
or total spreading, recoil, or splashing [1]. One essential condition for the accurate placement of
drops—a stringent requirement for technological applications—is the ability to control the maximum
spreading diameter through different means. Although the problem has been considered from several
angles for over 50 years, it is only during the past 10 years that repeatable and consistent results have
been reported both on well-characterized homogenous substrates and on purpose-designed media
with either chemical or topological heterogeneities [2,3]. Very recently, Antonini et al. [4] performed
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a comprehensive study of the impact of drops on hydrophobic and superhydrophobic surfaces so
as to help select the appropriate substrate for a given application. Complex fluid droplet impact
has gained attention recently due to the key role it plays in applications ranging from 3D printing,
polymer light-emitting diode technology, and lab-on-chip technology, to biotechnology for protein
engineering [5–10]. The liquids involved in these processes are likely to exhibit non-Newtonian
properties, such as viscoelasticity, which results from adding flexible polymers to solvent liquids.
In order to address these challenges, numerical tools are essential for the accurate modeling of droplet
dynamics on surfaces exhibiting different wettabilities.

Numerical models to handle droplet impact have been investigated since the initial work by
Fukai et al. [11] based on the volume of fluid (VOF) method first introduced by Hirt and Nichols [12].
Since then, a wide range of numerical techniques have been developed for computing multiphase
flow with moving interfaces, including, for example, the level set method [13], the front tracking
method [14], and the lattice–Boltzmann method [15,16]. Among those cited, the VOF method has
enjoyed a rather special place in the simulation of drop spreading for many reasons. These include its
inherent mass conservation property, its suitability for problems where large surface topology changes
occur, the ease of its implementation, and its reduced computational costs. However, it may be less
accurate in interface calculations than, for example, the level set method, which is particularly adapted
for resolving intricate topological changes of interfaces. In spite of this limitation, it is still the most
preferred method for computations of drop impact and spreading where quite strong interfacial effects
occur both at the substrate level and at the free surface of the drop [17,18]. To be more complete on the
issue of numerical simulations of drop impact, it should be mentioned that the lattice–Boltzmann and
phase field methods have recently been used for characterizing drop impact behavior. Additionally,
another approach using the coupled level set and volume of fluid (CLSVOF) formulation has been
implemented, with the VOF method dealing with the interface motion and the level set technique
handling surface tension effects. This approach also remedied the problem of mass conservation
typically encountered with level set methods.

A fundamental understanding of the droplet dynamics of complex fluids is a key element for
future breakthroughs in the growing domain of micro-fabrication and micro-fluidics [7,9]. Regarding
droplet impact, the question of whether a droplet will be deposited on the substrate or will eventually
rebound is of particular interest, and a full understanding of the entire droplet impact dynamic
is required.

Although Newtonian droplet impact has been extensively studied in the literature, the
non-Newtonian viscoelastic droplet impact—despite its plethora of useful applications—has been only
loosely documented both experimentally and numerically, even though recent works, showing an
increasing interest for these fluids, make them an active research area. A finite element method was
pioneered in Reference [19] to model the die swell of an Oldroyd-B fluid through an ad-hoc iterative
technique for the free surface, based on the kinematic condition. The split Lagrangian–Eulerian method
was extended by [20] to study viscoelastic jet breakup. Recently, Reference [21] simulated free surface
flow using both marker-and-cell (MAC) and finite difference (FD) techniques. In addition, a mesh-free
method using the smoothed particle hydrodynamics (SPH) technique has been applied to model an
Oldroyd-B drop impact in 2D while neglecting the surface tension [22]. These different techniques
neglect both the surface tension and the dynamic contact angle during spreading, along with the
presence of air. Additionally, it is worth noting the interface-capturing techniques used to model
non-Newtonian free surface flow such as the level set method [23] or the phase field method [24].
Finally, a one-dimensional approach [25] to model free surface flow of non-Newtonian fluid using an
arbitrary Lagrangian–Eulerian (ALE) method should be mentioned, as it has shown good results in
modeling filament thinning using the FENE-CR model.

Although the low viscosity of dilute polymers are of particular interest in inkjet fluids [26,27],
it is only recently that they have been experimentally investigated using a controlled stretching
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rheometer [28]. The present work benefitted from the rheological characterization of these fluids to
optimize the simulation.

Most numerical studies have considered polymeric internal flow, but few have considered droplet
interaction with a solid substrate. Within the VOF framework, the present model (accounting for
the substrate hysteresis) investigated viscoelastic droplets impact using a single mode FENE-CR
model in an axisymmetric configuration. The numerical model enabled the effect of monodisperse
polymer concentration in solution and the resulting liquid droplet dynamics on both hydrophilic and
superhydrophobic surfaces to be investigated.

The paper is organized as follows. Section 2 details the equations governing the numerical model
and the polymers solutions’ rheological properties. After validation of the model in the Newtonian
case, the main results regarding the polymer droplet impact on hydrophilic and superhydrophobic flat
surfaces are discussed in Section 3. Section 4 concludes the paper.

2. Methodology

2.1. Numerial Methods

The equations governing the impact of a non-Newtonian droplet are based on the discretization
of the mass and momentum equations within the VOF framework. In the present work, the focus was
be on modeling the impact and spreading of a droplet of dilute polymer solution which displays a
viscoelastic behavior. Therefore, the momentum conservation equation incorporated this effect through
an additional stress tensor (τp), and the governing equations can be written as follows:

∇.V = 0 (1)

∂(ρV)
∂t

+ ∇.(ρVV) = −∇p + ρg + ∇.(ηs∇V) + ∇.τp + γκ∇α (2)

where κ is the curvature of the free surface, γ is the surface tension, α is the phase fraction of the liquid
phase, ηs is the viscosity of the solvent, g is the gravity acceleration, p is the pressure, and V the velocity.

In Equation (2), the continuum surface force (CSF) method of Brackbill et al. [29] was used to
model the surface tension as a body force acting only on interfacial numerical cells, and the mean
curvature at the interface is given by

κ = −∇.
( ∇α
|∇α|

)
(3)

The outcome of an impacting drop is affected by various factors including droplet properties and
kinematic and surface characteristics. In the present paper, the impact of a droplet of diameter D0

impacting at an initial velocity of V0 was simulated. To analyze droplet impact dynamics, we used the
spreading factor, defined as the ratio between the spreading diameter and droplet initial diameter (D0).
In addition, the time was made dimensionless using the kinematic time scale tc = D0/V0.

In order to model the polymer solution rheology, we used the dumbbell approximation based
on a finitely extensible nonlinear elastic fluid in Reference [30], known as FENE-CR. This choice of
FENE-CR was motivated by its superior performance for modeling viscoelastic behavior, as we have
previously shown in the context of filament thinning and stretching [25,31,32]. The equation relating
the stress tensor to conformation tensor A was expressed as follows:

κ = −∇.τp = G f ( R ) (A− I) (4)

where the elastic modulus is denoted by G and f (R) the finite extensibility factor is given by

f (R) =
1

1−R/L2 (5)
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which relates the finite extensibility parameter L, which corresponds to the maximum possible extension
of the dumbbell, to the parameter R = Tr(A).

The polymer impact on the flow behaviour can be expressed through the constitutive equations
based the evolution of the conformation tensor:

dA
dt
−∇VT.A−A.∇v = − f (R)

λ
(A− I) (6)

where λ denotes the relaxation time and I the identity tensor.
Finally, the transport of the phase fraction equation was simulated through an interface

compression method:
∂α
∂t

+ V∇α+ ∇.[Vcα(1− α)] = 0 (7)

The interface compression speed Vc, describing the relative velocity at the free surface between
the fluids, followed the equation below [33]:

Vc = nf min
[
Cα
φ f

S f
, max

(
φ f

S f

)]
(8)

where Sf and φ f represent cell surface area and mass flux, respectively, while the coefficient Cα, set
here to 1, defines the degree of compression at the interface. It is worth noting that the adoption of an
interface compression scheme avoids the tedious geometrical reconstruction of the interface habitually
done in implementation of the VOF method. In addition, the algebraic method used here can readily
be extended to unstructured meshes. Further details of the numerical discretization schemes and
techniques can be found in Reference [34].

Within the VOF framework, the different physical parameters in each cell of the domain were
expressed through the liquid fraction as follows:

ξ = αξliquid + (1− α)ξgas (9)

where ξ represents any physical properties, such as the density, velocity, or viscosity, for both the liquid
and gas phases.

To handle the liquid–substrate interaction, a more physically-based dynamic contact angle model
was used. Droplet impact dynamics are highly controlled by the manner in which its dynamic contact
angle is modeled. In the present work, Kistler’s dynamic contact angle model [34,35] was implemented:

θd = fH[Ca + f−1
H (θE)] (10)

with the Hoffman function expressed as

fH(s) = arccos
{

1− 2 tan h
[
5.16

[ s
1 + 1.31s0.99

]0.706
]}

(11)

where the capillary number Ca = μUcl/γ, in which Ucl corresponds to the contact line velocity, was
numerically approximated by taking the velocity within the first cell above the substrate. The effect of
the surface hysteresis was accounted for by replacing the equilibrium contact angle θE in Equation (9) by
either the receding contact angle θR or the advancing contact angle θA according to the direction of the
triple line velocity. By adopting this approach, our model became sensitive to the substrate hysteresis,
which plays a significant role in simulating droplet impacts on surfaces with varied wettabilities. It is
worth noting that unlike in Reference [36], the presented model did not rely heavily on experimental
measurements of the dynamic contact angle evolution in order to match a given experiment.

Finally, the governing Equations (1)–(11) were implemented in OpenFOAM/C++ using second
order linear upwind-biased schemes. The simulations (in axisymmetric geometry) were performed in
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parallel using the domain decomposition method. The pressure implicit with splitting of operators
(PISO) algorithm was used to calculate the pressure, while the evolution of the conformation tensor
was solved using a preconditioned bi-conjugate gradient technique; further details on implementation
and discretization can be found in our previous work in References [10,34,37]. The convergence criteria
set for the pressure, velocity, and conformation tensor fields were of the order of 10−6.

2.2. Polymer Solution and Substrates Properties

In order to evaluate our numerical model, a viscoelastic liquid and its properties were
measured based on a“Cambridge Trimaster” filament stretching and thinning experimental set-up [28].
This extensional rheometer proceeded by performing filament stretching at a constant velocity for
a liquid initially placed between two pistons of initial diameter 1.2 mm. The two pistons, which
operate on opposite sides of a belt, move away from each other at a prescribed distance, letting the
mid-filament remain in a central position. The ensuing measurements of the filament mid-diameter
allows accurate estimation the relaxation time of the liquid, which has been shown previously to be
crucial in numerical modeling of filament thinning dynamics [25].

The numerical simulation investigated a Newtonian solvent—diethyl phthalate (DEP)—in addition
to a polymer solution consisting of polystyrene (PS), 110,000 g/mol, dissolved into the DEP solvent.
Table 1 presents the interfacial surface tension and viscosity values of the two liquids.

Table 1. Liquid physical properties. DEP: diethyl phthalate, PS: polystyrene.

Liquids
Interfacial Surface Tension

(mN/m)
Viscosity
(mPa.s)

DEP 37 14
DEP + 2.5% PS 37 31

Finally, the relaxation time measured from the polymer solution, DEP + 2.5 wt % PS, was
λ = 1.19 ms, while the extensibility parameter L, accounting for the liquid physical properties, was
taken as L = 15 [25].

Regarding fluid–substrate interaction, we considered two types of substrate in the numerical
experiment, hydrophilic and superhydrophobic, the properties of which were similar to the aluminum
and WX2100 properties for a water droplet, respectively [38]. Experimentally, it may be challenging to
find a substrate exhibiting those chemical properties with respect the DEP and DEP + 2.5 wt. % PS,
though the aim of this study was to highlight the relevant features in viscoelastic droplet dynamics,
which have been poorly numerically documented in the literature, especially with the added effect of
substrate hysteresis. The contact angles (CAs) consisting of the equilibrium contact angles, in addition
to the hysteresis with the advancing and receding contact angles of these two substrates, are given in
Table 2.

Table 2. Substrate contact angles (CAs).

Substrate
Equilibrium

CA (◦)
Advancing

CA (◦)
Hydrophilic (H) 74 90

Superhydrophobic (SH) 154 162

3. Results

3.1. Validation of Newtonian Droplet Impact Dynamics

We first tested the model in a Newtonian case for validation. For this purpose, we have provided
a comparison of the VOF method using our modified Kistler’s model to tackle the challenging case
of droplet impact on a surface with contact angle hysteresis (CAH). The comparison was performed
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with an experiment performed in Antonini et al. [39] for the impact of a 2.5 mm diameter droplet
impacting at 1 m/s with receding and advancing contact angles of 108◦/169◦. The results are shown in
Figures 1 and 2 for the transient profile and spreading diameter evolution, respectively. We observed
a good agreement between the experiment and simulation of the droplet upon impact on a surface
exhibiting a significant contact angle hysteresis, CAH = 61◦, highlighting the robustness and capability
of our model and paving the way for an accurate assessment of the impact of non-Newtonian fluids.

 
Figure 1. Transient profiles of a Newtonian droplet impacting a superhydrophobic surface.

Figure 2. Comparison between simulation and experiment of the dimensionless spreading diameter
evolution of a droplet upon impact on a superhydrophobic substrate with hysteresis. VOF: volume
of fluid.
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3.2. Impact of Polymer Solution Droplet

3.2.1. Hydrophilic Surface

We performed a comparative simulation of a Newtonian and a polymer solution droplet impact
on a hydrophilic surface (Table 2). The transient evolution of 1 mm diameter drop at a velocity of
1 m/s is shown in Figure 3. The left-hand side corresponds to the Newtonian liquid, while the polymer
droplet is shown on the right hand-side. We plotted the dimensionless spreading diameter (D/D0)
function of the dimensionless time (tc = t V0/D0). We observed that during the kinematic phase (tc < 1),
droplet spreading seemed to be independent of the fluid model (Figure 4). However, at subsequent
phases of the two droplets’ spreading, we observed a much more marked difference between the two
cases. Additionally, the viscoelastic liquid droplet displayed little oscillation while having a greater
maximum spreading diameter, due to the dominance of the elastic normal stress over of the surface
tension, which favored retraction. Interestingly, the liquid flowing out of the droplet center towards its
periphery seemed to behave similarly to the filament thinning and stretching situation we reported in
Reference [25].

 
Figure 3. A comparative simulation of a 1 mm diameter droplet impacting at 1 m/s on a hydrophilic
substrate between (right) a Newtonian solvent DEP and (left) polymer solution, DEP + 2.5 wt. % PS.
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Figure 4. Evolution of the dimensionless spreading diameter on the hydrophilic surface.

3.2.2. Superhydrophobic Surface

We simulated the impact of a 1 mm droplet at 1 m/s on a superhydrophobic (SH) substrate
comparing a Newtonian and polymer solution, which was modeled by a FENE-CR fluid. Comparative
transient profiles between the two cases are depicted in Figure 5. The left-hand side corresponds to the
Newtonian DEP solvent, while the right-hand side represents the polymer solution, which consisted
of a dilution of polymer (PS) into the solvent. The addition of a minute quantity of polymer to a
Newtonian liquid has been found to affect droplet dynamics, mainly during the recoiling stage for the
impact conditions that were investigated in the present work. The kinetic energy of a impacting droplet
is converted to the elastic and surface energy; that stored energy contributes to droplet retraction and
rebound on superhydrophobic surface, after partial dissipation by viscous effect. As expected, the
Newtonian (DEP) droplet rebounded and detached after impact on the superhydrophobic substrate;
however, the rebound was suppressed with the dilute polymer solution (DEP + 2.5 wt. % PS), where
the high elongational viscosity dissipated much of the drop kinetic energy during the spreading phase.
As the Newtonian DEP droplet rebounded from the superhydrophobic surface, the dilute polymer
settled at its equilibrium position during the wetting phase, as depicted in Figure 6.

Finally, the contrast between the Newtonian and the polymer solution behavior is quantified in
Figure 7 by the dimensionless spreading diameter evolution. For superhydrophobic substrate, it is
worth noting that the maximum spreading diameter in contact with substrate should not be confused
with the maximum (deformation) diameter. The latter was higher for the viscoelastic fluid than the
Newtonian one. In addition, we found that with a much lower concentration of polymer (DEP + 0.25
wt. % PS), the droplet bounced back again on the superhydrophobic substrate, which exhibited per
se a higher retraction energy (Figure 7). Therefore, this implies the existence of a critical polymer
concentration between 0.25 wt. % PS and 2.5 wt. % PS, above which droplet rebound can be suppressed
on a superhydrophobic surface. The capability of our numerical model to retrieve such a feature is of
particular interest for various processes, such as nutrients deposited as spray on plants and 2D/3D
drop-on-demand printing.
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Figure 5. Simulated comparison between (right) the Newtonian solvent DEP and (left) viscoelastic
polymer solution, DEP + 2.5 wt. % PS, for the impact of a 1 mm diameter droplet at 1 m/s on the
superhydrophobic substrate.
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Figure 6. Impact of a 1 mm droplet of polymer solution, DEP + 2.5 wt. % PS, at 1 m/s on the
superhydrophobic substrate.

Figure 7. Simulated spreading diameter of 1 mm droplets of a Newtonian (DEP) fluid and two polymer
solutions, DEP + 0.25 wt. % and DEP + 2.5 wt. % PS, impacting at 1 m/s.

4. Conclusions

Numerical simulations of droplet impact on different substrates based the VOF method were
performed for both Newtonian and polymer solutions. The liquid–substrate interaction was also
accounted for with a more realistic dynamic contact angle, as opposed to solely relying on the
equilibrium contact angle. The constitutive equations considered for the viscoelastic fluids came from
the FENE-CR model. While no noticeable difference was found in the early stages of droplet impact
(beyond the kinematic phase), we observed that the substrate and fluid viscoelasticity influence became
much more dominant on droplet dynamics during the recoiling phase particularly. The results of
the simulation indicated that the dilute polymer solution droplet had a higher spreading diameter
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compared to a Newtonian solvent on a hydrophilic substrate. This can be explained by the dominance
of the elastic normal stress over both the kinetic energy dissipation and surface tension force, which
tends to favor droplet retraction. In addition, the existence of a critical polymer concentration—at which
a droplet may no longer detach, even on superhydrophobic substrates—was inferred. The present
model, based on a single mode FENE-CR fluid, could be extended to multimode constitutive models,
along with tailored experiments for a comprehensive description of polymer droplet impact.
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Abstract: Due to the inherent difficulties in determination of the degree of branching for polymers
produced in pulsed laser polymerization (PLP) experiments, the behavior of the degree of branching
and backbiting reaction in high laser frequency and relatively high reaction temperatures have not
been well-established. Herein, through a simulation study, the validity of different explanations on
the recovery of PLP-molar mass distribution at high laser frequencies is discussed. It is shown that the
reduction of the backbiting reaction rate at high laser frequency, and consequent decrease in the degree
of branching, is not a necessary condition for recovering the PLP-molar mass distribution. The findings
of this work provide simulation support to a previous explanation about the possibility of using high
laser frequency for reliable determination of the propagation rate coefficient for acrylic monomers.

Keywords: PLP-SEC; n-butyl acrylate; degree of branching

1. Introduction

Having accurate rate coefficients of polymerization reactions is crucial to obtaining basic knowledge
about complex polymerization reactions, modeling and better controlling the industrial processes.
Pulsed laser polymerization (PLP) has been used to measure the rate coefficients of polymerization
reactions of different monomers [1–5]. In particular, PLP together with size exclusion chromatography
(PLP-SEC), has been recommended by International Union of Pure and Applied Chemistry (IUPAC)
and successfully applied to calculate the propagation rate coefficient of several academically and
industrially relevant monomers. A PLP-SEC experiment can be carried out as a function of temperature,
and hence it is possible to calculate Arrhenius’ parameters, pre-exponential factor, and activation
energy [6]. In a PLP-SEC experiment, a reacting mixture containing monomer (optionally a solvent)
and a photoinitiator is initially irradiated with a laser pulse at t0, generating radicals, [R0], in the order
of 10−5 moL L−1 [7]. These radicals initiate the polymer chains that grow altogether during the so
called dark period, i.e., when the mixture is not irradiated by the laser and therefore, there is not any
new radical. At a later time, t1, another laser pulse hits the reacting mixture and the new radicals
terminate a large fraction of the growing chains (those who did not undergo termination during the
dark period) or initiate new chains. In a posterior multiple of t1 − t0, i.e., td, another laser pulse hits the
sample and this continues; td is controlled by the laser frequency or laser repetition rate. Obviously,
some chains grow during more than one dark period. Once the polymerization finishes, either at a
fixed time or after a number of laser pulses, the molar mass distribution (MMD) is measured by size

Processes 2019, 7, 501; doi:10.3390/pr7080501 www.mdpi.com/journal/processes297



Processes 2019, 7, 501

exclusion chromatography (SEC), and the MMD or the chain length distribution (CLD) should show
distinctive peaks at defined chain lengths according to the following equation:

Ln = nkp[M]td n ≥ 1 (1)

where Ln is the chain length at which the CLD shows a critical point (calculated by the maximum
of the first derivative), n is an integer number related to the number of dark periods that the chains
were able to grow (i.e., L1 = 1L0, L2 = 2L0 and so forth); [M] is the monomer concentration; and kp is
the propagation rate coefficient, as the unknown parameter. To provide reliable results in a PLP-SEC
experiment, several consistency criteria must be fulfilled. First, at least two peaks should be present in
the CLD, which are multiples of L0; second, it is desirable to reach conditions for the independence of kp

on initiator concentration, laser power, laser frequency, and monomer concentration [1,8]. The PLP-SEC
method has provided good results within a broad temperature range for some widely used monomers,
such as styrene [2], methyl, and alkyl methacrylates [1,3], among others. Laser frequencies up to 100 Hz
were used in most of the above-mentioned PLP-SEC experiments. Nevertheless, accurate estimation of
kp from a PLP experiment is still a challenge [9].

However, the PLP-shape of the MMD (distributions with clearly defined critical points) was not
obtained for acrylic monomers, specifically for n-butyl acrylate at temperatures ≥30 ◦C. Although
it was found that by carrying out the PLP reaction at sufficient low temperatures the PLP-MMD
was recovered, the origin of this phenomena was not known initially [10,11]. It is well known now
that in addition to the common reactions of a free radical polymerization (initiation, propagation,
and termination), acrylic monomers undergo significant intramolecular chain transfer to polymer
or backbiting. Intermolecular chain transfer reaction is present as well, which is important at high
polymer concentration. However, this is not the case in a standard PLP-SEC experiment due to
the low monomer-to-polymer conversion. In the backbiting reaction, a growing chain-end radical
wraps around itself to abstract a hydrogen atom from a monomer unit on its own backbone via the
formation of a six-membered ring [4,12]. The stability of the resulting mid-chain radical (MCR) has a
significant effect on the polymerization kinetic and the microstructure of the polymer chains, leading to
a featureless MMD, which in turn invalidates the kp determination by PLP-SEC above c.a. 30 ◦C [13,14].
As the activation energy of backbiting is higher than the activation energy of the propagation of the
chain-end radicals, the kp of n-butyl acrylate (BA) could be determined accurately between −65 ◦C and
20 ◦C using frequencies up to 100 Hz [4].

It is worth noting that simulation studies dealing with the polymerization of acrylic monomers
have been very important for better understanding of this phenomenon and better estimation of the
propagation rate coefficient [15], and even later used to estimate the rate coefficients of the secondary
reactions in acrylic radical polymerization [16,17]. Using a simulation approach, it was demonstrated
that the increment of the laser frequency in a PLP-SEC experiment could lead to a better determination
of the kp of the chain-end radicals. For BA, at frequency around 300–500 Hz and temperature of 20 ◦C,
the PLP-MMD is recovered and makes the average propagation coefficient (considering both MCR
and chain-end radicals) independent from the laser frequency [14]. With the development of the laser
technology, this simulation finding was experimentally confirmed. With a laser frequency of 500 Hz,
it was possible to calculate the kp of BA up to 70 ◦C. This temperature was 50 ◦C higher than the
previously reported experiments, meeting the consistency criteria, showing up to three inflection points
in the derivative of the CLD, providing a very good agreement of Arrhenius’ parameters between the
two data sets [18]. It was logical to carry out the PLP-SEC experiment at such frequency and higher
temperature than in previous experiments for other acrylic monomers: up to 80 ◦C for isobornyl
acrylate, tert-butyl acrylate and 1-ethoxyethyl acrylate [19], and for methyl acrylate and 2-ehtylhexyl
acrylate [20,21]. Nevertheless, as an MCR can undergo β-scission at high temperatures, the MMD can
be even more complex to analyze.

As in a PLP-SEC experiment, the conversion of monomer to polymer remains rather low, and it is
difficult to measure the degree of branching directly (defined as the ratio of the quaternary carbons to
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the total polymerization events). Generally, the cumulative determination of the degree of branching is
carried out by 13C-NMR spectroscopy [22–25], which requires some milligrams of polymer, which is not
easy to obtain in a standard PLP-SEC experiment; otherwise, the error in the 13C-NMR determination
invalidates such a measurement. Plessis et al. were able to measure experimentally the branching
density in a PLP experiment using a reactor with larger volumes of reactants than in conventional
PLP set-ups [26]. They studied the effect of temperature and monomer concentration on branching
density in a PLP experiment. To the best of our knowledge, no experimental study has been done to
investigate the effect of frequency on the branching level.

Now the question is why do reaction temperatures close to 70 ◦C, using a laser frequency of
500 Hz, lead to a PLP-MMD, allowing an adequate kp determination for n-butyl acrylate? It is reported
in the literature: “Diminishing the effects from the MCRs is hence a prerequisite for a successful
PLP-SEC experiment” [18,27]. Nikitin et al. [7] stated that the fraction of radicals that are not subjected
to backbiting is proportional to exp(−kbbt), where kbb is the backbiting rate coefficient and t is the
time after generation of these radicals by a laser pulse. Therefore, as the laser frequency increases,
the fraction of growing chains that undergoes backbiting decreases. Such explanation has been
used to explain the PLP-MMD-recovering of other acrylic monomers at higher temperatures than
previous experiments [21]. On the other hand, in a PLP Monte Carlo simulation, the concept of
competitive processes was used to explain the recovery of PLP-MMD at high laser frequencies [28]. In
this simulation, the events that each of the radicals undergo were selected based on the probability
of the corresponding reaction mechanism, with the condition that the time needed to undergo the
chosen reaction could not exceed the life expectancy of the radical. This assumption led to a decrease
in the degree of branching and recovery of PLP-MMD distributions at high temperatures and laser
frequencies [28]. Additionally, in a deeper study of reversible addition-fragmentation chain transfer
polymerization (RAFT), the concept of competitive processes was used to explain the decrease in the
degree of branching in such a controlled radical polymerization. In this process, the deactivation
time of growing radicals (adjusted by changing the amount of the RAFT agent) is typically faster
than the characteristic time for backbiting. Following the same idea, the authors explained that the
reduction of the radical lifetime to chain termination induced by fast laser pulse can result in a decrease
in backbiting rate and, hence, the branching level in the PLP process, allowing the recovery of the
PLP-MMD [29]. In summary, there are two possible explanations for the recovering of the PLP-MMD
as the laser frequency increases. According to the latest explanation, reduction in the backbiting rate
and, hence, the branching level is a crucial requisite for recovery of the PLP-MMD. However, in the first
explanation, only decreasing the fraction of the radicals that undergo backbiting while maintaining the
same backbiting rate leads to recovery of PLP-MMD.

In this study, PLP-SEC experiments are simulated using the polymerization kinetics of BA (the
most studied acrylic monomer); the behavior of backbiting and the degree of branching are analyzed
during PLP-SEC experiments carried out at different temperatures, laser frequencies, and concentration
of radicals generated in the laser pulse. The degree of branching of the polymer obtained in a PLP
is studied and discussed under different experimental conditions; and finally, the simulation results
are used to study the validity of different explanations for the recovery of PLP-MMD at high laser
frequency. It is shown whether reduction of the backbiting rate/branching level is an essential requisite
for recovery of the PLP-MMD.

2. Simulation Details

BA PLP experiments at different reaction conditions were simulated in the present study.
The detailed kinetic scheme used in these simulations, and relevant kinetic parameters which were
taken from the literature, are presented in Supporting Information. It includes all relevant reactions
in homopolymerization of acrylates, such as inter/intra molecular transfer to polymer. β-scission
was not included in the kinetic scheme due to its negligible effect at the simulated temperatures
(maximum 60 ◦C) [30]. The simulated PLP experiments were implemented in Predici commercial
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software package [31]. To simulate the PLP polymerization by using an isothermal process at a given
time (that is fixed by the laser frequency), the concentration of new radicals generated by the laser pulse
([R0]) sharply increased to 10−5 moL L−1. The total time of the simulation was 1 s in these simulations.
Three different temperatures (20, 40, and 60 ◦C) and four laser frequencies (50, 100, 250, and 500 Hz)
were employed. The monomer concentration was 7 moL/L. Also, in order to analyze the effect of
radical concentration generated in the laser pulse on the CLD and on the degree of branching, PLP-SEC
experiments at 20 ◦C with frequencies of 100 and 500 Hz and at two additional [R0], 10−4 moL L−1 and
10−6 moL L−1, were simulated.

Instead of using the MMD of the polymer chains and polymeric radicals, the analysis was done
using the CLD calculated by Predici in the Gel Permeation Chromatography (GPC) mode, size exclusion
chromatography-chain length distribution (SEC-CLD). This simplified the analysis of the results, and
the transformation process to the MMD was straightforward. Moreover, it should be pointed out that
measuring the absolute molar mass of branched polymer chains by SEC is not trivial [20], and the
calibration might introduce some error in the experimental measurements; such analysis is beyond the
scope of the present study.

In addition to SEC-CLD of the inactive polymer chains, the simulation allows the calculation of
the SEC-CLD of the chain-end radicals and of the MCR, the degree of branching, the fraction of MCRs
that terminates with radicals generated by the laser pulse, and the ratio of the formed MCRs to the
total propagation steps, among others.

3. Results and Discussion

In Figure 1 (left side), the final SEC-CLD of the polymer chains is presented for the simulations
with [R0] = 10−5 moL L−1. Each row of Figure 1 shows a different temperature. In the same figure
(right side), the first derivative of each SEC-CLD is presented; the derivate was calculated by averaging
the slopes of two adjacent points for each data point using the raw data, i.e., no smoothing was applied.
At 20 ◦C and 50 Hz, it can be seen that there is a single peak in the CLD. The presence of this peak
was confirmed in its corresponding derivative, which showed a sharp peak that resembles a PLP
polymerization; however, a second peak was not observed. By increasing the frequency to 100 Hz, the
peak at short chain-length became more visible and it shifted to nearly half of the value of chain-length
of the previous condition; in the corresponding derivative, one can see that there is another small
peak at larger chain-length, and this last peak is at the chain-length of the previous experiment at
50 Hz. In the SEC-CLD of the simulation at 250 Hz, two defined peaks can be seen in the CLD that
were also present in the corresponding derivative. At the highest frequency, 500 Hz, two peaks at
shorter chain-length were clearly observed, and in the derivative there were up to three peaks. For this
temperature, the PLP-shape of the CLD was obtained at frequencies higher than, or equal to, 100 Hz.
The higher the frequency of the laser pulse, the shorter the chains (shorter dark period) and the more
defined the peaks in the SEC-CLD and in the correspondent derivative. From an experimental point
of view, the acceptable kp calculations were carried out up to this temperature at 100 Hz due to the
presence of more than one peak in the derivative of the SEC-CLD [4], which was observed in the
present results as well.

Next, we analyzed the results at 40 ◦C; it should be recalled here that at such temperature, it was
not possible to obtain reliable experimental PLP-MMDs to properly calculate the kp using frequencies
up to 100 Hz. At 50 Hz, there were no defined peaks in the SEC-CLD or in its derivative, and a broad,
featureless distribution was obtained. At 100 Hz, although the SEC-CLD was broad, there was a rather
small peak in the SEC-CLD that was also observable in its derivative. The peak in the derivative
resembles a PLP polymerization. In principle, this peak could be used to determine the kp [7], but for
the reliability of the results, the presence of at least a second peak at larger chain lengths is desired.
Such second peak in the derivative of the SEC-CLD appeared when the frequency was 250 Hz, along
with the formation of a broad peak at even larger chain lengths. For the simulation with 500 Hz, a
PLP-shape of the CLD was totally recovered, and in the derivative it was possible to observe the
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presence of three peaks. Therefore, the information of the experiment with 500 Hz could be used to
calculate kp.

The highest temperature considered in the simulations was 60 ◦C (third row in Figure 1). For this
temperature, the SEC-CLD at 50 and 100 Hz did not have the shape of a PLP experiment, i.e., there
were no peaks in the SEC-CLD nor in the corresponding derivatives. At 250 Hz, only one peak in
both graphs was formed, therefore, the use of such information to calculate the kp would not be
recommended. However, at 500 Hz, the SEC-CLD recovered the PLP-shape and in the derivative
two peaks were present. Therefore, it was possible to use this information to calculate the kp at such
a temperature.

 

 

 

Figure 1. (left) Final size exclusion chromatography-chain length distributions (SEC-CLDs), and (right)
the correspondent derivatives of the polymer chains for different temperatures and laser frequencies.
Take into account that the conversion is not the same in each experiment, leading to different area under
the curve.
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The most relevant information presented in Figure 1 is summarized in Table 1. The chain lengths
reported in this table were obtained by reading the maximum of each peak in the derivative of the
SEC-CLD (if observable); the first peak is the one at the shortest chain length. In the same table, the kp

was calculated by using the chain length of each peak (kp1 corresponds to the peak L1, and so on) and
Equation (1). The concentration of monomer was 7 moL L−1. The last column of Table 1 reports the kp

used as an input in the simulation at the given temperature (calculated with Arrhenius’ parameters
of Table S1). In all cases, the error between the calculated value of kp using the data reported in
Table 1, along with Equation (1), and the kp calculated through Arrhenius’ parameters was less than
7%. Additionally, the ratio kpi/kpi+1 was rather close to 1 in all cases.

Table 1. Chain lengths at which the chain length distribution (CLD) shows critical points, Li, determined
at the maximum of the derivatives of the CLD of Figure 1. kpi calculated with this information and
Equation (1) and kp the input at the given temperature.

T, ◦C F, Hz td, s L1 L2 L3
kp1,

L moL−1 s−1
kp2,

L moL−1 s−1
kp3,

L moL−1 s−1
kp,

L moL−1 s−1

20 50 0.020 1968 — — 14,000 —- —- 14,200
20 100 0.010 971 1942 — 13,800 13,800 —- —-
20 250 0.004 395 779 1163 14,100 13,900 13,800 —-
20 500 0.002 191 382 573 13,600 13,600 13,600 —-
40 50 0.020 — — — —- —- —- 22,800
40 100 0.010 1542 — — 22,000 —- —- —-
40 250 0.004 612 1223 — 21,800 21,800 —- —-
40 500 0.002 303 606 917 21,600 21,600 21,800 —-
60 50 0.020 — — — —- —- —- 34,400
60 100 0.010 — — — —- —- —- —-
60 250 0.004 932 — — 33,200 —- —- —-
60 500 0.002 457 903 — 32,600 32,200 —- —-

Figure 2 shows the degree of branching, which was calculated as the cumulative fraction of
polymerized acrylic units that have a quaternary carbon for different temperatures and laser frequencies.
The quaternary carbons are mainly formed by the MCR propagation (termination by combination also
contributes to the formation of quaternary carbons). It is worth mentioning that in order to separate the
effect of the patching reaction from the branching level, the quaternary carbons created in the patching
reaction were not considered in the degree of branching. In all cases, once the polymerization begins,
the degree of branching increases and, after some time, a plateau with positive slope is observed.
The degree of branching increases as the temperature becomes higher, which is a reasonable result due
to the higher activation energy of the backbiting reaction compared to propagation of the chain-end
radicals. By a totally different simulation approach of the PLP of BA at 500 Hz (kinetic Monte Carlo), it
has been determined that the degree of branching reaches a value of 0.14% at 32.85 ◦C and 0.21% at 51.85
◦C after 100 pulses [32]. At 51.85 ◦C and monomer concentration of 6.76 moL L−1, the simulation used
in this work reached 0.18% after 1 s, showing a good agreement between both simulation approaches.
The differences between both simulation approaches were due to the different kinetic scheme used
in the kinetic Monte Carlo simulations (two types of initiator radicals and time dependent initiator
concentration). As observed in Figure 2, although slightly lower values of the degree of branching
were calculated as the laser frequency increased at constant temperature, there was not a significant
decrease of the degree of branching at a fixed temperature. At 20 ◦C, degree of branching was between
0.10 and 0.08% at 50 and 500 Hz, respectively; at 60 ◦C, the variation was between 0.22 and 0.21% at 50
and 500 Hz, respectively. From these results, it can be concluded that the degree of branching at a
constant temperature does not depend on the laser frequency. In the same figure, for each temperature,
the instantaneous probability of backbiting, calculated by kbb/(kp[M] + kbb), is plotted as a solid line,
where [M] is the monomer concentration. The ratio of backbiting events to the total propagation
events obtained during the simulations at 500 Hz was plotted as a dashed gray line (both values were
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multiplied by a factor of 100). The instantaneous probability of backbiting under the quasi-steady-state
conditions is related to the degree of branching, that is why these calculations were plotted in the
same figure. As observed, the degree of branching has approached the instantaneous probability of
backbiting at 500 Hz, but within the simulation time they never touched each other; the same behavior
was observed with the kinetic Monte Carlo simulation [32]. Regarding these results, the reason for
such a difference is that an MCR can terminate with the radicals generated in the laser pulse; the faster
the laser pulse, the larger the MCRs that are terminated by this reaction, as discussed below.

 

 
Figure 2. Degree of branching as a function time obtained during the simulation at different temperature
and laser frequencies. The solid gray line is the instantaneous probability of backbiting and the dashed
line is the ratio of the backbiting events to the total propagation events during the simulation; both
calculations multiplied by a factor of 100.

Additionally to MCR’s propagation and (cross) termination with another polymeric radical, it
might be possible for an MCR to react with the radicals generated during the laser pulse (see Kinetic
Scheme S1). It is worth mentioning that in the simulations, initiation rate coefficient was assumed
equal to the propagation rate coefficient. Therefore, the difference between the calculated degree of
branching in the simulations and the instantaneous probability of backbiting could be explained by the
fraction of MCRs that react with the radicals generated in the pulse, giving place to patched MCRs.
As the laser frequency increases, the number of radicals at the same interval of time also increases,
leading to a larger fraction of patched MCRs. Figure 3 shows the percentage of patched MCRs at
different temperatures and laser frequencies. As explained above, it can be seen that increasing laser
frequency leads to a larger fraction of patched MCRs. On the other hand, the fraction of patched MCRs
decreases by increasing temperature.
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Figure 3. Percentage of mid-chain radicals (MCRs) that are patched by the radicals generated in the
laser pulse.

As it was shown in Figure 2, increasing the laser frequency does not significantly change the
degree of branching at a constant temperature, and the slight difference can be explained by patching
of the MCRs as discussed above. However, the PLP-CLD is recovered by increasing the laser pulse
frequency. Nikitin et al. claimed that there is a minimum fraction of chain-end radicals, with respect to
total radical concentration, at a constant temperature and time that still allows the observation of the
peaks in the CLD [7]. This fraction is proportional to the exp(−kbb/f), where f is the laser frequency.
They also showed that this minimum fraction is independent of polymerization conditions at constant
temperature. As a consequence, if the reaction temperature increases, the backbiting rate coefficient
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will also increase and, therefore, to have a significant fraction of secondary radicals that do not undergo
backbiting the laser frequency should increase.

It is worth mentioning here that all the simulations have the same duration (1 s) and monomer
concentration. Thus, the number of polymer chains is lower at low frequencies than at high ones.
On the other hand, the ratio of backbiting events to propagation is nearly independent of the laser
frequency. Therefore, at low laser frequency a larger fraction of chains undergoes backbiting, creating
MCRs that could distort the CLD by breaking the time correlation of Equation (1) due to the stability of
the MCRs. When the number of polymer chains increases (as in a high frequency experiment with the
same duration), nearly the same number of backbiting to propagation events takes place, but affecting
a relatively lower fraction of chains; therefore, the PLP-MMD is recovered. This is supported by the
results presented in Figure 4, in which the zeroth moment of the chain-end radical species, or the
concentration of the chain-end radicals and MCRs, for 20 and 60 ◦C and different laser frequencies
is shown. In this figure, the concentration of each radical is divided by the concentration of radicals
generated in each laser pulse (10−5 moL L−1). At 20 ◦C and 50 Hz, immediately after the laser pulse, the
concentration of the chain-end radicals starts to decay during the dark period as they mainly undergo
termination reaction. Moreover, a fraction of them undergoes backbiting reaction; the concentration
of MCRs increases, and then decreases in the last part of the dark period. Towards the end of the
dark period, the concentration of MCRs is greater than that of the chain-end radicals. Nevertheless,
since some chains did not undergo backbiting during the dark period, they could be terminated in
the next laser pulse, leading to a peak in the SEC-CLD. Increasing the laser frequency to 100 Hz leads
to a greater concentration of both types of radicals because, in this case, the dark period has half the
duration of the previous simulation. Thus, it can be seen that concentration of chain-end radicals is
greater, leading to a well-defined peak in the SEC-CLD. It is true that the MCRs are also in greater
number but affecting a relatively lower fraction of chains. At 250 Hz, although the concentration of
chain-end radicals decreases during the dark period, the next laser pulse hits the reacting mixture when
the concentration of chain-end is enough to produce a PLP-CLD of the polymer chains. Again, because
there are more radicals, the MCR concentration also increases, but it seems not to affect a significant
fraction of chains. With the highest frequency, the concentration of chain-end is even greater, resulting
in a higher concentration of MCRs. For this case, such concentration of chain-end radicals leads to a
well-structured PLP-CLD. As the laser frequency increases, the fraction of chain-end radicals close to
the next laser pulse also increases. At 60 ◦C, the behavior is rather similar to the previous description;
however, as the temperature is higher, a larger fraction of MCRs is present [26]. Nevertheless, as the
dark period diminishes and before the next laser pulse hits the sample, a larger fraction of chain-end
radicals is present, leading to the recovery of the PLP-CLD.

Additional information that can be extracted from the simulation is the CLD of chain-end radicals,
which of course is not obtained by experimental procedures. The results are presented in Figure 5,
which show the final SEC-CLD of the chain-end radicals (at 1 s of integration time, before the last
laser pulse is applied). It is worth mentioning that it is a cumulative distribution that contains the
information of all of the chain-end radicals that were generated at different times during the reaction,
and some of the chains might have multiple branching points. For example, at 20 ◦C, it is observed
that increasing the laser frequency leads to the formation of peaks in the SEC-CLD of the chain-end
radicals. As the frequency increases, a multimodal CLD is obtained, i.e., some of the chain-end
radicals can grow by more than one dark period. These chains would terminate among them or,
preferentially, with the radicals generated in the next laser pulse, leading to a well-defined PLP-CLD
of the polymer. By increasing the temperature to 40 ◦C, the multimodal SEC-CLD of the growing
chain-end radicals is obtained with frequencies greater than 250 Hz. Because more chain-end radicals
undergo backbiting, it is necessary to have enough chains that are not affected by such reaction to
recover the PLP-CLD. Increasing the frequency to 500 Hz leads to well-defined peaks in the CLD,
because the accumulation of unaffected chain-end radicals is greater. The same behavior is observed at
60 ◦C, but in this temperature, the multimodality (actually, bimodality) of the CLD is presented only at
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500 Hz, in which the accumulation of growing chain-end radicals that are not affected by backbiting is
enough to recover the PLP-CLD of the final polymer.

 

Figure 4. Ratio of the concentration of the radicals i (i: Chain-end radicals in black and MCRs in red),
divided by the concentration of the radicals generated in the laser pulse. [R0] = 10−5 moL L−1.

 

 

Figure 5. Final SEC-CLD of the chain-end radicals at different temperatures and laser frequencies.

The last part of the results is shown in Figure 6. This figure summarizes the results at 20 ◦C for
laser frequencies of 100 and 500 Hz, but the radical concentration produced in the laser pulse [R0] is
changing. In all cases, a PLP-CLD is obtained, meeting the IUPAC criteria for a good kp determination
(more than one peak in the CLD and its derivative, and kpi/kpi+1 close to 1). Moreover, the deviation
with respect to the kp used as input at 500 Hz and [R0] = 1 × 10−4 moL L−1 is around 15%; at 100 Hz
and the same [R0], the deviation is around 7%. In the other cases, such deviation is smaller, with the
smallest being at [R0] = 1 × 10−6 moL L−1 and 500 Hz. Actually, many peaks can be seen at the CLD and
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its derivative. These results are in agreement with the simulation results of Nikitin et al. [7], in which
they demonstrated that at a minimum laser frequency and constant temperature, there is sufficient
population of chain-end radicals to produce sharp peak(s) in the CLD, that is indeed independent of
[R0]. Also, in the CLD obtained with the largest concentration of radicals, [R0] = 1 × 10−4 moL L−1, one
can see the formation of polymer chains with low molecular mass. The concentration of chains with
such low molar mass decreases as [R0] becomes lower. The reason is that due to the high concentration
of growing radicals (chain-end and MCR), the cross termination of these radicals is enhanced during
the dark period, still having a fraction of radicals that are terminated at the next laser pulse.

 

 

 

20 °C and 500 Hz 

20 °C and 100 Hz 
20 °C and 500 Hz 

20 °C and 100 Hz 

20 °C and 100 Hz 

20 °C and 500 Hz 

Figure 6. Effect of [R0] on different parameters. Left side column is at 20 ◦C and 100 Hz, whereas left
side is at 20 ◦C and 500 Hz. First row, final SEC-CLDs; second row, the correspondent derivatives; third
row, the degree of branching (and patched MCR in the inset) at 20 ◦C, 100 Hz (left side column) and
500 Hz (right side column). At 500 Hz and [R0] = 1 × 10−6 mol L−1, the simulation was stopped at 0.5 s
due to computer memory limitations. Inserts in each graph is a zoom in a desired area.
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Regarding the backbiting-to-propagation ratio, the results show that this ratio is not significantly
affected. However, the degree of branching decreases as [R0] increases. Such a decrease is larger at
high laser frequency of 500 Hz. In this case, the reduction of the degree of branching is due to the larger
fraction of pathed MCR as [R0] increases. From these results, in order to have reliable kp determinations,
it could be recommended to produce a low concentration of radicals in the laser pulse (by lowering the
laser power and/or using a low initiator concentration), but having in mind the necessity of producing
enough polymer chains for an adequate SEC measurement.

4. Conclusions

PLP-SEC experiments of n-butyl acrylate were simulated at different temperatures, laser
frequencies, and radical concentrations produced at laser pulses. At all temperatures, the PLP-CLD was
recovered as the laser frequency increased. It was shown that the recovery of PLP-CLD by increasing
laser frequency is a consequence of increasing the fraction of chain-end radicals that does not undergo
backbiting, which is in line with the explanation given by Nikitin et al. [7]; therefore, the degree
of branching does not significantly decrease as the laser frequency increases at a fixed temperature.
According to the simulation results, the ratio of backbiting to propagation reaction was not affected by
the increment of the laser frequency; the ratio of quaternary carbons to the total propagation steps
was rather close to the instantaneous degree of branching in all conditions. These results did not give
support to other explanations given in the literature, which related the recovery of the PLP-MMD
only with the decrease in the backbiting rate and, consequently, the decrease of branching density.
The difference between the degree of branching with respect to the instantaneous probability of
backbiting was explained by the patching of MCRs (termination reaction of the MCRs with the radicals
generated in the laser pulse). By increasing laser frequency or the radical concentration at laser pulses,
the patched MCRs’ percentage increased, which consequently led to a lower degree of branching.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-9717/7/8/501/s1,
Table S1 and Scheme S1: kinetic scheme and rate coefficients used in the simulations of the PLP-SEC of BA.
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