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Preface to ”Engineering for Surgery”

The interaction between engineering and surgery serves as a source of progress for both

sectors. The high standards of surgical operations, in terms demand of accuracy, reliability, and

miniaturization, present a challenge for engineers, while some new achievements in engineering, in

turn, have inspired numerous surgeons to improve the efficacy and success rate of their operations.

This is an intrinsically vast and interdisciplinary subject and, therefore, the present Special

Issue offers only a little sample of the immense variety of applications, some of which have been

successfully applied or are still under development, while we have been offered a preview of others

thanks to the fantasy of creative science fiction writers.

The purpose of this Special Issue is, therefore, to stimulate the interest of engineers and surgeons,

who will benefit from mutual advantages gained from their cooperation. We have been pleased

to receive a number of contributions, and we sincerely appreciate all contributions, although the

acceptance rate for this Special Issue was around 50%.

Finally, we gratefully acknowledge the entire staff of MDPI for supporting and trusting our

work. Our service for Applied Sciences has made us more aware of the activities related to the

communication of scientific results. A huge thank you goes to Luca Shao, who encouraged and

supported all of us to develop the current Special Issue from the beginning of last year until today.

Nicola Pio Belfiore, Pietro Ursi, Andrea Scorza

Special Issue Editors
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Abstract: This Editorial presents a new Special Issue dedicated to some old and new interdisciplinary
areas of cooperation between engineering and surgery. The first two sections offer some food for
thought, in terms of a brief introductory and general review of the past, present, future and visionary
perspectives of the synergy between engineering and surgery. The last section presents a very
short and reasoned review of the contributions that have been included in the present Special Issue.
Given the vastness of the topic that this Special Issue deals with, we hope that our effort may have
offered a stimulus, albeit small, to the development of cooperation between engineering and surgery.

Keywords: engineering; surgery; interdisciplinarity

1. Introduction

For centuries, humankind has been dreaming about how to save lives and pursue immortality,
and for this reason medicine and surgery have been always fundamental topics. Fiction and science
fiction illustrate clearly the vast variety of expectations that people have from progress in these two
important fields. An example of how human vision pushes forward the most secret ambitions is
described in Frankenstein Mary Shelley’s 1818 novel [1], wherein the doctor main character puts
together pieces of dead bodies to build a new body and makes him alive with electricity. In the
American epic space-opera Star Wars (Lucasfilm, 1977) there are also many examples of how
medicine is expected to be in a far future: the prosthetic hand that replaces Luke’s lost one, in a
perfectly equivalent manner; the hibernation techniques; the robotic obstetricians; the fully automated
orthopedics apparatus that allows a total replacement of the lower limbs; and Darth Vader’s portable
automatic respirator. Another interesting example of futuristic surgery has been suggested in Fantastic
Voyage (20th Century Fox, 1966), which nowadays receives an exaggerated number of mentions at
conferences by authors presenting their work in micro or nanosurgery. According to the plot, after an
incredible miniaturization process, a submarine about the size of a microbe flows in a patient’s ducts
to remove a blood clot in his brain. Additionally, the task of producing a correct and fast diagnosis
is every doctor’s secret dream. In the science fictional series Star trek (Desilu Productions, 1966),
chief medical officer Dr. McCoy obtains an immediate and detailed diagnosis simply moving a small
sensor back and forth over the patient.

Unfortunately, we are far enough away from these goals, and therefore hard, maybe impossible,
work remains for us to do along the road ahead. One way to start our endeavor consists of straightening
the cooperation between medicine end engineering, because any progress in any technical apparatus
that gives enhancements in surgery is based on both the fields of application. Furthermore, a great
amount of creativity and interdisciplinary approach is needed to enhance the developments of new
tools, which we could refer to as inventive engineering for surgery or engineering-aided inventive surgery.

The need for cooperation is intrinsically related to the fact that doctors know what to do,
while engineers know how to help to make it real or may even suggest new facilities that open new

Appl. Sci. 2020, 10, 3957; doi:10.3390/app10113957 www.mdpi.com/journal/applsci
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scenarios for unheard-of operations. At first, progress may have been developed thanks to the creativity
of surgeons who had a bit of technical know-how or who dared to experiment with new technical stuff.
Again, making reference to another American television drama series, in The Knick (AMBEG Screen
Products, 2014), Dr. Thackery, chief surgeon at the Knickerbocker Hospital, in case of emergencies,
enhances surgical procedures by using the technical equipment in very creative arrangements.

After all these fictional examples, it is a pleasure to mention the exciting and enlightening survey
of real cases in surgery recently written by van de Laar [2], where 28 historical operations have been
described in terms so clear that even an engineer can understand. Among the conclusive remarks, it is
very agreeable to assess that, for the moment, there is as yet no question of computers completely taking
over the tasks of human doctors. However, the described operations show how the cooperation between
engineering and medicine has been or could have been important to complete the task with success.

2. From Early Tools to the State of the Art

One way to explain how the cooperation between Technology and Surgery works consists
in interpreting it as a customer-provider relationship where engineering offers new technological
developments to the surgery’ demand. In order to appreciate how strong the surgery–engineering
relationship is, let us consider the following classical and fundamental topics in engineering and some
of their representative applications:

• Design, strength of materials, and material development, which are required to develop any form
of surgical tool;

• Kinematics and dynamics that are necessary to build non-stationary systems;
• Measurements and control that are required in the operational environment;
• Nanotechnology, microelectronics, information technology, and telecommunications that are

necessary to develop the operational equipment;
• Pneumatic and fluid dynamics that are fundamental to sustain the vital function of the patient

during operation.

Many other branches of engineering are relevant too. All of these capabilities are also necessary
to develop most of the new frontiers of surgery, such as

• Smart surgical tools;
• Micro and nano robots for surgery;
• Minimally invasive procedures.

They can be applied to general, lung, gynecologic, head and neck, heart, neuro-spine, vascular,
and urological surgery.

Classical Fields of Application

The above-mentioned relationship between engineering and surgery cannot be described in terms
of a simple offer-demand interchange. In fact, this cooperation is quite complex and multifaceted a
liaison: any possible development in surgery could be supported by a proper collaboration with the
engineering counterparts, while almost any new development in engineering could be successfully
applied to improve surgical operations. Both alliances need a strong and very integrated partnership
and an enduring team work. For all these reasons, the original call for papers from this Special Issue
has been open to the following general topics:

• Laparoscopic surgery [3,4];
• Endoscopic surgery [5];
• Robotic surgery [6];
• Natural orifice transluminal endoscopic surgery (NOTES) [7,8];
• New technologies for intraoperative imaging [9].
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While more specific topics have been also solicited:

• New technologies for training of residence and young surgeons in minimally invasive surgery [10];
• New technologies for the development of MEMS/NEMS and microsystems for surgery, such as

topological [11–13] kinematic synthesis, smart fabrication of multi-DoF crawling tools [14] and
operational capability [15–17];

• Transanal endoscopic microsurgery (TEM) [18] and transanal minimally invasive surgery
(TAMIS) [19];

• Ethics: ethical issues in the application of autonomous robots in surgery [20];
• Education: new trends in teaching–learning methods and information technology [21].

The next section offers a very short and reasoned review of the contributions that have been
included in the present Special Issue. Given the vastness of the topic that this Special Issue deals with,
we hope that our effort may have offered a stimulus, albeit small, to the development of cooperation
between engineering and surgery.

3. About the Present Issue

Nowadays the science of engineering may support surgery in different ways and through
synergies that were hardly conceivable until a few years ago, thanks to the recent advances in applied
sciences and technology. In particular, engineering contributions may range from pre-operative
assessment to post operative care, and from computer aided-surgery to hardware development
for performance improvement of consolidated treatments or novel surgical approaches, such as
management and characterization of surgical tools and instrumentation.

Therefore, in this special issue some stimulating contributions are proposed for their valuable
applications into the pre-operative field, focusing on modern simulation methods and 3D imaging
tools for surgical planning, prediction methodologies [22,23] and data acquisition by means of novel
wearable devices [24].

Anyway, the operating field in the context of synergies between engineering and surgery provides
most of the advanced and promising solutions. In this regard, further interesting applications are
described in the issue: from the control of MRI-compatible robots [25] and the guidance of surgical
needles [26], to the use of very complex image analysis methods for surgical tool characterization [27]
and the development of novel devices with high functional performances [28] and better ergonomic
design for laparoscopic applications [29].

Moreover, solutions and innovations become very forward-thinking when engineering science
is challenged with the requirements of minimally invasive surgery, as reported, for example, in the
paper [30] where cataract surgery is combined with high frequency deep sclerotomy (HFDS). One more
article [31] concerns the novel laser assisted in situ Keratomileusis (LASIK) applications for vision
correction in myopia and presbyopia diseases.

Finally, a significant part of modern surgery relies on pioneering efforts to bring about advances
in nano and microengineering to the lab and surgical activities. In this issue, an example of extreme
miniaturization of the tools used in surgery has been provided by two papers, one concerning the
development of a new piezo MEMS tweezer for soft materials characterization [32] and one describing
some reasonable progress of MEMS for operations in a surgical scenario [33].

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Three-dimensional technologies have had a wide diffusion in several fields of application
throughout the last decades; medicine is no exception and the interest in their introduction in clinical
applications has grown with the refinement of such technologies. We focus on the application of 3D
methodologies in maxillofacial surgery, where they can give concrete support in surgical planning
and in the prediction of involuntary facial soft-tissue changes after planned bony repositioning. The
purpose of this literature review is to offer a panorama of the existing prediction methods and software
with a comparison of their reliability and to propose a series of still pending issues. Various software
are available for surgical planning and for the prediction of tissue displacements, but their reliability
is still an unknown variable in respect of the accuracy needed by surgeons. Maxilim, Dolphin and
other common planning software provide a realistic result, but with some inaccuracies in specific
areas of the face; it also is not totally clear how the prediction is obtained by the software and what is
the theoretical model they are based on.

Keywords: orthognathic surgery; 3D face analysis; surgical planning; soft tissue prediction;
prediction methods

1. Introduction

Patients presenting dentofacial deformities are commonly subject to combined orthodontic and
surgical treatment such as Le Fort I osteotomy (LFI), bilateral sagittal split osteotomy (BSSO), intraoral
ramus vertical osteotomy (IVRO), sagittal split ramus osteotomy (SSRO), bimaxillary surgery and
genioplasty. These interventions have been commonly planned with two-dimensional methodologies;
today, the last challenge is the three-dimensional (3D) surgery planning. The refining of 3D graphics
and imaging tools gives the chance to explore surgical planning and prediction of the effects of different
clinical approaches; these techniques are based on images acquired with computed tomography
(CT), cone bean computed tomography (CBCT) and multi-slice computed tomography (MSCT),
which provide volumetric images of facial anatomical structure. Additionally, the surface of the face
can be scanned and mapped to underline the effect of changes in facial appearance using 3D laser
technology [1] that gives a great contribution to surgeons to decide on the type of surgeries as well as
on the magnitude and direction of surgical movements to correct facial dysmorphology. Moreover, a
deep interest in the prediction of soft-tissue response to hard tissue movements has been growing and
two-dimensional conventional methodologies seem to be insufficient for this aim as they do not take
into account the third dimension.
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Indeed, the possibility to know the soft-tissue response to surgical operations helps surgeons
to plan surgical movements and it gives surgeons more information about the need of orthodontic
decompensation. Furthermore, the purpose of these interventions is not only to correct the facial
dysmorphology from a functional point of view, but also to obtain an aesthetic enhancement of patients’
facial aspect. Therefore, an accurate treatment planning is very important to obtain a good aesthetic and
occlusal result [2]. For the aforementioned reasons, having a preview of the soft-tissue arrangement is
extremely important. In future, this opportunity could bring to have a surgical planning methodology
able to best match patients’ aesthetic expectations, additionally to the functional corrective aspect.

Several methods have been considered to forecast soft tissue responses; the most common are the
mass-spring model (MSM), finite element model (FEM) and mass tensor model (MTM). Most of the
software packages currently adopted in clinical practice are based on these models. Generally, those
softwares seem to reach an acceptable overall accuracy, but with inaccuracies for specific areas of the
face, for example around the lips.

Studies have been conducted to develop 2D prevision models based on the ratio between facial
and bony movements, particularly focusing on face sub regions [3]; by comparing predictive models
constructed on this ratio and patients’ post-operative conditions, it is stated that traditional approaches
show limits in forecasting the outcome of large and complex movements. Moreover, a large number of
variables must be selected [4].

Although there are several studies on the soft tissue changes after maxillary osteotomies, few of
them report a systematic analysis.

The target of this systematic review is to gather information on the existing prediction methods and
software of soft tissue displacements after dysmorphism corrective surgery, and to draw conclusions
on the accuracy and reliability of these software in the preview of surgical outcome. Additionally, some
problems related to the level of accuracy needed by surgeons, to the predictive imprecision reported in
the studies and to the magnitude of the acceptable error are presented.

This work is structured as follows. The section Material and Methods describes the methods
that have been adopted for the literature review. The section Results includes the clinical details of
patients involved and the details of the articles considered; the articles have been divided in subsections
according to the software used by the authors. Finally, the section Discussion and Conclusions discusses
the current prediction methods and concludes the work.

2. Materials and Methods

The research of this systematic review is based on the Population Intervention Control Outcome
Study design (PICOS) format (Table 1). PubMed and Scopus are the databases adopted for our research.
The considered keywords are: orthognathic surgery, facial dysmorphism, surgical planning, 3D, 3D
face analysis, soft tissue, BSSO, bilateral sagittal split osteotomy, Le Fort I, prediction methods.

The research has been set on different combinations of keywords; at first, we focused generically
on the orthognathic surgery, then the type of interventions has been specified: BSSO, IVRO, SSRO and
LFI. Finally, the research has been limited to soft tissue simulation and prediction.

All the articles found were assessed by three authors and classified in: prospective study (PS),
retrospective study (RS), case series study (CS).

Single cases reports have been excluded from our analysis because they have been considered not
clinically significant.

Articles published before 2000 have not been considered.
The following data have been recorded for each eligible study: first author and year of publication,

journal, study design, sample size, gender, mean age, diagnosis, imaging technology, typologies of
surgery, software used for the prediction, soft and hard tissue landmarks considered, time interval
from surgery to post-surgical imaging, results and conclusions of the authors.
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Table 1. PICOS (Population Intervention Control Outcome Study) criteria for the systematic review.

Population Patients with angle class II, III dentoskeletal deformities,
indicated for a maxillary osteotomy to correct the malocclusion

Intervention
Le Fort I osteotomy, bimaxillary osteotomy, BSSO (bilateral
sagittal split osteotomy), IVRO (intraoral ramus vertical
osteotomy), SSRO (sagittal split ramus osteotomy), genioplasty

Comparison 3D orthognathic surgery planning and prediction method

Outcome Soft tissue post-operative change, prediction and accuracy of
the technique

Study design
Clinical trials, retrospective and prospective studies (CT, RS
and PS, respectively) with the aim of assessing the
methodologies of soft and hard tissue prediction.

3. Results

Different responses have been obtained varying the insertion order of the keywords. After having
combined the outcomes and removed the duplicates, the remaining articles have been evaluated on the
basis of their relevance to the topic. In the end, 24 articles to be deepened and a number of interesting
articles to be referenced for a better comprehension of the topic have been selected.

3.1. Clinincal Details

A total of 24 articles have been compared in this work; 12 are retrospective studies, two are case
studies and five are prospective studies. Remaining articles have not declared categorization. The
sample of patients involved in each study vary from seven to 100 subjects. The soft tissue prediction
has been assessed for Le Fort I osteotomy, BSSO, BSSRO and genioplasty in the correction of different
types of facial dysmorphism.

Tables 2 and 3 report a brief summary of the referenced papers we focused on. In particular, the
demographic details of the patients are summarized in Table 2. A brief overview of methodologies and
results of each article is reported in Table 3.

CBCT has been used for the assessment of soft tissues changes in twelve of the twenty-four studies,
with the addition of 3D photographs for one article, while cephalometric radiographs have been used
in the remaining eight works, with the addition of CT and MSCT for two of them.

The timing of post-surgical imaging has been stated in all articles.

3.2. Prediction Methodologies

Several approaches have been considered to make a mathematical three-dimensional prediction
of soft tissue changes after orthognathic surgery. MSM, FEM [5,6] and MTM are the most common.
These have been developed into software packages which are currently used in clinical practice. The
functioning of these software is generally acceptable if we consider the creation of a plausible facial
outcome, but this prediction does not necessarily match with the real outcome. Moreover, studies show
that the prediction accuracy decreases for specific facial areas, especially around the lip, and with the
increasing complexity of the surgery (larger bony repositioning often results in a higher inaccuracy of
the prediction). The studies presented in this literature review evaluate soft-tissue predictions obtained
with different software packages.
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3.2.1. Works Based on Traditional (2D) Methodologies

Since a certain number of 3D software currently available for clinical practice are based on
algorithm developed to work on 2D and then adapted to 3D representation of data, a section dedicated
to traditional soft-tissue prediction is introduced. Moreover, since many surgeons currently rely
more on traditional techniques than on three-dimensional methods, it is reasonable to focus on the
limitations of this technology; 2D analysis based on lateral cephalograms is subject to errors caused by
the impossibility to accurately locate points on both hard and soft tissue relying only on 2D anatomic
structures [7]. Analysis performed on cephalograms reported that reasonable prediction can be made
on soft-tissue landmarks positions, but with low accuracy concerning the lips and particularly in the
vertical prediction of displacements [8]. Moreover, the inaccuracy increases with a higher level of
complexity of intervention, which leads to errors both in hard- and soft-tissue simulation [9].

In this section, we particularly focused on study assessing the accuracy of Dolphin Imaging, but
we also reported studies that took into consideration other software.

Peterman et al. worked on the quantification of the accuracy of Dolphin VTO (visual treatment
objective) in predicting soft tissue changes in patients with a class III deformity and on the validation of
its efficacy. In their study, authors considered fourteen patients receiving comprehensive orthodontic
treatment and orthognathic surgery including both maxillary advancement and/or mandibular setback.
Cephalometric tracing and analysis were performed with Dolphin Imaging software; pre- and
post-operative and traced cephalometrics were superimposed using the cranial base as reference.
The maxillary movements were recorded at the anterior nasal spine (ANS) and A point, while the
mandibular changes were recorded at B point and pogonion (Pg) in both x and y axis. Subsequently,
the pre-treatment profile pictures were superimposed to digitally-traced soft-tissue landmarks of
pre-treatment cephalometric radiograph to initiate software VTO simulation (Figure 1). Finally, a
prediction profile photograph generated by the software was compared to actual post-operative
patient’s profile photograph; coordinates of nine soft-tissue landmarks were used to quantify on each
axis the differences between the predicted and the actual of patients. The results reported in this
study are consistent with the prevision error calculated in previous works; Dolphin Imaging software
was found to have a much larger standard deviation in the Y direction than in the X, with various
degrees of accuracy in both directions for all soft tissue landmarks. The accuracy was 79% and 61%
for X-axis and Y-axis respectively, with an acceptable error set at 2.00 mm. Furthermore, for these
surgical cases, the least accurate prediction was the one concerning the lower lip region. In conclusion,
authors affirmed that VTO program can be useful for rough movement previsions during surgical
planning, but surgeons cannot rely on it for precise surgical movements (measurement range lower
than 1.00 mm) [10].

Figure 1. Super-imposition of pre- and post- and traced cephalometric tracing showing advancement
of the maxilla and setback of the mandible [10].
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In the study of Pektas et al., the treatment planning for each patient was constituted on the base of
clinical and cephalometric evaluations, and pre-operative study models. All patients were treated with
pre- and post-surgical fixed orthodontic appliances. Scanned images of cephalometric radiographs
were processed using Dolphin Imaging software; the Ricketts and Steiner analysis was selected to
start the digitization. To compare actual outcome and software simulation, firstly the superimposition
of pre- and post-operative cephalograms was performed on the sella-nasion plane registered at
sella. Landmarks located on structures not involved in the surgery were directly transposed from
pre-operative to post-operative cephalogram to refine the superimposition process. The objective of
an accurate superimposition of pre- and post-operative cephalograms was to construct a spreadsheet
for landmarks movements to quantify changes of each point after operation; the position of points
was defined in form of x and y. In accordance with the spreadsheet, a simulation of the treatment
was produced, and the prediction tracings were obtained from actual post-operative changes amount.
Actual post treatment tracings and prediction tracings were superimposed and differences have been
measured again according to an x, y coordinate system.

The mean differences between the predicted and the actual result were less than 1 mm in four of
seven soft tissue measurements; predictions turn out to be more accurate for the sagittal plane than for
the vertical one. The largest errors were reported for the lower lip region, in accordance with other
studies considered by authors and investigating other software [11].

Ana de Lourdes sá de Líra et al. studied the accuracy of digital prediction with respect to the actual
post-operative outcome with Dolphin program. Patients with class II malocclusion were involved.
Eighty Caucasian subjects treated with combined surgical and orthodontic treatment were considered.
Cephalometric radiographs of pre- and post-operative were digitized; a time of at least one year from
surgical to post-operative was required to rule out any effects of post-operative swelling. Digital
tracings were performed with Dolphin imaging software and digital lateral cephalometric radiographs
were traced at the same time to minimize the error variance; before tracing, Dolphin program was
used to carry out the compensation for the effect of radiographic magnification. An x y coordinates
system was constructed with the x axes corresponding to the horizontal Frankfort plane and the y-axes
passing through Nasion and perpendicular to x-axes. On x-axes, vertical changes have been measured,
while on y-axes authors evaluated horizontal changes. Dalberg formula was used in evaluating the
reproducibility of measurements; with regard to the method error, it did not exceed 0.37◦ for angular
measurements and 0.29 mm for linear measurements. Results of the statistical analysis were based
on mean values found in each studied group. The analysis of the authors underlined that there
were no significant differences between soft-tissue values at pre-operative (t1), post-operative (t2)
and predicted (t3) stages. In both groups, surgeries have been more extensive than planned; facial
convexity and the distance between the lips and the cranial base presented similar values between t2
and t3. The conclusion of the authors was that statistical differences in the considered measurements
did not invalidate surgical prediction performed with the software, because forecasted changes were
sufficiently close to of the surgical outcomes [12].

Lira et al. followed the same approach of the previous article on two groups of patients; the
former underwent Le Fort I without segmental surgery, while on the latter, in addition to LFI surgery,
mandibular setback was performed with an SSRO. What came out from this study was that 12 months
after the operation surgical reductions in mandibular length and angle were substantially greater
than indicated by predictive cephalometric tracings. The analysis of dental and skeletal mandibular
changes in anteroposterior and vertical directions revealed that the effect on the profile was greater
than those of the maxilla; this is probably due to the fact that the mandible is a moving structure and the
upper lip leans upon the lower lip. Maxilla advancements were performed for both groups according
to the planning provided by Dolphin imaging software; in group two, mandibular setback was
statistically overestimated by the software planning. Nevertheless, authors concluded that statistically
the differences in the considered measurements do not invalidate the surgical prediction generated
with the software, because the predicted result was close to the surgical outcome. Moreover, they



Appl. Sci. 2019, 9, 4550

noticed that concerning the mandible, dentoskeletal measurements in horizontal and vertical directions
showed a greater correlation to the profile than the maxillary measurements [13].

Magro-Filho et al. worked on a subjective comparison of the soft-tissue surgical simulation of
two software: Dentofacial Planner Plus (Dentofacial Software, Toronto, Ontario, Canada) and Dolphin
Imaging (version 9.0). Surgeries considered in the study involved retro-positioning of the mandible
and advancement of the maxilla, in which linear movements were at least 4 mm for one bone segment
or in the sum of both mandibular and maxillary movements, without, or least possible, postsurgical
orthodontic movements. Profile predictions were made six months after the surgery; real movements,
obtained from the superimposition of the cephalometries of pre- and post-operative of each subject,
were used as values of the prediction. Soft-tissue images of pre-operative, real predictive images of
Dentofacial Planner Plus (DFP) and Dolphin Imaging (DI) and post-operative images were compared
(Figure 2). With Photoshop program (version 6.0, Adobe, San Jose, Calif), pre- and post-operative
profile images were digitized and standardized; then, images were imported in DFP and DI. Movements
of maxilla and mandible were made using the real values extracted from the comparison between
pre- and post-operative lateral cephalograms of the surgical displacements along the vertical and
horizontal directions for molars and incisors of the maxilla and for incisors of the mandible. The
tip of the nose, the nasolabial angle, upper and lower lips, menton region, the base of the mandible
and the complete profile were used to compare simulated and real images. A group of orthodontists,
maxillofacial surgeons and general dentists evaluated the similarity among the programs simulated
images and the real post-operative images with a scale ranging from “very similar” to “different”. For
the comparison of soft-tissue cephalometric points, to compare the two programs and to judge the
criteria of similarity, chi-square test was used. From their analysis, the authors reported that for nasal
tip, chin area and mandibular base DI gave better results, while for nasolabial angle, upper lip and
lower lip DFP produced a more accurate prediction; authors also reported that there was no difference
in the evaluation of the complete profile. Moreover, in terms of time, working with DI was longer
than working with DFP. In conclusion, it was stated that in treating subjects affected by dentofacial
deformities, it would be better if orthodontists and oral maxillofacial surgeons were to base on their
clinical experience and to use software just as a co adjuvant. Considering the methodology of the study,
there were not many differences in obtaining a two-dimensional prediction of patient’s profile [14].

Figure 2. Profile images of a patient with Class III malocclusion, treated with orthognathic surgery:
(A) pre-treatment; (B) simulation from Dentofacial Planner Plus (DFP); (C) simulation from Dolphin
Imaging (DI); (D) actual post-operative photograph [14].

Other software are available for the prediction of soft tissue changes. OrthoForecast is a data-based
prediction software; its database contains information of 400 patients (100 pts with asymmetry, 100 pts
with skeletal class II jaw relationship and 200 pts with skeletal class III jaw relationship). All patients
underwent SSRO or IVRO, with or without LFI osteotomy (respectively, 352 and 48 cases). It was
evaluated by Abe et al.; the study included 15 patients with facial asymmetry, 15 with skeletal class
II jaw relationship and 15 with skeletal class III jaw relationship. Patients underwent LFI osteotomy,
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SSRO and IVRO. Twenty-four landmarks were chosen and digitized. Some angles were also compared
between the following lines: line 1, the line connecting the bilateral mandibular angles; line 3, the line
connecting the bilateral eyespots; line 2, the line connecting the bilateral oral angles. In the asymmetry
group, they measured angle 1, identified by line 1 and line 3 and angle 2, identified by line 2 and line
3 on the frontal facial photograph to assess the asymmetry of the face. In the class II and class III
groups, the value of angle 3, identified by the angle formed by lines connecting eyespot, upper lip,
and soft tissue B-point on the lateral facial photograph was measured. Angle 3 was the reference for
evaluating the convexity of the face, which was originally defined as soft-tissue convexity (Figure 3).
The distances measured between landmarks on the actual and on the predicted images were analyzed,
and the similarity between real and software-generated images was assessed by 39 evaluators. The
mean difference measured between the positions of landmarks is less than 3.4 mm and less than 1.0◦ in
the evaluated angles. Moreover, more than half of the evaluators stated that, in all groups, the predicted
images were very ‘similar’ or ‘similar’ to the actual situation of the patients in the post-operative
condition. Less than 6% of the evaluators ranked the predicted images as ‘different’ from the actual
outcome. In conclusion, OrthoForecast is considered by the authors to be a software with high levels
of accuracy, reliability and usefulness [15].

Figure 3. Construction of feature points and lines (A) 1, Angle between line 1 (connecting the bilateral
mandibular angles) and line 3 (connecting the bilateral eyespots); 2, angle between line 2 (connecting
the bilateral oral angles) and line 3; (B) 3, angle formed with lines connecting the eyespot point, upper
lip point, and soft tissue B-point [15].

Donatsky et al. evaluated another prediction software, TIOPS. This is a computerized,
cephalometric, orthognathic surgical planning system previously used in studies on hard tissue
stability and accuracy. As other soft tissue prediction systems, TIOPS is based on predefined ratios of
hard to soft tissue movements; its present algorithms partly rely on cephalometric observation of the
post-operative situation. The study included 52 patients. Clinical photographs, study models mounted
on an articulator (SAM) and standardized lateral cephalometric radiographs of the pre-operative
situation were performed. Standardized lateral cephalometric radiographs were performed 5–6 weeks
after surgery. The mean accuracy of the planned and predicted results of both hard and soft tissue
varied from 0.0 mm to 0.5 mm from one cephalometric reference point to another. In the locus of
cephalometric reference points, where it was shown that there were significant differences between
planned/predicted hard and soft tissue changing in terms of position, these significant inaccuracies
were moderately small and varied from 0.2 mm to 1.1 mm, with the exception of the horizontal position
of the lower lip. However, the variability of the previewed hard and soft tissue individual result
was evaluated to be relatively high. The study demonstrated moderately high predictability of the
immediate post-surgical hard and soft tissue outcome. However, due to the significant variability of
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simulated individual results, it would be better to be cautious in presenting the planned and predicted
hard and soft-tissue results to the individual patient in the pre-operative [16].

Finally, Chai Hui Koh et al. evaluated the accuracy of soft tissue predictions generated by the
CASSOS (Computer-Assisted Simulation System for Orthognathic Surgery) software in Chinese skeletal
class III patients underwent bimaxillary surgery. The digitization of pre-surgical and post-surgical
lateral cephalograms of 35 patients was performed with the CASSOS program. A simulation of
the surgery was performed on the pre-surgical tracing. An analysis was performed on thirty-two
linear measurements on the cephalograms superimposition to assess the differences in the soft tissue
profile between the post treatment results and the predicted result. It showed differences on 16 linear
measurements with the most prediction errors on the upper and lower lip having a mean difference
relatively small, with a greatest mean difference of 2 mm in the vertical position of stomion inferius.
The authors concluded that CASSOS 2001 produced a clinically meaningful forecast of soft-tissue
profile changes following bimaxillary surgery [17].

The same CASSOS software was evaluated by Jones et al. for 33 patients affected by class III
skeletal deformities and underwent maxillary advancement (17 patients) or bimaxillary surgery (16
patients) [18]. The post-operative cephalograms were used to determine surgical bony movements
to produce the CASSOS profile simulation. Linear differences between the predicted profile and
the real outcome were measured at 12 soft tissue landmarks. The authors’ conclusion was that the
profile predictions obtained with CASSOS could be considered useful for both type of surgeries, even
if substantial variations were found. As previously [17], the most inaccuracies were found in the
lip region.

3.2.2. Works Based on Maxilim Software (3D)

In this section a collection of studies is presented considering patients’ soft tissue prediction
obtained with Maxilim software (Medicim—Medical Image Computing, Mechelen, Belgium). This
software, based on the mass tensor model algorithm (MTM), allows surgeons to determine bony
movements and to see the effect of the procedure [19]. MTM has been introduced by Cotin et al.; the
geometry of the anatomical structure is discretized into a tetrahedral mesh in which the displacement
vector at a generic internal point is defined as a function of vertices displacement vectors. The elastic
force is written as a function of these same four vectors. The displacement for a set of mass points is
set fixed and other model points will move as consequence of elastic forces due to the displacements of
fixed points; finally, the new rest position of the free points is computed by integrating the Newtonian
motion equation [20].

Shafi et al. [21] investigated the accuracy of Maxilim using cone-beam computed tomography
(CBCT) scans in pre- and post-surgery phases (6–12 months after surgery) for 13 patients subjected to
Le Fort I surgery. A 3D mesh was generated from skeletal movements (predicted model). Subsequently,
the mesh generated from the post-operative of the patient and the predicted model were compared
to evaluate the accuracy of the prediction. The soft tissue was divided in different areas: nose, right
and left nares, right and left paranasal regions upper and lower lip and chin. The absolute distance
was calculated between the meshes for each region. For each facial region, the absolute distance was
calculated between the meshes.

In almost all the facial regions, the accuracy was significantly less than 3.00 mm (3.00 mm is
clinically acceptable). The upper lip area was the exception; in fact, for this region, the accuracy was
greater than 3.00 mm. In all cases, Maxilim produced an over prediction of the new position of the
upper lip. A possible reason could be a non-linear response of the upper lip to some hard-tissue
movements and, consequently, the modeling algorithm used (MTM) hardly previewed this response.

The conclusion of the authors was that the 3D soft tissue prediction for Le Fort I advancements
produced by Maxilim was in general clinically satisfactory, but it was associated with marked errors
around the region of the upper lip.
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Liebregts et al. evaluated the accuracy of Maxilim for 3D simulation of soft tissue changes after
bimaxillary osteotomy. The 3D rendered pre- and post-operative scans were matched. Segmented
maxilla and mandible were aligned to the post-operative position. In order to calculate the error
between the simulation and the actual post-operative condition, authors used 3D distance maps
and cephalometric analysis. Concerning the facial profile, the mean absolute error between the 3D
simulation and the actual post-operative facial profile was 0.81 ± 0.22 mm for the face as a whole. In
this study, the accuracies of the simulation (average absolute error ≤2 mm) for the whole face and for
the upper lip, lower lip and chin sub regions were 100%, 93%, 90% and 95%, respectively.

Authors affirmed that the MTM based soft tissue simulation is an accurate model for the prediction
of soft tissue changes following bimaxillary surgery. The magnitude of skeletal movements influences
the accuracy of the prediction; moreover, the age of the patient and the use of V–Y closure affect the
precision of the predicted model. Low predictability on the upper and lower lip regions is registered
once again [22].

The same authors evaluated Maxilim performances for soft-tissue simulation in 100 patients
underwent BSSO for mandibular advancement [23]. As in the previous case, the accuracy of the
simulation was assessed with two methods, a 3D cephalometric analysis and a 3D distance map for the
entire face and for specific regions of interest. Their analysis showed that for the entire face the mean
absolute 90th percentile error was less than 2 mm (clinically acceptable); the least accuracy resulted
in the region of the lower lip, while the most accurate prediction involved the sub nasal region. A
possible explanation suggested by authors for labial inaccuracies was the difficulty to replicate labial
position during different image acquisition.

The conclusion drawn by authors on the basis of this analysis was that the soft-tissue prediction
produced by Maxilim software was clinically acceptable both for the whole face and for restricted
regions, but the limitation was the fact that patients considered in the study underwent a single type of
surgery instead of combined operations.

In the analysis by Mundluru et al., 13 non-syndromatic adults with a midline deviation of the
chin point not less than 2.0 mm underwent Le Fort I or bimaxillary osteotomies (BSSO) to correct
facial asymmetry. The accuracy of an innovative concept for the soft-tissue changes prediction was
evaluated. The segmentation of the 3D model was performed to identify the following regions: upper
lip, lower lip, chin area, right and left paranasal regions, nose and right and left cheeks. To evaluate the
prediction reliability, the surface distances between predicted and actual post-operative positions were
measured. Particularly, mean (signed) and mean absolute distances were calculated on 3D meshes for
each region. Through a directional analysis, the accuracy of the prediction of soft-tissue changes was
evaluated. The results showed that the distances between the predicted and the actual post-operative
soft tissue models were less than 2.0 mm in all regions. In details, a general tendency to the under
prediction was found in the area of the cheek and of the chin (medio-laterally). An over-prediction of
changes was found at the inferior border of the mandible (bilaterally) [24].

De Riu, et al. realized a retrospective study with the purpose of giving an objective quantification
of accuracy of the Maxilim virtual planning method, through the comparison between planned and
actual movements in jaw osteotomy. They started from the assumption that a simple superimposition
of simulation and cephalometry results did not allow to define a correlation between positional
error and surgical movements. Indeed, a slight positional error could be insignificant talking about
large movements, but could be unacceptable dealing with small displacements. A 3D planning was
performed, and virtual frontal and lateral cephalometries of pre-operative and simulated surgery were
extracted; those were compared to define the predicted movements of the jaw in reference to cranial
bones. All surgeries have been planned by the same surgeons using Maxilim software, with digital
intermediate splints to guide osteotomies. Cephalometric analysis has been performed with Dolphin.
To evaluate the accuracy, the mean linear difference between planned and actual movements was
considered. Measurement of the differences between planned and actual movements were deemed
accurate. As reported by authors, most of the clinical studies validating the virtual surgical planning
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set to 2 mm the criterion for the prediction success, with a success rate slightly lower than 100%. In this
study, some significant differences with other works were found; first, differences between planned
and achieved anterior facial heights were found (p = 0.033). This discrepancy was relevant (p = 0.042)
in patients that did not undergo genioplasty, while it was not significant in patients who underwent
this surgery (0.235). This error is probably due to the approximation of the soft tissue model, which
does not allow the management of the vertical dimension. Presumably, genioplasty compensate the
error on facial eight. The second error reported by authors was in the differences between actual
and planned measurements for SNA (angle between Sella, Nasion and A point) and for SNB (angle
between Sella, Nasion and B point), with p = 0.008 and p = 0.006 respectively. In the opinion of the
authors, virtual planning inaccuracies were principally caused by the difficulty of simulate the soft
tissue changes. Moreover, they concluded that virtual planning could not relieve surgeons of the
necessity of monitoring jaws movements intraoperatively and of a real time supervision of planned
and actual outcome, despite a high level of accuracy for most of the analyzed parameters [25].

The double blind prospective study performed by Van Hemelen et al. had the aim of providing a
comparison between a traditional planning method and a 3D planning performed with Maxilim, both
for hard and soft tissue [26]. In their analysis, authors considered 66 patients affected by class II or class
III angle malocclusion underwent bimaxillary osteotomy (46 patients), BSSO (17) patients and LeFort I
osteotomy (3 patients). Genioplasty was performed on 28 patients. For the 2D planning, clinical facial
examination, lateral and frontal cephalograms were taken; 17 and 16 cephalometric landmarks were
considered for 3D and for 2D respectively, to perform the validation of both 2D and 3D planning. The
traditional planning was performed with Onyx Ceph Version 3.1.111 and the analyses of accuracy was
performed by measuring projections on x and y axis of distances between the 16 selected points on the
planned and on the actual post-operative. In the case of the 3D planning, the landmarks were defined
in three dimensions and the planned and post-operative data were aligned. Distances between the
17 cephalometric points defined on planned and actual models were evaluated in depth, height and
distance in the sagittal plane.

As a result of the analysis, authors reported that, for hard tissue planning, the mean differences
occurring between actual and planned outcome evaluated at cephalometric points were 1.71 mm and
1.42 mm in the horizontal direction and 1.69 mm and 1.44 mm in the vertical direction, for 2D and
3D respectively. Concerning soft tissue displacements, the mean values computed in the horizontal
direction were 2.29 mm for traditional planning and 1.48 for Maxilim prediction; in the vertical
direction, authors noted mean values of 2.07 mm and 1.46 mm for 2D and 3D techniques respectively.
These evaluations led authors to conclude that there was a statistically significant difference in the
soft-tissue prediction between the two considered methods (chi-squared test and independent t-test
were used to determine statistical significance, with p < 0.005); particularly, the 3D approach seemed to
be more predictive than the traditional one. No statistically significant differences were reported for
hard tissue planning.

The conclusion reached by authors was that, concerning the soft tissue prediction, the 3D planning
approach here performed with Maxilim software led to a more accurate planning than the traditional
method, even with disadvantages such as the cost of the software and of the CBCT scans. Moreover, a
higher learning time must be considered when planning with the 3D method. In the authors’ opinion,
3D planning will not replace the traditional prediction if those negative aspects are not addressed.

The study by Nadjmi et al. focused on the accuracy of soft-tissue profile changes simulated by
Maxilim with respect to the accuracy obtained with Dolphin. Particularly, the goal of the comparison
was to assess if the 3D prevision was more accurate than the 2D one. A “natural head distance” was
defined as distance between suprasternal notch and soft tissue pogonion to replicate patients’ head
position. On lateral cephalogram, soft tissue and hard tissue landmarks (15 and 25 points respectively)
were located; soft tissue predictions were generated with Dolphin and Maxilim. The two predictive
results were superimposed with patient’s post-operative profile photograph and differences in terms
of linear measurements of landmarks in x and y directions were measured. All comparison steps
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were performed by the same operator. The movements of bony structures in the simulation must be
the same as performed by the surgeon, to correctly compare the two predictions. Since this study
made a comparison between 2D and 3D simulations, even if Maxilim gave in output 3D models, only
profile (2D) images were considered. From the analysis of the results, the authors found that both
Dolphin and Maxilim predictions were accurate, but the simulation obtained with Maxilim made
possible a quantification of volumetric changes (lips aspect) and a prevision of changes in the transverse
plane. Even if the study focused on the comparison of accuracies (and for this reason only the lateral
prediction was considered) between the two software, authors stated that 3D simulation would be
helpful in complicated surgeries thanks to the third-dimensional information [27].

3.2.3. Works Based on Other 3D Software

The work of Resnick et al. investigates the accuracy of Dolphin 3D soft tissue prediction using
seven patients who had a single-segment Le Fort I osteotomy. Dolphin 3D Imaging (Dolphin Imaging
and Management Solutions, Chatsworth, CA, USA) is based on a landmark photographic morphing
algorithm developed for 2D prediction and adapted to 3D. The user must locate 79 landmarks, 47 on
the hard tissue and 37 on the soft tissue, on the CT volume; the system generates adaptable curves
between the landmarks, similarly to the tracing of a lateral cephalometry.

On the pre-operative segments LF I osteotomy was simulated by Dolphin, then hard and soft
tissue landmarks were assigned, morphing curves were adjusted and finally prediction image (Tp)
and post-operative image (T1) were aligned and registered for the measurement of the differences. For
each patient, the error was calculated as the difference occurring between Tp and T1 at 14 points, six
on the midline and eight laterally and at the nasolabial angle (Figure 4). Twelve of these points are
standard anthropometric or cephalometric landmarks. Two new points were introduced for the study:
lateral ala (LA), obtained from the intersection of the line tangent to endocanthion (EN) and the one
tangent to subalare (SBAL), and maxillary buttress (MB), traced at the intersection of lines tangent to
exocanthion (EX) and SBAL (Figure 4A).

Figure 4. Points for measurement by Resnick et al. (A) Frontal view. The two points derived for this
study are shown: lateral ala point (LA), defined as the intersection of lines tangent to endocanthion
(EN) and subnasale (SBAL), and maxillary buttress (MB) point, and defined as the intersection of lines
tangent to exocanthion (EX) and SBAL. (B) Lateral view showing all points [28].

In closing, their analysis showed that the capability to predict the soft-tissue changes in the three
dimensions after LF I surgery using Dolphin software had some limitations. For linear changes, its
accuracy was acceptable, while it was not acceptable for lateral points of the face. Concerning the
midline, changes at nasal base were more subject to prediction errors [28].
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Bianchi et al. [29] and Marchetti et al. [30] worked on SurgiCase_CMF using CBCT and MSCT
respectively of 10 patients with facial deformities. In the study presented by Bianchi et al., patients
underwent LFI, BSSO and genioplasty. The pre- and post-operative CT images were aligned on the top
of each other. Firstly, a registration point was made, with the location of two corresponding landmarks
on pre- and post-operative conditions. After the manual registration, automatic surface registration
was carried out using an iterative closest point algorithm. A crucial point in surfaces registration was
to indicate those that did not change after the surgery; authors used the eyes area and the forehead as
fixed regions. Finally, the post-operative soft tissue surface was compared with the software virtual
simulation. A comparison algorithm was used to measure the distance of every triangle corner of the
post-operative surface against the preoperative one. The percentage of error was <2.0 mm for the
86.80% of patients, even if there were important errors in the top lip and chin regions. The results
in the group of patients studied with CBCT (which had a reliability of 86.8%) stated that the use of
SurgiCase_CMF 1.2 software combined with CBCT data allowed to achieve a realistic preview with
low X-ray exposure [29].

Marchetti et al. divided virtual surgical planning in four steps (Figure 5): (1) CT data reconstruction;
(2) generation of 3D models of hard and soft tissues; (3) various virtual surgical planning and simulation
mode; (4) different pre-operative previews of the soft tissues. Skeletal model surgical planning and
simulation were performed on the base of the 3D CT; the soft tissue model was made through a physical
model. According to clinical options, the software generated a set of simulations and models of the
soft tissues; in order to prevent temporomandibular functional problems, an orthodontist assessed
the pre-operative plans. From the comparison of simulation and CT surgical outcomes, it was found
that the prediction of soft tissue situation had a reliability greater than 91%, with a percentage of error
lower than 2 mm for 76%–99%. According to the obtained results, SurgiCase_CMF was able to give a
realistic and accurate preview of the face of the subjects undergoing surgery, but there were significant
errors in the lip and chin regions, as in the previous studies [30].

 
Figure 5. Virtual surgical planning proposed by Marchetti et al. [30].
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3dMDvultus is a software package in which the rendering function is based on Mass Spring Model.
MSM assumes a discretization of a deformable object into n mass points and a set of m connections
between each n mass point. In a tetrahedral discretization, for each mesh node a point is allocated, and
it is defined a linear spring for all the edges of the mesh. This linear spring follows Hook’s law. This
model has the advantage of being simple and computationally efficient, but the disadvantage is that
the elastic behavior of the model is determined by the spring constant; the value of this constant is an
approximation and it has no true bio-mechanical relevance [19].

Khambay et al. used 3dMDvultus to predict the soft tissue changes after surgery. The work
included 10 patients who underwent Le Fort I osteotomy. Ten landmarks were used to measure the
distances between the pre- and post- operative meshes. Moreover, the percentage of mesh points minor
or equal to 2.0 mm were calculated for the full face and for specific anatomical regions. The results
demonstrated that the percentage of mesh with errors minor or equal to 2.0 mm for the full face was
85.2%–94.5% and 31.3%–100% for anatomical regions. The range of root mean square (RMS) error was
from 2.49 mm to 0.94 mm. The most of mean linear distances computed between the surfaces was
equal or less than 0.8 mm, but it increased for the mean absolute distances. From this analysis, it was
stated that the use of specific anatomical regions was more significant in clinical practice than the use
of full face [31].

As in the previous article, the software considered by Terzic et al. is 3dMDvultus.
Three-dimensional photographs of patients’ head in natural position (lips and muscles at rest,
open eyes, neutral facial expression) of pre- and post-operative were taken; CT and/or CBCT images
were imported to the software platform. Pre-operative 3D photograph was fused with pre-operative
CT/CBCT images. In the same manner, post-operative bony skull data was fused with pre-operatives by
matching bone areas not involved in surgeries. According to actual post-surgical CT, 3D bone segments
were reproduced in the pre-operative skull; the software rendering function (mass spring model)
was activated. Osteotomy segments were moved to real post-operative position and the soft-tissue
rendering generated the textured facial soft tissue prediction. After the fusion of 3D photographs of
predicted and real post-operative soft tissue, a horizontal plane was positioned arbitrarily to divide the
face in an upper part not involved in surgery, and a lower part including the overlap of simulated and
real post-surgery result. Averaged distribution of absolute error showed more discrepancies between
predicted and real post-operative outcome in the lower part of the face: in 29.8% of lower halves
authors found errors exceeding 3.00 mm. This preliminary study concluded that the software platform
had an insufficient accuracy in the forecast of 3D soft-tissue displacements [32].

Ullah et al. carried out a retrospective study in which they focused on the ability of 3dMDvultus
to give a prediction of the face appearance of patients undergoing LFI maxillary advancement. The null
hypothesis they started from was that the mean difference in absolute distance between the predicted
surface generated by the software and the real 3D facial surface measured at eight anatomical regions
did not exceed 3 mm. Pre- and post-operative CBCT for each patients were imported into 3dMDvultus
and hard tissue and soft tissue were separately segmented and saved in STL (standard triangulation
language) format. A template of actual surgical changes was produced using a CAD/CAM software
(VRMesh, VirtualGrid, Seattle, WA, USA). Post-operative hard and soft tissue linked together were
aligned to the anterior cranial base of pre-operative hard tissue of the same patient. Regions of maxilla
and mandible of post-operative models were saved as STL file and imported into 3dMDvultus to
generate a template of the actual maxillo-mandibular complex aligned in the same 3D space as the
pre-operative image. Using the same software, a LFI osteotomy was simulated for the pre-operative
hard tissue. The resulting soft-tissue prediction was exported as an STL file for the analysis. The
predicted model and the real surgical result were imported as mesh in VRMesh; the differences between
the two models were rendered as a color map, which showed the overall accuracy of the software. After
the analysis on the overall surface, the accuracy was evaluated subdividing the mesh into anatomical
regions: chin, lower lip, upper lip, nose, right and left nares, right and left paranasal areas. From the
analysis of the results, the authors concluded that since the distances between software-generated
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surfaces and real facial surfaces were lower than 3 mm, 3dMDvultus 3D soft-tissue predictions were
acceptable for clinical use in LFI osteotomy. MSM seemed to correctly predict the positions of lip and
chin, while improvements should be made for nasal and paranasal regions [33].

In the prospective study by Holzinger et al., 16 patients with open bite dentofacial-dysmorphosis
and underwent orthognathic surgery (surgery first) were analyzed. The surgery was planned using
conventional sketches as a new software developed by the authors, SOTIRIOS planning software. A
conventional pre-surgical planning was carried out using three sides X-rays and, in addition, a CT
scan was performed before and 6 months after surgery. A constrained fitting approach using statistical
shape modeling (SSM) technique to generate the patient-specific data was used in combination with
the anatomical landmarks to compute the patient specific model. A quantitative comparison of the
soft tissue prediction and post-operative data was made showing a mean error of 1.46 mm ± 1.53 mm.
Authors concluded that the SOTIRIOS planning software was quite accurate and enabled the surgeon
to predict the soft tissue outcome [34].

A comparison between Dolphin 3D, ProPlan CMF and an in-house probabilistic finite element
(PFEM) [6] was carried out by Knoops et al. [35]. The retrospective study included seven patients
who underwent LFI maxillary advancement. From CBCT taken preoperatively, 3D models of bone
and soft tissue were constructed. On the base of the advancement and rotation movements measured
on the post-operative images, a virtual Le Fort I osteotomy was performed and three different soft
tissue predictions were realized with the three softwares. Firstly, the three predictions were compared
with the pre-operative model to evaluate differences. After that, the three predictions were compared
with the real post-operative outcome, to assess which was the most predictive model. As the patients
involved underwent a LFI maxillary advancement, the areas of interest for the comparison with
post-operative situation were the upper lip and the paranasal regions. From the outcomes analysis,
it resulted that the prediction generated by Dolphin 3D was affected by a general under-prediction
of paranasal displacements, while both ProPlan CMF and the PFEM model were characterized by
an over-prediction of displacements involving cheilion regions. Average root mean square distances
and average percentage of points less than 2 mm between real post-operative images and predictions
were computed (Table 3); statistically significant differences resulted from the Friedman test. In
particular, the post hoc Wilcoxon signed-rank test proved that RMS for PFEM and RMS for ProPlan had
statistically significant lower values with respect to RMS for Dolphin 3D (p = 0.016). On the opposite,
the differences between ProPlan and PFEM could not be considered statistically significant (p = 0.219).

The conclusions of the authors was that ProPlan CMF and PFEM gave soft-tissue predictions with
significant accuracies, particularly when using the correct post-operative maxillary position; because
of the limitations introduced by a landmark-based algorithm and a sparse architecture, Dolphin
3D resulted to be inaccurate when surgery involved large maxillary advancements, particularly on
lateral points.

Nam et al. [36] tried to assess if a 3D virtual surgery could accurately predict the soft tissue
outcome of 29 patients who underwent bimaxillary orthognatic surgery (LFI, BSSO and genioplasty)
performed by the same surgeon. The predicted outcome was generated using the Simplant Pro
program. All simulations were performed by the same operator. The produced simulation of the soft
tissue result was superimposed on the post-operative of the patients, and 10 landmarks were designed
and positioned on the two models; the simulation error was determined by measuring distances (x, y,
z) between the same landmarks on predicted and real images. From this analysis, an accuracy of 52.8%
resulted, disagreeing with previous study reporting accuracies around 80%. Most of the errors were
found for landmarks of lower lips, mouth corner and chin area (pogonion and menton), with a general
larger error in points located on the mandible. Authors suggested as a possible cause of this trend
the complexity of the surgery, involving more movements in the mandible rather than in the maxilla;
it could determine lower errors in the maxilla but higher inaccuracy in the mandible. Inaccuracies
reported for 18 of the 30 soft-tissue landmarks were considered statistically significant (p < 0.05), with
errors concentrated at mouth corners. Possible explanations addressed by the authors were the ethnic
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differences between the data used for developing the software (Caucasian population) and the data
used in this study (Asian population); moreover, it was not negligible that errors up to 2 mm could be
due to the positioning of soft tissue landmarks. In conclusion, authors stated that 3D software in soft
tissue prediction could have great potential, but the accuracy must be improved.

Even if it is out of the scope of the present work, it is important to state that not only the surgical
planning plays a crucial role in the optimal process of care of the patients. It is not negligible that
maxillofacial surgery, as well as other branches of surgeries, could lead to medical complications
such as venous thromboembolism, which can have fatal consequences when moving to the lung
(DVT/PE) [37]. Moreover, surgeons must manage patients with rare disorders of hemostasis, which
need particular care in the perioperative phase. The works by Simurda et al. [38,39], and Ghadimi
et al. [40] have been referred to in order to deepen understanding of this topic.

4. Discussion and Conclusions

In this systematic review we have summarized twenty-four studies focused on the evaluation
of soft-tissue prediction software for maxillofacial surgery. The treated software are commonly used
in clinical procedures to have a preview of the patients’ outcome after corrective surgery; the most
common methodologies on which these software are based are the mass spring model, the finite element
model and the mass tensor model, each of them with its advantages and disadvantages. MSM presents
an easy architecture and a low memory usage but it has no real biomechanical foundations; FEM is
more relevant from a biomechanical point of view, but it has a high computational cost and a rather
long simulation time; MTM tries to combine the advantages of MSM and of FEM [18]. In particular,
the lip region is the most difficult to predict, since lips do not rely on bony structures; moreover, it is
difficult to replicate the same lip position from one acquisition to another. Due to this particularity, lips
are supposed to be particularly involved in involuntary displacements caused by surgeries performed
on different facial areas. The difficulty in accurately predicting the appearance of this sub region is a
crucial point in the development of a prediction method, since it is particularly related to aesthetic
self-perception and satisfaction of the patient. With respect to the traditional algorithms based on
hard- to soft-tissue ratio, methodologies involving biomechanical models of viscoelasticity of the soft
tissue to mimic its elastic deformation seems to be able to give a more realistic simulation. Despite
the number of computer programs dedicated to three-dimensional prediction and surgical planning,
maxillofacial practitioners often prefer to rely on conventional two-dimensional methods. This fact
could be explained with the overall results given by these methodologies, which seem to be only
partially relevant and/or reliable in the practice of daily clinical activity. Concerning the works based
on Maxilim, Shafi et al. found that this software makes a clinically satisfactory prediction of soft tissue
changes, but with an over-prediction of the position of the upper lip [21]; according to Liebregts et al.,
its accuracy is influenced by the magnitude of maxillary and mandibular movements, by the age of
the patient and by the usage of V-Y closure, and these authors further reported a low predictability of
lower and upper lips [22]. Moreover, a general tendency was reported towards an under-prediction
in the area around the cheek and chin and towards an over-prediction at the mandibular inferior
border [24]. It was suggested that Maxilim inaccuracy in the prediction of the lip region might be due
to the modelling algorithm, i.e., mass tensor, and might indicate a non-linear response of the upper
lip [21]. The study by De Riu et al., although not directly focused on soft tissue prediction, reports that
inaccuracies in virtual planning are primarily due to the soft-tissue virtual model [25].

With regard to Dolphin software, Resnick et al. reported that the ability to predict 3D soft tissue
changes was limited, with an accuracy that may be acceptable for linear changes but not for lateral
facial points [28]. Peterman et al. reported various degrees of accuracy at each soft-tissue landmark in
the horizontal and vertical axes; lower lip prediction was the least accurate. A similar result of low
prediction accuracy for the lower lip region is reported by Pektas et al. [11]. Conversely, two articles
affirmed that the statistical differences between Dolphin soft tissue prediction and the real outcome of
the patient did not invalidate the software prediction, as it was close to real surgical results [12,13].
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Dolphin 3D imaging uses a landmark-based photographic morphing algorithm that was developed
for two-dimensional prediction and then adapted to three-dimensional prediction; this could be an
explanation for its imprecisions. Moreover, it requires plotting 79 landmarks on the CT volume (42 for
the hard tissue and 37 for the soft tissue); the localization of such a large number of points seems to
require too much time for a stable usage in clinical daily practice.

Among the other considered software, SurgiCase_CMF was analyzed by Bianchi et al. [29] and
Marchetti et al. [30]; they reported that the percentage of error was less than 2 mm for the majority of
patients, but in both studies an important error in the areas of lips and chin was reported. Khambay
et al., Terzic et al. and Ullah et al. used 3dMDvultus to predict soft tissue changes; in general, they
reported that its use on specific anatomical regions was more meaningful than on the full face [31–33].
Moreover, they reported an insufficient prediction accuracy particularly for the lower part of the face
with errors exceeding 3 mm [32], and for nasal and paranasal regions [33]. Surprisingly, prediction
results seemed to be reliable for lips and chin.

The results reported for TIOPS showed significant inaccuracies in the predicted horizontal
position of the lower lips and a relatively high variability of the predicted individual surgical outcome.
The authors suggest care is needed when presenting the predicted image to patients before the
operation [16,41]. The SOTIRIOS planning software and the CASSOS program were found to be
quite accurate [34] and able to give a clinically useful prediction of the soft-tissue profile change [17].
OrthoForecast software resulted as being in general an accurate tool for soft-tissue prediction; indeed,
more than half of the involved evaluators assessed the predicted images to be very similar or similar to
the actual post-operative images [15].

As a result of this review, it seems that Dolphin, CASSOS and OrthoForecast are the most accurate
software in soft-tissue prediction. However, their reliability is not sufficient when further surgery
is carried out and the complexity of the operation increases; moreover, they provide only partial
information on the prediction, due to the lack of the third dimension. From this viewpoint, all articles
agree on the potentiality of 3D methodologies. Maxilim produced clinically meaningful results, but
its inaccuracy in specific facial areas (particularly in the lip region) led to the conclusion that further
steps are needed to give surgeons a tool for predicting facial movements (including involuntary
movements) that significantly supports the planning of the intervention in terms of aesthetic success.
The comparison between 2D and 3D methodologies shows that the first reach better results in terms of
accuracy and surgeon satisfaction. Consequently, the latter are still not able to meet medical needs.

The analysis of these studies has led us to consider some issues that are still pending. Almost all
of them report problems of reliability of the software or inaccuracy in specific areas; this shows that an
ameliorative method would be necessary to improve prediction results. For this reason, it would be
useful to clearly understand the way the existing software compute the tissue displacements. Moreover,
it is important to notice that some of the considered software (Dolphin 3D) are not based purely on
3D methods, but they are an adaptation of a 2D algorithm to 3D data; the transfer of 2D data to a 3D
representation may cause errors. This aspect affects both hard- and soft-tissue prediction, and it is more
evident in soft tissue simulations, due to the complexity of its behavior (involuntary displacements).
The tendency of surgeons to prefer conventional methods suggests that, despite the general positive
opinion emerging from the studies, the reliability of automatic systems is not sufficient, since it has not
significantly increased above the two-dimensional methods commonly used in clinical routine. Indeed,
it seems to lack consistency between the results obtained with prediction software and practitioner
satisfaction. As previously reported, if the statistical differences in the evaluated measurements do not
invalidate surgical predictability software, which parameters can be used to evaluate the precision of
the prediction? It may be that the evaluation of automatic output is qualitative more than quantitative.
Surgeon opinion on prediction software is that, even if the soft-tissue simulation outputs are plausible
with a possible result of the interventions, these do not correspond to the effective post-operative
outcome; moreover, this discrepancy is even more evident when the complexity of surgery increases.
Neither hard- to soft-tissue ratio-based algorithms nor those based on viscoelastic models seem to
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meet surgeon demand. Another aspect is that currently soft tissue prediction seems to be focused on
specific intervention effects more than on involuntary displacements; presently, these displacements
affect, in an unpredictable manner, the facial outcome of patients. An accurate and reliable prevision
method should consider these displacements to give surgeons an effective and helpful tool.

To improve prediction, a clear technical scientific evaluation approach should be established,
which seems to be lacking in certain studies. Moreover, it would be better to clarify the level of precision
of the predicted outcome needed by surgeons. These aspects are also an incentive for researchers to
investigate the correlation between the extent of soft tissue changes with respect to STTs (soft-tissue
thickness) and BMI (body mass index).
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Abstract: Objectives: This paper studies the patellar tendon release’s effect on the movement
characteristics of the artificial patellofemoral joint squat to provide reference data for knee joint
surgery. Methods: Firstly, the dynamic finite element model of the human knee joint under squatting
was established. Secondly, in the above no-release models, the release of 30% of the attachment area
at the upper end, the lower end, or both ends of the patellar tendon were conducted, respectively.
Then the simulations of all above four models were conducted. Finally, the results of the simulation
were compared and analyzed. Results: The simulation results show that, after releasing the patellar
tendon (compared with the no-release simulation’s results), the relative flexion, medial-lateral
rotation, medial-lateral tilt, and superior-inferior shift of the patella relative to the femur increased;
the medial-lateral shift and anterior-posterior shift of the patella relative to the femur decreased.
Conclusion: In this paper, the maximum flexion angle of the patella increased after the patellar tendon
being released (compared with the no-release model), which indicated that the mobility of knee
joint was improved after the patellar tendon release. The simulation data in this paper can provide
technical reference for total knee arthroplasty.

Keywords: total knee arthroplasty; patellar tendon; patellofemoral joint; squat movement; dynamic
finite element analysis

1. Introduction

With the application of prostheses in total knee arthroplasty (TKA), post-operative complications
concomitantly usually occur [1]. One of these complications, often being ignored, is patella baja [2–4].
At the same time, relevant studies [5–9] show that, after TKA, the patellar tendon suffers certain
reductions. Other studies [6,10] indicate that the patellar tendon can be shortened, the position of
the patella lowered, reducing the knee joint movement and variation. A slightly low patella does
not, however, affect the function of the knee joint. Check points during surgery must include patella
contracture syndrome [11] and true patella baja [10], which can be treated by release of scar operation,
patellar tendon lengthening, and patellar ligament insertion. Patients with pseudo-patella baja and
slight joint line up, and those that do not affect knee function, are treated with follow-up observation.
However, excessive upward movement of the joint line can result in serious symptoms [12], such as the
need for surgery to replace a thin pad [13] and/or patellar ligament release. This paper is for studying
the patellar tendon release’s effect on the movement characteristics of the artificial patellofemoral joint
squat to provide reference data for knee joint surgery.

Appl. Sci. 2019, 9, 4301; doi:10.3390/app9204301 www.mdpi.com/journal/applsci



Appl. Sci. 2019, 9, 4301

2. Materials and Methods

2.1. The Establishment of a Finite Element Model

In this paper, a healthy male volunteer with a height of 173 cm and a weight of 60 kg was
scanned by medical instrument computed tomography (CT) in the range of 10 cm above and below
the knee joint center. The correlative parameter was set to 120 kVp and 150 mA, with a scanning
interval of 1 mm. The volunteer was scanned with magnetic resonance imaging (MRI). MR (GE Sigma
HD1.5T, Boston, MA, USA) was used for proton density weighting (PDWI) and chemical shift fat
suppression weighted scanning, and the image coordinates of each layer of different weighted phases
were consistent. Flux density is 1.5 T, and slide thickness is 1 mm [14]. Based on the CT and MRI
images of the healthy volunteer, a three-dimensional geometric anatomical model including all bone
tissues and main soft tissues was established (as shown in Figure 1). A three-dimensional solid model
of press fit condylar (PFC) femoral prosthesis (PFC sigma, DePuy orthopaedics, Warsaw, IN, USA.)
commonly used in TKA was established. Then the total knee replacement operation was simulated,
and the prosthesis was assembled on the three-dimensional geometric anatomical model of the knee
joint (as shown in Figure 2a). The model of the knee joint was divided into finite element meshes after
TKA. In the finite element model of the knee joint, most of the unit types were hexahedrons (c3d8r, an
eight-node linear brick element with reduced integration), and very few were pentahedrons (C3D6,
a six-node linear triangular prism element) and tetrahedrons (C3D4, a four-node linear tetrahedron
element), with a total unit number of 31,767, and 37,031 nodes (as shown in Figure 2b). The volunteer
was provided details of the study and signed an informed consent form.

 
Figure 1. (a) Contour tracing of bone from CT; (b) MRI image; (c) the geometric anatomy model of
human knee.

Figure 2. (a) 3D geometric anatomical model of knee joint after TKA; (b) finite element model of knee
joint after TKA.

Hypermesh software, version 11.0 (Altair Engineering Corp, MI, USA) was used to simulate
the release at ends of the patellar tendon. The width of the patellar tendon at the upper end was
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6.84 mm before release (Figure 3a) and 4.788 mm after release (Figure 3b). The height of the patellar
tendon at the lower end was 8.09 mm before release (Figure 3c) and 5.633 mm after release (Figure 3d).
Figure 3 shows the finite element models before and after release the 30% of the patellar tendon at
both ends (clinically, one-third of the central patellar tendon is often transplanted to repair damaged
ligaments [15–18]. Therefore, 30% of the patellar tendon was used as an example). Figure 3a represents
the model before release of the patellar tendon at the upper end. Figure 3b represents the model
released the patellar tendon at the upper end. Figure 3c represents the model before releasing the
patellar tendon at the lower end. Figure 3d represents the model releasing the patellar tendon at the
lower end. The establishment of the model was based on the model built by Wang Jian-ping, and the
validity of the model was verified by in vitro cadaveric experiments [19].

 
Figure 3. The finite element model of patellar tendon: (a) the upper before release; (b) the upper
released; (c) the lower before release; (d) the lower released.

2.2. The Establishment of a Coordinate System for the Knee Joint’s Motion

The corresponding reference coordinate systems of femur, tibia and patella are established by the
following methods: (1) The femur posterior condylar cortical bone was contour-fitted to two laps, with
one line through the center of two circles as the X axis of the femur. Parallel with lines of force and
through the centerline of the femoral medial condyle represent the Z axis of the femur. Regarding the
line, this passes through the center of the femoral medial condyle and perpendicular to the X-axis and
Z-axis, as the Y-axis. (2) The intersection point of the Z-axis and the plane of the tibial joint line serves
as the origin of the tibial coordinate system, and the femoral coordinate system moves to this point to
obtain the tibial coordinate system. (3) The center of the patellar anterior surface moves inward 10 mm,
then the center serves as the origin of the patellar coordinate system. The coordinate system of the
femur was relocated to the origin, and the patellar coordinate system can be obtained [20]. The bone
coordinate systems are shown in Figure 4.

Figure 4. Coordinate system of bone. (a) femur; (b) tibia; (c) patella.
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2.3. Loading Conditions and the Setting of Material Properties

For this study, 400 N [19,21] of force was applied to the quadriceps, and the direction of the force
was parallel with the femoral shaft, pointing to the starting point of the quadriceps. At the same time,
half of the body’s weight (0.5BW) was applied along the force line of the knee joint, that is, a force
of 300 N perpendicular to the ground was applied to the center of the femoral head. The boundary
conditions were defined: the reference point of the ankle corresponding to the rotation center was fully
fixed with six degrees of freedom. The material properties of bone tissue and femoral prosthesis were
defined as isotropic and linear elastic, respectively. The material properties of polymer polyethylene
pad were defined as non-linear elastic-plastic deformability [22,23]. The material properties of soft
tissue were defined as nonlinear elastic [24]. The friction coefficient of polymer polyethylene and
cobalt chromium molybdenum material was defined as 0.04 [22]. The penalty function with weighted
factor was adopted [25,26]. For the femur, polymer polyethylene pad, tibial plateau, patellar prosthesis,
and other soft tissues, seven surface contact pairs were defined in the finite element model after TKA.
Moreover, nine surface contact pairs were defined in the finite element model of normal human.

3. Results

The four different knee joint finite element models were imported into the finite element analysis
ABAQUS software, version 6.10 (Dassault SIMULIA Corp., Paris, France). Within 0–135 degrees,
the data of motion characteristics at different flexion degrees were calculated and analyzed, as shown
in Figure 5.

Figure 5. A sample of simulation results after TKA. Flexion degrees: (a) 0◦; (b) 30◦; (c) 90◦; (d) 135◦.

3.1. Medial-Lateral Shift and Flexion of Patella Along the Inner and Outer Axes

Figure 6a shows the medial-lateral shift data of the patellofemoral joint within 0–135 degrees of
knee flexion. As the figure shows, from 0 to 30 degrees of flexion, the patella relative to the femur
shifted outward. After releasing the patellar tendon, the patella shifted outward greatly. The lateral
shift of the patellar tendon released at the lower end was larger than that of release at the upper end.
The lateral shift was the largest when both ends were released simultaneously. From 40 degrees to
135 degrees of flexion, the patella relative to the femur shifted inward. After releasing the patellar
tendon, the patella medial shift was smaller than that of no-release. The medial shift of the patellar
tendon released at different ends was basically balanced. After the upper end of the patellar tendon
was released, the maximum of the patella medial shift was 2.62 mm at 110 degrees of flexion, which
was 11% lower than that of 2.94 mm at 100 degrees of flexion for the no-release model. After the lower
end of the patellar tendon was released, the maximum medial shift of the patella was 2.63 mm at
110 degrees of flexion, and decreased 11% by compared with the no-release model. After both ends of
the patellar tendon were released, the maximum medial shift of the patella was 2.61 mm at 110 degrees
of flexion, and decreased 11% by compared with the no-release model.
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Figure 6b shows the changes of patella flexion before and after the release. At the same flexion
degree of the knee, the release of the patellar tendon at the upper end and lower end was compared
with the no-release model, the flexion of the patella relative to femur was slightly larger. The patella
flexion after both ends release (compared with the no-release model), in the same flexion degree of
the knee, showed a smaller degree of patella flexion (within 130–135 degrees of flexion, being slightly
larger than the no-release model). At 135 degrees of knee flexion, for the three releasing models:
the upper end release, lower end release, and both ends release models, the patellar flexion reached
maximums of 92, 92.73, and 93.17 degrees, respectively. Compared with the no-release model of
89 degrees, this shows an increase of 3%, 4%, and 5%, respectively.

Figure 6. Patellofemoral movement data at different flexion degrees before and after the patellar tendon
was released. (a) Medial-lateral shift; (b) flexion of patella relative to femur; (c) superior-inferior shift;
(d) medial-lateral rotation; (e) anterior-posterior shift; (f) medial-lateral tilt.
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3.2. Superior-Inferior Shift and Medial-Lateral Rotation of the Patella Along Its Upper and Lower Axes

As Figure 6c shows, during the knee joint’s squatting movement, the patella relative to the femur
shifted downward. The patella inferior shift of no-release model was slightly smaller than that of
the upper end release. For the lower end release simulation, the patella inferior shift was slightly
smaller within early 0–20 degrees of flexion and slightly larger after the 20-degree flexion than that
of the no-release model. Within all flexion degrees, the patella inferior shift of the both ends release
was slightly larger than that of no-release model, other than 20-degree flexion. After releasing the
upper end of the patellar tendon, the maximum inferior shift of the patella was 43.80 mm at 110-degree
flexion, which increased 6% compared with 41.42 mm at 100-degree flexion of the no-release model.
For the lower end release model, the maximum inferior shift of the patella was 43.49 mm at 100-degree
flexion, which increased 5% compared with the no-release model. After releasing the patellar tendon
at both ends, the maximum inferior shift of the patellar was 43.43 mm at 100-degree flexion, which
increased 5% compared with the no-release model.

Figure 6d shows the data of medial-lateral rotation. The data of the patella relative to the femur
showed lateral rotation first and then medial rotation. Compared to the no-release model and the
upper end model, the knee flexion degree of the initial patella medial rotation was greater for the lower
end model and both-ends model. Meanwhile, it is shown that the patella medial-rotation for all three
release models as larger than that of the no-release model. At 60 degrees of knee flexion, the patella
medial-rotation reached the maximum of 5.41 degrees, 5.70 degrees, and 5.72 degrees, respectively,
for the upper-end, lower-end and both-ends models, which increased 1%, 7%, and 7%, respectively,
compared with the 5.34 degree value of the no-release model.

3.3. Anterior-Posterior Shift and Medial-Lateral Tilt of Patella Along the Anteroposterior Axis

Figure 6e shows the patella translated backward relative to the femur. During the knee joint’s
squatting movement, the patella relative to the femur translated backward. Within all flexion degrees,
the patella backward translations of all three release models were smaller than that of no-release model,
other than the 30-degree flexion, and the patella posterior shift was the least when both ends were
released. At 135 degrees of knee flexion, the patella posterior shift reached the maximum values of
61.82 mm, 62.57 mm, and 61.07 mm, respectively, for the upper-end, lower-end, and both-ends models,
which decreased 5%, 4%, and 6% compared with the value 64.97 mm of the no-release model.

Figure 6f shows the data of medial-lateral tilt. Before and after patellar tendon release, within
all flexion degrees, the patella showed an inward movement pattern relative to the femur other than
30-degree flexion. At the same degree of knee flexion, after the release of the patella tendon, the medial
tilt angle of the patella relative to the femur was larger than that of no release. After 80 degrees of knee
flexion, when both ends of the patellar tendon were released at the same time, the patella medial tilt
angle was the largest. At 135 degrees of knee flexion, the patella medial tilt angle reached the maximum
values of 5.51 degrees, 5.01 degrees, and 5.92 degrees, respectively, for the upper-end, lower-end, and
both-ends models, which increased 21%, 10%, and 30%, respectively, compared with the 4.55 degree
value of the no-release model.

4. Discussion

This paper investigates the patellar tendon release’s effect on the movement characteristics of
the artificial patellofemoral joint squat. The simulation results show that, after the patellar tendon
being released, respectively, at the upper end, the lower end, and both ends, being compared with
the no-release simulation results, the relative flexion, medial-lateral rotation, medial-lateral tilt, and
superior-inferior shift of the patella relative to the femur increased, and the medial-lateral shift and
anterior-posterior shift of the patella relative to the femur decreased. Different release models have
different effects on the squatting motion characteristics of the patellofemoral joint. In this study, the data
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of patellofemoral joint squatting after TKA of the no-release model was analyzed and compared with
those of all three release models and other related research results of the natural knee joint.

4.1. Medial-Lateral Shift and Flexion of the Patella

For the medial-lateral shift of the patella relative to the femur the maximum patella medial-shift
of all three release models were balanced, and the maximum medial-shift was decreased compared
with that of the no-release model (the maximum reduction was about 11% for the both-ends model).
The patella shifted outward first and then inward relative to the femur, which is similar to the related
studies [27,28].

For the flexion movement of the patella, relative to the femur, previous studies [27,28] showed
that the flexion of patella changes linearly with the flexion of the patellofemoral joint. It is consistent
with the results of this study. In this study, the maximum flexion angle of the patella increased after the
patellar tendon being released (compared with the no-release model, the maximum of the both-ends
model increased by 5%), which indicated that the mobility of the knee joint was improved after the
patellar tendon release.

4.2. Superior-Inferior Shift and Medial-Lateral Rotation of Patella

For the superior-inferior shift of the patella, relative to the femur, after the patellar tendon was
released in different ends, the patella shifted downward relative to the femur. In the high flexion,
the patella was moved up slightly, and the maximum inferior shift (about 43.5 mm at 110 degrees)
was increased 5% compared with that of no-release model. The maximum increase occurred in
the upper-end release model and the minimum one occurred at both-ends release model. Related
studies [27,29] also showed that the patella, with the knee flexion, shifted downward relative to the
femur, and the maximum flexion angle of the knee was 110 degrees in their studies (the maximum
inferior shift was about 50 mm), which was basically similar to this paper (in this paper, the maximum
flexion angle of the knee was 135 degrees, and the maximum inferior shift was 43.8 mm).

For the medial-lateral rotation of the patella, relative to the femur, after the patellar tendon was
released at different ends, the motion pattern of the patella relative to the femur was lateral rotation first
and then medial rotation, which is consistent with that of the no-release model. For all the above three
release models, the maximum medial rotation of the patella increased; among them, the increase of the
upper end release was the minimum (1%), and the increase of the both-ends release were the maximum
(7%). Heegaard et al. [30] showed that within 0–110 degrees of knee flexion, the patellar rotation
pattern changed from medial to lateral rotation, and then lateral rotation within 110–135 degrees of
knee flexion. This phenomenon indicates that the patellar motion changes during the high flexion,
which might be related to the way of femoral fixation and passive loading.

4.3. Anterior-Posterior Shift and Medial-Lateral Tilt of the Patella

For the anterior-posterior shift of the patella, relative to the femur, the results of Azmy et al.’s [31]
in vitro experiments showed that with the flexion of the knee joint, the patella shifted backward; after
30 degree knee flexion, posterior movement rate of the patella increased, and the maximum posterior
movement of the patella reached 32 mm. The results of Baldwin et al. [29], based on the experimental
dynamic finite element model, also show that the patella continues to shift backward with the knee
flexion, and the maximum posterior movement of the patella is about 30 mm. The motion analysis
results of patella anterior-posterior shift in this paper are consistent with those of the above studies;
with knee flexion, patella continued to shift backward. Meanwhile, the analysis results of this paper
gave the data of the posterior shift of the patella during high knee flexion. At 135 degree knee flexion,
the posterior shift of the patella after the upper end, the lower end, and both ends of the patellar tendon
were released to reach the maximum values of 61.82 mm, 62.57 mm, and 61.07 mm, respectively, which
was 5%, 4%, and 6% lower than the no-release values of 64.97 mm.
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For the medial-lateral tilt of the patella relative to the femur with the flexion of the knee joint,
the patella relative to the femur exhibits an inward motion pattern before and after release. At the same
degree of flexion, the medial tilt angle of the patella relative to the femur was larger than that of the
no-release model, the increase of the both ends release was the maximum (30%), and the increase of the
lower end release was the minimum (10%). The relevant findings [27,29,31,32] also showed that the
patella, with the flexion of knee, tilted inward relative to the femur, which is consistent with the results
of this study. At the same time, there are different research results for the medial-lateral tilt motion of
the patella [33]. The results of Amis et al. [33] showed that the patella continued to tilt outward with
knee flexion, which may be related to the loading method that the quadriceps were divided into six
bundles. There are differences in related studies, which may be related to the fact that the patella was
less constrained by the femoral articular surface in the direction of patella medial-lateral tilt.

Several limitations of the present study should be noted. In this study, only 30% of the patella was
released, and others were not analyzed. The finite element model of the human knee joint after TKA
was established in this paper, based on the consideration of all bone tissue and the main soft tissue of
the knee; although the transverse patellar ligaments, which play an important role in the movement of
the patella, are added, the effect of the joint capsule, hamstring, or gastrocnemius on knee joint activity
was not considered. In the subsequent analysis of the knee joint, these tissues could be taken into
account to make the model more in line with human physiology.

The anterior cruciate ligament (ACL) has the functions of restricting the forward movement of
the tibia and controlling the internal and external valgus of the knee [34–36]. The ACL is extremely
vulnerable during exercise and it is difficult to repair itself. If not treated in time, the patient’s
daily activities will be seriously affected [37]. The posterior cruciate ligament (PCL), aside from
providing restraint to posterior tibial translation, is reported to have a considerable role in providing
rotational stability to the knee [38]. Injuries to the PCL are far less common than injuries to other
knee structures, such as the ACL or the menisci [39]. In addition, it has been found that the clinical
outcomes of PCL reconstruction are less satisfactory and less predictable relative to those of ACL
reconstruction [39]. The medial patellofemoral ligament (MPFL) is one of the most important restraints
to lateral displacement of the patella from 0◦ to 30◦ of flexion, providing up to 60% of lateral
patellofemoral stability [40]. In the last decade, the understanding of the pathoanatomic mechanisms
involved in lateral patellar dislocation (LPD) has evolved tremendously and reconstruction of the medial
patellofemoral ligament (MPFL), as the most important passive restraint against LPD, has evolved to
become an established operative procedure [41]. This paper mainly investigates the patellar tendon
release’s effect on the movement characteristics of the artificial patellofemoral joint squat. However,
different knee ligaments play different roles. Based on the models used in this study, we will further
study the ligaments’ reconstruction and other related issues.

5. Conclusions

This paper investigates the patellar tendon release’s effect on the movement characteristics of
the artificial patellofemoral joint squat. The post-TKA patellofemoral joint’s motion characteristics
in different patellar tendon release pattern were obtained. Compared with the no-release model,
the flexion, medial-lateral rotation, medial-lateral tilt, and superior-inferior shift of the patella relative
to the femur increased; and the medial-lateral shift and anterior-posterior shift of the patella relative to
the femur decreased. In this paper, the maximum flexion angle of the patella increased after the patellar
tendon being released (compared with the no-release model), which indicated that the mobility of knee
joint was improved after the patellar tendon release. Different release models have different effects on
the squatting motion characteristics of patellofemoral joint. In this paper, the simulation results can be
used to moderately release the ends of the patellar tendon in the TKA surgery, in order to improve the
motility of the patella relative to the femur. The results of this paper can provide a reference for the
study of the pathology and rehabilitation of the knee joint, as well as related operations.
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Abstract: A prospective feasibility study was conducted to determine whether a new wearable device,
the Visual Behavior Monitor (VBM), was easy to use and did not present any difficulties with the
daily activities of patients. Patients for cataract surgery and refractive lens exchange were randomly
selected and screened for inclusion in the study. A total of 129 patients were included in the study
as part of a multicenter study. All measurements were performed before surgery. Upon inclusion,
patients were trained to wear the device, instructed to wear it for a minimum of 36 h, and were
scheduled to return in one week. The VBM measures the distance at which patients’ visual activities
are performed, the level of illumination, and head translational and rotational movements along
the three axes. On the follow-up visit, patients completed a questionnaire about their experience in
wearing the device. All patients underwent standard diagnostic testing, with their cataract grade
determined by the Lens Opacities Classification System (LOCS) classification. Results indicate that
87% of patients felt comfortable using the wearable device while 8% of patients responded as not
feeling comfortable (5% of patients did not respond to the question). In addition, 91% of patients
found it easy to attach the wearable to the magnetic clip while 4% of patients did not find it easy, and
5% of patients did not respond. Overall, patients found the device easy to use, with most reporting
that the device was not intrusive.

Keywords: cataract surgery; refractive surgery; visual behavior monitor

1. Introduction

Cataract surgery has become the most common operation worldwide. In the United States alone,
3.6 million cataract surgeries are performed each year. This corresponds to a cataract surgery rate
(CSR) of 11,000 per 1 million inhabitants. In economically well-developed countries such as the United
States, Europe, Australia, or Japan, the CSR is between 4000 and 11,000 [1,2]. Yet, refractive outcomes,
and patient satisfaction, following cataract surgery remain a key challenge for ophthalmologists today,
particularly when it involves a presbyopia-correcting intraocular lens (IOL) [3].

In an era where we strive to improve on our outcomes by using increasingly sophisticated biometry
and IOL power calculations, it is important not to lose sight of the impact of residual or increased
refractive errors that may not be apparent using the spherical equivalent or viewing the components of
the refractive error in isolation on the patient’s vision. We should use the tools that facilitate surgeons
to assess and manage the patient’s refractive error in its entirety.
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Approaching the intended post-operative spherical equivalent, however, often does not achieve
spectacle independence. Uncorrected residual spherocylindrical refractive errors appear to have far
greater adverse effects on unaided visual acuity than may be evident using a spherical equivalent or
the individual sphere and cylinder. If the correction of presbyopia is desired, there are three options
available for IOLs in the course of cataract surgery. One is the installation of a monovision where
the dominant eye is set for distance and the non-dominant eye for near. A difference of up to 2 D is
accepted by the patient. However, before proceeding to surgery, it is essential to try wearing contact
lenses to see if the correction is tolerated [4,5]. Most patients reported the surgery met their expectations
for decreased dependence on spectacles (93%) [6]. The extended-depth-of-focus-IOL (EDOF-IOL)
provides an extended depth-of-field range. Actually, it is a bifocal IOL with a low near-addition of
1.5–2.0 D. This results in excellent distance and intermediate correction without the disadvantages of a
multifocal IOL. However, this procedure does not completely eliminate the need for spectacles [5,7].
The third possibility of correction is the implantation of a trifocal IOL. One is located in the distance
and receives 50% of the incident light, the second is at 30–40 cm and receives 30% of the light, and
the third is at about 60 cm and receives 20% of the light. The strength of trifocal IOLs is that they are
glasses-free. The weakness is that fixed distances are given, which requires some getting used to, and
that the intermediate part is the weakest. As only a part of the light used for image generation is sharp,
there is a loss of contrast, which is noticeable. In addition, undesirable optical side effects in the form of
so-called halos or glare occur, which impair vision, especially at twilight and at night [5,8]. There is no
ideal correction for all distances, but through objective measurement using the Visual Behavior Monitor
(VBM) regarding distance measurement, ambient lighting and head posture will potentially determine
a much more accurate setting and support the choice of IOL. Whatever additional technique is used,
an important measure of success is the difference between the intended and the actual postoperative
refractive outcome. It is necessary to have a method that is sensitive to discrepancies between the
intended and the actual outcome.

Hence, to minimize potential side effects and improve patient outcomes, IOLs must be chosen
with the visual needs of a patient in mind. One such method to assess a patient’s individual
visual needs is to determine patient expectations and visual behavior pre-operatively, to improve
post-operative outcomes.

Visual behavior monitors are developed through various technological approaches, which should
be as precise as possible but also cost-effective. Various studies use active lighting based on infrared
LEDs. For example, one study [9] proposes a system that uses 3D vision techniques to estimate and
track the 3D line of sight of a person with multiple cameras. The method is based on a simplified
eye model and uses the Purkinje images of an infrared light source to determine the eye position.
This information is used to estimate the line of sight. In a technological development, a system with
active infrared LED illumination and one camera is implemented. Due to the LED illumination, the
method can easily find the eyes and the system uses this information to locate the remaining facial
features [10]. The authors suggest estimating the local direction of gaze analytically based on the
pupil position. Almost all active systems described in the literature have been tested in simulated
environments, but not in real ones. A moving person presents new challenges such as variable lighting,
changing background, and vibrations that have to be considered in real systems. In a further work [11],
an industrial prototype called Copilot is presented whose application tends to take into account
the real situation. This system uses an infrared LED illumination to find the eyes. It uses a simple
subtraction procedure to find the eyes and calculates only one validated parameter, the percentage eye
closure (PERCLOS). This system currently works in low-light conditions [12]. All of these technologies,
including ours, tend to collect even more precise data and reflect reality. Further improvements can be
expected in the future by combining different technologies. Many technologies are developed in such
a way that they are easy to handle and can be spread further. For example, the investigation tools are
built into smartphones [13]. This is the way we initially went. However, a further simplification of the
operation has become necessary after initial experiences. This led to today’s VBM, which does not
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require any technical knowledge of the patient. Due to the simplicity, the measurement results are
much more precise and reflect reality much better.

Results from a literature review suggest that there is a greater utility of using measurable patient
reported outcomes such as functioning, satisfaction, and quality of life as opposed to clinical outcomes
when considering the benefits of cataract surgery [1,14].

Psychometric tests in the form of cataract surgery outcome questionnaires have been developed,
identifying the limitations of performing daily tasks due to an individual’s vision, a trait known as
visual functioning [15,16]. Analyzing the visual behavior of cataract patients is extremely important
for defining the visual strategy adopted in the patient’s care.

McAlinden et al. [16] studied the responsiveness of several questionnaires in measuring patient
outcomes. The investigation revealed that “Catquest-9SF,” a Rasch modified 9 item questionnaire
originally developed in Sweden [17], was the most responsive as measured by an effect size (ES) statistic
of 1.45 (95% CI, 1.22–1.67). Although the “Catquest-9SF” includes a measure of visual functioning,
a questionnaire known as the “Visual Disability Assessment (VDA)” (ES, 1.09; 95% CI, 0.86–1.32) also
includes a measure of mobility of the patient, which may be attractive for patients and clinicians.
Finally, the VBM measurement supports the solution finding for a planned surgery.

Morlock et al. [18] developed a Patient-Reported Spectacle Independence Questionnaire (PRSIQ)
to assess spectacle independence following cataract surgery. The questionnaire was developed using
conventional qualitative and modern measurement theory methods, and evidence was garnered for
the use of PRSIQ as a measure of spectacle independence.

While the use of questionnaires and visual assessments in measuring patient outcomes are effective,
there are limitations regarding the subjectivity of the results. Current psychometric measures may be
subject to systematic error such as recall bias and could cause judgment errors resulting in patient
discontentment with surgical outcomes [19,20]. Visual information based on patient behavior can be
harnessed using technological tools that perform eye tracking, analyzing visual behavior under various
circumstances. Eye tracking technologies can be used to attain and process objective information of a
patient’s everyday activities, crucial for selecting an appropriate IOL.

Integrating technology that collects objective visual behavior data into pre-operative patient
assessments has shown to improve the current understanding of patient behavioral gaze. The data
generated could aid clinicians to provide a highly individual evaluation of a patient’s visual needs,
including distance estimates of the patient’s sight, and determine the right course of action to improve
post-operative patient outcomes and patient satisfaction.

To date, most approaches have focused on diagnostic testing in a clinical setting. In-clinic
measurements cannot fully replicate a patient’s daily visual needs. The Visual Behavior Monitor (VBM,
Vivior AG, Zurich, Switzerland) is a wearable device to be attached on the spectacles of a patient and
perform continuous measurements as he or she goes about their daily activities. The challenge of
unassisted monitoring in outpatient settings is ensuring correct use of the monitoring system and
reliability of the data. This is especially the case for the senior cataract patients with compromised
visual function due to age-related cataract and/or presbyopia. While aiming to develop a compact
and non-obtrusive system, it is essential to ensure that the reduced form-factor of the device does not
impede the handling of the device by the elderly population. Another challenge is to design the user
interfaces of the system in a way that can be correctly interpreted by patients with different levels of
exposure to computer and information technologies. Most of the recent progress in the information
technologies has been pushed forward generally by the young generations of earlier adopters and,
thus, interfaces are shaped for and by this population group, who have enough time and interest to
work with new technologies. It is critically important to redesign the user experience from scratch
with wearable systems for all population groups.

Inadequately designed systems ignoring the specifics of the population groups might not only be
inefficient in delivering required objective information, but also lead to reduced patient satisfaction due
to frustration from handling the device. This is aggravated by the patient awareness that the outcome
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of the surgery might depend on his or her ability to handle the system. With all the above in mind, the
system should be comfortable for use by the patients of various age groups, educational backgrounds
with different levels of exposure to information technology, and possibly with compromised vision.

The present study was initiated to understand the feasibility of the non-intrusive monitoring of
visual behavior and VBM handling by, particularly, a cataract-age population without supervision of a
healthcare professional (HCP). The study is designed to evaluate the ease of use, as well as patient
perception of wearing the device. This can potentially answer the question of whether patients are
willing to use and able to handle the wearable device mounted on the spectacles and are comfortable
to use it in order to perform the required measurements.

2. Materials and Methods

Patients presenting for cataract surgery or refractive lens exchange were randomly selected to
take part in this feasibility study to evaluate the VBM. Patients who met the inclusion criteria were
recruited consecutively for the study. Upon enrolment, patients completed a modified Cat-Quest 9
questionnaire. For German-speaking sites, the questionnaire was modified to improve readability
in German. Patients were trained and fitted with the VBM and instructed to wear the device for at
least 36 h. Patients then returned a week later to complete a questionnaire on the user friendliness
of the device and schedule surgery. In our study, we used a modified CATQ-9 questionnaire, which
refers to the patient’s ability to perform certain tasks. The questionnaire consists of 9 questions, with
each question being rated on a scale of 1–4—from 1 for “no problems” to 4 for “very big problems.”
In general, it is asked whether the patient has problems with vision in everyday life and how satisfied
the patient is with his or her vision. In particular, the questions ask how well the patient sees on the
computer, how well he/she recognizes faces, how well he/she recognizes prices when shopping, how
well he/she walks on uneven ground, how he/she watches television with subtitles, and what is his/her
favorite pastime and hobbies. This covers a large part of daily life.

The following inclusion criteria are applied: Age over 18 years old, participants considering IOL
procedures, participants considering refractive laser procedures, and participants willing and able to
participate. As exclusion criteria, we have defined the following points for the study: Unwillingness to
participate, manifestation of macular disease based on OCT(Optical Coherence Tomography) /fundus
photography, corneal scar or sign of corneal decompensation, standard surgery exclusion criteria,
inability to make all postoperative visits, history or manifestation of other pre-existing ocular conditions
and comorbidity (amblyopia, monophthalmia), other predisposing sight-threatening ocular conditions
(uveitis, diabetic retinopathy, ARMD, macular dystrophy, retinal detachment, neuro-ophthalmic
disease, abnormal pupils [deformation] and iris), history of corneal or retinal surgery, evidence of iris
or chorioretinal neovascularization, history of anterior segment pathology (aniridia), any scar from
corneal endothelium damage (chemical burn, herpetic keratitis, cornea guttata), any medical history
contraindicative of standard cataract surgery including those taking medications known to potentially
complicate cataract surgery (e.g., α1a-selective alpha blocker), and participating in another clinical trial.

The primary endpoint of the study is testing the design and usability of the wearable and
the station.

The Visual Behavior Monitor is a wearable device to continuously monitor visual behavior of the
user. During the study, two functionally equivalent versions of the system were used, called Mark II
and Mark III. The description below focuses on the latest system, Mark III.

The VBM is fixed on the spectacles frame with help of an adapter. Multiple adapters are provided
to patients to allow attachment on all spectacles used by the patient. Patients can easily move the device
from the adapter on one spectacle to the adapter on another when changing spectacles. The VBM
is configured to start and stop measurements automatically when attached and detached from the
adapter, as well as when spectacles are taken off.

After the VBM measurement was carried out, the respondent was asked the following questions:
1. Is it easy to attach the magnetic clip to the spectacles frames? 2. Is it easy is to attach the wearable
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to the magnetic clip? 3. Do you always feel comfortable using the wearable? 4. Is it easy to use
the wearable?

Regarding the station, the following questions were asked. 5. Is the connection between the
station and the wearable always working? 6. Is the information provided on screen always clear
to you?

VBM (Figure 1) incorporates the following sensors: Two optical time-of-flight distance sensors
directed forward and 30◦ downward, ambient light sensor with separate red, green, and blue channels
directed forward, combined ultraviolet and ambient light sensor directed upward, as well as motion
and orientation sensors: Accelerometer, gyroscope, and magnetometer. The VBM does not include
imaging sensors, such as cameras and location sensors, and does not infringe on the privacy of
the wearer and other people. The VBM features an energy-independent real-time clock for reliable
timestamping of the measurements.

Figure 1. Visual Behavior Monitor (VBM) fixed on the spectacles.

Measurements data are stored in the encrypted format in the device and the progress of data
collection is shown on the embedded screen or on the screen of the station in hours and minutes. The
onboard memory capacity is more than 1000 h. The VBM is charged overnight and the battery capacity
is sufficient for a complete day of continuous measurements. When the device is returned to the clinic,
data are transferred from the device to an electronic tablet and then uploaded to the internet server
(cloud), decrypted, processed, and visualized via web-interface.

Cloud processing is performed by advanced machine learning algorithms, which are trained to
recognize various types of patient’s visual activities, such as looking on a desktop computer screen,
reading handheld materials, driving a car, and viewing objects at a distance. The environment is
further analyzed based on the recognized activities to derive relevant metrics such as viewing distances
to the objects of visual activities, such as distance to a computer screen, to a desktop, or to handheld
material. The data are further aggregated to create relevant statistical representations.

The VBM is intended to provide behavioral information to the attending HCP and to support
ophthalmic surgeons or other healthcare professionals in the planning of cataract and refractive surgery.
This is expected to improve participant satisfaction through the objective evaluation of individual vision
needs and allowing practitioners to more adequately address those needs. Based on the individual
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profile of viewing distances, it is possible to select the optimal IOL solution by overlaying the defocus
curve of the IOL, representing the expected visual acuity as a function of defocus (visual distance).
Additional measured parameters, such as typical light levels and their spectral content, can be also
considered. For example, monofocal IOLs deliver good far vision but cannot provide clear vision in
near and intermediate distance zones, while lenses with advanced optics, such as bifocal and trifocal
(multifocal) lenses, as well as lenses with an extended depth of focus, are capable of providing sufficient
visual acuity and spectacle independence both in the near and intermediate zones, depending on the
lens. At the same time, advanced optics can cause halos and glare in low-light conditions. Thus, for a
patient with far distance vision needs with a large share of low-light activities, such as night driving, it
would be reasonable to recommend a monofocal lens or blended vision solution, while an advanced
optics IOL would be preferable for the patient with a range of activities with the viewing distance
distributed between all vision zones and requiring often switching between zones.

The information provided by the VBM allows healthcare professionals to objectively assess the
needs of the patient and explain the benefits and limitations of the available solutions to the patient.
However, the decision should include other factors, like personal preferences of the patient and
tolerance to the multifocality of IOLs with advanced optics, as well as other conditions and, thus,
should not exclude discussion with the patient. The measuring elements used in the VBM are standard
components. Furthermore, the VBM is not intended to replace state-of-the art diagnostic methods in
refractive treatment. Nevertheless, it is very important to have hard facts to support the choice of IOL
suitability or surgical method.

Patients use the VBM in their normal daily routine, with the only excluded activities being
those that involve water exposure of the wearable. Some other activities may be exempt based on a
benefit/risk assessment. Those activities are meant to be communicated verbally to the attending HCP
during pre-operative interview.

A dedicated tablet is provided to the clinics for measurement data upload on the cloud and data
review. The embedded cellular data module of the tablet is used for data upload and report review on
the cloud, independent of the clinic’s infrastructure.

The clinic has access to a detailed report of all data the VBM collects. A simplified patient report
including recommendations is available for the patient.

The healthcare professional has an option to review aggregated metrics of visual behavior of
the patient. For example, the viewing distance from all measurement days, collected by the patient,
can be displayed as a histogram of the additional optical power (refraction) of the eye required to
accommodate the objects of visual activity (Figure 2).

Further, it is possible to relate the viewing distances to the particular head inclinations in order to
visualize viewing distances in a two-dimensional plane (Figure 3). Such visualization is helpful to
educate patients on the relation of activities and visual distances as visual zones can be linked to the
actual physical space.

Additionally, the system allows us to review activities chronologically, as performed by the patient
during the selected measurement day. The distribution of viewing distances can be overlaid with other
relevant parameters, such as ambient light exposure (Figure 4).
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Figure 2. Distribution of viewing distance and required additional optical power of the eye (refraction)
to observe objects of visual activity. The plot demonstrates domination of the intermediate viewing
distance related to the computer work at around −1.75 D (0.57 m) for the particular patient (Patient A).
Color coding is used to display the viewing zone, with green representing near viewing distances, blue
representing intermediate, and yellow representing far.

Figure 3. Mapping of viewing distances on two-dimensional plane using head flexion information
(Patient A). Dense areas reflect the computer work and handheld devices. Color coding for the vision
zones is the same as in Figure 2.

This kind of plot allows the demonstration of viewing conditions during various activities to
the patient. The time of the day information helps the patient to relate his or her daily routine to the
measurements and communicate to the HCP the importance of certain activities. The HCP is also able
to relate viewing distance to other parameters. Figure 5 demonstrates the history of ultraviolet light
exposure during the study day together with ambient light, which provides additional information
about the patient’s lifestyle.

The study has been conducted by five sites in three European countries: Germany, Switzerland,
and Ireland (Table 1). A total of 129 patients were enrolled between August 2018 and May 2019.
Patient age ranged from 49 to 82 (mean: 65). In all cases, the VBM measurement was performed before
cataract surgery.
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Figure 4. Example of the viewing distances and ambient light measurements with VBM during a day
(Patient B). The example demonstrates the clear domination of far distances (upper plot), which is a
marked difference in visual behavior from Patient A.

Figure 5. Example of the ultraviolet light exposure (quantified with UV index) as solid colored bars
compared to ambient light level shown as empty bars during a measurement day shown in Figure 4
(Patient B). The level of ultraviolet light indicates that the example day was mostly spent outdoors.

Table 1. Vivior feasibility study sites, ethics committees, and enrollment.

Study Center Patients Enrolled Ethics Committee Approval

Wellington Eye Clinic, Dublin Ireland 35 Beacon Hospital Research Ethics
Committee: BEA0096

University Eye Clinic Bochum-Langendreer,
Bochum, Germany 40

Ruhr University Ethics
Commission of Medical Faculty:

CIV-18-05-023986

Sehkraft Augenzentrum Köln Germany 3
Ruhr University Ethics

Commission of Medical Faculty:
CIV-18-05-023986

Orasis Eye Clinic, Reinach, Switzerland 40
Swiss Ethics: Ethikkommission

Nordwest- und
Zentralschweiz: 2018-01344

LASER VISTA, Basel Switzerland 11
Swiss Ethics: Ethikkommission

Nordwest- und
Zentralschweiz: 2018-01344

Total 129
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All subjects gave their informed consent for inclusion before they participated in the study.
The patients were informed in great detail about the content of the work, its usefulness, and its
feasibility before the start of the study. The study was conducted in accordance with the Declaration of
Helsinki, and the protocol was approved by the appropriate ethics committees for each site (Table 1).

3. Results

Of the total 178 eyes implanted, 119 eyes were implanted with monofocal intraocular lenses (67%),
39 eyes were implanted with trifocals or multifocals IOLs (22%), 15 eyes were implanted with toric
lenses (8%), and the remaining five eyes were implanted with lenses that were not identified by the
surgeon (3%). From these 129 patients included in the study, 178 cataract surgeries ultimately resulted,
i.e., both eyes were not operated on in all cases, but only those that had an indication for surgery.

The pre-operative cataract scores distribution is shown in Figure 6 and the Cat-Quest 9 Task results
are shown in Figure 7. A grade 3 or greater cataract manifested itself in 34% of the eyes, while no
cataract and no reported cataract were accounted for in 29% of the eyes. The cataract and presbyopia
limitations were also reflected in the pre-operative vision questionnaire with the vast majority of
patients reporting some to very great difficulties in mastering everyday life and the majority of the
patients being dissatisfied with the current eyesight.

Figure 6. Lens opacities classification of cataract study patients.

Figure 7. Pre-operative Cat-Quest 9 task results.

We have also investigated whether the difficulties in using the VMB system are related to the
patients’ visual problems. Based on the patients’ answers to the usability questionnaire, the data were
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statistically evaluated using the parameters of corrected distant visual acuity and the Lens Opacities
Classification System (LOCS) score. These results are shown in Table 2.

Table 2. Distribution of the preoperative corrected distance visual acuity and Lens Opacities
Classification System (LOCS) III score of the patients separated by the answers in the usability
questionnaire.

Question
Yes No

N
LOCS III

Score
Mean (Std)

CDVA
logMAR

Mean (Std)
N

LOCS III
Score

Mean (Std)

CDVA
logMAR

Mean (Std)

1. Is it easy to attach the magnetic clip to
your frames? 113 2.087 (1.179) 0.209 (0.215) 10 1.500 (1.323) 0.118 (0.161)

2. Is it easy to attach the wearable to the
magnetic clip? 118 2.093 (1.178) 0.206 (0.213) 5 0.625 (0.750) 0.111 (0.197)

3. Do you always feel comfortable using
the wearable? 98 2.203 (1.178) 0.233 (0.219) 25 1.333 (1.017) 0.080 (0.124)

4. Is it easy to use the wearable? 111 2.053 (1.186) 0.208 (0.217) 11 1.889 (1.364) 0.148 (0.161)

5. Is the connection between the station
and wearable always working? 82 2.175 (1.178) 0.221 (0.209) 22 1.525 (1.282) 0.192 (0.220)

6. Is the information provided on the
screen always clear to you? 71 1.885 (1.117) 0.172 (0.189) 44 2.188 (1.353) 0.236 (0.222)

Surprisingly, the groups that had difficulties with the VBM presented the higher visual acuity
(lower logMAR values), as well as lower cataract scores (better vision), for all the questions, except
for one concerning “information provided on the screen.” The study included 15 patients with both
eyes cataract-free and a relatively high distance-corrected visual acuity preparing for the clear lens
exchange. This group was typically more demanding toward the usability of the system and often
appeared in the group answering “no” in the questionnaire in Figure 8. This resulted in the proportion
of patients without cataract in the “no” group being between 20% and 40%, while the mean was around
12%. The exception was question 6 where there was only a slightly higher proportion of clear lens
patients in the “no” group (16% vs. 11%). Based on this data, we were not able to statistically attribute
the difficulties reported in the usability questionnaire to the vision deficiencies of the patients for all
questions except question 6, which also reported the highest negative feedback (34% not agreeing that
the information provided on the screen is always clear).

Figure 8. Results summary of usability questionnaire.

We have also studied the patient satisfaction with the vision results (Figure 9).
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Figure 9. Post-operative Cat-Quest 9 results showing that surgical results met or exceeded
patients’ expectations.

A high level of patient satisfaction was reported, with 84% of patients meeting or even exceeding
expectations (Figure 9).

4. Discussion

In today’s world, visual acuity is not only becoming more and more important, but the demands
on the visual system have increased significantly, whether at work or in leisure time. Various studies
have shown that 61% of the patients prefer an explicit decision by the physician regarding the cataract
surgery [21,22]. This strong dependency and importance of the physician’s decision-making must be
compared to the importance of patient involvement in order to maintain high patient satisfaction [23,24].
Previous studies show that the improving patients’ perceived level of understanding is an important
factor for the high level of patient satisfaction with the results of a cataract surgery [1,25–27]. There is an
increasing demand to understand patient needs and expectations when planning cataract and refractive
surgeries. It is generally accepted that understanding patient behavior and expectations and including
this information in the planning process results in better surgical outcomes. Psychometric tests in the
form of cataract surgery outcome questionnaires have been developed, identifying the limitations
of performing daily tasks due to an individual’s vision, a trait known as visual functioning [15,16].
The use of questionnaires and visual assessments in measuring patient outcomes is effective; however,
the subjectivity of these methods is questionable. Nevertheless, questionnaires are very important in
addition to objective measurement, because they reflect the important subjective part of the patient’s
feelings. Its importance and introduction have been used in the literature for a long time where specific
questionnaires have been developed for specific questions [23], as we have used it in our study. Current
psychometric measures may be subject to systematic error such as recall bias and could cause judgment
errors resulting in patient discontent with surgical outcomes [19,20]. Integrating technology, such as
the wearable VBM, which collects objective visual behavior data for pre-operative patient assessments,
has shown improvement in the current understanding of patient visual behavior. It was very gratifying
to note that the application of the VBM was, in the vast majority of cases, problem-free. Thus, the VBM
measuring device could be installed with reasonable effort and be reliably used by the patient. In this
sense, the goal was achieved to design a VBM in a way that not only works reliably but is also easy
to use. Most of the study patients stated that they had severe to very severe visual problems before
the surgery. None of the patients who reported very great difficulties in their daily tasks reported
troubles in attaching the clip to the spectacles frame or VBM to the clip. The results of the analysis
of the patients’ visual performance based on their responses to the questionnaire showed that the
group that was not satisfied with the user-friendliness had, on average, a higher visual acuity and a
lower LOCS score, with the exception of one question related to the presentation of the information on
the screen. This effect of the higher reported usability problems of patients with better vision can be
attributed to the higher demands of patients with clear natural lenses. The feedback from patients
on the system handling was mostly related to the adaptation to a specific spectacle frame, the correct
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alignment of the VBM and clip, and the strength of the magnetic attachment. This feedback has been
considered in the development of the next generation of the system. The size of the clip has been
adapted to make it easier to handle, and the shape of the clip and wearable has been redesigned to
visually match each other to make the attachment more intuitive. The clip has a defined arrow shape
that points forward to indicate the direction of attachment. The magnetic attachment has been replaced
by a purely mechanical attachment to prevent the design from falling off during heavy movement,
while at the same time being easy to attach and detach. The reported difficulties in understanding the
information on the station’s screen and connection problems between the wearable and the station
have led to the decision to make the next unit self-sufficient and to omit an additional station for data
acquisition, thus eliminating both station-related difficulties.

The objective data generated could aid clinicians in providing a highly individualized evaluation
of a patient’s visual needs, including estimated viewing distances, and determine the right course
of action to improve post-operative patient outcomes and patient satisfaction. The subjective and
objective data of patients often coincide. However, the patient’s subjective feelings are not always
correctly interpreted by them. The objective data collected can close this circle to a higher percentage
and thus have potential to increase patient satisfaction. Including objective data of the visual behavior
of each individual patient is another important step for a successful customized treatment.

Prior to cataract- and refractive surgery in addition to a comprehensive eye exam in terms of
the overall health of the eyes, refraction measurements (amount of nearsightedness, farsightedness,
astigmatism), determining the corneal curvature, as well as the length of the eye, it is particularly
important to analyze the environmental conditions in the eye and ophthalmological concomitant
diseases. The objectively measured ophthalmological findings, as well as the VBM data collected, have
the potential to further improve treatment outcomes.

There is no ideal correction for all distances currently available, but the objective measurements of
viewing distances, ambient light conditions, and head inclinations with devices such as the VBM will
potentially allow better characterization of a patient’s lifestyle and support the choice of IOL solutions
better matching a specific patient’s lifestyle and visual needs. Further studies with extended questions
are ongoing.

5. Conclusions

To test the VBM device usability among patients, a multi-center feasibility study was conducted.
Patients found the device easy to use, with most reporting that the device was not intrusive. The patients,
even those that were elderly with significant cataracts, were able to comfortably use the VBM. Hence,
the results of this feasibility study demonstrated that the concept of wearable monitoring of visual
behavior is, in general, accepted by the patients. VBM may be used correctly and reliably by the patient.
The difficulties of handling the system by the patients have been considered in the design of the next
generation of the VBM.

The objective data collected with the VBM may have the potential to improve treatment outcomes,
and the next research phase will seek to objectively assess the impact of the VBM on surgeons’ treatment
decision making.
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Featured Application: This research dedicates to develop a pressure observer based nonlinear

controller for precise position control of the MRI-compatible pneumatic servo system with long

transmission lines.

Abstract: In this paper, the needle insertion motion control of a magnetic resonance imaging
(MRI) compatible robot, which is actuated by a pneumatic cylinder with long transmission lines, is
considered and a pressure observer based adaptive dynamic surface controller is proposed. The long
transmission line is assumed to be an intermediate chamber connected between the control valve
and the actuator in series, and a nonlinear first order system model is constructed to characterize
the pressure losses and time delay brought by it. Due to the fact that MRI-compatible pressure
sensors are not commercially available, a globally stable pressure observer is employed to estimate
the chamber pressure. Based on the model of the long transmission line and the pressure observer,
an adaptive dynamic surface controller is further designed by using the dynamic surface control
technique. Compared to the traditional backstepping design method, the proposed controller can
avoid the problem of “explosion of complexity” since the repeated differentiation of virtual controls
is no longer required. The stability of the closed-loop system is analytically proven by employing the
Lyapunov theory. Extensive experimental results are presented to demonstrate the effectiveness and
the performance robustness of the proposed controller.

Keywords: pneumatic servo system; long transmission line; pressure observer; dynamic surface
control; position tracking

1. Introduction

The magnetic resonance imaging (MRI) technique is widely used in clinical diagnosis due to
its ability to image without the use of ionizing x-rays and superior soft tissue contrast as compared
to computed tomography (CT) scanning. Recently, pneumatically actuated MRI-compatible robots,
which enable real-time magnetic resonance (MR) image-guided needle placement, are designed
for brachytherapy and biopsy by several researchers [1–15]. To fulfill the requirements for MR
compatibility of the robotic systems, pneumatic valves are commonly placed outside the scanner
room in the aforementioned works. Therefore, long transmission lines between the actuators and
valves are used. Since long transmission lines have a significant influence on the pressure dynamics of
the pneumatic system and MRI-compatible pressure sensors are not commercially available, precise
position control is one of the main technical challenges in robot development.

Indeed, considerable research effort has been devoted to addressing the issue related to long
transmission lines. Richer et al. [16] suggested a formula for the time delay and amplitude attenuation
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between the mass flows at the outlet and inlet of the line, as well as a formula for the pressure drop
along the tube. Although this approach was later employed in many other studies (Jiang et al. [14];
Richer et al. [17]), it has been proven improper for long transmission lines (>2 m) [18]. Yang et al. [8]
adopted a first order transfer function with time delay to describe the 9-m transmission line dynamics.
However, for some unknown reason, the authors omitted the transmission line dynamics in the
subsequent controller design. Based on the discretization of a general set of equations from fluid
mechanics, two similar distributed models of long pneumatic transmission lines were derived by
Li et al. [19] and Krichel et al. [20]. However, this type of model is not suitable for controller design for
their high order and low computational speed. Turkseven et al. [21] developed a simplified distributed
model to characterize the additional dynamics brought by the long transmission lines.

As previously mentioned, direct pressure measurement is unavailable for the lack of
MRI-compatible pressure sensors. However, pressure states are commonly used in controller design for
precise position control of a pneumatic actuator. To solve this problem, pressure observers were used
in place of a pressure sensor in many studies. Pandian et al. [22] investigated two design methods of an
observer to estimate the chamber pressures in a pneumatic cylinder. While a continuous gain observer
was used to estimate one of the chamber pressures with the assumption that the other one is measured
in the first method, a sliding mode observer was utilized to estimate both chamber pressures in the
second method. In this study, the mass flow rate was assumed to be exactly known, which is apparently
too restrictive in practice. Wu et al. [23] conducted an analysis on observability and concluded that the
pressure states in the pneumatic servo system are not locally observable from the measurement of the
output motion within several regions in the state space. Based on the actuator pressure dynamics,
various observers are developed, such as the sliding-mode observer (Bigras [24]), energy-based
Lyapunov observer (Gulati et al. [25]), and adaptive nonlinear observer (Langjord et al. [26]). It
should be noted that the performance of these observers relies on the accuracy of the valve model.
Driver et al. [27] developed a pressure estimation algorithm by utilizing the measured actuation force
and the hypothesized average air pressure in the actuator. Turkseven et al. [18] presented a pressure
observation method by using the measured force and piston displacement. However, the requirement
for force sensing in the MRI environment is particularly burdensome because the MRI-compatible
force sensor is not available commercially and its development cost is high.

Recently, the backstepping design method has been proven to be a very effective way to develop
nonlinear robust controllers for pneumatic servo systems. However, this method has the problem of
“explosion of complexity” since the requirement of repeated differentiation of virtual controls. Thus, a
practical implementation is difficult. To solve this problem, Swaroop et al. [28] proposed the dynamic
surface control (DSC) method, in which the calculation of the virtual control variable’s derivative
was prevented by introducing a filter at each design step. Since then, the DSC method has been the
topic of significant research efforts and a number of excellent theoretical contributions have been
made. The applications of DSC can be found in many engineering fields, for example, hydraulic servo
systems [29], underwater/autonomous surface vehicles [30], mobile wheeled inverted pendulum [31],
pneumatic artificial muscle [32], and servo motor [33].

In this study, the needle insertion motion control of the MRI compatible robot developed in our lab
is considered. The robot is actuated by a pneumatic cylinder with long transmission lines. The focus of
this paper is dealing with the issue of long transmission lines and realizing a high accuracy control of a
pneumatic actuator with a pressure observer. Therefore, the long transmission line is assumed to be an
intermediate chamber connected between the control valve and the actuator in series, and a pressure
observer based adaptive dynamic surface control is proposed. The main contributions are: (1) The long
transmission line dynamic is approximated as a nonlinear first order system, which can estimate the
pressure losses and time delay through the long transmission line precisely in real time. (2) A pressure
observer, which is proven to be globally stable, is developed to estimate the chamber pressure in a
pneumatic actuator with a long transmission line. (3) In contrast to most of the existing nonlinear
robust controllers synthesized by the backstepping method, by using the dynamic surface control
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(DSC) technique, the proposed controller can cope with the problem of “explosion of complexity”,
since the repeated differentiation of virtual controls is no longer required. The rest of this paper is
organized as follows: Section 2 presents the dynamic models and problem statement; Section 3 gives
the design and stability proof of the pressure observer based adaptive dynamic surface controller;
Section 4 presents the experimental results to demonstrate the performance of the proposed controller;
and Section 5 draws the conclusions.

2. Dynamic Models and Problem Formulation

As shown in Figure 1, a 5-DOF (degree of freedom) MRI compatible robot for abdominal and
thoracic punctures was built in our laboratory. The robot’s mechanism design was developed such
that all motions were decoupled and actuated by pneumatic cylinders. With the help of the robot,
the physician could manipulate the needle remotely without moving the patient out of the MRI
scanners. A schematic of the pneumatic servo system driving the needle insertion motion is depicted
in Figure 2. The pneumatic cylinder (customized product from XMC Corp., Ningbo, China), which
had a 150 mm stroke and 10 mm diameter bore, was made of nonmagnetic material to ensure MRI
compatibility. While Chamber A was controlled by a proportional directional control valve (FESTO
MPYE-5-M5-010-B), a tank was used to maintain the pressure of Chamber B at a specified constant
level for safety reasons. The control valve was connected to the cylinder via a 10 m transmission line
since it had to be placed away from the MRI scanner. A pressure observer was needed to estimate
the pressure of Chamber A, since direct measurement was expensive for the lack of MRI-compatible
pressure sensors. The main purpose of this paper was to find a way to deal with the issue of the long
transmission line and realize high accuracy control of a pneumatic cylinder with pressure observation.
For the purpose of comparison, the pressures at the two ends of the long transmission line, as well
as the supply pressure were measured by three pressure sensors (FESTO SDET-22T-D10-G14-I-M12).
The piston position was obtained with an optical position sensor (Micronor MR328). The controller
was programmed in Simulink on a dSPACE DS1103 control system with a 1 ms sampling period.

 
Figure 1. Virtual prototype of a 5-DOF (degree of freedom) magnetic resonance imaging (MRI)
compatible robot for abdominal and thoracic punctures.
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Figure 2. Schematic of the pneumatic servo system used to drive the needle insertion motion.

As shown in [34], the motion of the piston–rod–needle assembly can be expressed as:

m
..
x = paAa − pbAb − p0Ar − b

.
x− FfSf(

.
x) − df, (1)

where x,
.
x, and

..
x are the piston position, velocity, and acceleration, respectively, m is the normal mass

of the piston–rod–needle assembly, pa and pb denotes the absolute pressures of actuator chambers,
p0 is the ambience pressure, Aa and Ab are the cross section areas of piston chambers, Ar is the cross
section area of the rod, b is the total load and cylinder viscous friction coefficient, Ff is the unknown
friction coefficient, Sf(

.
x) is a continuous function, which is always chosen as Sf(

.
x) = 2

πarctan(900
.
x),

FfSf(
.
x) is utilized as the smooth approximation for the usual static discontinuous Coulomb friction

force, and df represents the unmodeled dynamics and external disturbances.
With the assumption that the discharging and charging processes are both isothermal, the pressure

dynamic in the actuator chamber can be modeled as [16,35]:

.
pa =

RTs

Va

.
ma − Aapa

Va

.
x, Va = Va0 + Aa(

Lc

2
+ x), (2)

where R is the gas constant, Ts is the ambient temperature, Va is the volume of the cylinder chamber A,
.

ma is the mass flow entering or exiting the chamber A, Va0 is the dead volume of the cylinder chamber
A, and Lc is stroke of the actuator.

.
ma can be calculated by [16]:

.
ma = (pl − pa)

pvAlDl

32RTsLlμ
, (3)

where pl is the average air pressure in the transmission line, pv is the measured air pressure at the work
port of the control valve, Ll, Al, and Dl denote the length, cross section area, and inner diameter of the
transmission line, respectively, and μ is the dynamic viscosity of air.

As shown in Figure 2, the long transmission line is assumed to be an intermediate chamber
connected between the control valve and the actuator in series, thus, the following equation is
formulated to represent the pressure dynamic of the line [16,35]:

.
pl =

RTs

Vl
(

.
mv − .

ma), (4)
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where Vl is the volume of the transmission line, and
.

mv is the mass flow rate through the valve, which
can be calculated by [35]:

.
mv = A(u)Kq(pu, pd, Tu) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
A(u)CdC1

pu√
Tu

, pd
pu
≤ pr,

A(u)CdC1
pu√
Tu

√
1−
( pd

pu −pr

1−pr

)2
, pd

pu
> pr

, (5)

where A(u) is the effective valve orifice area, u is the control valve’s control input, Cd is the discharge
coefficient, C1 is a constant with a value of 0.0404, pu and pd are the upstream pressure and the
downstream pressure, respectively, Tu is the upstream temperature of air, and pr is the critical pressure
ratio. Therefore,

.
mv = A(u)Kq(ps, pv, Ts) when the line is charging, and

.
mv = A(u)Kq(pv, p0, Ts) when

the line is discharging.
Choose the state vectors x = [x1, x2, x3, x4]T as x1 = x, x2 =

.
x, x3 = pa and x4 = pl, thus the system

dynamics can be expressed in a state-space form as:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
.
x1 = x2

m
.
x2 = Aax3 −Abpb − p0Ar − bx2 −AfSf(x2) − df

.
x3 = RTs

Va

.
ma − Aax2

Va
x3

.
x4 = RTs

Vl
(

.
mv − .

ma)

. (6)

The control objective is to synthesize a control input u for the system Equation (6) such that x
tracks the desired trajectory xd with a guaranteed transient and final tracking accuracy. Instead of
using the pressure sensor, a globally stable pressure observer is developed to estimate the pressure in
chamber A. The parametric uncertainties due to unknown b and Af and unknown external disturbances
will be explicitly considered in this paper.

Assumption 1: The desired trajectory xd is at least second-order differentiable, and xd,
.
xd, and

..
xd are bounded.

Then, there exists a compact set Ω0 =
{[

xd,
.
xd,

..
xd

]T
: x2

d +
.
x2

d +
..
x2

d ≤ B0

}
such that

[
xd,

.
xd,

..
xd
]T ∈ Ω0, where

B0 is a positive constant.

Assumption 2: The extent of parametric uncertainties and external disturbances can be predicted and given by
bmin ≤ b ≤ bmax, Ffmin ≤ Ff ≤ Ffmax, and dmin ≤ df ≤ dmax.

3. Controller Design

3.1. Pressure Observer

The following observer is proposed to estimate the pressure of the actuator chamber A and the
average air pressure in the transmission line:⎧⎪⎪⎨⎪⎪⎩

.
p̂a = RTs

Va

.̂
ma − Aa

.
x

Va
p̂a

.
p̂l =

RTs
Vl

(
.̂

mv − .̂
ma)

, (7)

where p̂a and p̂l represent the estimates of pa and pl,
.̂

ma and
.̂

mv denote the estimated mass flow rates
according to Equation (3) and Equation (5) based on p̂a and p̂l. It should be noted that the proposed
observers are closed loop because of the relationship between the estimated mass flow rates and the
estimated pressures. Proof of the convergence between the actual pressures and the estimated ones
will be given later.
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To verify the convergence between the actual pressures and the estimated pressures, the following
Lyapunov function candidate was considered:

Vo = Vo1 + Vo2, Vo1 =
1
2
(p̃aVa)

2, Vo2 =
1
2
(p̃lVl)

2, (8)

where p̃a = pa − p̂a, and p̃l = pl − p̂l.
The time derivative of Vo1 is:

.
Vo1 = (paVa − p̂aVa)(

.
paVa + pa

.
Va −

.
p̂aVa − p̂a

.
Va)

= RTsVa(pa − p̂a)(
.

ma − .̂
ma)

(9)

According the Equation (3), one can obtain:

1. pa > p̂a implies that
.

ma <
.̂

ma, yielding (pa − p̂a)(
.

ma − .̂
ma) < 0.

2. pa < p̂a implies that
.

ma >
.̂

ma, yielding (pa − p̂a)(
.

ma − .̂
ma) < 0.

3. pa = p̂a implies that
.

ma <
.̂

ma, yielding (pa − p̂a)(
.

ma − .̂
ma) = 0.

Therefore,
.

Vo1 is negative semi-definite.
The time derivative of Vo2 is:

.
Vo2 = (plVl − p̂lVl)(

.
plVl −

.
p̂lVl)

= RTsVl(pl − p̂l)(
.

mv − .̂
mv) −RTsVl(pl − p̂l)(

.
ma − .̂

ma)
(10)

According the Equation (3), one can obtain:

1. pl > p̂l implies that
.

ma >
.̂

ma, yielding (pl − p̂l)(
.

ma − .̂
ma) > 0.

2. pl < p̂l implies that
.

ma <
.̂

ma, yielding (pl − p̂l)(
.

ma − .̂
ma) > 0.

3. pl = p̂l implies that
.

ma =
.̂

ma, yielding (pl − p̂l)(
.

ma − .̂
ma) = 0.

For the mass flow rate relationship given by Equation (5), it has proven in [25] that the term
(pl − p̂l)(

.
mv − .̂

mv) is always non-positive. Thus,
.

Vo2 and Vo are negative semi-definite, one can
conclude that the proposed pressure observers are globally Lyapunov stable with regard to the errors
in the estimated pressures.

3.2. Adaptive Dynamic Surface Controller

Step 1: Differentiate the trajectory tracking error e1 = x1 − xd with respect to time leads to:

.
e1 = x2 − .

xd. (11)

Consider x2 as the first virtual control input, the virtual control law is designed as follows:

x2d =
.
xd − k1e1, k1 > 0, (12)

where k1 is a positive control gain. Following the dynamic surface control theory [28], the signal x2d is
fed to a low pass filter to obtain a new one x2d for the next design step:

τ1
.
x2d + x2d = x2d, x2d(0) = x2d(0), τ1 > 0, (13)

where τ1 is the filter parameter.

Step 2: Define the first surface error as s1 = x2 − x2d, its time derivative can be derived as:

.
s1 =

.
x2 − .

x2d = Aax3 − 1
m

[
pbAb + p0Ar + bx2 + FfSf(

.
x) + df

]
− 1
τ1

(x2d − x2d), (14)
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where Aa = Aa/m.
Define x̃3 = x3 − x̂3, and let ς = x̂3 be the second virtual control input, the virtual control law is

designed as follows:

ςd =
1

Aa

⎧⎪⎪⎨⎪⎪⎩ 1
m

[
pbAb + p0Ar + b̂x2 + F̂fSf(

.
x) + d̂f

]
+

1
τ1

(x2d − x2d) − k2s1 −
h2

1

4η1
s1

⎫⎪⎪⎬⎪⎪⎭, (15)

where k2 > 0 is a positive control gain, η1 > 0 is a controller parameter, and h1 is a known function
that will be determined later, b̂, F̂f,and d̂f are the estimates of b, Ff, and df, respectively. b̂, F̂f, and d̂f are
updated by:

.
b̂ = Projb̂(−

γ1

m
x2s1), (16)

.
F̂f = ProjF̂f

(−γ2

m
Sf(x2)s1), (17)

.
d̂f = Projd̂f

(−γ3

m
s1), (18)

where γ1 > 0, γ2 > 0,and γ3 > 0 are the observer gains, and the projection mapping is defined as:

Projξ̂(·) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0, if ξ̂ = ξmax and · > 0
0, if ξ̂ = ξmin and · < 0
·, otherwise

, (19)

where ξ is a symbol that can be replaced by b, Ff, and df.
Similarly, the signal ςd is fed to a low pass filter to obtain a new one ςd for the next design step:

τ2
.
ςd + ςd = ςd, ςd(0) = ςd(0), τ2 > 0, (20)

where τ2 is the filter parameter.

Step 3: Define the second surface error as s2 = ς− ςd, its time derivative can be derived as:

.
s2 =

.
ς− .
ςd =

.
x̂3 − .
ςd = RTs

Va

.̂
ma − Aax2

Va
x̂3 − 1

τ2
(ςd − ςd)

= −RTsa
Va

x̂4 + (RTsa
Va
− Aax2

Va
)x̂3 − 1

τ2
(ςd − ςd)

(21)

where a =
pvAlDl

32RTsLlμ
.

Let ζ = −x̂4 be the third virtual control input, the virtual control law is designed as follows:

ζd =
Va

RTsa

[(Aax2

Va
− RTsa

Va

)
x̂3 +

1
τ2

(ςd − ςd) − k3s2

]
, (22)

where k3 > 0 is a positive control gain. Similarly, the signal ζd is fed to a low pass filter to obtain a new
one ζd for the next design step:

τ3
.
ζd + ζd = ζd, ζd(0) = ζd(0), τ3 > 0, (23)

where τ3 is the filter parameter.

Step 4: Define the second surface error as s3 = ζ− ζd, its time derivative can be derived as:

.
s3 =

.
ζ− .
ζd = − .

x̂4 −
.
ζd = −RTs

Vl
(

.̂
mv − .̂

ma) − 1
τ3

(ζd − ζd). (24)
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Similarly, the following control law qd for
.̂

mv is proposed:

qd =
.̂

ma − RTs

Vl

[
1
τ3

(ζd − ζd) − k4s3

]
, (25)

where k4 > 0 is a positive control gain.
Once the qd is calculated, the desired effective valve orifice area A(u) can be calculated by:

A(u) =

⎧⎪⎪⎨⎪⎪⎩
qd

Kq(ps,pv,Ts)
qd > 0

qd
Kq(pv,p0,Ts)

qd ≤ 0
. (26)

Thus, the input signal u for the proportional-directional control valve could be obtained according
to the relation between the input signal and effective valve orifice area.

The proposed pressure observer based adaptive dynamic surface control is illustrated in Figure 3.

 

xx ς ς ζ ζ

Figure 3. Block diagram of the control system.

3.3. Proof of Stability

Theorem 1. Consider the closed loop pneumatic servo system consisting of the plant Equation (6), the nonlinear
control law Equation (25), the pressure observers Equation (7), and the parameter and disturbance estimation
algorithm Equations (16)–(18) under the Assumption 1–2. If there exists a set of the feedback gains and the

filter constants satisfying γ = min
{
k1 − 1, k2 − 1

2 −Aa, k3 − Aa
2 , 1
τ1
− 1, 1

τ2
− 1

2 − Aa
2

}
> 0 , then the closed loop

system is uniformly and ultimately bounded.

Proof. Consider the following Lyapunov function candidate:

Vc = Vcs + Vcz + Vθ, Vcs =
1
2 e2

1 +
1
2 s2

1 +
1
2 s2

2 +
1
2 s2

3, Vcz = 1
2 z2

1 +
1
2 z2

2 +
1
2 z2

3,
Vθ = 1

2γ
−1
1 b̃2 + 1

2γ
−1
2 F̃2

f +
1
2γ
−1
3 d̃2

f
(27)

where z1 = x2d − x2d, z2 = ςd − ςd, z3 = ζd − ζd. Substituting Equation (12) into Equation (11) gives:

.
e1 = s1 + z1 − k1e1. (28)

Substituting Equation (15) into Equation (14) and noting x̂3 = s2 + ςd = s2 + z2 + ςd yields:

.
s1 = Aa(s2 + z2) − 1

m

[̃
bx2 + F̃fSf(

.
x) + d̃f

]
+ Aax̃3 − k2s1 −

h2
1

4η1
s1, (29)

where b̃ = b− b̂, F̃f = Ff − F̂f, d̃f = df − d̂f.
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Substituting Equation (22) into Equation (21) and noting x̂4 = s3 + ζd = s3 + z3 + ζd yields:

.
s2 =

RTsa
Va

(s3 + z3) − k3s2. (30)

Substituting Equation (25) into Equation (24) gives:

.
s3 = −k4s3. (31)

Therefore, the time derivative of V1 = Vcs + Vθ is:

.
V1 = −k1e2

1 − k2s2
1 − k3s2

2 − k4s2
3 + e1s1 + e1z1 + Aa(s1s2 + s1z2) +

RTsa
Va

(s3 + z3)

+γ−1
1 b̃
[ .
b̂− (−γ1

m x2s1)
]
+ γ−1

2 F̃f

[ .
F̂f − (−γ2

m Sf(x2)s1)
]
+ γ−1

3 d̃f

[ .
d̂f − (−γ3

m s1)
]

+s1

{
− h2

1
4η1

s1 − 1
m

[̃
bx2 + F̃fSf(

.
x) + d̃f

]
+ Aax̃3

} (32)

It has been proved in [36] that with the projection mapping, the following properties hold:

b̃
[
Projb̂(−

γ1

m
x2s1) − (−γ1

m
x2s1)

]
≤ 0. (33a)

F̃f

[
ProjF̂f

(−γ2

m
Sf(x2)s1) − (−γ2

m
Sf(x2)s1)

]
≤ 0. (34b)

d̃f

[
Projd̂f

(−γ3

m
s1) − (−γ3

m
s1)
]
≤ 0. (33c)

According to Assumption 1–2, there exists a known function h1 satisfies:

h1(t) ≥ 1
m

[
|bmax − bmin||x2|+ |Ffmax − Ffmin|

∣∣∣Sf(x2)
∣∣∣+ |dmax − dmin|

]
+ Aa

∣∣∣ρ1
∣∣∣, (34)

where ρ1 is the bound of x̃3 as proven in the above step. From the smoothed sliding mode control
theory, the following inequality holds.

s1

⎧⎪⎪⎨⎪⎪⎩− h2
1

4η1
s1 − 1

m

[̃
bx2 + F̃fSf(

.
x) + d̃f

]
+ Aax̃3

⎫⎪⎪⎬⎪⎪⎭ ≤ η1. (35)

Substituting Equation (34) into Equation (32) yields

.
V1 ≤ −k1e2

1 − k2s2
1 − k3s2

2 − k4s2
3 + e1s1 + e1z1 + Aa(s1s2 + s1z2) +

RTsa
Va

(s3 + z3) + η1. (36)

The following inequalities can be obtained by using Young’s inequality.

e1s1 ≤ e2
1
2 +

s2
1
2 , e1z1 ≤ e2

1
2 +

z2
1
2 , s1s2 ≤ s2

1
2 +

s2
2
2

s1z2 ≤ s2
1
2 +

z2
2
2 , s2s3 ≤ s2

2
2 +

s2
3
2 , s2z3 ≤ s2

2
2 +

z2
3
2

(37)

Substituting Equation (37) into Equation (36) gives:

.
V1 ≤ −(k1 − 1)e2

1 − (k2 − 1
2 −Aa)s2

1 − (k3 − Aa
2 − RTsa

Va
)s2

2 − (k4 − RTsa
2Va

)s2
3+

1
2 z2

1 +
Aa
2 z2

2 +
RTsa
2Va

z2
3 + η1

(38)

Following the similar analysis as done in [28], the following inequalities hold.

.
z1 +

z1

τ1
≤
∣∣∣∣∣ .z1 +

z1

τ1

∣∣∣∣∣ ≤ ξ1,
.
z2 +

z2

τ2
≤
∣∣∣∣∣ .z2 +

z2

τ2

∣∣∣∣∣ ≤ ξ2,
.
z3 +

z3

τ3
≤
∣∣∣∣∣ .z3 +

z3

τ3

∣∣∣∣∣ ≤ ξ3, (39)
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where ξ1(e1, s1, z1, xd,
.
xd,

..
xd), ξ2(e1, s1, s2, z1, z2, xd,

.
xd,

..
xd), and ξ2(e1, s1, s2, s3, z1, z2, z3, xd,

.
xd,

..
xd) are

three continuous functions. Due to the fact that the set Ω0 is compact in R3 and the set Ω1 ={
[e1, s1, s2, s3, z1, z2, z3]

T : e2
1 + s2

1 + s2
2 + s2

3 + z2
1 + z2

2 + z2
3 ≤ 2B1

}
(where B1 > 0) is compact in R7, Ω0 ×Ω1

is thus compact in R10. Therefore, ξ1, ξ2, and ξ3 have maximums on Ω0 ×Ω1. Let M1, M2, and M3 be
the maximums of ξ1, ξ2, and ξ3 on Ω0 ×Ω1, respectively, one can obtain that:

z1
.
z1 +

z2
1

τ1
≤M1|z1|, z2

.
z2 +

z2
2

τ2
≤M2|z2|, z3

.
z3 +

z2
3

τ3
≤M3|z3|. (40)

With the use of Young’s inequality, one can obtain that:

z1
.
z1 ≤ −

z2
1

τ1
+

z2
1

2
+

M2
1

2
, z2

.
z2 ≤ −

z2
2

τ2
+

z2
2

2
+

M2
2

2
, z3

.
z3 ≤ −

z2
3

τ3
+

z2
3

2
+

M2
3

2
. (41)

Thus, the following inequalities can be obtained.

.
Vcz ≤ − 1

τ1
z2

1 −
1
τ2

z2
2 −

1
τ3

z2
3 +

1
2

z2
1 +

1
2

M2
1 +

1
2

z2
2 +

1
2

M2
2 +

1
2

z2
3 +

1
2

M2
3. (42)

Thus, the following inequalities can be obtained.

.
V1 ≤ −(k1 − 1)e2

1 − (k2 − 1
2 −Aa)s2

1 − (k3 − Aa
2 − RTsa

Va
)s2

2 − (k4 − RTsa
2Va

)s2
3−

( 1
τ1
− 1)z2

1 − ( 1
τ2
− 1

2 − Aa
2 )z2

2 − ( 1
τ3
− 1

2 − RTsa
2Va

)z2
3 +

1
2 M2

1 +
1
2 M2

2 +
1
2 M2

3 + η1
(43)

By choosing k1 > 1, k2 >
1
2 + Aa, k3 >

Aa
2 + RTsa

Va
, k4 >

RTsa
2Va

, τ1 < 1, τ2 <
2

Aa+1
, and τ3 <

2Va
RTsa+Va

,
one has:

γ = min
{

k1 − 1, k2 − 1
2
−Aa, k3 − Aa

2
− RTsa

Va
, k4 − RTsa

2Va
,

1
τ1
− 1,

1
τ2
− 1

2
− Aa

2
,

1
τ3
− 1

2
− RTsa

2Va

}
> 0

(44)
Then, it can be readily obtained that the following inequality holds.

.
V ≤ −2γV + η, (45)

where η = 1
2 M2

1 +
1
2 M2

2 +
1
2 M2

3 + η1. �

Clearly, if γ > η/2B1, then
.

V ≤ 0 on set Ω1, thus V will remain V(t) ≤ B1 for all t, provided that
the initial conditions satisfy V(0) ≤ B1. Therefore, the errors e1, s1, s2, s3, z1, z2, z3 are bounded. Hence,
one can conclude that the closed loop system is uniformly and ultimately bounded.

4. Experimental Results

In this section, the proposed controller was implemented for the servo control of the pneumatic
servo system as shown in Figure 2. The cylinder forward chamber was controlled by the valve through
a 10 m long transmission line with 4 mm inside diameter, while the pressure in the return chamber
was maintained at about 3 bar by utilizing a tank. A gel phantom was used to perform the following
needle insertion experiments. The system physical parameters and the parameters of the controller are
given in Table 1.
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Table 1. Parameters of the system and the proposed controller.

Symbol Value Unit

m 0.32 kg
Aa 7.854 × 10−5 m2

Ab 6.597 × 10−4 m2

Ar 1.257 × 10−5 m2

R 287 N m/(kg K)
Ts 300 K
ps 6 × 105 Pa

Va0 6 × 10−7 m3

Lc 0.125 m
Vl 1.257 × 10−4 m3

Cd 1.099 − 0.1075 × pu
pd

pr 0.29
Al 1.257 × 10−5 m2

Dl 0.004 m
Ll 10 m
μ 1.79 × 10−5 N s/m2

p0 1 × 105 Pa
b̂(0), bmin, bmax 9, 0, 15 N s/m

F̂f(0), F̂fmin, F̂fmax 6, 0, 20 N
d̂f(0), dmin, dmax 0, −10, 10 N

k1, τ1 40, 0.5
k2, h1, η1, τ2 50, 40, 0.4, 0.75

k3, τ3 50, 1.2
k4 90

γ1,γ2,γ3 100, 10, 10

The same control algorithm as the proposed controller, but in which the long transmission line was
characterized as a part of the cylinder’s dead volume and the chamber pressure was directly measured,
was first tested for tracking a sinusoidal trajectory and a smooth square trajectory. As shown in Figure 4,
the performance was poor for practical application, which indicates the need for an advanced method
to address the issue of long transmission line. The performance of the proposed controller was tested
on three types of reference trajectories: A 0.5 Hz sinusoidal signal, a smooth square signal, and a 4 s
periodic signal. Figure 5 shows the response of the system, and the tracking errors are presented
in Figure 6. The maximum absolute tracking errors (maxt{|e1|}) were about 2.51 mm, 2.68 mm, and
1.81 mm, while the final steady-state tracking errors (maxt≥5{|e1|}) were about 0.96 mm, 1.05 mm, and
1.39 mm. As seen, the proposed controller could significantly improve the system performance, which
indicates the effectiveness of the proposed long transmission line compensation method. However, it
should be noted that these needle insertion experiments were performed in a gel phantom, whose
resisting force behavior was simpler than real soft tissue. The interaction between needle and soft
tissue is very complex and may decrease the needle insertion precision in practical. Since the current
research focused on addressing the issue of long transmission line and realizing high accuracy control
of a pneumatic actuator with a pressure observer, modeling of needle-tissue interaction and further
improving needle insertion precision would be the subject of the next phase of this research.

The process of parameter and disturbance estimations is shown in Figure 7. It can be seen that the
estimates converged quickly, and the tracking error improvement could be achieved within several
seconds. Comparisons between the observed chamber pressure and the measured one are shown in
Figure 8. As can be seen, the estimated chamber pressure was close to its actual value, which indicates
the effectiveness of the proposed pressure observer. However, the estimation error during the charging
process was slightly bigger than the one during the discharging process. This might be due to the fact
that charging process was close to adiabatic and the discharging process was close to isothermal.
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Figure 4. Tracking response of the same control algorithm as the proposed controller but without using
long transmission line compensation.

Figure 5. Tracking response of the proposed controller for three different types of trajectories.
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Figure 6. Tracking errors of the proposed controller for three different types of trajectories.

t

F
/ 

^

t

b 
/ 

^

t

d
/ ^

Figure 7. Parameter and disturbance estimations of the proposed controller when the reference is a 0.5
Hz sinusoidal trajectory.
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Figure 8. Actual and observed chamber pressure for the system tracking three different types of references.

Experiments were also conducted to verify the performance robustness of the proposed controller.
To simulate a sudden disturbance acting on the system, a big step signal was added to the output of the
position sensor at t = 22 s, and removed 10 s later. Figure 9 shows the control accuracy of the proposed
controller in this scenario for tracking a sinusoidal trajectory with a frequency of 0.5 Hz and amplitude
of 62.5 mm. It can be seen that the system performance did not deteriorate except the transient spikes
when the sudden disturbance was added or removed.

Figure 9. Tracking error of the proposed controller for 0.5 Hz sinusoidal trajectory with disturbance.

5. Conclusions

In this paper, the precise motion control of a MRI compatible 1-DOF pneumatic servo system
was considered. The long transmission line was characterized as an intermediate chamber connected
between the valve and the cylinder in series, and a nonlinear first order system was used to approximate
its dynamics. Simultaneously, a globally stable pressure observer was developed to estimate the
chamber pressure. Based on the model of the long transmission line and the pressure observer, a
pressure observer based adaptive dynamic surface controller was developed and the stability of the
closed-loop system was proved via the Lyapunov method. In contrast to most of the existing nonlinear
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controllers synthesized with the backstepping method, by employing the dynamic surface control
technique, the proposed controller could cope with the problem of “explosion of complexity”, since
the repeated differentiation of virtual controls was no longer required. The experimental results
confirmed that the proposed controller was effective and had good performance robustness to sudden
disturbances, thus enabling future application in pneumatically actuated MRI-compatible robots.
However, precise motion control of pneumatic actuator did not necessarily lead to precise position
control needle tip. Modeling of the interaction between needle and soft tissue, and incorporating a
more accurate needle insertion force model in the controller design is an essential requirement for
practical robot-assisted needle insertion. Thus, these issues will be explored further in the next phase
of this research.
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Abstract: Flexible needles have been widely used in minimally invasive surgeries, especially in
percutaneous interventions. Among the interventions, tip position of the curved needle is very important,
since it directly affects the success of the surgeries. In this paper, we present a method to estimate the tip
position of a long-curved needle by using 2D transverse ultrasound images from a robotic ultrasound
system. Ultrasound is first used to detect the cross section of long-flexible needle. A new imaging
approach is proposed based on the selection of numbers of pixels with a higher gray level, which can
directly remove the lower gray level to highlight the needle. After that, the needle shape tracking
method is proposed by combining the image processing with the Kalman filter by using 3D needle
positions, which develop a robust needle tracking procedure from 1 mm to 8 mm scan intervals. Shape
reconstruction is then achieved using the curve fitting method. Finally, the needle tip position is estimated
based on the curve fitting result. Experimental results showed that the estimation error of tip position is
less than 1 mm within 4 mm scan intervals. The advantage of the proposed method is that the shape and
tip position can be estimated through scanning the needle’s cross sections at intervals along the direction
of needle insertion without detecting the tip.

Keywords: needle tracking; tip estimation; transverse ultrasound images; percutaneous interventions

1. Introduction

With the help of the beveled-tip needle, percutaneous interventions and therapies have been widely
involved in current clinical procedures, such as brachytherapy [1,2], tissue biopsy [3,4], and drug
delivery [5,6]. In intervention procedures, less needle misplacement will lead to a more reliable treatment
and a more accurate medical practice. According to the clinical studies [7,8], the needle is easy to be
deflected, which will cause needle tip misplacement and may lead to unsafe procedures. Due to the
needle-tissue interaction, improper insertion force or physiological motions, such as breathing may cause
targets or obstacles to be unstable, which will lead to an unexpected error. To address the challenge,
real-time feedback is highly required. Usually, medical imaging devices are used, such as ultrasound
(US) [9], computerized tomography (CT) [10,11], or magnetic resonance imaging (MRI) [2,12]. Generally,
the image-guided percutaneous interventions are conducted with the use of CT or MRI. However,
ultrasound-guided procedures are more attractive due to their advantages such as none ionizing radiations
and real-time detection.

Appl. Sci. 2019, 9, 5305; doi:10.3390/app9245305 www.mdpi.com/journal/applsci
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Many studies for the guidance of the needle during the insertion operation have been conducted
with the help of ultrasound devices, and 2D ultrasound images are quite general to use, especially for
the sagittal one (shown in Figure 1). Elif et al. proposed to use circular Hough transform to locate the
needle tip accurately, even when the imaging is out-of-plane [13]. Kaya et al. localized the needle axis
and estimated the needle tip by using a Gabor Filter in sagittal US images [14]. To execute in real-time,
they improved the processing time by applying the bin packing method [15]. Recently, a template-based
tracking method with the efficient second-order minimization optimization method has been used to track
the needle [16]. In recent studies, more and more novel ideas have been used to locate the needle and
evaluate its tip to sagittal US images, such as the use of signal attenuation maps [17], convolution neural
networks (CNN) [18], and maximum likelihood estimation sample consensus (MLESAC) method [19].
However, a demerit of using sagittal US images is that out-of-plane bending of the needle cannot be
detected. Therefore, the methods applied on sagittal US images are not suitable for the needle which may
be deflected by the inevitable factors, especially for long needles.

Needle

Sagittal US Image Transverse US Image

US Probe

Figure 1. Two methods by using 2D ultrasound for detection.

An alternate solution for this problem is to use a 3D US image, which has been widely studied in
recent researches. Yue et al. used a RANSAC method to detect the needle in a 3D US situation and
Kalman filter has been used to reduce the error [20]. Chatelain et al. used the particle filtering to track
a robot-guided flexible needle by using 3D US [21]. In addition, a convolutional neural network with
conventional image processing techniques has also been used to track and detect the needle [22] and a
naive Bayesian classifier was used to localize the needle among 3D US volume voxels [23]. However,
the large 3D US volumetric dataset would make it difficult to obtain and process the online data.

Due to the above disadvantages, sagittal US images and 3D US volume are not suitable for a long
flexible needle. To locate the needle accurately, methods that use transverse US images (shown in Figure 1)
have been used successfully in some studies. For example, Vrooijink et al. [24] present a method to track the
flexible needle during the insertion into a gelatin tissue by using 2D US images perpendicular to its needle
tip. However, the background is pure without noise, which makes it impractical. Waine et al. [25–27] focus
on the research about the needle insertion, in permanent prostate brachytherapy (PPB), where needles are
typically 200 mm and easily to be deflected, indicating the fact that the rectum limits the movement of US
probe. As a result, it is hard to acquire the sagittal images of the curved needle to observe the deflection
during needle insertion. This is because the sagittal method has a strong relationship to the movement
of the US probe when the needle is out of the view-field of the US images, and this movement maybe
deforms the prostate as well as affects the needle target. For a deflected needle, the transverse US image is
a better choice for its detection. Compared to the sagittal images, the transverse US images are easy to be
acquired when the US probe scanning along the needle, no matter how much the needle is curved.
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In this paper, we present a method to track a long-curved needle from the 2D transverse US images
and estimate its tip for the guidance of needle insertion. Ultrasound is first used to detect the cross-sections
of the long-flexible needle (shown in Figure 2 STEP 1). The needle shape tracking method combined
needle detection with Kalman filter develops an accurate location and a robust tracking procedure with
scan intervals from 1 mm to 8 mm (shown in Figure 2 STEP 2). Unlike the previous study [26], the 3D
needle positions obtained from 2D US images and optical tracking systems have been used in KF for
the precise location. The curve fitting method is then used to achieve the shape reconstruction and the
needle tip position is estimated based on its length and the curve fitting result (shown in Figure 2 STEP 3).
The advantage of the proposed method is that the shape and tip position can be estimated through
scanning the needle’s cross-sections at intervals along the direction of needle insertion without detecting
the tip. Besides, a novel histogram method is introduced to detect the needle in image processing, which
can improve the needle localization under the effect of needle comet tail and the poor reflection, despite of
the abrupt intensity changes. In addition, a robotic ultrasound system (RUS) [28] is built to evaluate the
proposed needle tip estimation method. Results showed that the estimation of the tip position is less than
1 mm with 4 mm scan intervals.

Tip

STEP 2

STEP 3

Needle

RUS

Moving direction

STEP 1

Scan 
interval

Figure 2. The proposed tip estimation method. STEP 1: 2D transverse US images with needle cross-sections
are collected by using RUS; STEP 2: Needle cross-sections are detected and tracked in the successive US
images; STEP 3: Needle shape is constructed and its tip is estimated.

The rest of this paper is organized as follows. The proposed methods will be introduced in detail in
Section 2. Section 3 intends to represent the experimental setup and the results. Finally, the discussion and
conclusions are detailed in Section 4.

2. Materials and Methods

The proposed needle tip estimation method in successive transverse US images can be divided into
three stages: needle detection, needle shape tracking, and tip estimation. The processing diagram are
shown in the Figure 3. The needle location will be manually selected as an initial region of interest (ROI)
by the binary method in the first US image. After that, the prediction of needle position from a Kalman
filter can be transformed in the transverse US images. At the same time, the next needle position in this
ROI can be found through the histogram method. The KF is then updated for the current precise needle
position and prediction of the next position. After all the cross-sections of the needle have been collected,
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the needle shape can be fitted by the curve fitting method (part C in Figure 3). Finally, the position of
the needle tip can be estimated from the curve fitting result based on the length of the needle. In this
study, the ROI is set as a square window with a length of three times larger than the needle diameter
and its center represents the needle position. Needle detection (part B in Figure 3) is mainly about image
processing, while the Kalman filter is used for needle shape tracking (part A in Figure 3).

Figure 3. The pipeline of curved needle tip estimation. As the ROI configuration finished, needle tracking
with needle detection begins step by step. Part A shows the needle tracking by KF, while Part B shows the
needle detection to locate the needle tip. Part C shows the shape construction and tip estimation.

2.1. Needle Detection

Needle detection is mainly for identifying the cross-section of the needle in the US images by
using the binary method and the histogram method. As the ultrasound is quite sensitive to the metal,
the needle-inside area can be brighter than others. A binary method [26] is first used to select ROI in
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the first image and then a histogram method is used to locate the needle despite the US shadows and
poor reflection.

Binary method intends to strengthen the contrast of brightness to highlight the brighter area to select
them. This method is used for the initialization which supposes to find the candidates in the first image.
It includes intensity normalization, background reinforcement, and brightness enhancement. The center of
the area is the location of the needle. During the experiment, a histogram method is proposed to find the
needle accurately. The histogram method contains intensity normalization and background reinforcement.
The histogram method tends to find an area of high-intensity pixels, which intends to find the upper face
of the needle and then locate the needle based on the diameter. The background reinforcement part can be
described as follows:

min It

s.t.
255

∑
It

nIj ≤ Mδ

It ∈ [0, 255]

(1)

where Ij is the gray level of the pixel and nIj is the number of pixels which have the gray level of Ij. M is
the size of ROI, and δ is the manually selected parameter to limit the bright pixels. In this work, M is a
square of 45 × 45, and δ is set to 0.08 based on empirical tests.

There are two unexpected situations that may affect the position accuracy, namely the comet tail and
the poor reflection. The comet tail will affect the size of the needle area and usually lead to a larger area
than the actual size (Figure 4a). On the contrary, the poor reflection makes the needle area look much
smaller in the image (Figure 4b). Therefore, the accurate location should be intended to eliminate the effect
of shadows and poor reflection. In Figure 4, there are two examples which are used the two methods
relatively. As the example shown in Figure 4a, the noise (yellow circle in the histogram of ROI) may
probably be concerned as the needle while the needle is just concerned about a few pixels (red circle in
histogram of ROI). The two methods can both filter the noise and locate the needle correctly. However,
in ROI configuration (shown in Figure 3), the histogram method intends to find more candidates than the
binary method, since the former focuses on the higher intensity pixels while the latter focuses on the area
and intensity. Therefore, the binary method is more feasible in ROI configuration.

However, in the case of poor reflection, the needle displays a little in the image, and the area of the
needle is smaller than the expected. Because the needle would reflect as long as the image gain is high
enough or the sound power is big enough, it would reveal apparently compared to its surroundings.
An example of the histogram of ROI is shown in Figure 4b, the red circle represents the upper surface
of the needle. Moreover, the ROI square is darker than the one in Figure 4a, while the settings of the
ultrasound are the same in Figure 4. From the figure, the histogram method seems to be more accurate
than the binary method. In fact, the error of two methods, in this case, is 0.34 mm with 1.2 mm diameter of
the needle. It is not that obvious to judge the accuracy. In this study, we use the histogram method during
the experiment.
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Needle

(a) Elimination of Comet tail.

Needle

(b) Poor reflection.

Figure 4. Two cases may generate the errors: (a) the comet tail of needle with binary method process,
histogram method process and the histogram of ROI; (b) the poor reflection of the needle with histogram
method process and the histogram of ROI.

2.2. Needle Shape Tracking

As indicated in previous researches [20,29,30], Kalman filter has been successfully used for tracking
needle in the successive ultrasound images. In this study, the Kalman filter is used to improve the
estimation of the needle location in successive frames. As shown in Figure 5, the applied Kalman filter has
two processes, prediction and update. The prediction stage intends to locate the needle position previously
and set the ROI (red and yellow square in Figure 5) to find the needle precisely with a small window,
which is supposed to reduce the computation. The update stage is the result of the needle position after
the measurement from the histogram method.
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Figure 5. The two steps of the Kalman filter. As the next US image is acquired, the previous
state (xprevious, yprevious, zprevious,�xprevious,�yprevious,�zprevious) is used to predict the needle position
(xprediction, yprediction, zprediction, which then will be transformed to (Ix_prediction, Iy_prediction) in the image
as the center of ROI. The yellow square is the ROI corresponding to (Ix_prediction, Iy_prediction) and the
red one is the update step in KF by using the measurement data from needle detection to locate
the needle with its center (Ix_update, Iy_update) as the needle position. Finally, the measurement state
(xm, ym, zm,�xm,�ym,�zm) and the current state (xc, yc, zc,�xc,�yc,�zc) can be obtained.

The state prediction t̂i intends to represent the prediction state of the transverse needle center position
(x, y, z) in the reference frame with the change of the needle position (�x,�y,�z) at sample i according
to the state t. (�x,�y,�z) are the difference between the previous needle position and the current needle
position. ti is the result from the previous iteration, which is as follows:

ti =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

xi
yi
zi
�xi
�yi
�zi

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(2)

where �x1 and �y1 are set to be 0, while �z1 is equal to the scan interval. The prediction equations are
as follows:

t̂i = Ati−1, (3)

P̂i = APi−1 AT + Q. (4)

The measurement update equations are as follows:

Ki = P̂i HT(HP̂i HT + R)−1, (5)
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ti = t̂i + Ki(mi − Ht̂i), (6)

Pi = (I − Ki H)P̂i, (7)

where A, H, R, and Q are as follows:

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, (8)

H =
[

I6×6

]
, R = Q = 10−6 ×

[
I6×6

]
. (9)

A is the state transition matrix, H is the measurement matrix. P̂i and Pi are the priori and posteriori
estimate error covariance, and R and Q are the measurement error covariance and processing error
covariance, respectively. Ki is the Kalman gain at sample i. mi is the measurement state from the
needle detection.

The 3D prediction position (xprediction, yprediction, zprediction) is obtained from the previous state. Before
needle detection in the current US image, the 3D prediction position should be transformed on the
image plane frame as 2D position (Ix_prediction, Iy_prediction). After the update, the needle position
(Ix_update, Iy_update) in the image will be transformed into the 3D position (xm, ym, zm). Meanwhile, we can
get (�xm,�ym,�zm) from:

(�xm,�ym,�zm) = (xm, ym, zm)− (xprevious, yprevious, zprevious). (10)

As a result, the measurement state mi in this frame is acquired as(xm, ym, zm,�xm,�ym,�zm).
Through the measurement update, the current state can be obtained as (xc, yc, zc,�xc,�yc,�zc) from
Equation (6). The relationship between these transformations will be described in the next subsection.
In the previous study [26], the data from the image has only two dimensions, lacking the data from the
direction along the movement of the probe, which leads to an incomplete location. Moreover, the space
information is more capable to locate the needle accurately than the plane information. Therefore, 3D
positions have been used in the KF for the precise location. The KF in this work is not only used for
filtering, but also for predicting the next needle position in the US image. The ROI for the next iteration
is centered around the needle position of the Kalman Filtering prediction, which can help to remove the
outliers from the ROI.

2.3. Tip Estimation

Before tip estimation, 2D points should be transformed into 3D points based on the relationship of
each frame. The relationship among the reference frame, probe frame, marker frame, and image frame are
specified in Figure 6.
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Figure 6. The relationship of the frames.

As shown in Figure 6, the image has one plane with 2 axes (axis x and axis y) and axis z is vertical to
the image. Moreover, the probe has the same frame with image, except that the probe frame is designed
in millimeters and the image frame is set in pixels. Equation (9) implies the transformation from image
to reference:

Point1 = Tre f
marker × Tmarker

probe × Tprobe
image × Point2 (11)

where Point1 and Point2 are the points on the reference frame and image frame, respectively, Tre f
marker is

the transformation from the reference frame to the marker frame, Tmarker
probe is the transformation from the

marker frame to the probe frame, Tprobe
image is the transformation from the probe frame to the image frame.

Through this transformation, the needle position in the image can be directly re-defined in the reference
frame for the needle tracking and curve fitting.

The tip estimation has two steps: curve fitting and tip estimation. In this study, the third-order curve
line is used for the shape construction where the equations can be written as:

f (x) =
3

∑
k=0

akxk, (12)

g(x) =
3

∑
k=0

bkxk, (13)

where f (x) and g(x) are the equations to fit the line along the x, which is the axis with the same direction
of the insertion. (a0, a1, a2, a3) and (b0, b1, b2, b3) are the free parameters of the needle shape model.

After sample points of the inflected needle have been obtained, the least-square curve fitting method
will be used to fit these points as a cubic line. The target functions to fit the cubic line can be defined
as follows:

F(a0, a1, a2, a3) = min
n

∑
i=1

( f (xi)− yi)
2 = min

n

∑
i=1

(
3

∑
k=0

akxk
i − yi)

2, (14)

G(b0, b1, b2, b3) = min
n

∑
i=1

(g(xi)− zi)
2 = min

n

∑
i=1

(
3

∑
k=0

bkxk
i − zi)

2, (15)
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where n is the number of the points (n ≥ 4) and (xi, yi, zi) is the position of point i. By applying the l2
norm minimization in the two-dimensional Euclidean space, it can be formulated as:

arg min
t∈R

‖Xa − Y‖2, (16)

where a = [a0, a1, a2, a3]
′, Y = [y1, y2, . . . , yn]′ and X can be written as:

X =

⎡
⎢⎢⎢⎢⎣

1 x1 x1
2 x1

3

1 x2 x2
2 x2

3

...
...

...
...

1 xn xn
2 xn

3

⎤
⎥⎥⎥⎥⎦ . (17)

The solution can be estimated as follows:

a = (XTX)
−1

XTY. (18)

From this solution, f (x) and g(x) can be obtained to construct needle shape. The tip position can
then be estimated by the following optimum solutions based on the length of the needle:

min ‖
∫ tipx

tailx

√
1 + f ′(x)2 + g′(x)2dx − L‖2

s.t. tipx > tailx

, (19)

where tailx is the measured value of the tail position from the optical tracker, tipx is the expected value of
the tip position in axis x, L is the length of the needle.

3. Results

3.1. Experimental Platform Setup

To verify the proposed tip tracking and shape sensing method, a robotic ultrasound system has been
built, which includes a KUKA IIWA robot arm, a Wisonic ultrasound scanner, an NDI optical tracker,
an NDI electromagnetic (EM) tracker, and a computer. As shown in Figure 7, the US probe is mounted
on the effector of the robot arm by the gripper attached to the passive marker. The phantom or ex-vivo
(like chicken breast in Figure 7) is punctured by an 18G beveled-tip needle with 200 mm long, while the
needle tip is completely exposed for validation. The diameter of the needle is 15 pixels in the image.
The NDI optical tracker is used to localize the marker bound with the probe, while NDI electromagnetic
tracker is used to validate the tip position.

Experiments have been taken in a water tank, which provides a liquid environment for the ultrasound.
And the needle is placed in water or inserted in the silica gel phantom (shown in Figure 8a), pork and
chicken breast. The depth of the ultrasound is set to 4 cm. In this study, the needle is usually detected
in 1 to 3 cm from the US probe. During the experiment, the robot arm automatically moves with the
ultrasound probe along the direction of the needle insertion without any contact with the tissue (shown
in Figure 8b). The whole scan length is at most 160 mm which depends on the scan intervals (shown in
Table 1). The scan interval decreases with the increasing collected points.
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Table 1. Scan lengths with different scan intervals.

Scan Interval Scan Length Points

1 mm 160 mm 160
2 mm 159 mm 80
3 mm 160 mm 54
4 mm 157 mm 40
5 mm 156 mm 32
6 mm 157 mm 27
7 mm 155 mm 23
8 mm 153 mm 20

Figure 7. The devices of the experiment.

Before data collection, the US image and the marker need to be calibrated. After that, the experiment
starts after the needle finished puncturing manually. The robot arm is used to move the US probe
scanning along the needle. Meanwhile, pose data are collected from the optical tracker and US images
from the ultrasound scanner. Finally, the tail of the needle and its tip are measured by the optical and
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electromagnetic sensors, respectively, for the curve fitting and the tip validation. The needle is inserted
manually, imitating the real situation of percutaneous intervention.

(a) Phantom with inserted needle (b) The probe scans without any contact

Figure 8. The phantom used in the experiment and the movement of the probe.

3.2. Tip Estimation

Four kinds of platforms have been used in the experiments: water, phantom, chicken, and pork. Each
platform was tested several times. Figure 9 shows one test in chicken breast. In this case, the US probe
moved along the needle in the chicken breast every 4 mm. The black square point on the left is the needle
tail position and the blue line is the estimated needle shape. The green points are the detected needle and
considered as the center of the needle, the blue point is the estimated tip position and the red point is
measured tip position from EM. The estimation error is 0.69 mm in this test.

Units in mm

Figure 9. Experiment in chicken breast with a 4 mm scan interval.

The error of the algorithm is shown in Table 2, which suggests that the errors increase with the
increase of scan intervals. Figure 10 shows the results of the experiment on four platforms. The mean
errors are all under 0.4 mm with a 1 mm scan interval in the four experiments, while the error is around
1 mm with an 8 mm interval.
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(a) The experiments in water. (b) The experiments in phantom.

(c) The experiments in pork. (d) The experiments in chicken.

Figure 10. The experiment with different scan intervals on the four platforms.

Table 2. The results of tip estimation (mm).

Accuracy

Intervals Water Phantom Pork Chicken

1 mm 0.32 ± 0.10 0.33 ± 0.15 0.37 ± 0.07 0.29 ± 0.09
2 mm 0.36 ± 0.21 0.41 ± 0.16 0.31 ± 0.05 0.31 ± 0.12
3 mm 0.45 ± 0.16 0.46 ± 0.18 0.56 ± 0.08 0.33 ± 0.09
4 mm 0.55 ± 0.16 0.59 ± 0.31 0.68 ± 0.14 0.38 ± 0.21
5 mm 0.60 ± 0.13 0.59 ± 0.29 0.90 ± 0.20 0.40 ± 0.14
6 mm 0.69 ± 0.13 0.48 ± 0.09 0.99 ± 0.13 0.55 ± 0.11
7 mm 0.83 ± 0.17 0.62 ± 0.14 0.84 ± 0.30 0.52 ± 0.17
8 mm 0.95 ± 0.11 0.73 ± 0.26 1.06 ± 0.18 0.81 ± 0.19

4. Discussion and Conclusions

Needle insertion guided by ultrasound images is widely used for percutaneous interventions.
However, the needle detection due to its deflection by the inevitable factors is challenging during the
needle insertion. Such factors include needle-tissue interaction, improper insertion force, physiological
motions, and so on. Automatic needle detection with needle tracking in 2D transverse US images could
overcome these limitations and estimate needle tip through the curve-fitting method. The target of
this study is to develop a robust needle detection and tracking method with the help of ultrasound
images to estimate the needle tip precisely and accurately. We used a histogram method to detect the
needle in transverse US images to decrease the effects of comet tail and poor reflection. In subsequent
post-processing, the needle was tracked by the Kalman filter tracking method in consecutive US images
with the help of the displacement of the probe. A third-order curve fitting method has been used to estimate
the needle tip. When the probe is moved by the robot arm, the scanning time is different. We assume
that the time when the probe stops to collect the data is the same. The less scan interval we choose,
the more collection points we can obtain and the more scanning time it takes. Therefore, the scanning time
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mainly depends on the number of scanning points while the accuracy lies in how short the scan interval
is. In other words, the accuracy of the tip estimation can be improved by reducing the scan interval to
collect more needle positions. However, this will consume more scanning time and reduce the efficiency
of tracking. Inversely, fewer collecting positions would cost less time but may lead to a more possibility of
the failure of shape construction and a more possibility of large error of the tip estimation. As a result, how
to balance precision and scanning time is very important to make the proposed method more efficient.
In our experiment, it is found that a 4 mm scan interval has an error less than 1 mm, which is a better
choice to satisfy both requirements.

In the proposed method, needle shape tracking has a great contribution to the accurate localization,
since the needle can be tracked precisely by Kalman filter through its prediction and update. However,
needle shape tracking is heavily dependent on the scan interval, especially for a large curved needle, since
Kalman filter is generally well functioned in the lineal system. As a result, if the needle is deflected during
insertion, the Kalman filter would make mistakes and wrongly predict the needle position when the scan
interval is large. In this study, it is found that Kalman filter would fail if the scan interval is more than
8 mm. This may due to the impact on the prediction of KF with a large deviation. Moreover, the deviation
will not be eliminated even with the change of the ROI size. However, the Histogram method showed the
accurate and effective detection of the needle, but it relies on the brightness of the image as the needle
could not be easily detected where there are plenty of pixels with the highest intensity (which has a max
value of 255). However, this condition can be controlled by the setting of the ultrasound scanner to expand
the gray level of the image properly.

The proposed method still has its limitations. During the experiment, time is needed for the data
collection from the US scanner and optical tracking system, and the movement of the robot arm, which is
affected by the scan length and scan interval. However, it is very hard to acquire the whole position of
a long needle in one scan for any medical image sensor. Therefore, in the future, it is valuable to find a
method to reduce the times of needle detection in order to reduce the time for the tip estimation. Moreover,
when the robot arm moves with the US probe precisely, the tissue and needle have a possibility to be
deformed by the probe motion. Hence, it is necessary to make the robot arm move smoothly as well as
correctly on the surface of tissue. In addition, patient motion is the biggest uncertain problem, which leads
to the failure of needle insertion and detection.

In the proposed system, we use the 2D US scanner for the detection of the needle in various kinds of
tissue. However, the 3D US scanner can also be used in this system. Although it has volume data and the
detection method is different, the tracking method is able to be similar, as we also use the 3D positions for
tracking in this study. Moreover, time is also needed for data collection and the movement of the robot
arm, especially for the long needle, which is easily out of view-field of US volumes or images. Therefore,
we use 2D US images in this study.

In this paper, a method for tracking a long-curved needle from the 2D transverse US images and
the tip estimation is represented and demonstrated with RUS. Ultrasound is first used to detect the cross
section, with the probe moving along a long-flexible needle. Needle shape tracking method combined
needle detection with Kalman filter by using 3D needle positions develops an accurate location and a
robust tracking procedure. Needle shape is then constructed by using the curve fitting method and its tip
position is estimated based on the former result. A histogram method is introduced to detect the needle
in image processing, which can improve the needle localization despite the abrupt intensity changes.
This new imaging approach is proposed based on the selection of numbers of pixels with a higher gray
level, which can directly remove the lower gray level to highlight the needle. Results of the experiments
suggest that the detection of the needle by the histogram method and Kalman Filter has high precision
with minimum error 0.13 mm with a 1 mm scan interval in the phantom experiment and maximum error
1.35 mm with a 8 mm scan interval in the pork experiment. With the increase of the scan interval, the mean
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error would rise. Moreover, results showed that the estimation of the tip position is less than 1 mm within
4 mm scan intervals. We suggest choosing a 4 mm scan interval to balance the precision and scanning time
to maximize efficiency. In the future, we would make the experiments of how long the scan length is the
best length to estimate the needle tip. The proposed method would be a great assist to surgeons to locate
the needle tip when they perform percutaneous insertion procedures with a long flexible needle, such as
prostate brachytherapy.
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Featured Application: The control of the effect of drills wear and corrosion related to clinical

use represents a critical factor in implantology, because it is strictly related to the bone cutting

precision and heat generation during site preparation.

Abstract: Background: Drills are an indispensable tool for dental implant surgery. Today, there are
ceramic zirconium dioxide and metal alloy drills available. Osteotomy drills are critical instruments
since they come in contact with blood and saliva. Furthermore, they are reusable and should be
cleaned and sterilized between uses. Depending on the material, sterilizing agents and protocols can
alter the surface and sharpness of implant drills. The hypothesis is that cleaning and sterilization
procedures can affect the surface structure of the drills and consequently reduce their cutting efficiency.
Methods: Eighteen zirconia ceramic drills and eighteen metal alloy drills were evaluated. Within
the scope of this study, the drills were not used to prepare implant sites. They were immersed for
10 min in human blood taken from volunteer subjects and then separately exposed to 50 cycles of
cleansing with 6% hydrogen peroxide, cold sterilization with glutaraldehyde 2%, and autoclave heat
sterilization. Scanning Electron Microscopy (SEM) and energy dispersion X-ray (EDX) microanalysis
were conducted before and after each cycle and was used to evaluate the drill surfaces for alterations.
Results: After exposure to the cleansing agents used in this study, alterations were seen in the steel
drills compared to zirconia. Conclusions: The chemical sterilization products used in this study
cause corrosion of the metal drills and reduce their sharpness. It was observed that the cycles of
steam sterilization did not affect any of the drills. Zirconia drill surfaces remained stable.

Keywords: implant drills; zirconium dioxide; sterilization; disinfection; cleaning; corrosion;
implant failure
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1. Introduction

Drill wear is a phenomenon determined by the detachment of particles during the preparation of
implant sites that can interfere with the process of bone healing. Considering that all materials are
subject to wear and chemical attack by disinfectants, it would be desirable to have a biocompatible drill
that is not susceptible to attack by the disinfectants used in clinical practice. The healing of peri-implant
bone is a complex phenomenon that involves the proliferation and differentiation of pre-osteoblasts
into osteoblasts. Periosteal and endosteal activity also contributes to the production of the osteoid
matrix, which is followed by mineralization and organization of the bone–implant interface [1]. The
success of implant surgery depends on the bone and soft tissue healing after the process of implant site
preparation [2]. One of the key factors in implant success is to keep the osteotomy process as atraumatic
as possible for fast, optimal recovery and healing. One of the most important factors in minimizing
trauma during osteotomy is to control heat generation with irrigation, but also by utilizing drills that
will cut through bone in an efficient and minimally invasive manner [3,4]. Even after a single use,
drills will show signs of wear and start to lose their sharpness and cutting efficiency [5,6]. A slightly
damaged or dulled drill will not only lose its cutting efficiency, but also overheat bone, leading to bone
necrosis, poor healing, and an ill-defined osteotomy with a poor initial implant stability [7,8]. Among
the materials used for the manufacturing of implant drills is steel, whose structural integrity can be
affected by disinfectants and cleaning agents. When coming into contact with chemical disinfectants,
an oxidation process takes place on the drill, giving rise to corrosion products and the release of metal
particles and ions to the peri-implant tissues, which can cause inflammation, increased osteoclastic
activity, and subsequent implant failure [9,10].

The phenomenon and mechanism by which the reuse of an implant drill can be a source of metal
particles or ions in implant bed preparation have not been evaluated in the literature. Metal particles
and ions are known to induce osteolysis, so it is important to avoid potential sources of metal ions
and particles for the long-term survival of dental implants. The reuse of drills, repeated cleansing,
and sterilization causes them to lose their sharpness and trigger the corrosion process. As a result,
there is a loss of cutting efficiency, thus making it possible to leave metal particles and ions in the
bone. Furthermore, the loss of cutting efficiency increases the friction between the bone and drills and
elevates the osteotomy temperature, leading to bone cell death and implant failure. An alternative
drill material to steel is zirconium dioxide, also known as zirconia, which is a ceramic and belongs to
the category of materials called inert metal oxides. They are also used as dental implant materials [11].
Zirconia is bio-inert, and has excellent corrosion resistance, superior biocompatibility, high wear
resistance, and high fracture resistance values [12,13]. Repeated disinfection and sterilization cycles
can lead to undesirable changes in the physical properties of the instruments, such as a loss of structure,
sharpness, and corrosion [5]. The purpose of this study is to analyze the effects of chemical disinfection
and autoclave sterilization on zirconium oxide ceramic drills vs. steel drills by scanning electron
microscopy and energy dispersion X-ray microanalysis. The null hypothesis of this study is that there
will be no difference in surface alterations between zirconia and steel drills as a result of disinfection
and sterilization procedures.

2. Materials and Methods

In this study, a total of 18 drills of zirconia (Dental Tech, Misinto, Milan) and 18 steel drills were
used (Dental Tech, Misinto, Milan) (Figure 1).
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Figure 1. Macroscopic aspect of the steel drill (left) and zirconia drill (right) used in the present study.

Only 2 mm diameter helical conical drills were evaluated in order to analyze their response to
disinfecting and cleansing agents, as well as autoclave sterilization. The steel drills presented the
following chemical composition: 0.2% sulfur, 0.2% carbon, 0.6% silicon, 0.8% nickel, 1.2% molybdenum,
1.6% manganese, 16% chromium, 22% carbon, and balancing iron. The chemical composition shows
the typical characteristics of a stainless-steel alloy. The drills studied were all externally irrigated
and had three black laser markings with the function of guiding the surgeon in controlling the depth
during osteotomy. In this investigation, chemical agents such as glutaraldehyde 2% (Dimexid, Amedics
Ferrara, Italy) and hydrogen peroxide 6% (Sanibios, Noda, Balerna- Switzerland), were taken into
consideration, and the effect of sterilization cycles was also observed. The drills were not subjected
to the preparation of implant sites, but were immersed for 10 minutes in human blood taken from
voluntary subjects and then underwent cycles of immersion in disinfectants without being subjected to
autoclaving (approved by Inter Institutional Ethics Committee of UNINGÁ, No. 72105917.5.0000.5220).
Before immersion, decontamination, or sterilization, the drills were rinsed in running water and
scrubbed with a toothbrush made of nylon bristles in order to remove gross foreign material (e.g.,
organic material, clot). A total of 18 steel drills and 18 zirconia drills were used and allotted to 6 groups
of 6 drills, with 6 in steel and 6 in zirconia for each group. Then, implant drills were assessed before
and after the disinfection by Scanning Electron Microscopy (SEM). A disc of carborundum was used
to separate the blades from the grips of the drills to be observed by SEM. Ten flat areas of 200 μm to
150 μm in diameter were evaluated for each drill and an image in JPEG format was created (Figure 2).
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Figure 2. The flat area evaluated for each drill.

The drills were divided into the following groups:
Group 1: New non-sterilized Steel drill; Steel drills subjected to 50 cycles of 20 min sterilization

immersion in glutaraldehyde;
Group 2: Steel drills subjected to 50 immersion cycles of 20 min immersion cleansing in

hydrogen peroxide;
Group 3: Steel drills subjected to 50 cycles of heat sterilization in an autoclave at 134◦ C for 35 min

at a pressure of 1.1 bar; New non-sterilized Zirconia drills;
Group 4: Zirconia drills subjected to 50 cycles of 20 min immersion sterilization in glutaraldehyde;
Group 5: Zirconia drills subjected to 50 immersion cycles of 20 min for cleansing in

hydrogen peroxide;
Group 6: Zirconia drills subjected to 50 cycles of heat sterilization in an autoclave at 134◦ C for

35 min at a pressure of 1.1 bar (A-17 PLUS, ANTHOS, Imola, Italy).
All the solutions were poured into a plastic container in order to avoid interference between the

liquid and metal. In accordance with the Italian legislation DMS of 28/9/90, the drills were immersed
for 20 min in a liquid chemical sterilant. After 50 cycles of decontamination and cold sterilization
immersion, the drills were rinsed in running water and then in demineralized water. They were then
observed by a transmission electron microscope. The method of analysis followed the methodology
proposed by Scarano et al. [5].

Previously calibrated examiners compared the micrographs before and after 50 cycles of
disinfection and sterilization, respectively, with those obtained for the control group and assessed the
percentage of surface covered by damage.

2.1. SEM Observations

In order to evaluate changes in the surface topography, we used a scanning electron microscope
(SEM, JSM-6480LV; Jeol, Tokyo, Japan), with a solid-state backscattered detector operated at a 20 kV
accelerating voltage. Each drill was attached to an aluminum stub with sticky conductive carbon
tape. Images were taken in both secondary and backscattered electrons. The drills were mounted
on aluminum stubs and gold-coated in Emitech K550 (Emitech Ltd., Ashford, UK). Pictures were
recorded for each specimen to characterize the surface and presence of corrosion area. The pictures
were processed with ImageJ (ImageJ, U.S. National Institute of Health, Bethesda, MD, USA).
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2.2. Energy Dispersive X-ray Spectroscopy (EDX)

To detect possible drill alterations, the drills were examined before and after sterilization with
a scanning electron microscope/energy dispersion X-ray microanalysis (SEM/EDX) using scanning
electron microscopy (SEM, JSM-6480LV; Jeol, Tokyo, Japan) with the EDS QUANTAX-200 probe (Bruker
Nano GmbH, Berlin, Germany).

2.3. Statistical Evaluation

Free software available on the site http://clincalc.com/stats/samplesize.aspx, was used to determine
the number of drills needed to achieve statistical significance for quantitative analyses of drill surface
damage. A calculation model was adopted for dichotomous variables (yes/no effect) by applying the
effect incidence designed to caution the reasons, with values of 10% for zirconia drill and 95% for steel
drill, and the alpha was set at 0.05 and power at 70%. The optimal number of specimens for analysis
was six drills per group.

A normal data distribution was evaluated by the Shapiro–Wilk test and the differences between
the groups were analyzed by one-way analysis of variance (ANOVA) followed by a Tukey post-hoc
test. A p-value < 0.05 was considered statistically significant. Data processing and statistical analysis
were performed by Excel origin and SPSS software (SPS, Bologna, Italy).

3. Results

Scanning Electron Microscopy Analysis and Energy Dispersion X-ray Microanalysis.

3.1. Steel Drills

New Non-Sterilized Drill
The spectroscopic analysis showed that the flat area of implant drills was composed of

stainless-steel alloys with a high content of iron, nickel, and chromium (Figure 3).

Group 1

After 50 cycles of decontamination, the drills immersed in the glutaraldehyde showed traces of
corrosion with deposits on the bottom of the container and traces of a rust color. The drills appeared to
be macroscopically damaged and the laser depth markings were less distinctive, but still identifiable.
The areas of corrosion were mostly present especially near the laser markings (Table 1). In total,
21 ± 3% of the drill surface in this group was covered by damage (Figure 4). None of the drills had
surface damage over 30% of the total surface. The spectroscopic analysis of the drill surface showed a
reduction in iron, nickel, and chromium and a comparable increase in oxygen (Figure 5).

Group 2

The drills immersed in hydrogen peroxide appeared to be macroscopically damaged, but the
damaged surface areas were smaller and the laser depth marks remained clearly visible. A total of
12 ± 1% of the drill surface in the hydrogen peroxide group was covered by damage. No drill in this
group had damage above 20% of the surface (Figure 6). Additionally, in this group, the spectroscopic
analysis of the drill surface showed a decrease in iron levels and a comparable increase in oxygen.

Group 3

The steel drills that were subjected to 50 cycles of heat sterilization by steam neither caused areas
of corrosion nor altered the depth notches (Table 1) (Figure 7). The spectroscopic analysis of the drill
surface showed a smaller increase in oxygen and a decrease in the levels of iron, nickel, and chromium
(Figure 8).
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Figure 3. Spectra showing elemental peaks of the new drill surface.

Figure 4. Group 1. Aspects of the steel drill after 50 disinfection cycles with glutaraldehyde, where
zones of structural alteration can be observed.
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Figure 5. Group 1. The spectroscopic analysis of the drill surface after 50 disinfection cycles with
glutaraldehyde showed a decrease in oxygen, iron, nickel, and chromium.

Figure 6. Group 2. After 50 disinfection cycles with hydrogen peroxide, zones of damage by the
corrosive process were observed (arrows).
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Figure 7. Group 3. After 50 steam autoclave cycles, no areas of corrosion were observed.

Figure 8. Group 3. The spectroscopic analysis of the drill surface after 50 steam autoclave cycles, where
no changes in iron, nickel, and chromium levels and a smaller increase in oxygen where observed.

3.2. Zirconia Drills

New Non-Sterilized Drill
The spectroscopic analysis of the new unsterilized zirconia drill surface showed that the flat areas

of implant drills were mainly composed of zirconia and carbon, oxygen, and aluminum (Figure 9).

Group 4

The zirconia ceramic drills observed after 50 cycles of immersion in the glutaraldehyde had
the same appearance as the new non-sterilized drills and did not have residues of organic material
(Figure 10). The spectroscopic analysis of the drill surface showed no change in the surface composition.



Appl. Sci. 2019, 9, 2837

Group 5

The zirconia ceramic drills observed after 50 cycles of immersion in the hydrogen peroxide had
the same appearance as the new non-sterilized drills and did not have residues of organic material
(Figure 11). The spectroscopic analysis of the drill surface showed no change in the surface composition.

Group 6

No damage was detected after 50 cycles of heat sterilization in the autoclave, and there was no
corrosion or alteration of the laser markings (Figure 12). No differences were observed between the
different disinfection liquid immersions (glutaraldehyde and hydrogen peroxide). The black notches
that showed the depth and the numbers printed on the drill shanks were intact and showed no signs
of damage.

The spectroscopic analysis of the drill surface showed no change in the surface composition.

 

Figure 9. The spectroscopic analysis of the new zirconia drill surface showed that the flat area of
implant drills was mainly composed of zirconia.
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Figure 10. Group 4. The zirconia drill viewed under a scanning electron microscope after 50 disinfection
cycles with glutaraldehyde. Sharp margins are free from defects.

 

Figure 11. Group 5. The zirconia drill after 50 disinfection cycles with hydrogen peroxide, where no
damage was observed on the cutting edges or deposits of other substances.
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Figure 12. Group 6. After 50 steam autoclave cycles, no areas of corrosion were observed.

Table 1. Summary of the drills surface area damaged by the testing processes. The disinfection
processes generated significant surface corrosion compared to the zirconia drills (p < 0.01). The
autoclave sterilization did not cause any alteration to the different drill surfaces.

STEEL DRILLS ZIRCONIA DRILLS

Group I
(6 drills)

Group II
(6 drills)

Group III
(6 drills)

Group IV
(6 drills)

Group V
(6 drills)

Group VI
(6 drills)

Mean 21% ** 12% ** No Damage ** No Damage ** No Damage ** No Damage **
SD ±3% ±2% − − − −

** p < 0.01.

3.3. Statistical Analysis

The SEM results showed the drill surface covered by damage and corrosion percentages for the
steel drill. A statistically significant difference was found in the percentage of drill surface covered
by damage and corrosion on the zirconia drill compared to the steel implant drills (p = 0.000034)
(Figure 13).

Figure 13. Differences in surface alteration occurred in the different study groups.
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4. Discussion

In clinical practice, it is important to avoid cross-infection and it is for this reason that the
drills should be treated with disinfectant chemicals, thoroughly rinsed, and submitted to autoclave
heat sterilization.

In this study, we used two different disinfection chemicals, namely glutaraldehyde and hydrogen
peroxide, which both provide high-level disinfection. The outcomes of the present research showed
that zirconia drills are more resistant to the corrosive action of disinfecting chemicals. In fact, a
greater difference was found in the percentages of drill covered by surface damage. SEM analysis
demonstrated that repeated autoclave sterilization cycles had no effect on the zirconia and steel drills.

The purpose of the present investigation was to study the influence of disinfection and sterilization
on the implant drill surfaces. The authors hypothesized that zirconia drills may offer a greater resistance
to the action of disinfectants commonly used in clinical practice.

The contact with contaminated surfaces produces destructive hydroxyl free radicals that can attack
DNA, membrane lipids, and other essential cell components. Glutaraldehyde is a saturated dialdehyde
that has gained wide acceptance as a high-level disinfectant and chemical sterilant [14]. Aqueous
solutions of glutaraldehyde are “activated” by using alkalinating agents to bring the pH to values
between 7.5 and 8.5, which makes the solution sporicidal [15,16]. Glutaraldehyde (GAA) solutions
are used for the sterilization of medical devices, such as endoscopes and fibroscopes. Hydrogen
peroxide has good bactericidal, sporicidal, viricidal, and fungicidal properties [17]. However, both
glutaraldehyde and hydrogen peroxide are corrosive to steel instruments.

Implant drills are reusable medical devices and implant bed preparation with drills is an invasive
procedure involving contact of the drill with blood, bone, and other biological fluids. The major
risk of all such procedures is the introduction of drill particles and transfer of pathogens, potentially
leading to infection [18]. The main objective of disinfecting or sterilizing drills is to eliminate the
transmission of pathogens by means of contaminated medical and surgical devices (e.g., HIV, HCV,
Mycobacterium tuberculosis, and encephalopathies) [19,20]. Today, the disinfection of medical devices
such as implant drills is very important for preventing the emergence of transmissible spongiform,
such as the encephalopathies (TSEs), which is a prion protein less susceptible to denaturation by heat
and is responsible for disease such as variant Creutzfeldt–Jakob [21]. Therefore, the predicable cleaning
of implant drills is believed to be a key procedure for reducing the risks of onward transmission of
infectious diseases and pathogens such as human immunodeficiency virus (HIV), hepatitis B and C,
gram-negative and gram-positive bacteria, fungi, and preventing the risk of mycobacteria transmission.
In addition to microbial inactivation, the removal of organic or inorganic debris is crucial as it may
compromise subsequent disinfection or sterilization processes [22]. The cleaning of reusable implant
drills is also important in order to ensure drill longevity and efficiency in cutting bone, also making the
removal of organic and chemical residues important. The effect of liquid chemical sterilant depends on
cleaning to eliminate organic and inorganic material, an optimal pH, concentration, contact time, and
temperature are all paramount. During chemical disinfection, it is important that implant drills are
not mixed with other drills, or other instruments of different material composition in order to avoid
chemical corrosion. In this study, once chemical disinfection was completed, we proceeded to heat
sterilization at 134 ◦C (273 ◦F) for 35 min.

It is known that the effect of disinfectants and sterilization can influence the cutting efficiency
of drills [5,23]. The material that constitutes an osteotomy drill must also have a good resistance to
corrosion, which is one of the factors responsible for the loss of cutting efficiency. The drills used for
the preparation of implant sites must undergo decontamination and sterilization procedures before
being reused on another patient. After every use, reusable medical devices must be rinsed, cleaned,
and immediately immersed in an approved medical grade chemical disinfectant with a recognized
effectiveness against HIV in accordance with Italian legislation art. 2 Ministerial Decree 28.09.90 [24].
The Ministerial Decree (DMS) imposes a set of rules for the protection of professionals from a broad
range of infections in public and private health and care facilities. The objectives of these precautions
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are to prevent the transmission of pathogenic organisms through blood and biological fluids. The
cleansing occurs as a result of the chemical actions of a detergent that must be used at recommended
concentrations and contact times. It is necessary to frequently renew the solution in order to avoid the
accumulation of debris and contamination, which both decrease the detergent efficacy.

Implant surgical procedures expose patients, surgeons, and staff to potential cross-infections if
carried out without a series of cleaning and sterilization procedures aimed at preventing the spread
of pathogens. Bone drills are classified as critical surgical objects according to the classification
proposed by E.H. Spaulding [25] and from the DMS dated 28/9/90 as instruments that come in contact
with bleeding tissues and body fluids. For this reason, implantology drills must also be subjected
to decontamination and cleaning procedures using chemical substances before proceeding to heat
sterilization with saturated steam in an autoclave. All these procedures and protocols can alter the
cutting efficiency, as well as deteriorate the depth marks printed on the drills, thereby altering the
references that the surgeon has during surgery to check the working depth of the osteotomy. The
reduction in cutting efficiency has considerable repercussions for the preparation of the implant site
because a loss of sharpness and cutting efficiency of the drill results in a large part of the cutting energy
being transformed into heat. The consequences manifest themselves as poor organization of the clot,
delayed healing, and poor quality of the tissues that form at the bone–implant interface [18,26]. As
reported previously in another study [18], implant osteotomy drills can be reused up to 50 times since
their loss of sharpness is directly proportional to the number of osteotomies made.

Chemical detergents can cause metal corrosion with alteration of the cutting edge of the drill
blades, which is a process that can worsen when the drills are submitted to saturated steam sterilization.
In the literature, there are several articles that have studied the degree of wear of osteotomy drills in
relation to their reuse [26,27]. On the other hand, there is no published work investigating the problem
of chemical decontamination or metal release in the bone from surgical drills. In the present work, we
chose to separately study the effect on bone drills of the two different chemical agents and the effect of
autoclave sterilization in order to understand which of these aspects of bone instrument care is the
most critical and potentially damaging to the drills.

We observed that all the disinfectants used were found to be potentially harmful to steel drills,
causing corrosion zones that worsened after each decontamination cycle, while the zirconia drills did
not show any structural damage, and the depth marks were preserved and remained clearly visible.
No damage was observed for the steel and zirconia drills when they were only subjected to autoclave
sterilization cycles. The results of the present study provide practical and valuable information that
can help conserve the cutting efficiency of the drills by preventing metal release and overheating of the
bone, both of which can increase the chances of implant failure [28].

Identifying factors and mechanisms with regards to implant failures should not be limited to
the implants, but should also include the host and the drills. Drills are one of the main components
of an implant procedure and play an important role in the success of an implant procedure [29,30].
Therefore, it is of primary importance to identify critical factors and develop appropriate therapies and
prevention strategies. It is extremely useful to know the histopathology (macroscopic and microscopic
aspects of the disease), the pathogenesis (source of the disease), and the physiopathology (mechanism
of the disease) of the complications of implant failures, as well as changes in the structure of the bone
drills during the processes of decontamination, cleaning, and sterilization.

From the results observed during this study, it is clear that the disinfectants used in clinical
practice are potentially harmful to steel drills by contributing to corrosion of their surfaces and the loss
of cutting efficiency.

5. Conclusions

The present study demonstrates that repeated immersions of steel drills in disinfecting chemical
agents result in corrosion on the surface of steel drills. Conversely, these chemicals do not have any
effect on zirconia ceramic drills, proving their inertness and structural stability, even in the harshest
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environment. Autoclave sterilization cycles have no effect on any of the drills. Cleansing, sterilization,
and maintenance of the drills are crucially important for patients’ health and protection, but also for
the drills’ long-term durability and performance. It can be concluded that zirconia ceramic drills offer a
surface that is not affected by disinfecting liquids. The fact that zirconia is immune to corrosion attack
eliminates the possibility of the release of microparticles and ions in the peri-implant tissue during
osteotomy, thus minimizing the chance of aseptic osteolysis [31].
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Abstract: This paper presents a new tendon-driven platform with spatial mobility. The system can be
obtained as a monolithic structure, and its motion is based on the concept of selective compliance.
The latter contributes also to optimizing the use of the material by avoiding parasitic deformations.
The presented platform makes use of lumped compliance with three different kinds of elastic joints.
An analysis of the platform mobility based on finite element analysis is provided together with an
assembly mode analysis of the equivalent pseudo-rigid body mechanism. Surgical operations in
laparoscopic environments are the natural fields of applications for this device.

Keywords: platform; spatial motion; remote actuation; cable actuation; laparoscopy; minimally-
invasive surgery

1. Introduction

A parallel architecture offers several advantages to the designers of spatial platform mechanisms.
In fact, they rely on a multi-loop topology that is certainly convenient for the stage stiffness and
accuracy, whereas their forward kinematic analysis becomes more complex.

The Stewart–Gough platform, a mechanism that can be considered to be a milestone of parallel
manipulators, was presented in 1965 [1]. This six-DoF (degree of freedom) system can be controlled in any
combination by six motors and has the advantage of no fixed axis relative to the ground. Classical issues
for parallel manipulators have been extensively studied in the literature, such as structural kinematics [2],
workspace [3], singularity [4], optimal design [5], structure synthesis [6], manipulability [7], control of
redundantly-actuated [8], and remotely cable-driven parallel manipulators [9]. On the other hand,
more recent subjects have still not been well investigated for parallel platforms, such as connectivity and
redundancy [10], topology [11], and planarity [12].

Classical parallel platforms are composed of rigid links and ordinary kinematic pairs with a
geometric closure configuration. However, they could be built as compliant mechanisms [13–15],
which present a series of advantageous characteristics: they are not subject to backlash and do not
need lubrication; they can be also built from a unique block of material; and finally, they have generally
a neutral or balance configuration from which the deformed poses can be achieved. In fact, they can
reach a given configuration thanks to external forces that can be applied with a high precision to deform
the elastic structure, using also a redundant driving strategy. More recently, active compliance [16,17]
has been added as a further possibility in design, acting both as a series or in a parallel configuration
with passive compliance.

These features make compliant mechanisms very interesting for applications where lubrication
is impossible or where extreme accuracy is needed. For these reasons, a group multi-DoF compliant
stages has also been developed in literature [18].

Since 1990, stiffness and conditioning maps of the workspace of parallel manipulators have
been established [19], in order to prevent special types of singularities, which result in a loss of
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controllability. A six-DoF force sensor was designed in 1991 [20] on the base of the Stewart–Gough
platform. In this layout, the fixed and mobile platforms are coupled by six spring-loaded pistons,
whereas the length variations are measured by means of six linear voltage differential transformers
mounted along the pistons. The Stewart–Gough inverse and forward kinematic transformations
are used to calculate the forces and torques that are applied to the mobile platform. A three
DoF translational compliant parallel platform was presented in 2005 [21] for nanomanipulation.
Workspace, dexterity, and isotropic configurations were studied by using the pseudo rigid-body
model (PRBM). A six-PSS (prismatic-spherical-spherical) nanopositioner compliant mechanism was
designed [22] to be actuated by means of six multilayered piezoelectric actuators. The system is
composed of one fixed plate, three two-PSS compliant mechanisms, and one end effector. The PRBM
is also used in this investigation to study its kinematic analysis. A three DoF spatial translational
accurate positioning compliant platform with flexible hinges and with piezoelectric actuators has
been designed [23] to achieve high stiffness, a high speed of dynamic response, high kinematic
accuracy, and high resolution. A six-DoF compliant parallel micro-scale manipulator with piezo-driven
actuators and integrated force sensor has been designed [24] to provide real-time force information
for feedback control. Kinematic and static analysis were investigated to achieve high positioning
accuracy, compactness, and smooth and continuous displacements. A method for the optimal design
and performance characterization of micromanipulators has been also applied to six-DOF parallel
micromanipulators [25]. A three-DoF compliant platform has been studied [26] to make it able to move
in three-dimensional space. The system was composed of compliant joints, actuators, and a central
moving platform. The actuators consisted of three binary links, while the moving platform was an
equilateral plate. The free end of each actuator and the central platform were connected by springs in
such a way that the motion of the actuators was transmitted to the moving platform. Considering the
applications at the micro scale and using the technology on which micro electro-mechanical systems
(MEMS) are based, a compliant three-DoF plane parallel platform has been proposed [27] together
with its kinetostatic optimization.

The “da Vinci” c© surgical robot (by Intuitive Surgical, Inc., Sunnyvale, California, USA) is a
widely-used system designed to facilitate surgical operations with a minimally-invasive approach.
This robot makes use of multi-DoF end terminals as a resource to cope with different tasks, working in
cooperation with robotic wrists or steerable instruments, and their characteristics have been extensively
improved and refined throughout the years. For example, a 2 mm-diameter instrument equipped with
a three-DoF wrist has been investigated and tested [28] for the robotic “da Vinci” platform. Moreover,
new systems for measuring the end effector gripping force have also been developed by means of a
torque transfer system [29]. Finally, deflection and force feedback from the “da Vinci” end effector
have been provided by new types of strain gauges [30].

However, in most of the above-mentioned systems for remote manipulations that are widely
adopted for minimally-invasive surgery, the wrists and end effector consist of mechanisms that
have ordinary kinematic pairs, which are subject to backlash problems, and a serial kinematic
structure, which is usually less robust than a parallel structure. The present paper presents a new
six-DoF platform for remote manipulation that consists pf a mechanism with selective compliance
(compliant mechanism) and has also a parallel structure. The device could be either part of
“da Vinci” or independently driven by another positioning system. Originally, the system was
conceived to work under a laparoscopic environment, and it is expected to improve its success
in surgery, such as in laparoscopic sleeve gastrectomy (LSG) with cruroplasty [31], in surgical
treatment of gastrointestinal stromal tumors of the duodenum [32], in colovesical fistula surgery with
a minimally-invasive approach [33], in endoluminal loco-regional resection by transanal endoscopic
microsurgery (TEM) [34–36], and also in low rectal anterior resection (LAR) [37].
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2. Description of the New Concept Platform

In several applications, the position of a mobile platform in space has to be controlled by using
remote means, such as cables. Usually, the conventional mechanisms that are able to implement such a
feature are rather complicated because the platform has six degrees of freedom (DoF), and moreover,
they are subject to backlash and parasitic deformations. This problem is quite general, but in this paper,
a specific implementation suitable for surgical applications will be presented.

A new tendon-driven compliant mechanism is herein proposed, as a possible solution to the
above-mentioned problem. The full mobility of the platform in space and, in particular, its raising
motion is possible because of a new elastic joint, which combines the action of an elastic curved
beam and of a portion of the conjugate surfaces. The invention consists basically of a wire-operated
selective compliance mobile platform like the one represented in Figure 1. The mechanism base (k)
is intended to be mounted on the end of a flexible tubular duct for endoscopic, surgical, therapeutic,
or diagnostic uses.

Figure 1. A view of the compliant platform and of all its elements: platform (a); plaform hole (b);
type S elastic joints (c); type-U elastic joints (e); upper (d) and lower (g) links; upper (f) and
lower cables (i); conjugate surface flexure hinge (CSFH) hinges (h); base link (k).

The platform (a) is designed for supporting surgical means, normally used during endoluminal
operations, such as vision systems, forceps, scissors, cannulae, electrotomes, and so on.
However, the system could be used for precision applications or in adverse environments, e.g.,
for operations in the aerospace environment. The base (k) and the platform (a) are connected through
a plurality of legs, which provide mobility in space to the mobile surface (a), and are operated by
actuating wires (i) and (f), running inside the tubular duct, to control and operate the platform remotely.

Since the mechanical structure of the mechanism is based on selective compliance and, particularly,
on lumped compliance, there is a neutral configuration that is assumed when no external force is
acting on the structure.

2.1. Deduction of the Pseudo-Rigid Body Equivalent Mechanism

A compliant mechanism can be generally modeled as its equivalent so-called pseudo-rigid body
mechanism (PRBM). The PRBM is a mechanism with only ordinary kinematic pairs, which presents
approximately the same motion as the original compliant mechanism in the neighborhood of the
neutral configuration. For this purpose, each elastic joint is replaced by an ordinary kinematic pair,
which can offer mobility that is compatible with the selective compliance characteristics of that
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elastic joint. Figure 2 shows the original compliant mechanism (Figure 2a) and its corresponding
spatial PRBM (Figure 2b).
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Figure 2. The compliant platform (a) and its corresponding pseudo-rigid body mechanism (b), with the
equivalent revolute joints R, spherical joints S, prismatic pairs P, a triple spherical joint S3, and the cable
directions ξ1, ξ2, and ξ3.

With reference to Figures 1 and 2, the elastic joints can be distinguished according to the
following characteristics.

• A Type (e) elastic joint is delimited by a toroidal surface obtained by revolving a circular arc
around a vertical axis γE. As a consequence, the neck cross-sectional area is normal to γE and
is positioned in correspondence to the symmetry middle plane of the joint surface. The relative
motion between the two connected pseudo-rigid parts has at least two degrees of freedom (DoF),
namely those due to the bending along two orthogonal planes passing through γE. Furthermore,
one more DoF could be added depending on whether the neck section allows the two opposite
end sections to rotate significantly, one with respect to the other, about γE. For Type (e) joints,
the choice of the diameter of the neck section is decisive for assuming whether the amount of
torsional rotation might play a significant role. If so, Type (e) can be replaced by a three-DoF
spherical S joint, otherwise a two DoF (Hooke’s) universal U will be used. In the latter case,
the flexure works approximately as a Cardan joint whose center is placed at the center of elastic
weights of the elastic joint itself.

• A Type (c) elastic joint is also delimited by a portion of a toroidal surface obtained by the rotation
of a circular arc around an axis of revolution γC 	= γE. For this type of joint, the rotations about γC
are considered to be always non-negligible. In fact, they are provided with an even more reduced
middle cross-section that gives rise to possible torsion rotations about γc. Therefore, the joints (c)
substantially have the function of spherical elastic joints, the equivalent center of the spherical
kinematic pair being placed at the center of elastic weights of the joint itself. For this reasons,
Type (c) joints will be replaced by spherical joints S.

• Type (h) elastic joints belong to the class of the conjugate surface flexure hinge (CSFH).
This kind of flexure has been patented (see Section 7) and extensively studied for several aspects:
their theoretical behavior [38,39], design [40,41], dynamic simulation [42], fabrication [43–45],
and applications [46–51]. Type (h) CSFH hinges selectively provide rotations around the CSFH axis
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with a very good accuracy, because of the presence of a portion of conjugate surfaces. Therefore,
they are replaced by classical revolute joints R.

• Type (f) cables are the three moving elements for Type (d) upper links out of a total of six cables
that are used to operate the six-DoF platform. For example, a simultaneous pull command on the
three Type (f) cables will move the platform downward. The cables may be arranged in such a
way so as to be aligned in the three directions ξ1, ξ2, and ξ3, as illustrated in Figure 2a.

• Type (i) cables are the moving elements for Type (g) links. These three cables provide motion for
the three CSFH hinges, and so, they regulate the orientation of Type (g) links. For example, a cable
pull will induce a rotation that tends to raise the link upward.

Three linear actuators SPS are added to the system and positioned as in Figure 2b in order to
replace the three actuated cables directed along the ξ1, ξ2, and ξ3 directions. The three linear actuators
are identified in the figure as the ones that are incident to the triple spherical joint S3 positioned at
Point B. This replacement is justified by the fact that the three cables are directed along lines that pass
through the center Bof the triple spherical joint S3. This point is positioned in the middle of the fixed
platform, in correspondence to a level that does not interfere with the CSFH hinges.

Finally, it is worth noting that the identification of a PRBM that adequately corresponds to the
proposed compliant structure represents the first necessary step to further analyze the new systems,
such as workspace and kinematic analysis, kinematic synthesis, and kinetostatic behavior.

2.2. Topological Analysis

Considering an equivalent mechanism PRBM with rigid bodies and classical U, S, and R pairs,
three legs guarantee six degrees of freedom to the platform. In fact, the PRBM presents � = 8 rigid
links and m = 9 kinematic pairs. In case Type (e) joints are replaced by U joints, the structure will
be composed of three Type (h) revolute joints R with degree of constraint ci = 5 in space, three Type
(e) U joints with ci = 4, and six S joints with ci = 3. Therefore, according to the general topological
Grubler’s formula, the PRBM has:

F = λ (�− 1)−
m

∑
i=1

ci = 6 (8 − 1)− 3 · 5 − 3 · 3 − 3 · 4 = 6 (1)

overall degrees of freedom (DoF), where λ = 6 is the mobility number for general spatial motion.
As mentioned above, torsion cannot always be excluded on U elastic Type (e) joints, depending on

the minimum diameter of the normal cross-section, which would make them practically equivalent
to S joints. In this case, Grubler’s formula would yield F = 9 DoFs for the platform, but it must be
remarked that three of such DoFs would be uniquely dedicated to providing idle rotations to the
upper Type (d) links. In this case, any Link (d) would be connected to the remaining parts of the
structure by means of two S type pairs, and so, rotations about an axis passing through the centers of
the two spherical joints would be possible. These rotations are naturally counterbalanced by internal
elastic reactions that would drive the system back toward the minimum of the potential elastic energy.
Alternatively, they could make it easier to achieve an optimal attitude of Type (f) cables that pull
down Type (d) links. For these reasons, a different manipulator could be obtained, as an alternative,
where Type (e) links are replaced by Type (c) links, with no problems for mobility.

According to the result obtained by using Equation (1) and considering that each leg is supposed
to be controlled by two cables, a three-legged platform will be the one that has a number of independent
actuators that is equal to the number of DoF and therefore will be considered as an optimal choice
for the compliant structure. In fact, according to the principle of selective compliance, any elastic
element where compliance is concentrated presents a peculiar geometry that is intended for a specific
deformation, for example a prescribed flexion or torsion axis, and all the deformations different from
the prescribed ones are considered to be as parasitic deformations, because they do not contribute to
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the desired motion, but only increase the stress level in the elastic material. For this reason, a satisfying
geometry of a compliant mechanism is the one that minimizes the parasitic deformations.

2.3. Direct Position Analysis

Thanks to the construction of the PRBM depicted in Figure 2b, it is possible to identify some
fundamental characteristics of the platform, as they have been introduced in the literature. For example,
it is clear that this platform is not a fully-parallel platform, because two DoF are needed for each
leg. With reference to Figure 3a, the ith leg (with i = 1, . . . , 0) will be composed of the pseudo rigid
links Ci Ai and AiPi, which respectively correspond to Type (g) and Type (d) links of the original
compliant structure.

Ai
Hi Qi wi

Pi

Ei

ΓEi

Γi

B

Ci

Ai

Qi

Pi

Γi

wi

l l

B

l

(a) (b)

Figure 3. (a) The circles ΓEi and Γi as loci of points Ei and Pi, respectively, for the ith leg; (b) the virtual bar
QiPi rotating along the axis wi parallel to the line AiB.

For the generic ith leg, one DoF is firstly required to define the angular position of Type (g) link
Ci Ai. An angle αi can be introduced to measure the rotation of (Ci Ai) with respect to its position in the
undeformed configuration of the CSFH joint. Since the latter corresponds to a revolute joint with a
known rotation axis, the angle αi uniquely identifies the position of the center Ai of the spherical pair.
Secondly, another DoF is needed to assess the position of the upper Type (d) AiPi link of the ith leg.
Indeed, an assigned pull command on the Type (f) cable has the effect of bringing points Ei and B
closer to each other. This effect could be similarly obtained by introducing in the PRBM a virtual linear
actuator being active along the line BEi. Any contraction of the linear actuator BEi corresponds to a
pull command of the (f) rope, while an extension of the linear actuator would represent a reduction of
the cable tension. Since mobility is granted by the elasticity of the structure, its overall configuration
will depend on the whole set of tensions that are assigned to the six cables. Furthermore, it is worth
noticing that positive tensions (push) are not considered here, and therefore, the maximum elongation
of the three virtual linear actuators will depend on the whole balance between the tensions that are
applied to the cables and the structural elasticity. For the linear actuator BEi, the pulled distance di can
be introduced as the shortening of the original length |BEi| with respect to the distance between points
B and Ei in the undeformed structure configuration.

Once the input parameters αi and di have been assigned, the chain BAiEi behaves as a rigid
structure, which may rotate about the axis wi passing through points Ai and B (see Figure 3b).
Therefore, point Ei describes a circle ΓEi laying on a plane πHi that is orthogonal to wi and whose
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center Hi is on line wi. Since AiPi can be regarded as a rigid link, point Pi is also forced to lay on a
circle Γi that lays on a plane πQi parallel to πHi . The center Qi of Γi is on the line wi.

Considering the three loci Γi (with i = 1, . . . , 3) of the possible positions of the points Pi, it is clear
that three points of the upper platform, coincident with P1, P2, and P3, will belong to the three circles
Γ1, Γ2, and Γ3, respectively. However, exactly the same constraint could be imposed by introducing a
virtual link QiPi, represented in Figure 3b, that rotates about the wi axis. Therefore, three new links
QiPi, with i = 1, . . . , 3, can be used to get rid of the three whole chains made of links Ci Ai, AiPi, and the
linear actuators BEi. After this substitution, a new three-legged structure is obtained, as depicted
in Figure 4.

w1 w2

Q1

P1

Q2

P2

P3

w3

Q3

B

Figure 4. The reduced parallel structure: points Qi, axes wi and points Pi.

The new mechanism will have a null DoF because the whole set of input positions has already
been assigned. In fact, after assigning a value to the three angles αi and to the three displacements di,
the axes wi, the lengths |QiPi|, and the positions of points Qi can be uniquely identified. The resulting
structure consists of a mobile platform that is connected to the base via three links only arranged in a
parallel configuration, each one having one revolute R and one spherical S joint at its ends incident to
the base and the platform, respectively. This structure has received the attention of several eminent
scholars in the field and has been extensively studied [52–54]. From the geometric and kinematic point
of view, the study of the possible assembly modes of this zero-DoF structure gives the same solution
as for problem of finding the assembly modes of a six-DoF, so called 6-3-type fully-parallel mechanism,
belonging to the class of Stewart platform mechanisms, once six elongation values are assigned to the
six linear actuators along its legs.

Innocenti and Parenti Castelli solved the direct position analysis in 1990 [55] and found results
that were coherent with Hunt’s works [2]. According to this method (see also [56]), three closed-loop
vector equations:

−−→
P1P2 = −−−→

Q1P1 −−−→
P2Q2 −−−−→

Q2Q1
−−→
P2P3 = −−−→

Q2P2 −−−→
P3Q3 −−−−→

Q3Q2 (2)
−−→
P3P1 = −−−→

Q3P3 −−−→
P1Q1 −−−−→

Q3Q1
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can be written, where
−−→
P1P2,

−−→
P2P3, and

−−→
P3P1 are the edges of the upper platform.

For the sake of the present investigation
−−→
P1P2,

−−→
P2P3, and

−−→
P3P1 have constant modules because of

the symmetry of the upper platform. Therefore, given the constant length l of the upper platform edges,
Equation (2) can be rewritten as:

−−→
P1P2 · −−→P1P2 = l2,

−−→
P2P3 · −−→P2P3 = l2,

−−→
P3P1 · −−→P3P1 = l2 (3)

from which three scalar conditions are obtained where the three unknown are the rotation angles θi
(with i = 1, . . . , 3) of the virtual bars QiPi around the axes wi.

It is now essential to remind that once the three rotations αi of the CSFHs and the three
displacements di of the Type (f) cables have been assigned, the zero-DoF structure illustrated in
Figure 4 is completely configured because the positions of the points Ai, Hi, and Qi can be easily
calculated. Therefore, the solutions of the problem expressed by the set of Equation (3) are also the
solution of the assembly configuration for the PRBM mechanism depicted in Figure 3a.

The system (3) consists of three second-order algebraic equations in three unknowns θi
(with i = 1, . . . , 3), where any equation contains two unknown variables only. Therefore, the solutions
can be achieved by firstly eliminating one variable θ̂ from two equations where θ̂ appears, so obtaining
one equation in the other two variables, and then, by eliminating one of the other two variables,
say θ̃, from the remaining two equations. The result is a 16th-order polynomial equation in the
remaining variable θ, with 16 real and complex solutions for θ. Since for every solution θ, unique
values of θ̂ and θ̃ exist, a unique location of the upper platform is identified for each solution θ.
These solutions correspond to the possible assembly configurations of the structure represented in
Figure 4 and, as a consequence, of the PRBM depicted in Figure 3a, provided that the six inputs αi and
di have been assigned. However, for the sake of the present investigation, the only interesting solution
will be the one compatible with rotations and displacements starting from the initial undeformed
configuration represented in Figure 2a. This shows that the numerical approaches could be used more
conveniently than the purely analytical ones, because they could converge to the actual configuration
by using the undeformed pose as the starting guess. In the next section, finite element analysis
(FEA) is applied to the compliant platform illustrated in Figure 2a, by assigning three different sets of
input displacements.

3. Numerical Simulation of the Platform Pose

The peculiar geometry illustrated in Figure 1 is the result of a preliminary study that led to the
definition of the patented structure. Three equal legs were positioned in a parallel configuration,
each leg being actuated by two cables, and so, the whole structure was a tendon-driven mechanism.
The geometry of each leg was chosen in such a way that the lower and upper cables induced a raising
and lowering motion, respectively. The attachment points were also selected in order not to induce
cable jamming. Further optimization of the attachment points and of the angles of the pseudo-rigid
links will be the object of future investigations. Considering the nomenclature introduced in Figure 1,
any moving cable (i) acts on a CSFH turning pair, relevantly operates the bending of the CSFH Type
(h) flexure, and actually drives the rotations of Type (g) links. Cables (f) will have the effect of pulling
the platform down because they are attached to the upper links. More in general, a configuration of
the platform (a) will be defined by the whole set of forces applied to all the wires, since it depends on
the interaction between the applied forces and the elasticity of joints.

Finite element analysis is a convenient way to assess the deformation of the whole structure
for assigned values of the cable displacements. More specifically, FEA provided evidence that the
adoption of the proposed platform can be a promising approach to find an efficient way for remote
handling in several contexts.
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Finite Element Analysis

Finite element analyses were conducted to evaluate the static behavior of the parallel platform.
Three cases were considered depending on three different sets of input parameters and using
E = 1.1 · 109 Pa as the material Young’s modulus.

Three cases will be studied:

I pull on Type (f) cables and null tension on Type (i) cables;
II pull on Type (i) cables and null tension on Type (f) cables;
III asymmetric pull: pull on one Type (f) cable and pull on two Type (i) cables;

The fixed reference frame (x, y, z) and the unit vectors (�ux,�uy,�uz) attached to the mobile platform
were positioned as in Figure 5a. This figure also shows the input displacement d1. Rotations θx, θy,
and θz were assumed to be about �ux, �uy, and �uz, respectively.

In the first case, a displacement was imposed on each one of the Type (f) cables, equal to d1 = d2 =

d3 = 0.5 mm, and null tensions on Type (i) cables, giving rise to null rotation angles α1 = α2 = α3 = 0
of the three CSFH hinges. The deformed configuration is reported in Figure 5b, showing a platform
displacement along the z-axis in the negative direction. No other significant displacements or rotations
were registered.

The second case corresponded to α1 = α2 = α3 = 20◦ with d1 = d2 = d3 = 0 mm. The deformed
configuration is reported in Figure 6a, showing a platform displacement along the z-axis in the
positive direction. Analogous to the previous case, no other significant displacements or rotations
were registered.

The third case corresponded to a general actuation scheme with α1 = 0◦, α2 = 5◦, α3 = 20◦,
d1 = 1 mm, d2 = d3 = 0 mm. The deformed configuration is reported in Figure 6b, showing a platform
displacement with components along the x− and y-axes and rotations about the x- and z-axes.

The input parameters, the platform displacement, and the rotations are reported in Table 1 for the
three analyzed cases.

�uz θz

�uy θy

x

yz

d1

B

�uxθx

(a) (b)

Figure 5. (a) Reference frames and nomenclature; (b) platform displacement along the z-axis,
negative direction (Case 1).
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(a) (b)

Figure 6. (a) Platform displacement along the z-axis, positive direction (Case 2); (b) platform pose for a
generic actuation scheme (Case 3).

Table 1. Input rotations and displacements and their effect on the platform for the three analyzed cases.

Case 1 Case 2 Case 3

Input Output Input Output Input Output

α1 = 0 ux = 8 · 10−3 mm α1 = 20◦ ux = −8 · 10−3 mm α1 = 0◦ ux = −2.4 mm
α2 = 0 uy = 2 · 10−2 mm α2 = 20◦ uy = −1 · 10−2 mm α2 = 5◦ uy = 0.1 mm
α3 = 0 uz = −1.17 mm α3 = 20◦ uz = 0.43 mm α3 = 20◦ uz = −6 · 10−2 mm

d1 = 0.5 mm θx = 8 · 10−2 ◦ d1 = 0 mm θx = 2 · 10−2 ◦ d1 = 1 mm θx = −1.7 ◦
d2 = 0.5 mm θy = 4 · 10−2 ◦ d2 = 0 mm θy = 2 · 10−2 ◦ d2 = 0 mm θy = −5 · 10−2 ◦
d3 = 0.5 mm θz = 9 · 10−2 ◦ d3 = 0 mm θz = 8 · 10−4 ◦ d3 = 0 mm θz = 1.1 ◦

4. Applications

Originally, the main activities for the invention herein presented were intended to be operated
in the laparoscopic environment. Figure 7 shows a possible end-effector that could be mounted on
the platform. With reference to the labels used in Figure 7, the endoluminal catheter (a) carries the
base platform (b), which supports three Type (c) legs on which the mobile platform (d) is mounted.
The mobile platform surface holds the surgical means (f) that can vary according to the type of
required operation. Other miniaturized instruments can be mounted on the controlled platform,
such as vision means (e) that allow the surgeon to observe the corporal cavity wherein the device
is inserted. Moreover, a communication duct (g) was designed, allowing the surgeon to access the
region to be operated. For this reason, the mobile and base platforms were also provided with an
opening that connects the duct (g) with the tubular duct (a). With reference to Figure 7, it should be
also noted that the surgical device was comprised of a shaped surface (f) that made it easier to act as a
guiding element inside the cavity during the use of the device.
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Figure 7. A view of an end-effector mounted in the platform: catheter (a); base link (b); legs (c);
platform (d); on-board hardware (e); on-board end-effectors (f) and (g).

5. Discussion

The aim of this paper was to present a new concept high accuracy platform with spatial mobility,
remotely actuated, and equipped with selective compliance joints. The system can be built on a
unique material block or with a reduced number of components, which reduces the costs and time of
production. It can be also built by means of 3D printing.

The platform was mounted on three arms, and it was remotely controlled by six wires. The system
included a mobile plane and a connection base fixed to an endoscopic instrument. The instruments
was accurate and maneuverable with continuous motion granted by the interaction between the
cable tensions and the elastic energy stored in the elastic media. Based on selective compliance,
the principle of design gave rise to optimal configurations where parasitic motions, friction, and wear
were minimized. No lubrication was needed.

The invention is expected to drive surgical operations in laparoscopic, endogastric, or endarterial
environments, but other applications are not excluded, such as in aerospace, automotive, appliances,
and microelectronics. However, it is worth noting that the platform fabrication and its actual
implementation for real operations deserve further refinements, and therefore, they will be treated in
future contributions. Among the important subjects that still represent open problems, the following
will be briefly addressed.

The first problem is the selection of an optimal material for the elastic parallel mechanism.
This choice will depend on the overall size of the device and on the consequent preferred method of
machining. In any case, some desired characteristics of a material that could be conveniently employed
to build a compliant mechanism block were proposed in [57], among which are good performances
at variable temperatures, biocompatibility, low susceptibility to creep, resistance to wear and fatigue,
and the predictability of such properties. However, the most important characteristic is a high value
of the ratio of the yield strength to Young’s modulus. According to Table 2.1. presented in [57],
there are several materials that have an acceptable ratio, among which are nylon, e-glass, Kevlar,
and polyethylene.

The actual fabrication of the device will depend both on size and material. Unfortunately,
the geometry is rather complicated, and so, many of the classical machining operations would
be problematic.

The identification of a proper PRBM, as proposed in the present contribution, could be
helpful to complete typical tasks in robotics, such as the study of the critical configurations.
Furthermore, the PRBM will be useful to optimize the platform and the legs’ geometry, in order
to suit the required workspace, mobility, and mechanical advantage.

Finally, an efficient control algorithm would be required for each specific application.
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6. Conclusions

A spatial, selective compliance, tendon-driven, and parallel platform was described and analyzed.
This system was quite different from the compliant mechanisms previously presented either in the
literature or the national patent institutions until today. Its mechanical structure was studied by
identifying the equivalent pseudo-rigid body mechanism. The platform was also simulated with finite
element analysis (FEA) by assigning different sets of cable tensions and obtaining results that matched
well with the expected behavior. It is hoped that this article will offer new perspectives for general
tasks of spatial body guidance and particularly in laparoscopic surgery.

7. Patents

The following patents describe the new concept platform and the related claims.

• N.P. Belfiore, M. Scaccia, F. Ianniello, M. Presta, L. Perfetti, Selective Compliance Wire Actuated
Mobile Platform, particularly for Endoscopy Surgical Devices, Patent N0.2 US 8,845,520 B2,
30 September 2014.

• N.P. Belfiore, M. Scaccia, F. Ianniello, M. Presta, L. Perfetti, Selective Compliance Wire Actuated
Mobile Platform, particularly for Endoscopy Surgical Devices, World Intellectual Property
Organization, WO 2009/034552 A2, Int. Appl. No. PCT/IB2008/053698, Publ. Date 19 March 2009.

• N.P. Belfiore, M. Scaccia, F. Ianniello, M. Presta, Selective Compliance Hinge, US 8,191,204 B2,
5 June 2012.

• N.P. Belfiore, M. Scaccia, F. Ianniello, M. Presta, Selective Compliance Hinge, World Intellectual
Property Organization, WO 2009/034551 A1, Int. Appl. No. PCT/IB2008/053697, Publ. Date
19 March 2009.
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The following abbreviations are used in this manuscript:

CSFH Conjugate surface flexure hinge
DoF Degrees of freedom
MEMS Micro electro-mechanical systems
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Abstract: Previous studies have shown that the handle design of laparoscopic instruments is crucial
to surgical performance and surgeon’s ergonomics. In this study, four different sizes of an ergonomic
laparoscopic handle design were tested in a blind and randomized fashion with twelve surgeons.
They performed three laparoscopic tasks in order to analyze the influence of handle size. Execution
time, wrist posture, and finger and palm pressure were evaluated during the performance of each task.
The results show a significant reduction in the time required to complete the eye-manual coordination
task using the appropriate handle. The incorrectly sized handle resulted in a rise in palm pressure and
a reduction in the force exerted by the thumb during the transfer task. In the hand-eye coordination
task, the use of the right handle size led to an increase in middle finger pressure. In general, surgeons
had an ergonomically adequate wrist flexion in all tasks and an acceptable radio-ulnar deviation
during the transfer task using the ergonomic instrument handle. Surgeons found it comfortable the
use of the ergonomic handle. Therefore, the use of an appropriately sized instrument handle allows
surgeons to improve ergonomics and surgical performance during the laparoscopic practice.

Keywords: laparoscopy; instrument handle; ergonomics; hand pressure; wrist posture; parametric
design

1. Introduction

Laparoscopic surgery has become a standard procedure instead of open approach for many
surgical interventions and it is widely used in health services around the world. This rising interest in
laparoscopy is based on several benefits, such as better surgical outcomes for patients and resource
optimization for healthcare services [1]. Furthermore, this surgical technique has constantly evolved
over the past few years, mainly due to training efforts of surgeons [2–4] and technological advances
of surgical equipment [5]. However, there are some important technical limitations that should
be addressed in order to increase both performance and wellbeing of surgeons: reduced freedom
of movements due to the fixed location of the surgical ports, the need for high precision through
long instruments, loss of tactile feedback (no direct touch of intracorporeal anatomical structures),
and the use of bidimensional vision instead of real stereoscopic (3D) vision. The combination of
these features of laparoscopy makes it difficult for surgeons to achieve hand-eye coordination, depth
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perception and performance of certain intracorporeal maneuvers, resulting in prolonged forced
postures and the consequent impairment of surgeons’ performance and precision and the potential
onset of musculoskeletal disorders [6]. In order to overcome some of these problems, ergonomic
criteria should be applied to both patients and surgeons [7,8]. In this respect, an important field of
application of ergonomics for surgeons is the improvement of surgical equipment and tools, as well as
its adaptation to the surgeon’s needs. The design of ergonomically better surgical tools would reduce
the surgeon’s muscle fatigue and other associated diseases [9], with the potential improvement of the
surgical performance [7]. This results in enhanced patient safety and surgical results.

In view of the above, an ergonomic laparoscopic instrument handle has been designed and
developed in previous studies [10,11]. This new surgical tool follows the design criteria for universal
objects named “Design for All” criteria [12]. These criteria were included in the Universal Design
guide that enumerates the seven principles of a universal design [13]. One of these principles is to
facilitate “flexibility in use” so that most people could use the designed products [14,15]. In this
regard, hand tools must meet these design criteria in order to overcome obstacles such as age, gender,
psychomotor skills or laterality.

An important challenge to be dealt with is to ensure a consistent tool design, both in shape and
dimensions, for a specific functionality [16]. Stoklasek et al. demonstrated the onset of pain and
discomfort after long use of hand tools with a poor ergonomic design that eventually led to fingers’
numbness and, in some cases, paresthesia [17]. Additionally, anthropometric dimensions of hand tools
is another fundamental design aspect. Hand size is a critical factor for precision tools, specifically
in laparoscopic instruments [18]. Surgeons with small or large hands often have problems gripping
laparoscopic tools, mainly because of the size or shape of the instrument handle. For this reason, they
sometimes have to grip these instrument handles in a different way to that the designers intended [18].
It is important to note that laparoscopic surgical tools are commonly sold in a standard size [19–21].

Specifically, the opening and closing mechanisms of surgical instruments present complications
for surgeons with large and small hands. Surgeons with small hands often have difficulties in using
instruments with a bigger size than the ideal one, mainly for instruments with a power grip [16].
For this reason, several studies have focused on addressing this problem by analyzing the opening and
closing system of laparoscopic instruments [22], force applied during its use [23], hand and fingers
kinematics [24,25], and EMG activity during the laparoscopic practice [26–28]. Changes in the handle
design of laparoscopic instruments have been shown to affect localized muscle fatigue, mainly in the
muscle groups of the surgeons’ forearms [6,29–31].

Therefore, the objective of this work is to carry out a blind study to analyze the effects of different
sizes of the ergonomic design of a laparoscopic handle on the surgeon’s ergonomics and surgical
performance. This will be done by comparing the use of a handle that is the appropriate size for the
surgeon’s hand with one that is the wrong size. The study will be carried out during the performance
of various basic training tasks for laparoscopic surgery.

2. Materials and Methods

2.1. Description of the New Hhandle Design

Figure 1 shows a functional prototype of the patented laparoscopic instrument handle (EP10382362)
used to carry out this study. This intellectual property resulted from the ERGOLAP project (Obtaining
Criteria for Ergonomic Design of Laparoscopic Surgery Instruments. DPI2007-65902-C03-03) developed
by the University of Extremadura (UEX), Jesús Usón Minimally Invasive Surgery Centre (JUMISC)
and Institute of Biomechanics of Valencia (IBV). This novel instrument handle design is mainly
characterized by a power grip that keeps the precision of movements. The parameters of the
laparoscopic instrument handle design in relation to the anthropometry of the surgeon’s hand are
described in [10,11]. This design provides the surgeon with a neutral posture of the wrist thanks to
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the wide contact surface between the palm and the handle, promoting the reduction in fatigue and
possible associated musculoskeletal disorders.

 

Figure 1. Design of the laparoscopic instrument handle (patent EP2471473A1) developed in the
ERGOLAP project.

Additionally, the parametric 3D CAD design allowed us to easily scale the model to fit different
hand sizes in an ergonomic way using the Palm Length Measured (PLM) [11]. Therefore, four different
sizes (XS, S, M and L) (Figure 2) were 3D printed for this study following the specifications defined in
previous studies [10,11].

 

Figure 2. Prototypes of the handles for laparoscopic instruments developed. The sizes of the handles,
from left to right, are XS, S, M and L.

2.2. Development of the Prototypes

As described above, the four instrument handles were 3D printed with PLA using a Prusa Original
MK3 MMUS2.5 (Prusa Research s.r.o., Prague, Czech Republic), together with the triggers to control the
opening and closing of the instrument tip and the wheels to rotate it. In order to obtain fully functional
prototypes, these components were mounted on the internal mechanism of a standard laparoscopic
forceps. This allows surgeons to test these new handle designs during the execution of conventional
laparoscopic tasks.
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2.3. Participants

Twelve surgeons participated in this study. Two surgeons were left-handed. All participants
performed the tasks using the new design of the instrument handle with their dominant hand and a
conventional laparoscopic instrument with their non-dominant hand. Four participants were novice
surgeons (<10 laparoscopic procedures performed), 5 had an intermediate level of experience in
laparoscopic surgery (between 10 and 100 laparoscopic procedures) and 3 were experienced surgeons
(>100 laparoscopic procedures).

2.4. Tasks

At the beginning of the study, the size category (XS, S, M and L) of each participant’s hand was
identified using a template. Each task was performed using both an instrument handle with the
correct size for the surgeon and a handle with a difference of two sizes (wrong size) in a blind and
randomized fashion. The type of laparoscopic instrument used with both the left and right hands to
perform the activities was grasping forceps. For this study, participants were asked to perform three
different basic laparoscopic tasks on a physical simulator (SIMULAP®; CCMIJU, Cáceres, Spain) with
a 10-mm, 30-degree rigid laparoscope (Karl Storz GmbH & Co. KG, Tuttlingen, Germany) as the vision
system (Figure 3). The height of the table and monitor were adapted to the comfort needs of each
participant and the laparoscopic camera was fixed to prevent movements during the execution of the
tasks. Surgeons were given a brief explanation of how to operate the controls on the new instrument
handle (trigger and wheel). Since the study was randomized, participants received no training period
with the instrument in order to prevent them from being familiar with a specific handle size and thus
avoid possible bias.

 

Figure 3. Tasks: (a) Hand-eye coordination, (b) coordinated traction and (c) transfer task (labyrinth).

2.4.1. Hand-Eye Coordination

To perform this task, participants were asked to grasp three colored objects from one side of the
pegboard with their closest hand, transfer the object mid-air to their opposite hand, and place the object
on a peg on the other side of the pegboard (Figure 3a). Once all three objects had been transferred,
the process was reversed.

2.4.2. Coordinated Traction

This task required the placement of an elastic band from a peg placed on one side of the pegboard
to three other pegs on the other side, sequentially (Figure 3b). The starting peg was on the opposite
side of the participant’s dominant hand.

2.4.3. Transfer Task (Labyrinth)

Participants were asked to transfer a straight needle through a circuit of rings, distributed at
different angles (Figure 3c). The needle was driven through the rings using the dominant hand and
with the support of the non-dominant hand. The order of the rings and orientation of the needle
driving were indicated with numbers and arrows on the pegboard, respectively.
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2.5. Assessment

The execution time was recorded for each trial. In addition, ergonomic aspects of using the new
instrument handle design during the execution of each task, such as wrist posture and pressure exerted
on the instrument handle, were analyzed (Figure 4).

 

Figure 4. Setup of the study. A surgeon is performing the transfer task using an instrument handle
with a size L.

2.5.1. Hand Pressure

To measure the fingers and hand pressure while using the instrument handle, the FingerTPSTM

(Pressure Profile Systems, Inc., Hawthorne, CA, USA) wearable and wireless system was employed.
In this study, a set of five sensors to record the pressure exerted by the surgeon’s distal phalanges of the
thumb and index, middle and ring fingers, as well as the palm, were used. The system was calibrated
for each participant.

2.5.2. Wrist Posture

The flexion-extension and radio-ulnar deviation of the wrist were recorded using a dual-axis
electrogoniometer (Biopac Systems, Inc., Goleta, CA, USA) attached to the surgeon’s hand and forearm
using medical adhesive tape. In order to measure both axes simultaneously, two DA100C amplifiers
(Biopac Systems, Inc.) were used. This device was calibrated at the beginning of the study. The risk
level of the wrist posture was determined by means of a modified version of the RULA (Rapid Upper
Limb Assessment) method as described in [32]. Risk values were defined according to the wrist angle,
with wrist flexion-extension and radio-ulnar deviation angles between −15◦ and 15◦ being considered
ergonomically acceptable.

2.5.3. Subjective Assessment

At the end of each task, the participants were asked to complete a questionnaire to evaluate, using
a visual scale from 1 to 10, the comfort of performing the task with each instrument handle used.

2.6. Statistical Analysis

For statistical analysis, the Wilcoxon signed rank test was used to compare the surgeons’
performance and ergonomic data of both study groups (right and wrong instrument handle size).
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All statistical analyses were carried out using R version 3.6.1 (R Foundation for Statistical Computing,
Vienna, Austria). The results are shown as mean and standard deviation. For all tests, p < 0.05 was
considered statistically significant.

3. Results

3.1. Execution Time

The surgeons required significantly less time to complete the hand-eye coordination task using
the adequate size of instrument handle (Figure 5). The execution time was similar for the other tasks,
regardless of the type of instrument handle used.

Figure 5. Execution time of the three laparoscopic tasks using the right and wrong instrument handle
size. * p < 0.05.

3.2. Hand Pressure

There was a remarkable increase in palmar pressure on the wrong size instrument handle for the
coordinated traction and transfer tasks compared to the right size handle, being statistically significant
for the latter task (Figure 6). Using the right size of instrument handle led surgeons to apply more
pressure with the thumb and middle fingers during the transfer and hand-eye coordination tasks,
respectively, when compared to the use of the wrong size handle.
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Figure 6. Pressure exerted by the surgeons’ fingers (thumb, index, middle and ring fingers) and palm
during the laparoscopic tasks using the right and wrong instrument handle size. The range of pressure
values (y axis) has been adapted to each data set. * p < 0.05.
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3.3. Wrist Posture

No statistically significant differences in wrist posture with each instrument handle were shown for
any of the laparoscopic tasks (Figures 7 and 8). Regarding the wrist radio-ulnar deviation, the surgeons
only obtained an ergonomically acceptable wrist posture, according to the criteria of RULA method,
during the transfer task and for both sizes of instrument handle. In the case of wrist flexion-extension,
both groups of handles led to an adequate posture of the wrist for all the tasks.

3.4. Subjective Assessment

The results from the questionnaires show that there were no statistically significant differences
in the comfort of using the two different sizes of instrument handle for the three performed tasks
(Figure 9).

Figure 7. Radio-ulnar deviation of the surgeons’ wrist during the laparoscopic tasks using the right
and wrong size of instrument handle. The graph indicates the acceptable posture of the wrist according
to RULA method.
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Figure 8. Flexion-extension of the surgeons’ wrist during the laparoscopic tasks using the right and
wrong size of instrument handle. The graph indicates the acceptable posture of the wrist according to
RULA method.

Figure 9. Results of the surgeons’ evaluation regarding the comfort of performing each task using the
two types of instrument handles.

4. Discussion

There are several studies in the scientific literature that confirm the need to improve the comfort and
ergonomic criteria of instruments for laparoscopic surgery. The instrument handle is an essential part
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of laparoscopic instruments, whose inappropriate design can have a detrimental effect on the surgeon’s
efficiency and wellbeing [33]. The rate of work-related musculoskeletal disorders in laparoscopy are
from 73% to 100%, with poor instrument handle design being one of the main risk factors [34,35].
In a survey by Santos-Carreras et al., they assessed the acceptance of different surgical instrument
handle designs and they reported that conventional laparoscopic instrument handles such as the axial
handle scored lowest in terms of comfort [36]. Other studies also indicated that axial handles require
significantly more muscle activity than the other common types of instrument handle [37]. In this
study, we have analyzed the relationship between the surgeons’ ergonomics and performance and
different sizes of a novel laparoscopic instrument handle design [11]. The results verify that the use of
different instrument handle sizes has consequences on the surgeon’s grip pressure and surgical skills.

It seems that the use of an adequate size of instrument handle helps hand-eye coordination and
bimanual dexterity in the development of laparoscopic tasks, reducing the execution time, as shown
by the results of this study. Tung et al. also presented an innovative laparoscopic handle design with
a pistol grip attempting to address some of the ergonomic limitations in laparoscopic surgery [38].
Although the validation of this handle design was mainly subjective, they reported significantly
shorter execution times in performing cutting and peg transfer tasks when compared to a conventional
laparoscopic tool. However, execution time may not be a very meaningful assessment parameter in the
case of the coordinated traction task. This task requires participants to exert a high degree of traction
with the instruments and, therefore, to firmly the instrument handle. Due to the metal material of the
rings, they sometimes slipped off the instrument tip, thus increasing the time required to complete the
task, despite the surgeon’s skills.

Regarding the pressure exerted by the surgeon’s fingers and palm using the instrument handle,
the palm exerted the highest amount of pressure on the handle when compared to the rest of
the anatomical sites analyzed. This result was also reported by Rossi et al. using a power grip
configuration [39]. In the case of the fingers, the thumb and index finger applied a greater amount of
pressure than the middle and ring fingers. This may be because of the primary use of the thumb to
control the wheel to rotate the instrument tip and the index finger to operate the trigger that opens
and closes it. It should be noted that the use of an inappropriate handle size, especially in more
complex tasks such as the transfer task (labyrinth), led to a significant increase in the pressure on
the palm. It seems that this substantial increase in palmar pressure was accompanied by a reduction
in the pressure exerted by the thumb when controlling the instrument wheel. Therefore, instead of
distributing the force exerted by the fingers and the palm in a more balanced way, in this case it was
mainly focused on the surgeon’s palmar area. In a power grip configuration, like the one we have in
our design, the handle should be held by the partially bent fingers and the palm, exerting a counter
pressure with the thumb lying near the plane of the palm. Excessive strain and repetitive hand actions
associated with power gripping contribute to trauma and localized fatigue [39].

The instrument handle design presented in this study allowed for an ergonomically acceptable
wrist flexion-extension posture during the laparoscopic practice. This posture was also maintained
for all the different handle sizes evaluated in the study. Other studies, using commercially available
instruments [40] and prototypes of instrument handles [41,42], also reported that a pistol handle
configuration provides an ergonomically adequate wrist flexion, providing a significantly better wrist
posture than using a conventional laparoscopic tool. The results of the presented study are consistent
with those presented in a previous study in which we evaluated another ergonomic power grip handle
for a handheld robotic laparoscopic instrument [43]. The ergonomic analysis showed that, after training,
the use of the robotic instrument resulted in an ergonomically acceptable flexion–extension of the
wrist, in contrast to the posture acquired by using the conventional needle holder with axial handle.
In addition, in another study we analyzed the surgeon’s wrist flexion-extension posture when handling
conventional instruments for laparoscopic surgery, including axial, curved, and ringed handles [44].
The results showed that, for all instruments, most surgeons have ergonomically unfavorable angles
of wrist flexion, which were prone to possible musculoskeletal disorders. One of the first ergonomic
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studies of laparoscopic instrument handles by Matern et al. also warned of ergonomic deficiencies in
wrist flexion when using ring handles and excessive radial deviation in axial handles [45]. In the case
of the wrist radio-ulnar deviation, we observed the most notable improvements using the ergonomic
instrument handle during the execution of the transfer task. These results reinforce the ergonomic
benefits to the surgeon of using the presented handle design for laparoscopic practice.

The general design of the handle has been positively evaluated by the participants of this study
with regard to the comfort of use, without showing significant differences between the groups of
handle sizes. Perhaps in this study we have been conservative and a difference of only two sizes is
not enough to appreciate noticeable changes in the use of the presented instrument handle design.
For future studies, we will seek to compare designs with larger size differences, which could be also a
very common situation in surgical practice, mainly between female and male surgeons.

This study presents some limitations of which we are aware of. Although there are other studies
in the same field with a similar or smaller number of subjects [37,40], the number of participants in this
study is restricted. In further studies, we will increase the study population in order to obtain more
representative results and allow comparison by experience levels in laparoscopic surgery. The skills
acquired by experienced surgeons in handling laparoscopic instruments may be an influential factor in
their ergonomics when using different sizes of instrument handles. On the other hand, in this study
we only analyzed the instrument handles with laparoscopic grasping forceps. Future work will be
carried out on the use of this handle design for other laparoscopic instruments, such as a needle holder,
and thus analyze the experience of surgeons in more complex tasks as intracorporeal suturing.

5. Conclusions

The results of this study show that the ergonomic design of the instrument handle improves the
surgeon’s ergonomics and comfort during laparoscopic practice, promoting a more neutral operating
wrist posture. The use of an adequate size of the instrument handle allows for improved surgical
performance, surgeons required less time to complete the eye-hand coordination task than using the
incorrect size, and ergonomics by reducing the contact pressure on the surgeon’s palm during the
transfer task.
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Abstract: Background: The efficiency and safety of primary open-angle glaucoma with high-frequency
deep sclerotomy (HFDS) combined with cataract surgery has to be investigated. Methods: Right after
cataract surgery, HFDS was performed ab interno in 205 consecutive patients with open angle
glaucoma. HFDS was performed with a custom-made high-frequency disSection 19 G probe
(abee tip 0.3 × 1 mm, Oertli Switzerland). The bipolar current with a frequency of 500 kHz is
applied. The nasal sclera was penetrated repetitively six times through the trabecular meshwork
and consecutively through Schlemm’s canal. Every time, a pocket of 0.3 mm high and 0.6 mm width
was created. Results: Mean preoperative intraocular pressure (IOP) was 24.5 ± 2.1 mmHg (range
21 to 48 mmHg). After 48 months, the follow up average IOP was 15.0 ± 1.7 mmHg (range 10 to
20 mmHg). Postoperative IOP has been significantly reduced compared to preoperative IOP for
all studied cases (p < 0.001). After 48 months, the target IOP less than 21 mmHg reached in 84.9%.
No serious complications were observed during the surgical procedure itself and in the postoperative
period. Conclusions: HFDS is a minimally invasive procedure. It is a safe and efficacious surgical
technique for lowering IOP combined with cataract surgery.

Keywords: glaucoma; ab interno; minimally invasive glaucoma surgery; cataract surgery;
high-frequency deep sclerotomy; intraocular pressure

1. Introduction

It is well known that glaucoma comes first in cases of irreversible vision loss and is the second
leading cause of blindness worldwide [1]. Nowadays in developed countries, less than 50% of people
are unaware of their diagnosis, mainly because of the asymptomatic nature of chronic glaucoma [2].

Trabeculectomy remains the gold standard for glaucoma surgery despite high rates of
complications [3–5]. Choroidal effusions, hypotony, shallow anterior chambers, and hyphema are
known as early postoperative complications [6–8]. Late complications are often bleb-related, including
leakage, blebitis, and endophthalmitis. These complications are more common if antimetabolites like
5-Fluorouracil and Mitomycin C are used [9].

Appl. Sci. 2020, 10, 218; doi:10.3390/app10010218 www.mdpi.com/journal/applsci
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Outflow resistance is caused primarily by the juxtacanilicular trabecular meshwork and, especially,
by the inner wall of the Schlemm’s canal. This fact is used for the concept of the trabecular meshwork
bypass [10]. It is presumed that 35% of the outflow resistance arises in the inner wall of the Schlemm’s
canal [11].

In addition to the procedures already mentioned, we focus in this work on an enhanced Schlemms
canal (SC), which can be addressed both internally and externally. According to the current classification,
the ab interno methods include trabectome, iStent, Hydrus, the results presented in this work,
and high-frequency deep sclerotomy (HFDS) [12]. The trabectome was introduced in 2004 and has an
electroablation of an arc of trabecular meshwork where direct access to the collector channels is given.
The intraocular pressure (IOP) reduction of up to 40% is stated in the literature for this ab interno
method [13,14]. Another approach for a micro-invasive glaucoma surgery (MIGS) from interno is the
iStent. With this device, the aqueous humor is drained directly into the Schlemm’s canal, thus avoiding
the resistance of the trabecular meshwork [15]. Another representative of the ab interno procedure
of the Schemm’s canal microstent is the so-called hydrus. It is an 8 mm long crescent-shaped open
structure that the bend and sludge canal adapts. It is introduced into the Schlemm’s canal by a clear
corneal incision [16]. The HFDS is an internally operative glaucoma method that was introduced in
1999. Initially, this surgical procedure was known as sclerothalamotomy ab interno (STT ab interno),
and its name was only changed to HFDS in 2012. The aim of the new nomenclature was to describe the
procedure more precisely. Regarding the procedure, there were no differences between STT ab interno
and HFDS [17–20].

The aim of all MIGS is that, in addition to being effective, they can be carried out simply, quickly
and inexpensively with the longest possible effect. The aim of this study is to show the clinical 4-year
investigations of this trans-trabecular surgery using the Schlemm’s canal as an outflow pathway
combined with cataract surgery.

2. Materials and Methods

In this single center study from December 2012 till December 2016, 223 patients with insuffiently
controlled primary open-angle glaucoma under maximal tolerated topical therapy without history of
prior ocular surgery with significant cataract were included. Exlcusion criteria were monophthalmia,
angle closure with or without glaucoma, missing willingness to attend follow-up examinations with
randomization or any psychiatric disorder, and any condition that affects the optical system (severe
alteration of cornea, anterior chamber, or retina). During the observation period of 48 months,
18 patients did not finish the follow up due to several reasons, so finally 205 patients were included
in the study. HFDS was performed combined with cataract surgery, with cataract surgery first
being performed. Both procedures were always performed by the same surgeon. A complete
ophthalmological examination was carried out in each patient prior to surgery. Further ophthalmologic
follow-up examinations were carried out postoperatively on days 1, 2, and 3, after 1 and 4 weeks,
and then every 3 months until 48 months. Gonioscopy with a three-mirror goniolens was performed
after 4 weeks to check the persistence of the sclerotomy. Tobramycin/dexamethasone and pilocarpin
2% eye drops were applied 3 times daily for 1 month. The tenets of the Declaration for Helsinki were
followed in this study. The cantonal ethics committee of Aargau approved the study. According to the
ethics committee, patient consent is not required for this retrospective study.

High-Frequency Diathermic Probe

The high-frequency diathermic probe (abee® Glaucoma Tip, Oertli Instrumente AG, Berneck,
Switzerland) consists of an inner and outer coaxial electrode. Both electrodes are isolated, while the
inner one is made by platinum.

The dimensions of platinum probe tips are 1 mm in length, 0.3 mm high, and 0.6 mm wide.
The platinum probe tip is bent posteriorly at an angle of 150◦. The probe external diameter is 0.9 mm.
Electrical current is modulated at MF (~500 kHz) frequency. The temperature of approximately 130 ◦C
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at the tip of the probe is generated by alternating current, while target tissue temperature ranges
from 90◦ to 100◦. The tissue is heated by radio frequency-induced intracellular oscillation of ionized
molecules, which leads to elevation of intracellular temperature. The very high temperatures cause
breakdown of tissue molecules. Inhomogeneous electric field with high voltage and selective current
flow conduct to electric arcs (Figure 1).

Figure 1. Inhomogeneous electric field, high voltage, and electric arc.

Bearing in mind that the vaporization or cutting process is the best accomplished with relatively low
voltage, the coagulation is performed by arcing modulated high-voltage current to tissue. The electric
arcs create cell bursts through the evaporation of cell content. By modulating the voltage, it is possible
to cut and at the same time make locale coagulation. There is a galvanic separation between the power
source and the surgery hand piece (Figure 2).

Figure 2. High-frequency (HF) generator.

First, the electrodes are placed away from the tissue, and then the gap between two electrodes is
ionized. Due to ionization process, an electric arc discharge develops. In this approach, tissue burning
is more superficial because the current is spread over the tissue area more than over the tip of electrode.
The experimental set-up provides high-frequency power dissipation in the vicinity of the tip. This was
demonstrated in the histological analysis by showing that there is more of a cutting effect in the
tissue than coagulation, because there is no tissue nor cell denaturation in the cutting channel and
surrounding tissue (Figure 3).
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Figure 3. Histological analysis of a high-frequency deep sclerotomy (HFDS) cut (HE staining,
human eye).

Two clear corneal incisions were used: one of 1.2-mm temporale or temporo-superior for
introducing the abee tip and the other nasal with 0.8-mm created for cataract surgery. In the study,
miochol (Acetylcholine chlorid 20 mg) was given intracamerally for the miosis. Anterior chamber was
filled with a cohesive ophthalmic viscosurgical device (OVD). The standard high-frequency probe
(Figure 4) as described above is consecutively inserted through the temporal paracentesis using a four
mirror gonioscopic lens, until the probe is properly placed opposite nasally to the iridocorneal structure.

 

Figure 4. Abee® (HFDS) tip.

Then, six pockets were created consecutively in a row with approximately one tip length space
between them. Recently, a new diathermic probe design was developed and used for all patients in
the study. For all patients, six pockets were done. With the new abee tip design, three accesses to the
anterior chamber are possible, i.e., temporal, superotemporal, or superonasal. The pockets can thus
be placed nasally, nasally inferior, or nasally temporal. Consequent retreatments can be done easily.
The external diameter is 0.9 mm. Oertli devices were used for the study, i.e., the Pharos and Catarhex 3,
with the same setting.
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The electric specifications of the probe remained unchanged. Pockets were created with the probe
1 mm through the trabecular meshwork, into Schlemm canal. The target was the insertion of a pocket
of 1 mm into the sclera. The target deep sclerotomy pocket is approximatively 0.3 mm thick and
0.6 mm wide, resulting in a resorption surface area of 3.6 mm2 (Figure 5a).

  
(a) (b) 

Figure 5. (a) OCT image of the anterior chamber: Overview after HFDS procedure with a newly
created pocket in the chamber angle (Visante OCT, Zeiss, Oberkochen, Germany). (b) OCT image of
the anterior chamber of a normal angle anterior before HFDS surgery.

For comparison, it is shown a normal anterior chamber and angle anterior (Figure 5b).
The tip’s dimensions and ab interno approach make it compatible with the stipulations of

minimally invasive glaucoma surgery.
Statistical analysis: statistical calculation was done with SPSS Program Version 22. Two-tailed

student t-test was used for statistical evaluation of parametric data. Significance was set at a p value of
<0.05.

3. Results

Mean age of patients with open-angle glaucoma was 76.8 ± 11.1 years (range: 35–88 years).
103 patients (50.2%) were female, and 102 patients (49.8%) male. One eye of each patient was included.
During the whole period of 48 months, no repeat-surgery was needed in any included patient.

Mean preoperative IOP in the study population of 205 patients was 24.5 ± 4.3 mmHg (range
18 to 48 mmHg). Decimalised Snellen visual acuity (VA) increased from 0.46 ± 0.27 preoperative
to 0.68 ± 0.27 postoperative. For all patients, the follow-up was 48 months. After 10 days, a slight
increase of IOP was detected but was not statistically significant. Mean IOP after 48 months was
15.0 ± 1.7 mmHg (range 10 to 20 mmHg). The IOP drop was statistically significant (p < 0.001) at all
measured postoperative intervals (Figure 6).

Figure 6. Intraocular pressure (IOP) follow-up of operated eyes during 48 months.
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At month 48 after surgery, 54.7% of patients had an IOP < 15 mmHg, 77% had an IOP < 18 mmHg,
and 84.9% had an IOP < 21 mmHg. Qualified success rate, defined as an IOP lower than 22 mmHg
with medication, was 100% for all patients at 48 months (Figure 7).

Figure 7. Qualified success rate after 48 months of follow-up.

The average preoperative administration of pressure-reducing number of antihypertensive eye
agents was 2.6 ± 1.0. Following surgery, this value was decreased to 0.47 ± 0.59 after 1 month,
0.40 ± 0.54 after 3 months, 0.28 ± 0.62 after 6 months, 0.31 ± 0.49 after 12 months, 0.38 ± 0.57 after
24 months, 0.42 ± 0.83 after 36 months, and 0.48 ± 0.97 after 48 months (Figure 8).

Figure 8. Progression of pressure-reducing eye agents pre-and postoperative during the 48 months,
showing a marked and sustained postoperative reduction in numbers of agents needed.

There were no significant visual field changes (Octopus 900, Haag Streit, Switzerland) from
baseline with a mean defect MD 7.06 ± 6.54 and loss of variance LV 26.4 ± 23.92. At 48 months,
these values were MD 8.43 ± 2.11 and LV 24.1 ± 24.92 (p = 0.22 for MD, p = 0.58 for LV).

The mean excavation preoperative was 0.63 ± 0.22 and after 48 months 0.65 ± 0.21, which is not
statistically significant (p = 0.36).
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Temporary IOP elevation higher than 21 mmHg was observed in 18 of 205 eyes (8.7%). Four eyes
(2%) showed transient fibrin formation. Fibrin was treated by topical dexamethasone and disappeared
one day later.

4. Discussion

The present study has shown sustained IOP—lowering effect over 48 months using Schlemm’s
canal as an outflow pathway with a novel MIGS procedure. Looking into the past, the only possibility
of glaucoma treatment was conservative medical management and more invasive glaucoma surgery.
The advance MIGS procedure was intended to fill the existing gap regarding treatment. Early studies [19]
have demonstrated its ability to lower IOP with minimal risk for mild to moderate glaucoma.

The HFDS ab interno method intends the creation of a direct channel between the anterior chamber
and the Schlemm canal. Persistence of the sclerotomy has been investigated with a three-mirror
goniolens 4 weeks after the procedures. The abee tip creates a deep sclerotomy with subsequent access
of aqueous outflow to the scleral layer. Both aspects may facilitate a bypass effect of aqueous outflow.
In an earlier study with deep sclerotomy ab interno, a significant IOP peak could be seen ten days
postoperatively [17]. As shown in our study, with introduction of postoperative pilocarpine 2% eye
drops application for the first 4 weeks, the high IOP peak amplitude could be avoided. This may have
also been the case because the procedures were done combined with cataract surgery.

In general, MIGS procedures share five important features: ab interno approach, potential minimal
trauma, ability to lower IOP, a high level of safety, and faster visual recovery. Hence, advantages
of HFDS ab interno method, compared with trabeculectomy and perforating and nonperforating
deep sclerectomy, seem to have a low rate of postoperative complications and a stable level of
reduced IOP. Hypotension, a frequent finding in trabeculectomy, which is less frequently found in
nonperforating deep sclerectomy, was not seen in the present population. The most frequent early
complications in trabeculectomy are hyphaema (24.6%), shallow anterior chamber (23.9%), hypotony
(24.3%), wound leak (17.8%), and choroidal detachment (14.1%). The most frequent late complications
are iris incarceration (5.1%) and encapsulated bleb (3.4%) [21]. After HFDS, a transient IOP elevation
was seen in 18 of 205 eyes (8.7%), on average occurring 10 days postoperatively. Four of 205 eyes (2%)
had transient fibrin formation. Therefore, compared with penetrating or nonpenetrating techniques,
HFDS seems to be a safe surgical technique [22–25].

An earlier study with deep sclerotomy ab interno had a complete success rate of 83% after
48 months [17,19] for open angle glaucoma. The present study shows that the success rate of 84.9%
was similar. The slight improvement could be due to the fact that the procedures was carried out
in combination with cataract surgery. It was particularly striking that the postoperative IOP range
was significantly lower in the combined procedure. This effect could be explained by the additional
reduction due to the cataract surgery, but also by the postoperative application of pilocarpine 2%
during the first 4 weeks. If the postoperative IOP profile is analyzed, after 24 months there is a loss of
the additional IOP-lowering effect from the cataract surgery will be apparent.

Advantages of HFDS include its comparative simplicity and short duration of the surgical
procedure itself. Additionally, unlike ab externo filtering techniques, the technique avoids stimulation
of episcleral and conjunctival tissues leading to fibroblast activation. Additionally, by comparing the
histological alterations of HFDS with trabectome, another MIGS procedure, it has been shown that
with trabectome tissue was damaged near the incision [26]. As trabectome was validated mainly
in the pediatric population associated with long-term IOP control, recently a dual-blade device was
developed for adult use but showing also smaller but still detectable damage to the tissue [27].

5. Conclusions

Although the number of six surgical pockets chosen was arbitrary, our results suggest that it may
be sufficient to provide good long-term IOP-lowering efficacy and safety. With the introduction of the
new abee-tip design, it is possible to perform surgical retreatment in the nasal and inferior quadrants
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of the trabecular meshwork. HFDS is a safe and minimally invasive method for glaucoma surgery
with good long-term results. More studies are needed to confirm our findings in different populations
and types of glaucoma.
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Abstract: A study to compare femto-presbyLASIK to standard myopia femto-LASIK refractive
surgical correction with a total of 45 candidates was performed. The goal was to identify a more
specific set of indications for presbyopia LASIK treatments. The results showed thoroughly good
uncorrected visual acuity for myopia (decimal: 1.01 ± 0.15) as well as for presbyLASIK (decimal:
0.78 ± 0.17) corrections. Astigmatism was comparable in both groups and did not change significantly
from preoperative (0.98D ± 0.53 SD) to postoperative (1.01D ± 0.50 SD). Our study results suggest,
that presbyLASIK treatment is as safe and effective as regular LASIK myopia correction and can
hence be recommended to treat presbyopia.

Keywords: supracor; myopia; presbyopia; presbyLASIK; refractive surgery; follow-up; clinical
results; lasik; excimer laser

1. Introduction

Laser Assisted In-Situ Keratomileusis (LASIK) has become the most prevalent refractive surgical
procedure for myopic and hyperopic corrections (about 1.2 million procedures a year in the US)—over
the last two decades. Patient satisfaction is generally found to be very high between 92 and
98 percent [1,2]. Modern excimer laser systems can restore 20/20 uncorrected visual acuity (UCVA)
in myopic eyes up to—10D and hyperopic up to +6D, feature tissue saving procedures [3], provide
patient-specific, wavefront and/or topography guided ablation patterns, and can treat astigmatism
with elliptically shaped patterns.

The concept of multifocal PresbyLASIK is a relatively new yet attractive surgical procedure for
the correction of presbyopia. It involves two steps: (1) the correction of the ametropic state for distance
vision, and (2) the multifocality addition for near vision. As most commonly reported in literature,
multifocality is usually implemented by combining a central corneal curvature addition for near vision
correction with a paracentral corneal curvature, adjusted to correct distance vision [4–9].

The downside of multifocal LASIK treatments is that they always represent a compromise between
distance—and near vision correction, as they create unwanted aberrations—especially spherical
aberrations in the central pupillary region. For this reason, modern PresbyLASIK treatment algorithms
are wavefront-guided to minimize unwanted aberrations. Compared to treating presbyopia with the
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well-established multifocal intra ocular lens (IOL) implantation, PresbyLASIK has the advantage of
being less invasive because the ocular globe does not need to be opened for treatment. However,
the planning of PresbyLASIK procedures is much more demanding and requires experience in the
interpretation of the preoperative corneal topography, wavefront analysis and the Zernike coefficients,
which all have significant impact on the surgery result. Hence, it is not enough to simply apply the
common LASIK indications to PresbyLASIK as well. Presumably, the lack of specific indications—along
with missing to consider refraction and wavefront analysis parameters, might well be the reason for
the not all encouraging LASIK presbyopia treatment results presented in literature [10,11].

In this study we present our PresbyLASIK results and compare them to a control group of regular
LASIK myopia correction cases. Further, we propose an updated set of more specific indications for
the PresbyLASIK treatment.

2. Materials and Methods

Our study population included two groups of eyes, 40 eyes of 20 study patients (female: 14, male:
6, age: 30 ± 9 years) were treated with regular myopic LASIK correction, and 50 eyes of 25 study
patients (female: 14, male: 11, age: 52 ± 3.8 years) were treated for presbyopia with the PresbyLASIK
Supracor treatment (B&L Technolas, Munich, Germany). All surgery procedures were performed by
an experienced surgeon (BP) at the Eye Clinic ORASIS between January 2014 and February 2015.

The LDV femtosecond laser (Ziemer Ophthalmology, Port, Switzerland) was used to make the
LASIK flaps, whereby the hinge was superior in all cases. The flap diameter depended on the corneal
curvature and was between 8.5 and 9.0 mm. The Munnerlyn formula [12] along with the B&L-Technolas
proprietary transition zone algorithm was used to calculate the ablation patterns for the regular myopia
corrections. In a two-step approach a 2.0 mm laser spot diameter was first used to apply the basic
correction, followed by the fine-tuning step with a 1.0 mm laser spot. An eye tracker system was active
during all interventions. The cyclorotation is automatically compensated which is especially important
for cases where astigmatism correction was included. Whenever the angle kappa was smaller or equal
6◦ the laser spot was placed in the pupil center, otherwise it was placed at the point of the arithmetic
mean between the pupil center and the Purkinje reflex. After the laser correction, the flap was carefully
placed back onto the stromal bed, making sure no visible wrinkles are left.

The same approach as for the myopia ablation patterns is also employed to calculate the Supracor
PresbyLASIK ablation patterns, however, the target refraction is chosen such that the dominant eye
was at 0.0D and the follow-eye was at −0.5D. The goal of a first application phase is to obtain a perfect
mono-focal correction, and only in the second phase the central cornea is steepened by the multifocal
curvature addition in the 3.0 to 6.0 mm zone. Considering that such an ablation could potentially
induced spherical aberration, the Supracor procedure was performed wavefront-guided for all cases.

Corneal shape was assessed one week before and then 3 months after the LASIK treatment,
with the Galilei G4 tomographer (Ziemer Ophthalmic Systems, Port, Switzerland). Thereby, each
individual measurement was repeated three times in a row. So, only one measurement with the median
astigmatism cylinder value is selected for further data evaluation.

The statistical methods used in this study were straightforward calculations of average and
standard deviation, as described in any textbook of statistics. Excel software package (Microsoft,
Redmond, WA, USA) was used to import and process data, as well as, to obtain the functional
dependence of the selected parameters and their visualization. Two-tailed Student t-test was used for
calculating the parametric datas and for the nonparametric test the Wilcoxon signed rank test was
used. The level of significance was set at p < 0.05.

3. Results

All study data were carefully analyzed and are presented in the following. Manifest refraction
of the whole study population was sph: −1.99D ± 3.48 (SD), cyl: −0.80D ± 0.79 (SD) before, and sph:
−0.03D ± 0.27 (SD), cyl: −0.18D ± 0.32 (SD) after the surgery. While the myopia group had a manifest
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refraction of sph: −3.53D ± 2.48 (SD), cyl: −0.93D ± 0.84 (SD) before, and sph: +0.05D ± 0.19 (SD),
cyl: −0.09D ± 0.27 (SD) after the surgery, the presbyopia group had a manifest refraction of sph:
−1.02D ± 3.78 (SD), cyl:−0.72D ± 0.75 (SD) before, and sph: −0.09D ± 0.31 (SD), cyl: −0.24D ± 0.34 (SD)
after the surgery.

3.1. Uncorrected Visual Acuity

Uncorrected visual acuity (UCVA) was assessed before (decimal scale: 0.31 ± 0.24) and after the
treatment (decimal scale: 0.88 ± 0.20) for the whole study population. In the myopia group UCVA
was 0.19 ± 0.16 preoperatively, and 1.01 ± 0.15 postoperatively. In the presbyopia group UCVA was
0.38 ± 0.25 preoperatively, and 0.78 ± 0.17 postoperatively. A statistically significant improvement was
observed in both groups (p < 0.0001). In 4 eyes (4.3%, two in myopia and two in presbyopia group),
UCVA remained unchanged, and for two eyes (2.2%, all in the presbyopia group) UCVA was slightly
worse than before the treatment. For all other eyes (93.5%), UCVA improved (see Table 1). The failure
to achieve the target refraction and UCVA could be corrected with a re-treatment.

Table 1. Uncorrected visual acuity after regular myopia and Supracor presbyopia treatment.

Average Minimum Maximum

Decimal Metric Decimal Metric Decimal Metric

All eyes 0.88± 0.20 5.3/6 0.32 1.9/6 1.25 7.5/6
Myopia 1.01± 0.16 6.1/6 0.63 3.8/6 1.25 7.5/6

Supracor 0.78± 0.17 4.7/6 0.32 1.9/6 1.00 6/6

While the multifocal presbyopia treatments showed a small trend (R2 = 0.01) towards greater
corrections having a lower postoperative UCVA, this trend could not be observed (R2 = 1 × 10−5) for
the myopic corrections (see Figure 1).

3.2. Residual Stromal Bed and Percentage Tissue Altered

The average residual stromal bed thickness for all cases was 385 μm ± 49 (SD), with a minimum of
285 μm, and a maximum of 510 μm. The recently published and already widely accepted new criterion
for LASIK safety, the percentage tissue altered (PTA) value [13] was 32.0% ± 3.0 (SD), with a minimum
of 22% and a maximum of 47%.
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Figure 1. Trend analysis for presbyopia treatments (b) showed a mild correlation (R2 = 0.01 with slope
0.005) that greater dioptric corrections resulted in lower uncorrected visual acuity (UCVA). No such
correlation (R2 = 1E-05 with slope < 0.001) between dioptric correction and resulting UCVA could be
observed in the myopia (a) results, though.

3.3. Astigmatism Change

Corneal astigmatism, assessed with the Galilei G4, showed very little difference (p > 0.6), between
preoperative (0.98D ± 0.53 SD) and postoperative measurements (1.01D ± 0.50 SD) over the whole
study population. Likewise, the myopia group had preoperative astigmatism of 1.17D ± 0.63 (SD),
which changed to postoperative astigmatism of 0.78D ± 0.74 (SD) p > 0.02. The presbyopia group
had preoperative astigmatism of 1.02D ± 0.42 (SD), which changed to postoperative astigmatism of
0.96D ± 0.58 (SD) p > 0.02. Also, Figure 2 shows double-angle polar plots of pre-, and post-operative
astigmatism measurements for both groups, myopia and presbyopia, and suggests only small changes
in astigmatism from pre—to postoperative measurements. However, the Alpins method [14] vector
analysis (including the astigmatism orientation) showed that astigmatism changed significantly,
by 0.78D ± 0.74 (SD) for myopia and by 0.96D ± 0.58 (SD) for presbyopia, respectively. The intended
astigmatic change (planned astigmatic LASIK ablations) was 0.94D ± 0.84 (SD) for myopia group and
0.65D ± 0.41 (SD) for presbyopia group.
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Figure 2. Double-angle polar plots comparing (a) pre- to (b) postoperative astigmatism. Myopia results
are shown as circles and presbyopia results are shown as solid squares. No obvious differences between
myopia and presbyopia correction were visible.



Appl. Sci. 2020, 10, 873

3.4. Corneal Curvature Change

The planned shape change of the anterior corneal surface was compared to the measured corneal
surface average corneal curvature–AvgK (postoperative Galilei minus preoperative Galilei). In an
ideally case, in Figure 3, all data points would lie on a diagonal line (y = 1.0x + 0.0, with an R2 = 1.0).
The top plot (b) in Figure 3 shows that the above graph (b) in Figure 3 shows that the presbyopia
corrections showed a better match between the planned and achieved spherical correction (y = 0.67x
− 0.09, R2 = 0.93) compared to the myopia correction (see graph (a) in Figure 3) (y = 0.45x − 1.22,
R2 = 0.47).
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Figure 3. Comparing planned to achieved shape change of anterior corneal surface. Presbyopia
treatments (b) showed a better match (R2 = 0.93 and slope 0.67) than (a) myopia (R2 = 0.45 and
slope 0.47).

4. Discussion

In this study, femto-LASIK refractive surgical treatments were performed in two groups of study
populations. While one of the groups received a standard myopia treatment, the second group was
treated with a specific multifocal presbyLASIK algorithm to treat presbyopia. Study data, such as
uncorrected visual acuity (UCVA), were carefully analyzed and presented as study results.
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In almost all the cases (>93%), UCVA was improved after the surgery, with respect to the baseline
assessment before the treatment. Thereby, the standard femto-LASIK myopia treatment showed
slightly better results than the presbyLASIK treatment, where outcome UCVA was lower. This most
likely arises from the fact that the subjective tolerance to eye surgical treatments including multifocal
optics is greater than in monofocal treatments. Even a small deviation of 0.5D from the target value
can be disturbing for the patient. Accordingly, there was a small but significant trend in recent results,
where higher correction of presbyLASIK lead to lower postoperative UCVA. No similar trend was
observed in the standard myopia treatment cases, where even high corrections of up to −10.5D had
perfect vision with UCVA result of decimal 1.0.

The completely positive UCVA outcome was achieved, although the results suggest that
astigmatism was drastically undertreated. Even though the laser was programmed with astigmatism
correcting ablation patterns for all cases with treatable preoperative astigmatism, significant
postoperative corneal astigmatism was observed in the topography measurements of both study
groups. This observation is not supported by estimates of apparent refraction, where the cylinder of
astigmatism decreased from −0.80D ± 0.79 (SD) to −0.18 D ± 0.33 (SD) (p < 0.00001). Thus, it could be
assumed that the topography measurements were not accurate enough, but we did not have additional
data to examine this in more details.

After surgical treatment, the mechanical strength of the cornea depends only on the residual
stroma. It is well known that when the residual stroma is too thin to handle IOP, both its anterior
and posterior surface will bulge forward as in ectasia. Nowadays, residual stroma thickness (RST)
is accepted to be at least 250 μm. Conventionally, thickness less than 480 is considered abnormal,
while some surgeons consider preoperative corneal thickness less than 500 μm unsuitable for LASIK.
While planning the treatments, 250 μm of the RST was suggested as it accounts for 50% of 500 μm,
which is the minimum corneal thickness recommended for LASIK. Also, high percentage of tissue
altered (PTA) is the most common cause of ectasia after LASIK in patients with normal preoperative
corneal topography. According to Santiago et al. [13], high values of PTA, especially higher than 40% is
important factor in the development post-Lasik ectasia with normal preoperative corneal topography.
For that reasonPTA should be taken as one of the screening parameter for refractive surgery candidates.
In addition to this criterion, we have aimed at a postoperative thickness of 300 μm residual cornea
stroma or more for all cases to allow re-treatment if necessary. None of the eyes in this study developed
postoperative ectasia.

The observation, that postoperative central corneal curvature was steeper than planned comes
from the fact that the algorithm used for the multifocality add-on causes a central steepening within
the 3.0 mm zone. This is because the central zone is intended to be used for near vision. The 3.0 to
6.0 mm zone is adjusted to correct intermediate and distance vision. Both eyes thereby are treated the
same way, except that the non-dominant eye is targeted at −0.5D from plano.

The results in this study suggest that the used procedure for presbyLASIK improves vision of
presbyopia patients. Hence, we propose to include subjects for the presbyopia treatment older than
48 years, with a mesopic pupil of 3.5–6.5 mm diameter, and with a postoperative Kmean between
35.0D and 47.0D. The central near vision add-ons should be chosen >2.0D. We further suggest that
cases where eye surgery was previously performed should not be included, especially cases where
corneal refractive surgery was performed. Also, those cases with irregular corneal morphology, lens
opacification, natural preoperative multifocality in the cornea, or a central corneal thickness CCT <
500 μm microns should not be included.
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Abstract: The opportunity to know the status of a soft tissue (ST) in situ can be very useful for
microsurgery or early diagnosis. Since normal and diseased tissues have different mechanical
characteristics, many systems have been developed to carry out such measurements locally. Among
them, MEMS tweezers are very relevant for their efficiency and relative simplicity compared to
the other systems. In this paper a novel piezoelectric MEMS tweezer for soft materials analysis
and characterization is presented. A theoretical approach has developed in order to carry out the
values of the stiffness, the equivalent Young’s modulus, and the viscous damping coefficients of the
analyzed samples. The method has been validated by using both Finite Element Analysis and data
from the literature.

Keywords: MEMS; tweezer; piezoelectric; soft tissue; microsurgery

1. Introduction

Early diagnosis is crucial to prevent disease progressions [1]. The correlation between the
mechanical characteristics of a soft tissue and its status has been highlighted by several studies
in many cell types like cancer cells, epithelial cells and laminopathies associated with diseases of
the nuclear membrane [2]. In cancer cells, for example, the malignant transformation influences the
mechanical properties by disruption and/or reorganization of cytoskeleton [3]. The stiffness, the elastic
modulus, and the dynamic viscosity are among the most commonly used mechanical quantities to
evaluate the state of a soft tissue. However the possibility to identify a diseased soft tissue in situ,
at the microscale, can increase significantly the possibility of the cure.

Different techniques are used to perform such measurements as micropipette aspiration [4],
magnetic bead twisting [5], atomic force microscopy [6], optical tweezers [7] or mechanical tweezers [8].
In recent years, researchers focused on the developing of micro-electro-mechanical systems (MEMS)
tweezers because of their efficiency and relative simplicity with respect to other systems [9].
New gripping tweezers have been built taking cue from the kinematics of articulated mechanisms [10]
as the property of parallelograms [11–15]. More complex motion, with an increasing of the number of
degrees of freedom, can be obtained adopting the concept of lumped compliance. In fact, concentrated
flexibility has been used in flexure hinges in several investigations [16–20]. In order to improve the
displacement accuracy and to lower the stress levels in the flexible elements a new conjugate surfaces
flexure hinge (CSFH) flexure has been proposed [21–25] and optimized [26,27]. The system has shown
promising results in terms of of versatility and applicability to different types of tissue [28]. Thanks to
their high level of miniaturization, MEMS-Technology based tweezers can be employed also in minimal
invasive [29–31] or gastrointestinal surgery [32], and more generally speaking, in endoluminal surgery,
for example, in TEM [33–35].

The actuation of the tweezer can be obtained by different systems, such as linear electrostatic
actuators [36,37], rotatory electrostatic actuators [38,39] or electrothermal actuation [40–46]. However
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the advent of smart materials in the last decades has greatly increased the possibilities of development
of new smart structures [47–49] with the ability, not possible for the traditional systems, to adapt to
external conditions variations. Because of their speed of response, low power consumption and high
operating bandwidth the piezoelectric materials are, among the smart materials, the most promising
ones for active vibration control [50–53] and MEMS applications [54]. However the research in the
latter field mainly focuses on the energy harvesting [55–58] or MEMS tweezers for manipulating
micro-objects and microassembly [59–61].

This paper presents the design of a novel piezoMEMS tweezer for the analysis and characterization
of soft materials. Each jaw can be built as a sandwich composite beam and activated by an electric field.

The tweezer is supposed to be force controlled because the piezoelectric materials produce a stress
proportional to the applied electrical field. Furthermore, a sensor is supposed to be integrated into
the structure for displacement control. This gives rise to improve the analysis of the cell properties.
In fact, the displacement-controlled actuator is able to identify the beginning of a rupture during
straining or softening, while a force-controlled system maintains a constant force regardless of the
required displacement [62]. The action of the piezoelectric material has been modeled by the Pin Force
Model [63].

By applying symmetric electric fields to the composite jaws, they will bend in opposite directions
allowing the gripping of the soft tissue.

A new mathematical model to measure the stiffness, the equivalent Young’s modulus, and the
viscous damping coefficient of the soft tissue has been developed. The model has been tested on three
different soft test specimens and the results were in good agreement with those obtained by COMSOL
finite elements code.

2. The Adopted Piezo-Mems Microgripper

The purpose of this paper is to develop a theoretical model of a piezo-MEMS microgripper, which
can be used to characterize a grasped sample tissue. Therefore, the actual fabrication process of this
instrument will not be herein considered. However, for the sake of completeness, a selection of possible
materials and technological processes is briefly recalled.

In the last decades, several actuation methods have been proposed to induce motion in MEMS
devices such as electrostatic, thermal and piezoelectric. The electrostatic devices are widely adopted
but the piezoelectric MEMS’s offer some attractive advantages: lower power consumption, broader
bandwidth and approximately ten times lower voltages to obtain the same given displacement [64].
Furthermore the piezoelectric materials can be manufactured using the same MEMS conventional
technologies and for this reason these materials have been preferred to develop piezo-MEMS devices
in the last decades. Typical applications include vibration energy harvesters [65,66], resonators [67],
capacitors [68], micro sensors/actuators [69,70], micromachined ultrasonic transducer [71], gyroscopic
sensors [72], microlens [73,74], 1D and 2D micro-scanners [75,76].

The piezoelectric materials can be gathered into two groups: ferroelectric (lead zirconate titanate,
PZT compounds) and non-ferroelectric (ZnO and AlN). The piezoelectric characteristics (piezoelectric
coefficient, Q factor, dielectric constant, etc.) rely on the crystalline structure. In fact ZnO and AlN
thin-films show wurtzite structure that entails lower piezoelectricity if compared to PZT materials
(perovskite structure). Nevertheless ZnO and AlN exhibit large mechanical stiffness, high Q factor and
do not require a polarization process so they can be attractive for sensors applications. PZT thin-films
provide high piezoelectric properties, lower cost and stability against temperature but require a poling
process before using the piezo-MEMS device [77]. The electric field poling direction depends on the
functional configuration of the piezo-MEMS.

Usually the piezoelectric MEMS actuators/sensors are based on cantilever structures and the
number of active layers identifies their working configuration:

• unimorph (one piezoelectric layer coupled with an inactive structural layer) or
• bimorph (a structural layer sandwiched by two active layers).
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When a PZT bimorph bending beam and the transverse piezoelectric effect (d31) are considered,
the PZT layers must be poled in opposite directions in order to maximize the bending action. Then the
electrodes of the PZT layers in contact with the structural layer share the same electric potential,
whereas the outer electrodes share the same opposite sign potential (see Section 3). The design and
fabrication process of piezo-MEMS devices have been extensively explored for the above mentioned
unimorph and bimorph cantilever configurations using the aforementioned materials:

• AlN [67,68,71];
• ZnO [70]; and
• PZT [66,69,75,78].

Various technologies can be applied to deposit piezoelectric thin-films such as

• pulsed laser deposition (PLD);
• chemical vapour deposition (CVD);
• screen printing;
• sol-gel and
• radio frequency sputtering.

Usually the sol-gel and sputtering methods are the preferred ones both for research and
commercial production because they allow the piezoelectric thin-film to be homogeneously deposited
on large Si wafers [79]. The beam structural layer can be metal-based or silicon-based and the etching
processes could be accomplished relying on conventional techniques (RIE, D-RIE, ECR).

A schematic view of the target piezo-MEMS tweezer is qualitatively depicted in Figure 1.
The system can be obtained by using a multilayer wafer that can be built by using the above mentioned
techniques. At the end of the process, the whole microsystem is composed of two bimorph beams
(a)-(b)-(c) (see Figure 1). The two bimorph beams are supported by the handle layer (d). The specific
steps of the process (deposition, etching, exposure, etc.) will depend on the peculiar materials and
technology selected for the construction. In the case under study, the system is conceived in such a way
that the mask geometry could be quite elementary for any etching step.

Figure 1. A schematic view of the microsystem: outer layers with a same voltage V0 (a); structural
material for the beams (b); internal layers with voltage Vi (c) and structural layer for the handle (d).

Another possible layout is represented in Figure 2, where two new layers (e) have been added
with respect to the previous example of fabrication. Layers (a), (b), (c), and (d) have the same function
as described for the previous layout. The second design is better for the operational aspects because
a clamping tooth has been added for each jaw. However, these two teeth are more difficult to obtain
during the process because they require at least two more deposition layers (e) and also a more complex
series of intermediate etching-deposition steps that depend on the selected materials.
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Figure 2. An alternative layout for the microgripper: outer layers with a same voltage V0 (a); structural
material for the beams (b); internal layers with voltage Vi (c) and structural layer for the handle (d).

3. Modeling Piezoelectric Actions on the Microbeams

Concerning the piezoelectric actions, many studies [63,80–82] have confirmed that, under certain
assumptions (piezoelectric plates are perfectly bonded to the structure, the ratio between their thickness
and the thickness of the beam is very low and their inertia and mass negligible with respect to those
of the beam) the stresses applied to the beam can be considered as they were concentrated at the
piezoelectric plate ends. Moreover, if the electric field to the upper plate is opposite in sign to the one
applied to the lower plate, such action is equivalent to a flexural moment (see Figure 3) applied to the
end of the beam of magnitude equal to:

Ma(t) =
ψ

6 + ψ
EacTaTbΛ(t) (1)

with ⎧⎪⎨
⎪⎩

Λ(t) = d31
Ta

V(t)

ψ = EbTb
EaTa

(2)

Figure 3. Piezoelectric action (PIN force model).

By activating the piezoelectric plates pairs on the two jaws-beams of the tweezer in opposite
manner the two moments Ma will have opposite sign and the beams will bend in opposite direction
allowing the gripper to grasp the soft tissue, as depicted in Figure 4.
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Figure 4. PiezoMEMS grip of the soft tissue.

3.1. Static Model

The value of the stiffness KST and of the equivalent Young’s modulus EST can be established
by a static test with a constant voltage V0 applied to the piezoelectric plates: V(t) = V0. In this case,
the bending of the beams will cause the compression of the soft tissue and consequently a reaction
force FST will be applied from the soft tissue to the beams, through the clamp teeth (see Figure 5).

Figure 5. Scheme for the calculation of the tip displacement.

Considering that the Euler Bernoulli model is appropriate for the present case because of the high
length-to-thickness aspect ratio of the beams, the tip deflection:

wL =
MaL2

2Eb Ib
− FST L3

3Eb Ib
, (3)

is due to a combination of the loads FST and Ma. Therefore, the first load
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FST =
3Eb Ib

L3

(MaL2

2Eb Ib
− wL

)
(4)

can be obtained by measuring wL.
Due to the high value of the axial stiffness of the clamp teeth, the deflection wL can be considered

equal to the axial displacement of the soft tissue (see Figure 5) so that the axial strain

εST =
2wL
LST

(5)

is calculated.
Under the assumption of linear elastic behavior for the soft tissue (ST), the relationship between

the normal stress σST applied to the cross section of the soft tissue and εST can be written as:

σST =
FST
SST

= EST
2wL
LST

(6)

from which the equivalent Young’s modulus

EST =
FST LST
2SSTwL

(7)

is evaluated. Moreover, the stiffness

KST =
2ESTSST

LST
(8)

is calculated given the dimensions of the ST sample.

3.2. Dynamics Model

To determine the value of the viscous damping CST , a dynamic test has been conceived by
applying a variable harmonic excitation voltage V(t) = V0sin(ωt).

By referring to δLint, δLin, δLa and δLST as the virtual works of internal, inertial, actuator and ST
forces, respectively, and to δLinm as the virtual work of the inertial forces of the clamp teeth, the virtual
work principle can be written as:

δLint = δLin + δLa + δLinm + δLST (9)

where (the quantities over signed by a tilde are virtual quantities):

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

δLint = Eb Ib
∫ L

0
∂2w
∂x2

∂2∼w
∂x2 dx

δLin = −ρS
∫ L

0
∂2w
∂t2

∼
w dx

δLa = Ma
∂
∼
w

∂x

∣∣∣
x=L

δLinm = −m ∂2wL
∂t2

∼
wL

δLST = FST
∼

wL

(10)

with (see Figure 6):

FST = KSTwL + CST
.

wL (11)
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Figure 6. Scheme for the calculation of the stiffness and viscous damping of the soft tissue.

The viscous damping coefficient CST can be identified by measuring the amplitude |wL| in
correspondence of the i-th vibration mode of the structure that has been excited by means of the
piezoelectric elements, where the flexural modes of the beams are obtained as

ϕ(x) = B1 sin(λx) + B2 cos(λx) + B3 sinh(λx) + B4 cosh(λx) (12)

with ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϕ(0) = 0

∂ϕ(x)
∂x

∣∣∣
x=0

= 0

∂2 ϕ(x)
∂x2

∣∣∣
x=L

= 0

EI ∂3 ϕ(x)
∂x3

∣∣∣
x=L

= KST ϕ(L)− ω2mϕ(L)

(13)

By substituting Equation (12) in (13), a system of four equations in four unknowns (B1, B2, B3, B4)
is obtained. The eigenfrequencies are obtained setting to zero the determinant of the matrix coefficient
(with ω2 = λ4 EI

ρS ) and then the eigenmodes can be calculated.
The i-th flexural mode can be excited by applying a potential function

V(t) = V0 sin(ωit) (14)

where ϕi(x) and ωi are the i-th flexural mode and its related frequency, respectively. In these conditions
the displacement w(x, t) and the virtual displacement w̃(x, t) can be written as:

⎧⎪⎨
⎪⎩

w(x, t) = Ai(t)ϕi(x)

∼
w (x, t) = ϕi(x)

(15)

By substituting Equations (15) and (10) in (9), the following equation is obtained:

Eb Ib Ai(t)
∫ L

0

∂2 ϕi(x)
∂x2

2

dx = −ρS
..

Ai (t)
∫ L

0
ϕi(x)2dx − m

..
Ai(t) ϕi(L)2+

+ Ma
∂ϕi(x)

∂x

∣∣∣
x=L

− KST Ai(t)ϕi(L)2 − CST
.

Ai(t) ϕi(L)2

(16)
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assuming (see Equation (1)):

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

M = ρS
∫ L

0 ϕi(x)2dx + mϕi(L)2

C = CST ϕi(L)2

K = Eb Ib
∫ L

0
∂2 ϕi(x)

∂x2

2
dx + KST ϕi(L)2

Q = ψ
6+ψ EacTbd31

∂ϕi(x)
∂x

∣∣∣
x=L

V0

(17)

and therefore Equation (16) becomes:

MÄi(t) + C
.
Ai (t) + KAi(t) = Q sin(ωit) (18)

By neglecting the transient part (see Equation (15.1)), the amplitude of the free end displacement is:

∣∣∣wL

∣∣∣ = Ai f ϕi(L) (19)

where
Ai f =

Q
Cωi

. (20)

Finally, the damping coefficient of the soft tissue

CST =
Q∣∣∣wL

∣∣∣ωi ϕi(L)
(21)

can be found from Equation (17.2).

4. Results and Discussion

To validate the proposed model, numerical simulations have been done. The dimensions and the
material characteristics are summarized in Table 1:

Table 1. Beams, piezoelectric plates and end masses specifications; lengths are expressed in μm.

Material Length Thickness Width Young’s mod. [GPa] Density [kg/m3]

Beams Silicon 750 2 80 170 2329
Piezoel. pl. AlN 750 2 ∗ 10−2 80 350 3300

Clamp teeth Silicon 36 7.5 80 170 2329

In this work, the FEM results have been chosen as the reference values. Three typical soft tissues
(liver, muscle and uterus) of known characteristics [83], have been considered. The value of the beam
tip displacement, obtained by the FEM simulations, has been included in the mathematical model
to calculate the equivalent Young’s modulus and the viscous damping coefficient. The ST sample
stiffness can be calculated by means of Equation (8). The values of the Young’s modulus and the
viscous coefficients reported in the literature have been compared with the ones calculated by the new
method. Because of the symmetry of the structure with respect to its mid-plane (see Figure 7) only the
upper part has been considered in the simulations.

In Table 2 the results of the static simulations, obtained by the above described procedure, have
been reported. It is possible to observe that the model results are in good agreement with the real
values with a percentage error less than 6% in all the cases.
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Figure 7. Scheme used for the simulations.

Table 2. Comparison between the actual Young’s modules and those obtained by the model; Emm is
the Young’s modulus obtained by the mathematical model.

E [kPa] Emm [kPa] Err %

Liver 10 9.47 5.3%
Muscle 20 19.43 2.8%
Uterus 30 29.64 1.2 %

To obtain the viscous damping coefficient, dynamics simulations are necessary. As described above,
the chosen strategy consists in exciting, by the piezoelectric plates, the i-th mode of the structure, in order to
obtain the amplitude of the free end displacement |wL| and then in including this in the model.

A comparison between the eigenfrequencies obtained by the COMSOL FEM code and the
proposed model is reported in Table 3.

Table 3. Comparison between the eigenfrequencies obtained by the COMSOL FEM code and the
proposed model.

Liver

FEM Model Err%

f1[Hz] 15, 523.50 15,856.40 2.14%
f2[Hz] 30,701.40 29,487.60 3.95%
f3[Hz] 82,116.70 75,668.50 7.85%
f4[Hz] 162,877.10 151,620.00 6.91%

Muscle

FEM Model Err%

f1[Hz] 18, 768.20 18,686.20 0.44%
f2[Hz] 35,437.60 34,681.70 2.13%
f3[Hz] 82,674.80 76,297.90 7.71%
f4[Hz] 162,995.20 151,781 6.88%

Uterus

FEM Model Err%

f1[Hz] 20, 066.80 19,721.70 1.72%
f2[Hz] 40, 190.2 39,660.70 1.32%
f3[Hz] 83,255.70 77,038.00 7.47%
f4[Hz] 163,118.00 151,949.00 6.85%

In the FEM simulations the first mode has been chosen to excite the structure with the values of
the electrical potential reported in Table 4.
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Table 4. Electrical potential used for the simulations.

V0[V ]

Liver 8
Muscle 5
Uterus 5

By neglecting the initial transient part, the axial displacements for the various soft tissues have
been reported in Figure 8.

Figure 8. Axial displacement for the various soft tissues.

Finally, the comparison between the actual viscous damping coefficients and those obtained by
the model results have been highlighted in Table 5.

Table 5. Comparison between the effective viscous damping and those obtained by the model.

C[Ns/m] Cmm[Ns/m] Err%

Liver 3.07 ∗ 10−5 2.94 ∗ 10−5 4.2%
Muscle 5.09 ∗ 10−5 4.98 ∗ 10−5 2.2%
Uterus 7.14 ∗ 10−5 7.26 ∗ 10−5 1.7%

A good agreement between the relative coefficients is also observed with a percentage error
always less than 5%.

5. Conclusions

In this paper a novel piezo MEMS tweezer for soft materials characterization has been proposed.
The tweezer mechanical structure is compatible with the known fabrication processes. A new mathematical
model to calculate the stiffness, the equivalent Young’s modulus and the viscous damping coefficient of
the soft tissues is suggested. The method has been tested by comparing its results with Finite Element
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Analysis based on experimental data from the literature. The two sets of data are in good agreement with
a difference less than 6% in all the considered cases.
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Abbreviations

The following abbreviations are used in this manuscript:

C damping coefficient
CST damping coefficient of the soft tissue
d31 piezoelectric coefficient
Ea Young’s modulus of the piezoelectric material
Eb Young’s modulus of the beam
EST equivalent Young’s modulus of the soft tissue
FST force applied from the soft tissue to the tweezers
Ib inertia moment of the beam
K stiffness coefficient
KST stiffness coefficient of the soft tissue
L beam length
m mass applied at the end of the tweezer
Ma piezoelectric bending moment
M mass coefficient
SST cross-sectional area of the soft tissue
ST soft tissue
Ta piezoelectric thickness
Tb beam thickness
V electric potential applied to the piezoelectric plates
w transverse displacement
wL transverse displacement of the free end
w̃ virtual transverse displacement
φi(x) i-th flexural mode of the beam
ρ mass density of the beam
ωi natural frequency of the i-th flexural mode
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Abstract: Micro Electro Mechanical Systems (MEMS)-Technology based micro mechanisms usually
operate within a protected or encapsulated space and, before that, they are fabricated and analyzed
within one Scanning Electron Microscope (SEM) vacuum specimen chamber. However, a surgical
scenario is much more aggressive and requires several higher abilities in the microsystem, such as
the capability of operating within a liquid or wet environment, accuracy, reliability and sophisticated
packaging. Unfortunately, testing and characterizing MEMS experimentally without fundamental
support of a SEM is rather challenging. This paper shows that in spite of large difficulties due to
well-known physical limits, the optical microscope is still able to play an important role in MEMS
characterization at room conditions. This outcome is supported by the statistical analysis of two
series of measurements, obtained by a light trinocular microscope and a profilometer, respectively.

Keywords: microactuators; microgrippers; MEMS; displacement measurement; comb-drives;
microscopy; profilometer; characterization; minimally invasive surgery

1. Introduction

The recent developments of the microsystems have been so promising that nowadays they offer a
great potential to many applications which require a high grade of miniaturization. Nevertheless, using
microsurgery to heal diseases with a minimal invasive approach is still an ambitious challenge because
of severe requirements (accuracy, precision, reliability, reduced consumption, limited costs, small size,
high performance repeatability, short response time, efficiency in wet or liquid environments). One way
of coping with this challenge consists in modifying the common Micro Electro Mechanical Systems
(MEMS) to increase their degrees of freedom (usually unitary) and dexterity, for example, providing
them with several revolute pairs. These microsystems need to be tested in a significant environment,
starting from room environment (in air), but this is not so obvious as it could appear at first sight.
In fact, these systems need to be analyzed by means of SEM, which implies putting the mechanisms
within a vacuum chamber, rather than a particular environment. Therefore, significant operational tests
must be performed by other means of observations, such as microscopy or interferometric profilometry.
However, the latter instruments have less resolution than a SEM and their use can be critical to inspect
the smallest parts of a microsystem.

Appl. Sci. 2019, 9, 1901; doi:10.3390/app9091901 www.mdpi.com/journal/applsci
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This paper shows that microscopy observation can still be very effective in MEMS operational
tests under environmental conditions. An effort has been made to assess microscopy observation of
MEMS by comparing this means with a higher class, but also a more expensive and difficult-to-use
instrument, namely, a profilometer. The statistical treatment of the results of two experimental
campaigns (optical microscope and profilometer) shows that the characterization and image acquisition
capability of the optical microscope is comparable to that of the profilometer, while the optical
microscope maintains a larger degree of freedom in setting the operational parameters.

Given the interdisciplinary nature of the present investigation, it is helpful to give a glimpse to
the different types of involved competences. It is particularly important to review some previous
contributions concerning the operational conditions that would be required to a micro-electro-
mechanical system in surgery.

A first survey of MEMS for surgical applications [1] showed how MEMS technology may improve
the functionality of existing surgical devices and also add new capabilities that give rise to new
treatments. For example, MEMS can improve surgical outcomes, with lower risk, by providing the
surgeon with real-time feedback on the operation. From the mechanical and operational point of view,
microgrippers for different applications have been extensively proposed in literature [2,3].

There are many other different applications where MEMS can play a significant role. For a
representative example, MEMS-Technology based micro-accelerometers [4] are able to measure the
heart wall motion of patients who have undergone coronary artery bypass graft surgery (CABG).
Furthermore, there are many other applications where MEMS could be conveniently used to improve
success in surgery, such as in laparoscopic sleeve gastrectomy (LSG) with cruroplasty [5], in surgical
treatment of gastrointestinal stromal tumors of the duodenum [6] in colovesical fistula surgery with
minimally invasive approach [7], in Endoluminal loco-regional resection by Transanal Endoscopic
Microsurgery (TEM) [8–10], and in Low Rectal Anterior Resection (LAR) [11].

These kinds of applications require very specific actions during the different stages of design,
fabrication and packaging, because their correct working is depending on many physical parameters,
such as temperature, humidity of the environment, presence of water or other liquids, chemical
reactions and pressure. For example, the influence of temperature and humidity on the adsorbed water
layer on micro scale monocrystalline silicon (Si) films has been investigated in air, using an Si-MEMS
kHz-frequency resonator [12]. Water proof or water insensitive three-axis MEMS based accelerometers
have been presented [13] for encouraging their operation in laboratory scale experiments. The theory
of water electrolysis in a closed electrochemical cell has been described [14] to develop a new
actuation principle for MEMS. A special apparatus has been employed to study the adhesive friction
due to water in the nanometer range, where the water layer thickness greatly affects friction and
adhesion [15]. Heat transfer characteristics of isolated bubble of water were investigated by local wall
temperature measurement using a novel MEMS based sensor [16]. MEMS-OR-PAM (optical-resolution
photoacoustic microscopy) has also been proved [17] to be a powerful tool for studying highly dynamic
and time-sensitive biological phenomena.

Although MEMS still have not developed their potential for surgery applications, there are
many more examples of their use in biomedical instruments [18–20]. The mechanical characteristics
of cells provide information on their functionality and their state of health, while their geometry can
be linked to genetic alterations and apoptosis; the importance of these analyses could help in the
collection of phenotypic information or for the diagnosis of pathological disorders [21]. For example, a
study[22] was conducted about the viscoelasticity of L929 cells, to investigate their cellular structure,
notoriously linked to important physiological functions. In addition, applications of microspectroscopic
techniques [23] have been conducted to characterize the viscoelastic properties of living cells. The study
of the mechanical properties of cells, also concerns the muscle cells: for example the mechanical
response, in terms of strength and displacement, of some smooth muscle cells subjected to elongation
has been studied [24] with the aim of better understanding the links between their functionalities
and their structure. A study [25] on skeletal muscle cells described how the relationship between
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the stiffness and the force exerted by some actin filaments can indicate the physiological state of the
actin cytoskeleton. Moreover, the mechanical properties of tissue-engineered vascular constructs
have been studied by monitoring pressure and diameter variations of vascular constructs submitted
to hydrostatic loading [26]. A silicon microgripper has also been proposed [27] to characterize the
mechanical stiffness of biological tissues, with the wider prospective of developing a professional
inspecting instrument for laboratory measurements or surgical operations.

More recently, new emerging MEMS-Technology based instruments for biomedical and surgical
applications have been developed. In fact, based on a new concept hinge [28,29], a class of different
microgrippers, equipped with rotary comb-drives, has been developed [30–33], also in significant
environments [34], and fabricated [35,36]. Thanks to their size, these instruments are expected to be
employed in surgery and diagnostics. This class of microsystem is the focus of the present investigation.

2. Experimental Characterization of MEMS-Technology Based Instruments in
Operational Environments

In spite of MEMS’ great potential for biomedical applications, only a few studies [37] focus on
their characterization in an operational environment.

In fact, SEM observation is often a necessity to characterize MEMS, but this means it could be
detrimental for the assessment of tests under real operational conditions, basically because tests are
performed in vacuum conditions.

Considering the extensively spread biomedical applications, it is also worth mentioning the Optical
Coherence Tomography (OCT), which is an optical imaging technique used primarily to investigate
the internal microstructure of biological tissues, in ophthalmology and in dentistry [38]. The main
advantage of OCT compared to other traditional systems is that this method offers the possibility of
a non-invasive in vivo visualization of the tissue with high-resolution three-dimensional images [39].
Despite the axial resolution of some OCT systems (such as Ultrahigh-resolution OCT) [40] that can
reach a few micrometers [41], the lateral resolution is affected by the diffraction limits due to the spot
size in the focal plane of the probe beam. In fact, the lateral resolution often presents values between
10 and 20 μm [42,43]. Indeed, the above mentioned values of lateral resolution, together with higher
costs, make OCTs less attractive than the light microscopy for the characterization of microgrippers in
operational conditions.

Considering the above mentioned characteristics for SEM and OCT, traditional light microscopy is
quite competitive since it allows test stands to be less expensive in a widespread range of test conditions.

In this investigation a performance characterization of some comb-driven microgrippers in
operative condition has been carried out.

The characterization of MEMS-Technology based microgrippers has been recently approached
by using a profilometer [44], while the present work will show that a more simple commercial light
microscope is still capable to satisfy the same activity with no detriment of measurement significance.
Since optical microscopy is widely used in laboratories, it is believed that this paper might have
some impact on the future characterizations of microsystems in air, wet or liquid environments.
The importance of micromanipulation of mobile micro-particle suspended in liquid well has been
recently underlined and a visual-servo automatic micromanipulating system has been presented [45].

Since the intrinsic resolution of optical microscopy is generally rather worse than SEM or
profilometer imaging, its real aptitude and efficacy in examining micro-objects remains something that
must be validated. Therefore, the present paper will endorse microscopy observation to characterize
a microsystem in environmental conditions, by comparing the results obtained by means of both
optical microscope and profilometer image analysis techniques. This is justified since the optical
devices are the most suitable for carrying out measurements on microsystems without contact and in
operative conditions.

In this work, the above mentioned characterization involved the measurements of the angular
displacements of a rotary comb-drive embedded into an independently developed microgripper, when
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a voltage is applied to the device. This is obtained by an in-house Image Analysis Software (IAS)
implemented by the authors. The analysis of the measurement results has been achieved by means of
uncertainty models for the evaluation of the corresponding error sources. For this purpose, the two
image acquisition systems and the corresponding measurement chains will be described, together
with the analysis of the relative sources of uncertainty. Finally, the measurements carried out with the
Optical Profilometer System (OPS) and Light Trinocular Microscope (LTM) systems will be analyzed
to check whether the two groups of results could be considered comparable and consistent within the
interval of experimental uncertainties.

3. Materials and Methods

The evolution of MEMS gave rise to different kinds of microsystems that have been based on
MEMS Technology. However, despite the relevant elements mentioned above, one cannot help but
notice that, in the international technical-scientific panorama, guidelines, protocols and regulations
regarding the characterization of these devices are still lacking, both under the metrological and
the mechanical point of view. The present investigation is part of a larger project dedicated to the
development of new concept microgrippers for surgical applications and it attempts to partially fill this
gap and to validate the optical image analysis as a proper means of characterization of the developed
microsystems under operative conditions.

The peculiar object of this investigation is a rotary comb-drive depicted in Figure 1. This component
consists in an electrostatic actuator that provides motion to the microgripper illustrated in Figure 1a.
The rotary comb-drive is composed of a pair of sets of fingers, as shown in the more detailed Figure 1b.
The mobile series of fingers rotates as a function of the applied voltage and the determination of the
voltage-rotation curve is greatly important for the operational aspects. Two measurement chains have
been set up to measure such voltage-rotation function. The first is composed by a Fogale Zoomsurf 3D
Optical Profiling System (OPS, Table 1), while the second is composed of a NB50TS Eurotek Light
Trinocular Microscope (LTM, Table 2).

For the sake of the present investigation it is convenient to underline that the two sets of images
from the two devices have been both processed using the same in-house built software in order to
properly discriminate which one, between OPS and LTM, is the most suitable system to characterize
the microgripper devices.

(a) (b)

Figure 1. Image of a microgripper prototype obtained from optical microscope (a) and a detail of the
rotary comb-drive (b).
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Table 1. Optical Profilometer System (OPS) experimental setup: specifications of the comb-drive
actuated silicon microgripper (Device Under Test, DUT) and of the testing stand.

Device Characteristics

DUT Material
Silicon type P, dopant Boron, orientation <100>, electrical
resistivity 0.005–0.030 Ohm·cm

DUT Geometry
module dimensions 2000μm ×1500μm, device thickness 40 μm,
insulated layer thickness 3 μm, handle thickness 400 μm

Power Supply
Keithley 236, Range settable to 1.1/11/110/1100 V with
respectively 0.1/1/10/100 mV resolution, accuracy 0.06 V
(Range ±110.00 V)

Micropositioner
n.1 MP25L, n.1 MP25R, range X/Y/Z 10/10/10 mm with
5 μm resolution

Probes (supply) PA-C-1M with tungsten needles

DUT Stage
The wafer containing the DUT is placed on the profilometer
working surface and fixed by an adhesive tape

3D Optical Profilometer
Fogale Zoomsurf 3D optical profiling system, field of view from
7.2 mm × 5.4 mm to 80 nm × 60 nm, maximum lateral
resolution 0.6 μm

Digital Image 768 × 580 pixels, 8 bit, 0.6 px/μm

Image Processing Software In-house software developed in MATLAB (2017a, MathWorks)

Notebook pc Intel core i7-2670, 6 Gb RAM, Nvidia GeForce GT 520 MX

Table 2. Light Trinocular Microscope (LTM) experimental setup (DUT, micropositioner, probes and PC
as in Table 1).

Device Characteristics

Power Supply
HP E3631A, DC Output: 0 to +25 V, 0 to −25 V, Resolution
1.5 mV, Accuracy 0.04 V at F.S.

DUT Stage
Instrumented support with micrometric screws for angular and
linear movement of the sample, in the 3 orthogonal directions in
space (x, y, z)

Light microscope
Eurotek NB50TS NB SOTS, Zoom range 0.8× . . . 5× (8× . . . 50×),
LED illumination Transmitted-Reflected, B2-1525 additional
objective 2×

Digital Image 1920 × 1080 pixels, 24 bit, 1.359 px/μm

Digital camera
MD6iS, 6MP, pixel dimension, 2.8 μm × 2.8 μm, maximum
resolution 3264 × 1840 px

Image Processing Software
In-house software developed in MATLAB environment
(2017a, MathWorks)

3.1. OPS and LTM Experimental Setups

The Device Under Test (DUT) consists of a microgripper prototype made up of pseudo-rigid
beams and flexure hinges. Any jaw of the microgripper is actuated by a capacitive rotary comb-drive
that provides a torque when a voltage is applied to the electrodes.

During the first experimental campaign, performed with the Optical Profiling System, a variable
voltage source has been used to supply the DUT and to evaluate the angular displacements of its comb
drive. In this investigation, a power supply Keithley 236 SMU with 0.06 V output voltage accuracy
(Range ±110.00 V) has been used (Figure 2).
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Figure 2. The two micropositioners with probe arms and tungsten needles (a) and (b), used in both the
experimental setups; a voltage is applied to the comb-drive (c) of the DUT, in order to supply the device.

Two micropositioners with 5 μm resolution have been used, each one being equipped with
tungsten needles, in order to apply the voltage to the DUT electrodes, Figure 3, and a set of digital
images have been acquired using a Fogale Zoomsurf 3D OPS. The digital image resolution of
0.6 pixel/μm is provided by the Profilometer embedded software.

Figure 3. The two micropositioners with probe arms and tungsten needles.

During the image acquisition campaign performed by means of the LTM system the same
microgripper sample has been analyzed. The power supply device is a HP E3631A, with 0.04 V output
voltage accuracy (Range 0 to +25 V). An electric protection circuit, equipped with a fuse, has also been
connected in series, between the power supply and the DUT, to cautiously prevent the passage of a
current exceeding 200 mA, which could compromise the device. Two micropositioners have been used
(Figure 3) and the microgripper angular displacements have been measured by means of acquired
images and collected by a NB50TS Eurotek trinocular microscope system. The optical resolution is
limited by the diffraction of the visible light and it is about 0.45–0.6 μm, as in conventional light
microscopes [46]; in this study, the worst case of 0.6 μm has been considered. The pixel resolution has
been provided by means of calibration procedure; by means of Matlab software, a length of 1000 μm
on an image of a micrometer slide was considered and 15 tests were performed. By means of this
procedure, the pixel density of 1.359 ± 0.007 pixel/μm was calculated. Furthermore, the sampling
constraints (Nyquist limit) and the density of the photo sites on the digital sensor also limit the whole
systems resolution. To achieve a higher level particle characterization (i.e., differentiation based upon
higher order measurements such as circularity), the size of the particle or the object under examination
must be greater than 4 μm [46]. In our case, in fact, it is possible to verify that it is impossible to resolve
the comb-drive finger gap, that is 3 μm. However, the distance between two fingers, that is 10 μm, is
clearly discriminated (see also Ref. [27]); for all these reasons, a overall resolution of about 4 μm for
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the LTM system is assumed. In Figure 4, the entire LTM setup is shown and some specifications of
its main components are reported in Table 2. Once the device has been positioned on the DUT stage,
it has been powered by means of two probes with tungsten needles. Through the micropositioners,
the tungsten needles are approached to the microgripper electrical connections.

Figure 4. Optical Microscope measurement setup. Microgripper prototype (a), Supply voltage with
protection circuit (b), micropositioners with two embedded probe arms and tungsten needles (c),
Optical Microscope (d), embedded camera for images acquisition (e), a monitor for displaying and
monitoring the device movement in operating conditions (f ), instrumented support with micrometric
screws (g), pneumatic suspension table (h).

Considering the OPS measurement chain, a set of images has been acquired, each one corresponding
to a specific voltage setting: to calculate the angular displacement of the comb-drive, the first acquired
image referred to 0 V, has been compared with the others (i.e., 2 V, 4 V, . . . , 28 V); Figure 5a illustrates
an example of an image that has been processed by the in-house built software. Considering the LTM
measurement chain, the same steps have been carried out. However, in order to calculate the angular
displacements, the first acquired image (0 V) has been compared with the other images referred to voltages
up to 24 volts (i.e., 2 V, 4 V, . . . , 24 V) instead of 28 V (as in the previous case); Figure 5b shows an example
of image that has been processed by the in-house software. Considering the OPS, a set of 12 images has
been acquired at each voltage, for a total of 180 images; considering the LTM image acquisition system,
a set of 16 images has been acquired at each voltage, for a total of 208 images.

(a) (b)

Figure 5. Two examples of images of the Microgripper comb-drive, acquired by optical profilometer (a),
and optical microscope (b); both images (a,b) are referred to 0 V.
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The OPS experimental investigation was made before the LTM campaign. Therefore, the testing
voltages used in the second campaign have been influenced by the need of not imposing values that
could damage the comb-drives, avoiding the pull-in effect. Such phenomenon occurred during the
OPS campaign when the applied voltage was greater than 25 V. Above this value the fingers were
unstable; in fact, they were used to get in contact quite often, inducing a short circuit.

Despite that the LTM system has a higher digital resolution of the acquired images, its Signal-to-
Noise Ratio (SNR) is lower than the OPS SNR. This characteristic can be related to multiple factors,
such as environmental noise, light source (i.e., non-homogeneous light source), optical aberrations,
image A/D conversion and processing.

3.2. Image Analysis Software

A semi-automatic software has been implemented in Matlab according to the following steps.

1. At first, it is important to find the Instant Center of Rotation (ICR) of the DUT comb-drive.
Considering the image that corresponds to 0 V (both for OPS and for LTM systems), four point
are manually selected (a, a’, b, b’ and c, c’, d, d’) on the edges of the comb-drive and the ICR has
been found as the intersection of the two lines (Figure 6).

2. The second step regards the manual selection of a particular Region Of Interest (ROI) on the same
image considered previously. The identified ROI is characterized by a particular pixel pattern,
which is compared with subsequent images (that correspond to 2 V, 4 V, . . . , 28 V for OPS and
2 V, 4 V, . . . , 24 V for LTM) to identify where this pattern is located. This procedure is carried
out through a template-matching algorithm, which identifies for each image the coordinates of the
point corresponding to the center of gravity (COG) of the ROI. This point corresponds to one of the
three vertices of the triangle necessary to identify the angular aperture of the device comb-drive.
The comb-drive has a static part fixed to the structure of the MEMS device and a mobile part. The ROI
has been chosen on the mobile part of the microgripper comb-drive (Figure 7).

(a) (b)

Figure 6. Two images of the microgripper comb-drive acquired by optical profilometer (a) and
microscope (b), respectively.
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(a) (b)

Figure 7. Manual selection of a particular region of the image (ROI), to find its center of gravity (COG)
on OPS image (a) and on LTM image (b).

The first and second above described steps of the implemented software are the only ones in
which the manual selection of an operator is necessary to properly select points on the images and the
positions and dimensions of the ROI. The following ones have been automated.

3. As shown in Figure 8, the automatic part of the implemented software considers the coordinates
of the following three points on the images:

• The most distant point from the ICR on the fixed part of the comb-drive (a);
• The ICR of the comb-drive (b);
• The center of the ROI (c);

The first two points remain fixed for all the following images, under the hypothesis of no
deformation due to the movement of the comb-drive, while the only point, whose coordinates
change for each considered image, is the center of the ROI.

4. These three points determine a triangle, where the vertex ICR corresponds to the angular opening
α of the comb-drive. With reference to Figure 9, points a, b and c are considered to be the vertices
of an isosceles triangle, where

α = 2 arcsin
(

A
B

)
(1)

with A = ca
2 and B = cb. Using a template matching algorithm, a match is found between the

coordinates of the center of the selected ROI on the first image (i.e., that corresponds to 0 V supply)
and on all the subsequent images. Through this operation the in-house software detects the new
coordinates of the ROI center of gravity (ROIGC) for each subsequent image and therefore for
each applied voltage. The ROIGC changes its coordinates and, consequently, it changes also the
shape of the corresponding triangle and the angular aperture of the DUT comb-drive, depending
on the different voltage supply.

5. The angular displacement is obtained from the comb-drive angular aperture at each voltage value.
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(a) (b)

Figure 8. The determination of three points on the profilometer (a) and the microscope (b) images: the
most distant point from the ICR on the fixed part of the comb-drive, the ICR of the comb-drive and the
center of the ROI.

Figure 9. The triangle used by the software to evaluate the comb-drive angular displacement.

The above described software can be used with any type of image. For example, in this study two
sets of images have been considered, acquired by the optical profilometer and the light microscope,
respectively. The limit associated with this type of analysis is that the procedure provides a first
semi-automatic part, which must be carried out by the operator. This approach introduces some
sources of uncertainty, due to the variability in selecting the initial points for the determination of the
comb-drive ICR, as well as the variability in the selection of the size and position of the Region of
Interest, together with the uncertainty of the code itself. These sources of uncertainty will be considered
in the next section, where a model will be proposed for the analysis of the uncertainty of both the
entire measurement chains.

3.3. A Model for the Uncertainty Analysis of the Measurements

The purpose of this section is to estimate the overall uncertainty associated with the two
measurement systems and for this reason a model for measurement uncertainty analysis is proposed;
an analysis of the main uncertainty sources of the two measurement setups is carried out and the
calculation of the measurement uncertainty relative to the angular displacements of the comb-drive
device is performed, both for the profilometer and the light microscope.

For each value of the angular displacements, the mean x̄ and standard deviation of the mean Sx̄

have been obtained, based on a statistical analysis conducted on a number of observations N = 12 for
the profilometer and N = 16 for the light microscope, for each considered voltage. On the hypothesis
that the sample comes from a normal population, a Student’s t-distribution has been used. For the
calculation of the overall uncertainty of the measurement systems considered, it is necessary to combine
the type A and type B uncertainties [47], using the following expression:

δT =
√

δ2
A + δ2

B . (2)
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First, the main uncertainty sources for both measurement systems have been identified and
evaluated, as shown in Table 3, where for each source a probability density function PDF together
with the uncertainty type and mean m is determined.

Table 3. OPS and LTM measurement setup uncertainty sources.

Uncertainty Source
Probability Density

Function (PDF) (1) Type (2) m δ (OPS) δ (LTM) Unit

Power Supply: voltage accuracy N (m, σ) B 0.06 0.04 V

Optical System: maximal lateral
resolution due to diffraction U (m, σ) B 0 0.57 0.57 μm

Digital Image: digital conversion U (m, σ) B 0 3.14 1.43 μm

Image Processing Software:
uncertainty in point identification U (m, σ) A ±1.9 ±1.9 pixel

Uncertainty in ROI position
(template-matching (3))

±1.9 ±1.9 pixel

Uncertainty in ROI size
(template-matching (3))

±1.9 ±1.9 pixel

Uncertainty in the
template-matching algorithm

Monte Carlo
Simulation B 0.02 0.02 ◦

Notes: (1) N (μ, σ) is a Gaussian PDF with mean m and standard deviation σ; U (μ, σ) is a uniform PDF with
mean m and standard deviation σ; (2) Type A and type B uncertainty as in standard [47]; (3) the uncertainty
value δ for OPS and LTM is referred to 95% of confidence level.

3.3.1. Uncertainty Analysis for OPS Measurement Setup

Type A, namely δA, uncertainty are evaluated by statistical methods (statistical analysis of
a series of observations) and have been calculated from standard deviation of the experimental
measurements; Type B, δB, uncertainty are evaluated by means other than the statistical analysis of
series of observations. The main sources of type B uncertainty considered are:

• Power Supply uncertainty has been evaluated through the data sheet and a Gaussian distribution
has been assumed;

• OPS uncertainty has been evaluated considering its maximal lateral resolution, limited by
diffraction of the light; a uniform distribution with 0.6 μm semi-amplitude has been assumed;

• Digital image uncertainty has been evaluated considering the digital resolution of the
acquired images (0.6 px/μm). A uniform distribution with 2 pixels semi-amplitude has been
assumed [44,48,49];

3.3.2. Uncertainty Analysis for LTM Measurement Setup

In this case, δA still represents Type A uncertainty, whereas δB are the Type B uncertainty. The main
sources of type B uncertainty considered are:

• Power Supply uncertainty has been evaluated through the data sheet and a Gaussian distribution
has been assumed;

• LTM system uncertainty has been evaluated considering its maximal lateral resolution, limited by
diffraction of the light; a uniform distribution with 0.6 μm semi-amplitude has been assumed.

• Digital image uncertainty has been evaluated considering the digital resolution of the acquired
images (1.359 px/μm). A uniform distribution with 2 pixels semi-amplitude has been assumed.

• Uncertainty due to the plane planarity, the focusing plane variation, and the vibration of
the DUT have been considered negligible, thanks to optical table with pneumatic vibration
isolators that increase the stability of the device and reduce vibrations that could cause an
incorrect characterization.
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To evaluate the total uncertainty of the two measurement systems, according to Equation (2),
two contributions have been determined: the first is related to the uncertainty contribution evaluable
with a statistic analysis of the measurements dispersion obtained with the measurement system (δA),
while the other is due to the overall uncertainty from the main error sources related to the experimental
setup (δB). In order to evaluate the δB uncertainty, two main contributions have been determined:
the first is associated to the derivative of the function that expresses the angular displacement θ of the
comb-drive with respect to the applied voltage ∂θ

∂V , multiplied by the uncertainty due to the power
supply δV , while the other is related to the measurement of the comb-drive angle δαt [47]

δB = δα =

√(
∂θ

∂V
δV

)2
+ (δαt)

2 (3)

In particular, a second order polynomial function

ϑ = a · V2 + b · V + c , (4)

where a, b, and c are obtained experimentally, approximates the trend of the angular displacements.
The term δαt is composed by two terms, the first δαp is the angle measurement uncertainty due

to the OPS and LTM system, associated to the variability of the parameters related to the manual
measurement of the lengths Δxa, Δxb,Δya, and Δyb, carried out by the operator; while the other δαs , is the
angle measurement uncertainty due to the template-matching algorithm of image processing software.
This last contribution is evaluated [44] by means of a Monte Carlo Simulation (with 10,000 iterations)
implemented in MATLAB c©; δαs corresponds to ±0.02◦, at 95% confidence level.

δαt =

√(
δαp

α
· α

)2

+ (δαs)
2 (5)

The angle measurement uncertainty δαp has been measured by means of the triangular properties
as shown in Figure 10. For the measurement of values Δxa, Δxb, Δya and Δyb, 10 tests were carried out
for each of the segments and their mean value has been considered.

Figure 10. Angle measurement for the uncertainty evaluation related to the profilometer image, on the
left and microscope image, on the right.

The uncertainty related to the light microscope and profilometer error can be obtained as
approximated in [44]:

δαp

α
=

√(
δa
a

)2
+

(
δb
b

)2
, (6)
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where
a =

√
Δxa

2 + Δya
2

b =
√

Δxb
2 + Δyb

2
(7)

and

δa =

√(
∂a
∂x

δx
)2

+

(
∂a
∂y

δy
)2

=

√√√√( Δxa√
Δx2

a + Δy2
a

δx

)2

+

(
Δya√

Δx2
a + Δy2

a
δy

)2

δb =

√(
∂b
∂x

δx
)2

+

(
∂b
∂y

δy
)2

=

√√√√√
⎛
⎝ Δxb√

Δx2
b + Δy2

b

δx

⎞
⎠

2

+

⎛
⎝ Δyb√

Δx2
b + Δy2

b

δy

⎞
⎠

2 (8)

The quantities a and b in (7) depend on the image resolution and size. For this study, the lengths
of the comb-drive triangle in the profilometer image are considered for the maximum rotation (1.3◦),
i.e., Δxa = 25 pixel, Δya = 150 pixel, Δxb = 680 pixel, and Δyb = 150 pixel, therefore a = 152 pixel,
and b = 696 pixel. Instead, the lengths of the comb-drive triangle in the microscope image are
considered for the maximum rotation (0.93◦), i.e., Δxa = 130 pixel, Δya = 330 pixel, Δxb = 1550 pixel,
and Δyb = 450 pixel, therefore a = 355 pixel, and b = 1614 pixel.

4. A Comparison between the Two Measurement Systems

At first, a comparison between the results obtained from the uncertainty analysis for both image
acquisition systems has been carried out; from the results obtained through the analysis software it has
been possible to collect a series of measurements attributable to the comb-drive angular displacement
depending on the voltage supply. In particular, 12 measurements were obtained for each applied
voltage value, for the OPS, and 16 measurements for each applied voltage value, for the LTM system.
In a second stage, it has been necessary to verify whether the two sets of results are comparable,
within the interval of the experimental uncertainties.

To verify the initial hypothesis that, using two different measurement systems, the angular
displacement measurement of the comb-drive is the same, the approach described in Ref. [50] has
been followed. Considering the average values, the total uncertainties δT of OPS and LTM have
been obtained by using Equation (2) and then reported in the form of standard deviations in Table 4.
The available data are expressed in the form:

X̂ = X̄ ± δX (9)

Ŷ = Ȳ ± δY (10)

where X̄ and Ȳ are the mean values of X and Y (OPS and LTM measurements, respectively), while
X̂ and Ŷ represent the measured values according to the standard [47]. To evaluate whether the two
different measurements can be considered consistent or not, it is necessary to find the best estimate
for the difference ΔXY = X̂ − Ŷ and establish the highest and the lowest probable values of ΔXY.
The highest probable value for ΔXY is obtained if X̄ assumes its higher probable value, X̄ + δX , and at
the same time Ŷ assumes its lowest probable value, Ȳ − δY. In this way the highest probable value
for ΔXY is

pmax = (X̄ + δX)− (Ȳ − δY) = (X̄ − Ȳ) + (δX + δY) . (11)

Similarly, the lowest probable value for ΔXY is obtained if X̂ assumes its lowest probable value,
X̄ − δX , and at the same time Ŷ assumes its highest probable value, Ȳ + δY,

pmax = (X̄ − δX)− (Ȳ + δY) = (X̄ − Ȳ)− (δX + δY) . (12)
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Combining (11) and (12), the difference between the measured values is

ΔXY = (X̄ − Ȳ)± (δX + δY) . (13)

The evaluation of the difference
∣∣X̄ − Ȳ

∣∣ and the sum δX + δY is fundamental for the sake of
our investigation. In fact, if the difference

∣∣X̄ − Ȳ
∣∣ has the same order of magnitude as, or even less

than, the sum
∣∣X̄ − Ȳ

∣∣, then the two different systems, namely OPS and LTM, measure the angular
displacement of the comb-drive without significant difference.

5. Results

All the measurement data have been processed and interpolated to provide a curve fitting of the
motion of the comb-drive depending on the voltage supply; in Figure 11 the two curves related to the
two measurement setups are shown, while the detailed results are reported in Tables 4.

Table 4. Angular rotation, Total Uncertainty, expressed as standard deviation, and Total Relative
Uncertainty of comb-drive depending on the applied voltage.

Supply
Voltage (V)

Angular Displ.
Mean Value (◦)

(OPS)

Angular Displ.
Mean Value (◦)

(LTM)

Total
Uncertainty
(◦) (OPS)

Total
Uncertainty
(◦) (LTM)

Total Relative
Uncertainty
(%) (OPS)

Total Relative
Uncertainty
(%) (LTM)

2 0.005 0.011 0.010 0.019 206.5% 170.7%
4 0.003 0.023 0.013 0.023 460.1% 99.0%
6 0.065 0.060 0.011 0.023 16.7% 39.2%
8 0.110 0.108 0.015 0.028 13.8% 25.6%
10 0.160 0.168 0.010 0.025 6.5% 14.8%
12 0.227 0.237 0.011 0.028 4.8% 11.8%
14 0.319 0.321 0.011 0.025 3.5% 7.9%
16 0.427 0.414 0.017 0.030 4.0% 7.2%
18 0.543 0.533 0.013 0.034 2.3% 6.4%
20 0.696 0.642 0.016 0.024 2.2% 3.7%
22 0.810 0.787 0.017 0.019 2.1% 2.5%
24 0.952 0.926 0.021 0.030 2.2% 3.2%
26 1.122 0.023 2.0%
28 1.308 0.021 1.6%

For low values of the voltage, the observations reveal that the microgripper mobile parts face a
certain resistance while attempting to move, showing a certain instability. In fact, the torque-voltage
function presents an increasing rate of change. This phenomenon is one of the main source of a
high dispersion of the results at low values of voltage, while this problem does not occur for higher
values (>4 V).

In Table 5 the results of the comparison between the OPS and LTM systems are shown.
As already observed in Ref. [44], for the optical profilometer, even if we consider the image

acquisition system of the light microscope, it is possible to observe a concordant behavior with the
results reported in Refs. [35,37].

Second order polynomial regression curves have been determined by a least squares fitting
method to describe the outcome from the OPS and the LTM systems: the fitting capacity is confirmed
by the high value R2 coefficients [51], equal to 0.999 for both the OPS and LTM systems.

The Equations (3) and (4) have been used to calculate the type B uncertainty δB.
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Table 5. Applied voltage vs parameters differences.

Applied Voltage (V) X̄ ± δTX [◦] Ȳ ± δTY [
◦]

∣∣X̄V − ȲV
∣∣ [◦] δTX + δTY [

◦]
2 0.005 ± 0.010 0.011 ± 0.019 0.006 0.029
4 0.003 ± 0.013 0.023 ± 0.023 0.02 0.04
6 0.065 ± 0.011 0.060 ± 0.023 0.005 0.03
8 0.110 ± 0.015 0.108 ± 0.028 0.002 0.04

10 0.160 ± 0.010 0.168 ± 0.025 0.008 0.04
12 0.227 ± 0.011 0.237 ± 0.028 0.01 0.04
14 0.319 ± 0.011 0.321 ± 0.025 0.002 0.04
16 0.427 ± 0.017 0.414 ± 0.03 0.013 0.05
18 0.543 ± 0.013 0.533 ± 0.03 0.01 0.05
20 0.696 ± 0.016 0.642 ± 0.024 0.054 0.04
22 0.810 ± 0.017 0.787 ± 0.019 0.023 0.04
24 0.952 ± 0.021 0.926 ± 0.03 0.026 0.05

Table 4 shows that above 16 V the total relative uncertainty of the optical profilometer is less
than 4.0%, while for the microscope it is less than 7.2%. Since the same software for digital image
processing has been used, these results may be mainly related to the two different setups. The greatest
contribution in the calculation of uncertainty is given by the δαt uncertainty, composed by the angle

measurement uncertainty due to the OPS and LTM,
(

δαp
α · α

)
, and the angle measurement uncertainty

due to the template-matching algorithm of the image processing software δαs , that correspond to 0.02◦

both for OPS and LTM systems. As mentioned above, the OPS and the LTM generally have different
typical values of SNR and this fact is also affecting uncertainty in the two measurement systems.

(a) (b)

Figure 11. Relationship between angular displacement vs the applied voltage for the OPS (a) and the
LTM (b) systems.

A second evaluation of the two experimental setups has been conducted; indeed, it has been
necessary to evaluate whether the different results relative to the mean values of the angular
displacement of the comb drive for the two experimental setups are comparable or not, to properly
establish if the two measurement systems produce the same results, based on the verification that
the differences between the measured mean values are smaller or comparable with the sum of the
original uncertainties. Table 5 shows that, for each applied voltage value, there is no significant
difference between the results obtained by the two methods. It is therefore possible to conclude
that the measurements carried out with the OPS and LTM systems can be considered consistent,
within the interval of the experimental uncertainties. From the point of view of total relative uncertainty,
the results obtained with the profilometer appear to be better than those obtained with the microscope.
However, considering the high costs of a profilometer system (about two times higher than the light
microscope here used) and also the ease of use of a system such as the light microscope, the latter
appears to be the best trade-off system able to carry out performance characterization of a device like
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microgripper for biomedical application. Furthermore, despite both image acquisition systems being
able to characterize the microgripper in operating conditions, only the microscope permits a real-time
study; this last feature is certainly the most important because it allows LTM to characterize the device
in static and dynamic conditions.

6. Discussion

The first step of this investigation has been the mechanical characterization of a microgripper
prototype. The comb-drive angular displacement has been expressed as a function of the applied
voltage. Two different measurement systems, OPS and LTM, have been used. Both systems showed that
the two rotation-voltage curves follow the same quadratic trend. In order to perform the measurements,
a systematic approach has been developed based on in-house built software. This gave rise to a system
which has quite high repeatability and low-operator-dependence. Moreover, an analysis of the
uncertainties has been carried out, with the construction of a model that considers the main sources
of uncertainty present in the measuring setups. The evaluation of the accuracy of the considered
setups has shown that for voltages greater than 14 V, the total relative uncertainty of OPS is less than
4.0%, while for the LTM is less than 7.2%. A verification to check whether the two sets of results are
consistent, within the interval of the experimental uncertainties has been carried out.

The same in-house software has been used for image processing and therefore the differences
in the obtained results are due to the uncertainty of the two image acquisition systems. The main
considered contributions were:

• Type A uncertainty δA evaluated by means of a statistic analysis of the measurements results;
• the angle measurement uncertainty δαp due to the OPS and LTM systems;
• the angle measurement uncertainty δαs due to the template-matching algorithm of image

processing software and
• the power supply uncertainty δV .

Despite the obtained results showing that the OPS system has a total relative uncertainty lower
than those of the LTM system, the light microscope is still the image acquisition system that will best
suit the characterization of MEMS-Technology based microgrippers. In fact, profilometer or electronic
microscopy are not practical or even unfeasible for the characterization of these devices in working
or in real-time conditions. Therefore, the light microscope is the most promising image acquisition
system because it may perform a mechanical characterization, and because of its use in biomedical or
surgical real-time scenarios.

7. Conclusions

Nowadays there is a growing need of more accurate and precise devices, especially in
microsurgery or diagnostics. The developments of the manufacturing technology offer new tools,
such as microgrippers, suitable for a variety of biomedical applications, including minimally invasive
surgery. However, SEM observation is impossible in air, wet or liquid environments, while profilometer
or OCT measurements are often unpractical or more expensive in operational or real-time scenarios.
The aim of this paper is therefore encouraging the use of light microscopes in future investigations,
by validating, for the test case, light microscopy as the best trade-off among the characterization
accuracy and the need of a large operational range and real time response. The validation method has
been applied to a MEMS-technology based microgripper developed earlier by the research group.
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