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Abstract: The interactions of groundwater with surface waters such as streams, lakes, wetlands,
or oceans are relevant for a wide range of reasons—for example, drinking water resources may rely
on hydrologic fluxes between groundwater and surface water. However, nutrients and pollutants
can also be transported across the interface and experience transformation, enrichment, or retention
along the flow paths and cause impacts on the interconnected receptor systems. To maintain
drinking water resources and ecosystem health, a mechanistic understanding of the underlying
processes controlling the spatial patterns and temporal dynamics of groundwater-surface water
interactions is crucial. This Special Issue provides an overview of current research advances and
innovative approaches in the broad field of groundwater—surface water interactions. The 20 research
articles and 1 communication of this Special Issue cover a wide range of thematic scopes, scales,
and experimental and modelling methods across different disciplines (hydrology, aquatic ecology,
biogeochemistry, environmental pollution) collaborating in research on groundwater—surface water
interactions. The collection of research papers in this Special Issue also allows the identification
of current knowledge gaps and reveals the challenges in establishing standardized measurement,
observation, and assessment approaches. With regards to its relevance for environmental and water
management and protection, the impact of groundwater—surface water interactions is still not fully
understood and is often underestimated, which is not only due to a lack of awareness but also a
lack of knowledge and experience regarding appropriate measurement and analysis approaches.
This lack of knowledge exchange from research into management practice suggests that more efforts
are needed to disseminate scientific results and methods to practitioners and policy makers.

Keywords: aquifer—stream interface; hyporheic zone; benthic zone; lacustrine groundwater discharge;
submarine groundwater discharge; riparian corridors

1. Introduction

Recent years have seen a paradigm shift in understanding the importance of interactions between
groundwater and surface water bodies. While for a long time surface waters and aquifers had been
defined as discrete, separate entities, it is now understood that they are integral components of
a surface-subsurface continuum [1]. This has fostered more holistic perspectives on a variety of
ecosystem services at risk, such as the consideration of groundwater as a source of surface water
pollution and ecosystem degradation (eutrophication, organic micropollutants, etc.) and vice versa

Water 2020, 12, 296; d0i:10.3390/w12010296 1 www.mdpi.com/journal/water
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(i.e., surface water as groundwater pollutant). The protection of potable water resources requires clean
and safe water quality of both surface and subsurface waters.

This paradigm shift has triggered intense investigations of the water and mass transport processes
across aquatic—terrestrial interfaces. Nevertheless, there is still a lack of mechanistic understanding
and standardized methods to measure the processes involved. For example, it is well accepted that
the reactive interface between surface water and the subsurface is of great importance for the quality
and the quantity of exchange fluxes [2]. However, experimental and validated model-based evidence
of the magnitude of the involved processes as well as of the underlying controls are scarce. One of
the many reasons for this is that groundwater-surface water interactions integrate a large variety of
scientific disciplines. Researchers from hydrology, biogeochemistry, microbiology, biology, physics,
and chemistry work on the complex process interactions that require them to consider relevant aspects
from other scientific fields. Additionally, interactions between surface and subsurface water take
place in a range of different marine and freshwater systems, but the potential to transfer technologies
and approaches as well as resulting knowledge and process understanding to other fields is not
adequately exploited.

The aim of this Special Issue is to collectively present and integrate novel outcomes from
interdisciplinary research on groundwater-surface water interactions. The presented studies cover
a large variety of thematic areas, scales, and experimental and modelling-based methodologies and
approaches, and thus promote interdisciplinary discussion and reveal knowledge gaps and future
research needs.

2. Overview of the Special Issue Contributions

This Special Issue consists of 20 original research papers [3-23]. The majority of the
contributions [3,5,8-11,15-17,19-23] focus on the interactions between rivers or streams and
groundwater. Three studies [6,13,14] investigate the interactions between lakes and groundwater, while
two studies [4,18] deal with the exchange between groundwater and oceanic water. Two additional
contributions [7,12] show the relevance of groundwater exchange processes in wetlands. In the
following we provide an overview that integrates the knowledge gains and innovations of the
aforementioned studies and outlines the potential for knowledge and method exchange across study
system boundaries.

2.1. Groundwater—River Interactions

2.1.1. Catchment-scale Hydrological Studies

The increasing awareness of the relevance of groundwater—surface water interactions leads to
increased research into the quantification of water balances in systems with interacting river flow and
aquifer dynamics. In this Special Issue, several studies aim at investigating the hydrological interactions
between rivers and aquifers at a regional catchment scale. For example, Kelly et al. [8] used river gauges
to quantify the baseflow indicator (BFI) in order to evaluate the relevance of groundwater dynamics
and trends for an African river system. Vrzel et al. [19] applied different modelling approaches to
groundwater and stream gauge data to disentangle and quantify the influence of precipitation and
river water on an important aquifer system in Slovenia. Similarly, Parlov et al. [15] applied two- and
three-component mixing models on stable isotope data to quantify the contributions of precipitation
and surface water to aquifer recharge. Focusing on water fluxes crossing the interface in the other
direction, Steiness et al. [16] aimed at localizing and quantifying the contributions of groundwater to
stream flow. They therefore integrated a wide range of analysis methods (inter alia electrical resistivity
tomography, ground penetrating radar, slug tests and hydraulic head measurements in catchment and
riverbed, temperature measurements in the hyporheic zone, stable isotope measurements) in order to
derive a spatially highly resolved picture of flow paths (a) from the catchment to the river and (b) in
the hyporheic zone. Tang et al. [17] looked at the influence of groundwater as a significant proportion
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of stream discharge on temperature and chlorophyll-a dynamics. This study represents the only one in
this Special Issue conducted in a karstic environment.

2.1.2. Hyporheic Zone Studies

Exchange fluxes across sediment-water interfaces are frequently studied in detail with a specific
focus on the hyporheic zone (i.e., the zone of the stream-groundwater interface where groundwater
and stream water mix). Lewandowski et al. [22] discuss the valuable ecosystem services provided by
the hyporheic zone. Several studies focus on fluxes across the hyporheic zone by using temperature as
a tracer. For example, Mojarrad et al. [11] used the temperature difference between groundwater and
surface water to numerically model up- and downwelling areas in the hyporheic zone. Le Lay et al. [9]
and Gilmore et al. [5] applied fiber-optic distributed temperature sensing (fo-DTS) for pattern
identification as a prerequisite for optimized point measurements of groundwater exfiltration into
ariver. Le Lay et al. [10] used the diurnal atmospheric temperature signal propagating vertically
through the hyporheic zone with a characteristic attenuation and phase shift to calculate vertical flow
velocities. Yao et al. [23] used this approach to analyze the effects of a low-permeability sediment
lens and surface discharge velocity on hyporheic flow. For this, they applied an innovative artificial
rectangular sediment cuboid of a known heterogeneous sediment composition and placed it in a real
streambed environment. Gilmore et al. [5] combined their fo-DTS measurements with traditional
methods to calculate Darcy fluxes in order to minimize measurement efforts. Some of the research
presented here used modelling tools to derive and improve the understanding of hyporheic flow
mechanisms. For example, Broecker et al. [3] developed an innovative integral formulation for
the sediment-water interface as an alternative to coupled modeling approaches that are frequently
applied in groundwater-surface water modelling studies. Mojarrad et al. [11] used the empirical data
from their study site to model the effects of sediment permeability and river discharge dynamics on
hyporheic flow.

While most studies presented in this Special Issue focus on the investigation of exchange fluxes
across groundwater-surface water interfaces, there are a few that focus additionally on biogeochemical
processes at the interface. Ward et al. [20] used the resazurin-resorufin reactive tracer system to study
aerobic microbial transformation at sediment-water interfaces and found that the resazurin-to-resorufin
transformation rate was highest in youngest storage locations (i.e., that increasing residence times
do not necessarily increase the reaction potential of solutes). Wolke et al. [21] systematically studied
the impact of bed form movements on oxygen dynamics in the hyporheic zone. The advantage of
such flume studies is the ability to conduct analyses under well-controlled environmental parameters.
However, Wolke et al. [21] is the only study in this Special Issue using a lab flume for hyporheic research.

2.2. Groundwater—Lake Interactions

The discharge of groundwater to lakes is called lacustrine groundwater discharge (LGD) [24].
The opposite flow direction (i.e., the recharge of the aquifer) has often been studied in the context
of bank filtration as a method of drinking water production [25-27]. However, there are no studies
on this topic within the Special Issue. Han et al. [6] show that the direction of interactions between
aquifer and lake can change seasonally. They sampled precipitation, lake water, river water, and
groundwater for chloride concentrations and water-stable isotopes to delineate discharge and recharge
areas for the dry (cold) and the wet season in the complex hydrogeological environment of Lake
Hulun. Nisbeth et al. [13,14] found that geogenic P might be a much more important P source in
some instances than is generally assumed. Their study contributes to the still-overlooked problem of
LGD-induced lake eutrophication [24,28-30].

2.3. Groundwater—Ocean Interactions

Submarine groundwater discharge (SGD) is the discharge of groundwater to oceans and their
coastal areas [24]. Despite SGD having been studied much more intensively than LGD, there are still
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many knowledge gaps that need to be addressed, and there is still a need to develop appropriate
measurement methods for SGD. Tirado-Conde et al. [18] compare the results of traditional seepage
meter measurements with several analytical approaches of vertical sediment temperature profiles in
a lagoon in Denmark. Duque et al. [4] applied stable isotopes of water to delineate flow paths and
the origin of water in a coastal aquifer. This enabled them to draw valuable conclusions on nutrient
transport and their fate along the vector from freshwater to saline environments.

2.4. Interactions of Groundwater with Wetlands

Wetlands often rely on intense interactions with groundwater [31], highlighting that in order
to be successful and efficient, restoration efforts in groundwater-dependent terrestrial ecosystems
need to consider these interactions. Two studies in this Special Issue provide valuable support for
decision making in wetland management. Neff et al. [12] conceptually modelled the influence of
depressional wetlands on groundwater flow at the landscape scale and found strong effects such
as increased groundwater discharge and the generation of flow divides. From their results they
developed an extensive guide for practitioners on how to determine the groundwater connectivity of
wetlands. Harvey et al. [7] present an approach based on thermal infrared (TIR) to map groundwater
influence in a wetland before and after restoration. They could show that TIR is a very promising
tool for the establishment and monitoring of wetland restoration measures aiming at reestablishing
groundwater connectivity.

3. Conclusions

The contributions to this Special Issue represent the immense variety of scopes and scientific
disciplines that come together in researching the interactions between groundwater and surface water.
The research questions addressed in this Special Issue cover, inter alia, the extensive spectrum of
mechanistic process understanding of hydrological and biogeochemical interactions including the
identification of drivers and controls as well as testing and improving methods and approaches
for pattern identification and flux quantification. This Special Issue demonstrates how active and
diverse the research community currently is, and proves the high relevance of groundwater-surface
water interactions.

The research in this Special Issue covers a wide range of spatial scales, from point measurements
to catchment approaches. While a large number of the contributions focused on the local-to-reach scale,
the regional and catchment scales have also been studied. Several studies are dedicated to identifying
the contribution of groundwater to the water balance of lakes, rivers, or watersheds. Two articles focus
on recharge sources of aquifers in the Sava river catchment (Balkans). This indicates an increased
awareness of the need to protect drinking water resources in the light of potential alterations of
regional water balances in the future. However, there is still the need to improve the mechanistic
understanding of processes at smaller scales, as indicated by the large proportion of contributions
focusing on hyporheic zones.

Moreover, 15 out of 20 research papers in this Special Issue have a purely hydrological focus,
while only five consider hydrological and biogeochemical interactions. In fact, only two contributions
(both by Nisbeth et al. [13,14]) focus on mass transport between groundwater and surface water by
determining groundwater-borne phosphorus loads to a lake. This could be due to the challenging
complexity of groundwater—surface water exchange processes alone, because the investigation of
related mass fluxes adds to further complexity. Given that exchange processes between groundwater
and surface waters can facilitate the transport but also retention of nutrients and pollutants, the low
number of studies here suggests that the scientific investigation of such cases is still difficult.

Furthermore, the large variety of methods and modelling approaches and their different
applications might indicate the need for standardized approaches to specific recurring questions,
especially at the applied level. Groundwater-surface water interactions will only be regularly
considered in management and protection when simple and robust methods and analysis procedures
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are readily available. Therefore, we would like to call upon all scientists working in this field to reach
out and actively share their experiences with practitioners and policy makers to foster the urgently
needed attention for groundwater—surface water interaction in freshwater management and protection.
In this context, Harvey et al. [7] provide an excellent example of how the application of thermal infrared
(TIR) can effectively support wetland restoration planning and success monitoring. Additionally,
Neff et al. [12] give well-developed hands-on advice on how to assess the groundwater connectivity
of wetlands.

This Special Issue is another step forward in our understanding of surface water-groundwater
interactions. The articles reveal not only the environmental and societal relevance of this interface but
also identify many open questions and tasks that need to be addressed in future. Especially in the
light of future challenges such as climate change, water scarcity, eutrophication, and the retention of
pollutants such as pharmaceuticals and microplastics, there is an urgent need to continue our efforts to
better understand the processes involved in groundwater-surface water exchange in order to be able
to restore and sustain the ecosystem services provided by the groundwater—-surface water interface.
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Abstract: This study investigated how sporadic river datasets could be used to quantify temporal
variations in the base flow index (BFI). The BFI represents the baseflow component of river flow
which is often used as a proxy indicator for groundwater discharge to a river. The Bua catchment in
Malawi was used as a case study, whereby the smoothed minima method was applied to river flow
data from six gauges (ranging from 1953 to 2009) and the Mann-Kendall (MK) statistical test was
used to identify trends in BFI. The results showed that baseflow plays an important role within the
catchment. Average annual BFIs > 0.74 were found for gauges in the lower reaches of the catchment,
in contrast to lower BFIs < 0.54 which were found for gauges in the higher reaches. Minimal difference
between annual and wet season BFI was observed, however dry season BFI was >0.94 across all
gauges indicating the importance of baseflow in maintaining any dry season flows. Long term trends
were identified in the annual and wet season BFI, but no evidence of a trend was found in the dry
season BFI. Sustainable management of the investigated catchment should, therefore, account for the
temporal variations in baseflow, with special regard to water resources allocation within the region
and consideration in future scheme appraisals aimed at developing water resources. Further, this
demonstration of how to work with sporadic river data to investigate baseflow serves as an important
example for other catchments faced with similar challenges.

Keywords: baseflow; base flow index; hydrograph; groundwater; Malawi

1. Introduction

Understanding temporal variations in baseflow are crucial for sustainable water resources
management [1]. Baseflow is defined as the proportion of river flow derived from groundwater and
other stored sources [2,3]. Other stored sources may include connected lakes, wetlands, melting snow,
temporary storage in the banks of the river channel and slow-moving interflow [4]. Baseflow varies
spatially and temporally influenced by several factors including geology, topography, climatic season
and anthropogenic activities [5]. Baseflow can sustain river flows during prolonged periods of dry
weather. Although dry season flows are significantly reduced and in some rivers approach zero flow,
this water can be a vital life source for those who depend on it. Although globally pertinent, it is
particularly crucial for semi-arid countries who experience long dry seasons each year [6]. Long term
changes in baseflow can indicate unsustainable catchment management practices. Baseflow is thus a
key consideration in many sustainable management approaches such as integrated water resources
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management (IWRM) and conjunctive water use. They are also a major focus of many worldwide
injtiatives including the United Nation Education Scientific and Cultural Organization (UNESCO)
International Hydrological Programme [7]. Subsequently, it can be considered to underpin the United
Nations Sustainable Development Goal (SDG) 6 ‘ensure availability and sustainable management of
water and sanitation for all’.

There is a multitude of methods available to investigate baseflow which can be categorized into
desk-based methods and field methods. Desk-based methods include hydrograph analysis (baseflow
separation [8], frequency analysis [9] and recession analysis [10]), hydrogeological mapping [11],
modelling [12] and mass balance [13]). Field methods, as described in Turner [14] include temperature
profiling, seepage flux measurement, seepage meters, environmental tracers, artificial tracers,
geophysics, remote sensing and ecological indicators. In some countries, however, investigation
methods are limited to hydrograph analysis, specifically baseflow separation, which utilizes existing
river flow data and provides estimates of baseflow without the need for complex modelling, detailed
knowledge of soil characteristics or costly site investigations [15]. Such countries are usually those
who experience long dry seasons each year and where baseflow knowledge is perhaps most pertinent.
These are also countries often challenged by limited technical knowledge, lack of financial resources
and experienced hydrological and hydrogeological staff.

Base flow index (BFI) is an important baseflow characteristic [16]. Originally developed as a
parameter to index catchment geology and the ability of a catchment to store and release water, BFI
is a numerical representation of the baseflow component of river flow [2]. BFI is calculated as the
ratio of the flow under the baseflow hydrograph (the baseflow volume) to the flow under the river
hydrograph (total flow volume) as presented in Equation (1) [17]. BFI is applied in hydrology and
hydrogeology where it is used as a catchment descriptor in low flow studies [6], a groundwater
availability indicator [18], and as a key engineering parameter for environmental flow requirements
(EFR), which set a minimum flow required in a river to sustain its ecological health [19]. BFI is a
popular means of providing a proxy indicator of groundwater discharge from the aquifer. [4,17,20]. A
relative measure with no units, BFI ranges from near 0.0 to 1.0. A BFI close to 0.0 means a river has a low
proportion of baseflow, an example would be a flashy river with relatively impermeable geology and
little groundwater. A BFI close to 1.0 has a high proportion of baseflow, an example would be a stable
river with relatively permeable geology and a lot of groundwater. [6,21]. In periods of dry weather,
river flows can be significantly reduced, however, rivers with high BFI indicate that groundwater inflow
is sustaining these reduced flows. Many countries and academics are now recognizing the importance
of quantifying BFI including a global assessment based on over 3000 catchments worldwide [16],
a national scale assessment in New Zealand [22], regional studies such as the Loss Plateau, China [23]
and an experimental watershed in the Gulf Atlantic Coastal Plain, USA [4].

Equation (1) base flow index equation:

Baseflow volume
Base Flow Index (BFI) = Total flow volume (1)

Baseflow is particularly important in Malawi, a semi-arid country known as the warm heart of
Africa (Figure 1a). Malawi is rich in both groundwater and surface water resources in comparison
to other African countries, however, these are unevenly distributed in time and space. Malawi
experiences a distinct dry season each year with minimal to no rainfall. Many rivers still have some
flow in the dry season, and it is presumed that they are sustained by baseflow from the region’s
superficial aquifers. However, anthropogenic activities such as over-abstraction of groundwater
and deforestation are threatening flows in Malawi by negatively impacting baseflows. For example,
sustained over-abstraction of groundwater can draw down the water table and result in reduced
groundwater discharge to any connected rivers. Similarly, deforestation increases overland flows and
leaves less water for infiltration and groundwater recharge. This can ultimately lead to reduced water
available for groundwater discharge to connected rivers. Although, deforestation is widely reported
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in Malawi [9,24], there are no published studies confirming the over-abstraction of groundwater.
The Ministry of Agriculture, Irrigation and Water Development has reported, based on internal
assessments, a decline in groundwater levels and river flows which have resulted in the drying up of
major rivers [25].

To date, few studies have been published which investigate baseflow and quantify BFI in Malawi.
Preliminary work done by the South Africa FRIEND (flow regimes from international experimental
and network data) programme produced an annual BFI map for South Africa which included Malawi
however, the project has been inactive for a long time and the data that were collected are largely
out of date [15]. More recently, a global BFI study reports estimates of annual BFI for Malawi [16]
and the International Water Management Institute’s tool; the Global Environmental Flow Information
System also includes Malawi and provides estimates of annual baseflow [26]. Studies which are more
site-specific, reporting annual BFI include Kumambala [27] who examined four stations along the
Shire River in Southern Malawi and Ngongondo [18] who examined the Mulunguzi catchment. Only
a few studies identify long term trends in baseflow; Ngongondo [18] identifies a trend in baseflow
in the Mulungzui river showing a decline of approximately 50% from 1954 to 1998. In contrast,
Kambombe et al. [28] identify an increase in baseflow in the Mulungzui catchment between 1970 and
1999. Kambombe et al. [28] also found a significant decreasing trend in baseflow of the Domasi,
Likangala and Thondwe catchments during that period [28]. Further, baseflow is currently evaluated
by the Surface Water Division of the Ministry of Agriculture, Irrigation and Water Development
(MoAIWD) in Malawi, through use of their time series data management system ‘HYDSTRA’, however,
focus appears to be mainly on annual baseflows. All these studies address BFI to a limited spatial
and temporal coverage of flow data, with a focus on annual baseflow values. A gap in the research,
therefore, exists to quantify seasonal and long-term trends in BFI for gauged catchments in Malawi.

This task is challenged by the lack of current data as river flow monitoring coverage has declined
in Malawi since around 2010 and indeed is representative of sub-Saharan Africa [29]. Further, the data
which is available is sporadic in nature, characterized by missing values.

This study demonstrates how to work with sporadic river flow data, using baseflow separation,
to produce meaningful estimations on temporal variations in baseflow. We demonstrate this by using
the Bua Catchment in Malawi as a case study, whereby the river data is considered representative of
the wider Malawi. The objectives of this research were to (1) quantify the annual BFI; (2) quantify the
seasonal BFI and (3) identify trends in the BFI. The results will provide important new insights on the
behavior of baseflow in the catchment. It will also serve as an example to other catchments challenged
by sporadic river data.

This study forms part of on-going research on baseflow in Malawi and has important implications
for the sustainable management of water resources in the country. It offers support to the Government
of Malawi in their journey towards SDG6 and as such, the research was conducted in a manner that
will permit the exchange of knowledge with the water sector.

In Section 2 below, the study area is described in addition to the data and analysis methods.
Specifically, the decision procedure for selection of the baseflow separation method and the
implementation tool is described and the baseflow separation steps followed are provided. The
results and discussion are discussed in Section 3, while the conclusions are summarized in Section 4.

2. Materials and Methods

2.1. Study Area

The Bua river originates on the western border of Malawi and flows in a northeasterly direction
through Central Malawi to its outflow into Lake Malawi (Figure 1a). The Bua is joined by five major
tributaries (Mphelele, Kasangadzi, Rusa, Ludzi and Namitete) and has numerous minor tributaries. It
has a catchment area of 10,658 km? which is approximately 186 km in length and its width varies from
approximately 87 km in the west to approximately 16 km is the east.
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The catchment comprises three distinct hydrological zones; the flat plateau, steep slopes on the
highland which rise from the plateau and the rift valley escarpment, and the lakeshore plain [30]. The
plateau is generally at 1000-1100 m above sea level (masl). Towards the southwest are the Mchinji
mountains which rise to over 1750 masl. Towards the west, where the river meets the lakeshore plain,
the catchment drops rapidly through a series of steep slopes. High levels of sedimentation occur at the
lakeshore plain as the gradient becomes gentle.

The Bua catchment is assigned Water Resource Area (WRA) 5 within the National Water Resources
Master Plan (NWRMP) of Malawi [31]. WRA 5 is subdivided into four water resource units (WRUs)
named 5C, 5D, 5E and 5F (Figure 1a). Both WRAs and WRUs are based on river basin boundaries.
WRA 5 lies within the administrative districts of Mchinji, Kasungu, Nkhotakota, Lilongwe, Dowa
and Ntchisi.

Land use in WRA 5, as shown in Figure 1c, mainly comprises cropland; arable agriculture of
mainly maize crops and tobacco, and forest land; including Mchinji Forest Reserve and Kasungu
National Park to the west, and Nkhotakota Game Reserve to the far east [32]. Wetlands or dambos
are also scattered throughout the catchment. These wetlands become saturated in the wet season and
provide a good source of water in the dry season [33]. The dambos are generally considered to drain
the plateau area [30].

The climate of WRA 5 can be generally represented as sub-tropical [31]. The climate is divided into
three weather variations; the warm wet season (1 November-30 April); the cool dry season (1 May-31
August); and the hot dry season (1 September-31 October), however, it's generally accepted to be
bimodal referring to the wet season and the dry season [31]. Over 95% of the annual rainfall falls in the
warm wet season or rainy season. The exact length of the wet season varies depending on the location
within Malawi, reported to end in March in the south of the country, and April/May in the north [34].
No average annual rainfall or temperature values were available for the wet and dry season. The
average annual rainfall for WRA 5 is 897 mm, with a range of 800-1000 mm [33]. The average annual
temperature in WRA 5 ranges from 20 to 24 °C [33].
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Figure 1. (a) Location of Malawi in Africa (insert), location of the Bua catchment in Malawi (insert) and
digital elevation model of the Bua catchment (WRA 5) with rivers, river gauges, weir, rainfall stations
and groundwater monitoring; (b) aquifer type map [35]; (c) land use map [32].

Malawi’s groundwater occurrence is classified into three hydrogeological domains or aquifer types;
(1) alluvial aquifers, (2) sedimentary aquifers and (3) basement aquifers. The sedimentary aquifers are
subdivided into semi consolidated and consolidated aquifers, and the basement is subdivided into
weathered and fractured aquifers [31]. Figure 1b shows the aquifer types in WRA 5. The basement
aquifer considered one of Malawi’s major aquifers underlays most of the Bua catchment [35]. In the
west, the weathered basement is present over most of the plateau area and fractured basement occurs
in the area of the Mchinji Forest Reserve. In the east lakeshore plain, the basement is overlain by
the other major aquifer type, the alluvium aquifer with some pockets of the fractured basement also
present [35]. There has been little published work on the hydrogeology and soils of the Bua catchment,
however, a bulletin from 1983 presents details of the soil’s patterns and the hydrogeological conditions
of the weathered basement aquifer of a plateau area [30].

2.2. Data

This study focused on data from six river gauges within the Bua catchment (Table 1). Other gauges
do exist, however, there was no data available for them. Four gauges monitor the main Bua river (5C1,
5D1, 5D2 and 5E6) which is a regulated river with a weir located downstream of gauge 5C1. Photos of
the weir taken January 2019 and are provided in the Supplementary Material, Figure S1. The Rusa
river, a major tributary of the Bua, is monitored by a fifth gauge, 5F1, and the Mtiti river (a tributary to
the Kasangadzi river) is monitored by the final gauge, 5D3. Daily flow rate data were available for each
gauge as follows; 5C1 (1957-2009), 5D1 (1958-2007), 5D2 (1953-2007), 5D3 (1958-2003), 5E6 (1970-2008)
and 5F1 (1964-2005). Data coverage appears substantial ranging from 38-52 years, however, it is
expected to have missing values throughout. Data were obtained from the Surface Water Division of
the Department of Water Resources of Malawi.

Where possible, rainfall and groundwater data in the vicinity of the river gauges were also
examined to provide support for the BFI analysis. Daily rainfall data for Nkhota station (18 km
away from gauge 5C1 in a southeasterly direction) and Mponela station (13 km away from 5D3 in
a southwesterly direction) were used. Stations are managed by the Department of Meteorological
Services who provided the data. The rainfall data is of very good coverage with minimal missing
values. Groundwater levels are monitored in WRA 5 via four monitoring boreholes, constructed
around 2009/2010. The boreholes are managed by the Groundwater Division of the Department of
Water Resources who provided the data. Only one of the monitoring boreholes, at Mchinji Water Office
(GN196), had enough data coverage (2009-2013) to examine.
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2.3. Decision Procedure for Selection of Baseflow Separation Method and Implementation Tool

Baseflow separation was selected to analyze the river data and determine BFI. Baseflow separation
is categorized into graphical methods which are performed manually, and filtering methods which are
automatically performed by a computer. [36]. There are a wide variety of filtering methods available,
and a significant number of computer programs to implement the chosen method [37]. Although there
is subjectivity involved in selecting an appropriate filtering method and an associated tool to implement
it, merit holds in use of any of them as long as the use is consistent throughout the study [6,15,37]. The
decision to select a filtering method and implementation tool is generally based on the criteria required
for the study.

In this study, the selection of an appropriate implementation tool took precedence over the
selection of a filtering method. The tool was required to meet certain criteria to allow the exchange of
knowledge with the Government of Malawi. The tool needed to be automated, easily accessible, free to
obtain and operate, require minimal training to use and capable of selecting seasonal periods from input
data to quantify BFIL. Several tools were evaluated against the required criteria including Flow Screen
package for R [38], Formula Translation (FORTRAN) BFI program [39], Soil and Water Assessment Tool
(SWAT) [40], Water Engineering Time Series PROcessing Tool (WEST PRO) [41], web-based BFlow [42],
HYSEP [43], HydroClimATe: hydrologic and climate analysis toolkit [44], Streamflow Analysis and
Assessment Software (SAAS) [45], River Analysis Package (RAP) [46], Web-based Hydrograph Analysis
Tool (WHAT) [47], BFI + 3.0 of Hydro Office [48] and the BFI programme [6]. The evaluation assessment
is presented in Table 1. As the BFI Programme [6] met all of the criteria it was selected for analysis.

The BFI programme is an excel based tool developed by Martin Morawietz at the Department
of Geosciences in the University of Oslo, Norway. It was originally prepared for the textbook;
Hydrological Drought-Processes and Estimation Methods for Streamflow and Groundwater [6]. It is
free to download on the European Drought Centre website http://europeandroughtcentre.com/. The
textbook provides working examples of how to use the tool. The tool implements the filtering method
called the ‘smoothed minima procedure’ [21]. It uses smoothing and separation techniques to process
a river hydrograph. Daily river flow data is partitioned into 5-day increments and the minimum
flow in each period is identified [49]. Turing points are identified in the series of minimum flows and
connected to draw the baseflow hydrograph. The precise details of the procedure are provided in the
Low Flow Studies Report No 3 by the Institute of Hydrology [21] and by Wahl [39].

2.4. Baseflow Separation Steps

The raw river data were screened prior to baseflow separation to identify the periods of missing
data. Before proceeding to analysis, there were two options available to deal with the missing data;
(1) infill the missing data or (2) ignore the missing data and analyze only the raw data. Although there
are merits to infilling data [50,51], most studies agree with the recommendation by Ladson et al. [52]
that BFI should be determined from raw data only [20,23,53,54]. As such, this study did not infill data
and analyzed the raw river flow data only. To do this, the flow data were prepared by dividing into
periods of non-missing values [52].

The assessment periods selected were annual and seasonal periods defined by months. The
annual period was taken as the hydrological year in Malawi as used by the Government of Malawi
Water Resources Department and coincides with the start of the wet season and runs to the end of
the dry season (1 November-31 October). The seasonal periods selected were the wet season defined
as 1 November-30 April, and the dry season defined as 1 May-31 October. These periods are based
on the weather variations recognized in Malawi and used in water resources assessments by the
Water Resources Department [55] and the country’s national irrigation master plan and investment
framework [56].

The following steps were taken to perform the baseflow separation using the BFI programme:
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(1) The baseflow separation was performed for each year of river data (1957-2009) producing a
separate annual BFI value for each year where there was enough data in the period. It is
commonly recommended in the literature to determine the long-term BFI which uses all the data
successively [6,15], however here, it was not possible due to missing data. The mean annual BFI
was therefore determined based on the individual years;

(2) The baseflow separation was performed for each season of data (1957-2009) in the same manner
as the annual period described above;

(3) The total flow, baseflow and surface runoff flow from each baseflow separation were summed for
each period;

(4) Descriptive statistics (average, maximum and minimum, standard deviation and coefficient of
variation) were determined for the annual and seasonal periods.

2.5. Statistical Trend Analysis

The non-parametric Mann-Kendall (MK) statistical test [57,58] was used to identify if the BFI results
had statistically significant increasing or decreasing trends. The test is prominently used in hydrology
studies. For example, it is popular when identifying trends in streamflow [50,59-61], baseflow [50],
BFI [4,62,63] and the vertical exchange fluxes between streambeds and connected aquifers [64]. It is
also widely applied in identifying trends in rainfall [59,60]. Application of non-parametric testing is
appropriate due to hydrological data not being normally distributed [61]. One of the main advantages
of the MK test is that it is insensitive to missing data, which was a key challenge with the data in
this study.

The hypothesis for the test, HO, was defined as ‘there is no trend in the data’, and the alternative
hypothesis, Ha, was defined as ‘there is a trend in the data’. If the p-value calculated was lower than
the significance level, the HO was rejected and the alternative Ha accepted, and a trend was indicated.
If the p-value was greater than the significance level, no trend was indicated. The significance level is
referred to as a Type 1 error and is the probability of rejecting the null hypothesis when it is true [61].
The direction of the trend was indicated by the test statistic, S, where a negative S value indicates a
declining trend and a positive S value indicates an increasing trend. Details of the MK equations can
be found in the literature [58].

The selection of the test parameters is important in statistical testing as they have a direct impact
on the resulting trend. In this study, the following parameters were selected for the MK test; the ‘exact
p’ method was used, the significance level was set to 0.01 (or 1%) and the equations were set to ignore
missing data. Further, the ‘normal” MK test was selected over the ‘seasonal” MK test. Due to the
decision not to infill data in this study, the BFI data was partitioned into annual and seasonal periods
and as such the normal MK was applicable. If the data had been infilled, and there was no need to
partition the data, the use of the seasonal MK test would have allowed comparison of the seasonal
periods. The statistical programme XLSTAT, available at www.xlIstat.com was used to perform the MK
test [65].

3. Results and Discussion

3.1. Annual and Seasonal BFI Analysis Coverage

Annual and seasonal BFI was calculated for gauges 5C1, 5D1, 5D2, 5D3, 5E6 and 5F1. The results
of the analysis for 5C1 are presented in Table 2 and the results of the other gauges are presented in
Tables S1-S5.
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Table 2. Results of the annual and seasonal BFI (base flow index) analysis (tabular) for the Bua River,
gauge station 5C1, 1957-2009 (52 years).

. Annual Wet Dry . Annual Wet Dry
Period BEI Season Season Period BFI Season Season
BFI BFI BFI BFI
1957/1958 - - 0.94 1983/1984 - - -
1958/1959 0.66 0.65 0.85 1984/1985 - - -
1959/1960 0.53 0.48 0.96 1985/1986 - 0.80 -
1960/1961 - 0.44 - 1986/1987 0.81 0.80 0.99
1961/1962 0.83 0.81 0.91 1987/1988 0.62 0.58 0.95
1962/1963 - - 0.99 1988/1989 - - -
1963/1964 0.77 0.75 0.98 1989/1990 0.77 0.75 0.92
1964/1965 0.79 0.77 0.96 1990/1991 0.76 0.74 0.97
1965/1966 - 0.69 - 1991/1992 0.43 0.41 0.87
1966/1967 0.48 0.40 0.94 1992/1993 - 0.50 -
1967/1968 0.58 0.54 0.83 1993/1994 - - 0.95
1968/1969 - - 0.81 1994/1995 0.60 0.60 0.91
1969/1970 - - - 1995/1996 0.54 0.53 0.84
1970/1971 - - - 1996/1997 0.76 0.75 0.89
1971/1972 - 0.64 - 1997/1998 0.90 0.90 0.87
1972/1973 - 0.47 - 1998/1999 0.76 0.74 0.92
1973/1974 0.68 0.62 0.94 1999/2000 0.75 0.73 0.87
1974/1975 0.72 0.72 0.99 2000/2001 - - 0.95
1975/1976 0.69 0.61 0.95 2001/2002 0.94 0.88 0.98
1976/1977 0.81 0.77 0.99 2002/2003 - 0.85 -
1977/1978 - - 091 2003/2004 - - 0.99
1978/1979 0.80 0.76 0.99 2004/2005 0.84 0.82 0.92
1979/1980 - 0.65 - 2005/2006 0.90 0.82 0.98
1980/1981 0.75 0.71 0.99 2006/2007 0.87 0.81 0.96
1981/1982 - - - 2007/2008 0.92 0.87 0.99
1982/1983 - 0.64 - 2008/2009 0.88 0.81 0.99

- denotes no BFI determined due to insufficient data in that period.

As expected, the river data was characterized by missing values and this was seen across all
datasets. This meant it was not possible to determine a BFI for all periods. To quantify the coverage
of analysis, the number of periods for which a BFI was determined was counted and converted to a
percentage based on the number of years of data (Table 3). For example, for 5C1, a BFI was determined
for 30 full annual data periods, 39 wet seasons, and 37 dry seasons which equates to 58%, 75% and
71 % coverage for the respective periods. Data for each gauge ranged from 38 to 52 years and the
percentage of coverage for each period (annual, wet and dry season) was consistently over 50%, with
some periods as high as 80% coverage (Table 3). The results show, despite the sporadic nature of river
flow data in Malawi, that such datasets can be analyzed to extract observations on baseflow. This is an
important finding for Malawi and countries which hold similar datasets. They can begin to utilize
such datasets and assess baseflow using minimal labor and financial resources.

Table 3. Percentage of data coverage in annual and seasonal BFI analysis for the gauges in WRA 5.

Period No of Years of Available Data;

G?]l;ge ;la‘:‘:re of Data No of Annual, Wet Season, Annual SevZ::m SeDa?(])n
Coverage Dry Season Periods with Data
5C1 Bua 1957-2009 52;30, 39, 37 58% 75% 71%
5D1 Bua 1958-2007 49; 25,29, 31 51% 59% 63%
5D2 Bua 1953-2005 52;34,42,35 65% 81% 67%
5D3 Mtiti 1958-2003 45,27, 30, 36 60% 67% 80%
5E6 Bua 1970-2008 38;23,27,26 61% 61% 68%
5F1 Rusa 1964-2005 41;24, 28,27 59% 68% 66%

3.2. Average Annual BFI

Average annual BFI for the gauges were determined based on the BFI analysis results in Section 3.1.
The results are presented in Figure 2 and Table 4.
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Traditionally BFI has been determined on an annual basis. This study found high average annual
BFIs for the gauges located on the lower elevation reaches of the Bua; 0.74 for 5C1, 0.75 for 5D1 and
0.76 for 5D2. This indicates that the river has a moderately high baseflow component of approximately
74-76% of the total annual river flow in the lower catchment. This finding is consistent with the annual
BFI of 0.71 for 5C1 and 0.86 for 5D1 sourced from the HYDSTRA system in use by the Malawi Surface
Water Division [33]. It also matches BFIs reported by Smith-Carington [30] of 0.85 (5D1) and 0.86 (5D2).
Previous studies by UNESCO [15] and Beck et al. [16] reported similar annual BFI for Malawi in the
range of 0.6 to 0.7 and 0.6 to 0.8 respectively. A moderately high baseflow was also found for 5F1 on
the Rusa with a BFI of 0.80, or 80% of the total annual river flow which compares with a BFI of 0.81
from HYDSTRA.

In contrast, lower BFI values were found for the gauges located at higher elevations in the
catchment. A BFI of 0.54 was found for 5E6, the highest gauged reach of the Bua. This doesn’t match
the BFI of 0.74 found from HYDSTRA. Finally, 5D3 on the Mtiti found a BFI of 0.48. There was no BFI
available from HYDSTRA. Comparisons are provided for context only, it is important to bear in mind,
that it’s not generally recommended to compare BFIs across studies as different baseflow separation
techniques and different data lengths will produce different baseflow volumes and this will affect
the BFI [52]. Based on this study’s annual average values, the Bua, the Rusa and the Mtiti rivers are
considered perennial in nature with a stable flow regime.

3.3. Average Seasonal BFI (Wet and Dry Season)

Recent studies in BFI have sought to make seasonal adjustments, appreciating the variations
that occur in baseflow both temporally and spatially and that annual BFI may not represent the true
picture [66]. This study presents the first findings on seasonal BFI in the Bua catchment. Average
seasonal BFI for the gauges was determined based on the BFI analysis results in Section 3.1. The results
are presented in Figure 2 and Table 4.

For all gauges assessed, the results found minimal difference between the annual and the wet
season BFI, however, in the dry season, all BFIs increased to over 0.80 (or 80% of the dry season flow
was attributed to baseflow) as shown in Figure 2 and Table 4. For example, 5C1 had a BFI of 0.69 in
the wet season increasing to 0.94 in the dry season. The increase in dry season BFI is indicative of
the catchment geology. As mentioned in the literature, a high BFI indicates permeable catchment
conditions whereby the catchment is storing water during the wet season and discharging it to the
river during the dry season [6,17]. To support these BFI findings, it would have proved useful to
compare river levels to groundwater levels near each gauging station. Unfortunately, however, of the
groundwater data available there was none suitable for such a comparison.
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Figure 2. Results of annual and seasonal BFI analysis for the gauges in WRA 5 (graphical).
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Table 4. Results of annual and seasonal BFI analysis for the gauges in WRA 5 (tabular).

Gauge ID (River) 5C1 (Bua) 5D1 (Bua) 5D2 (Bua) 5D3 (Mtiti) 5E6 (Bua) 5F1 (Rusa)
Data record 1957-2009 1958-2007 1953-2005 1958-2003 1970-2008 1964-2005
ANNUAL
Average BFI 0.74 0.75 0.76 0.48 0.54 0.80
Minimum Average BFI 0.43 0.43 0.11 0.05 0.37 0.26
Maximum Average BFI 0.94 0.94 0.98 0.84 0.70 0.98
Standard Deviation 0.13 0.17 0.24 0.28 0.09 0.18
WET SEASON
Average BFI 0.69 0.74 0.74 0.45 0.46 0.46
Minimum Average BFI 0.40 0.41 0.11 0.05 0.25 0.25
Maximum Average BFI 0.90 0.93 0.98 0.77 0.90 0.90
Standard Deviation 0.14 0.17 0.22 0.26 0.13 0.13
DRY SEASON
Average BFI 0.94 0.93 0.84 0.83 0.90 0.89
Minimum Average BFI 0.83 0.55 0.55 0.00 047 0.61
Maximum Average BFI 0.99 1.00 1.00 1.00 0.98 1.00
Standard Deviation 0.05 0.11 0.11 0.23 0.12 0.10

Interestingly, from the wet season BFI results (Figure 2), there are two gauges which don’t follow
the high BFI seen in the other gauges; the 5D3 (Mtiti) and the 5E6 (Bua). The lower wet season BFI
of these gauges can be attributed to the spatial variations in geology and topography which control
baseflow. For example, both gauges are located at elevations of 1200masl, compared to the much lower
elevations of 550-1000 masl for the other gauges. 5E6 is located on the headwaters of the Bua and
drains the entirety of the Mchinji Forest Reserve (Figure S3) and 5D3 drains part of the Dowa Hills
(Figure S4).

There is considerable variability seen across all gauges in the BFI within the annual and wet
season periods shown by the minimum and maximum BFIs (Table 4). The coefficient of variation
(CV) of the dry season BFI was low, compared to the annual and wet season BFI which was, as
expected, much larger. For example, at gauge 5C1, the dry season CV was 6%, compared to the
annual CV of 18%, and the wet season of 20%. This difference in variability highlights the varying
behavior of baseflow. As mentioned in the literature, BFI is used in hydrology and hydrogeology
in a range of applications [6,18,19]. Where there are variations between annual and seasonal values,
as seen in these results, it is important to use the appropriate value as the use of an incorrect BFI
could lead to inaccurate assessments. Several future scheme appraisals in Malawi would benefit
from considering the seasonal BFI results of this study. For example, previous assessments for new
investments in Malawi’s water sector, which have taken account of EFRs and thus BFI values. The
Water Resources Investment Strategy (WRIS) project, under the National Water development Program
(NWDP), produced water resource assessments for the 17 WRAs in Malawi, including WRA 5 [33].
The project produced estimates for potential abstractable groundwater and sustainable surface water
yield. Further, the National Irrigation Master Plan and Investment Framework (2014-2035), which
sets out new investments for expansion of the irrigation sector in Malawi, is also centered around
EFR, with one new dam proposed in the lower Bua catchment. It is presumed that these estimations
have used annual BFI values which may lead to overestimation of available water resources. Seasonal
variations are evidenced in this study and should be considered.

3.3.1. River Flow, Rainfall and Groundwater Patterns

Examining rainfall, river and groundwater patterns support the variation in wet and dry season
BFI found above. For example, river flow and rainfall patterns for gauge 5C1 are shown in Figure 3.
The baseflow separation divided the daily river flow into its daily baseflow and daily surface runoff
components for each annual and seasonal period. Average monthly values for each flow component
were determined for the years with no missing data; 30 in total. Figure 3 shows the average monthly
flow volumes for the Bua and the average monthly rainfall volumes for Nkhota station. The observed
river flow and rainfall patterns highlight the distinct wet and dry season pattern recognized in Malawi.
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Rainfall is high during the wet season (November—April) and in response the total river flow volume
and the direct runoff increases. The baseflow also increases but to a much lesser extent. River flows
start to decrease after the peak river discharge in March. During the dry season (May-October), rainfall
and direct runoff are reduced to a minimum. However, the baseflow remains relatively stable and
sustains the river. The ratio of baseflow to total river flow is much higher in the dry season than in the
wet season, thus resulting in a higher BFIL. This pattern is considered generally representative of the
other gauges in the catchment.
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Figure 3. Average monthly flow volumes (total flow, baseflow, direct runoff), for the Bua River, Gauge
5C1, 1957-2009. Rainfall data for Nkhota station, 1960-2009.

There was not enough groundwater monitoring data available in the vicinity of gauge 5C1 for
analysis. However, groundwater monitoring data at Mchinji Water Office (2009-2013), located 2 km
from gauge 5E6 and at the same topographical elevation did have enough data. The data shows
seasonal fluctuations in groundwater levels in line with the rainfall and river patterns above (Figure 4).
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Figure 4. Daily rainfall (at Mchinji Boma) and sporadic groundwater levels (at Mchinji Water Office,
GN196), located 2 km from the Bua River, Gauge 5E6, 2009-2013.

3.3.2. Comments on the Source of Baseflow

The baseflow separation approach used in this study assumes that baseflow is derived entirely
from groundwater discharge from the aquifer, however, other stored sources can also contribute. The
true source of baseflow is impossible to distinguish from baseflow separations alone and would require
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detailed site investigations to map each flow path [2]. It may be useful to provide some comments on
the expected source of baseflow.

Based on the presence of aquifers identified through the literature and geological maps, we
conceptualize that groundwater discharge from the local aquifers is the main contributor to baseflow
during the wet and dry seasons. For example, an alluvium aquifer is present in the downstream
reach of the Bua (5C1) and fractured basement dominates the entire upper catchment of the Bua (5E6)
presenting good conditions for water to discharge to the river. Weathered basement aquifers underlay
much of the middle reaches (5D1 and 5D2) and may contain pockets of perched aquifers. Further,
interflow is expected to contribute to baseflow across all gauges during the wet season, though will not
be a major source in the dry season. Finally, Dambos will also contribute to baseflow during the wet
season and at the beginning of the dry season. Water is temporarily stored in the dambos and released
slowly at the beginning of the dry season whereby it discharges to the river. Once the dambos have
drained, the baseflow is maintained entirely from groundwater from the aquifers [30]. Dambos are
present in much of the plateau area and the Rusa catchment (5F1) and have been previously identified
as contributing to baseflow in the middle reaches of the Bua (5D1 and 5D2) [30].

3.4. Long Term Behavioral Changes in BFI—Statistical Trend Results

Detecting trends in BFI can help us understand the possible links between hydrological processes,
anthropogenic activities and environmental changes. The MK test was used to identify increasing or
decreasing statistically significant trends in the BFI results obtained in Section 3.1. The MK results
are presented in Table 5. This study presents the first findings on detecting trends in BFI in the
Bua catchment.

Table 5. Mann Kendall statistical results for BFI for gauges in WRA 5.

Gauge ID (River) 5C1 (Bua) 5D1 (Bua) 5D2 (Bua) 5D3 (Mtiti) 5E6 (Bua) 5F1 (Rusa)
Data record 1957-2009 1958-2007 1953-2005 1958-2003 1970-2008 1964-2005
ANNUAL
MK Statistic ‘S” 151 —-166 -107 125 -90 -29
Trend (1% sig. level) Increasing Decreasing No trend Increasing No trend No trend
WET SEASON
MK Statistic ‘S” 241 -214 -188 161 -102 =50
Trend (1% sig. level) Increasing Decreasing Decreasing Increasing No trend No trend
DRY SEASON
MK Statistic ‘S’ 62 -142 -82 16 4 -17
Trend (1% sig. level) No trend No trend No trend No trend No trend No trend

An increasing trend in BFI in the annual and wet season data was found at 5C1 (Bua) and 5D3
(Mtiti), however, no trend was found in the dry season data. Increases in baseflow have previously been
linked to increases in groundwater levels as a result of prolonged increases in rainfall [3]. However, no
trends in rainfall were detected in the annual, wet or dry season data from nearby rainfall stations;
Nkhota station (close to 5C1) from 1960-2009, and Mponela station (close to 5D3) from 1960-2003
(Table S6). In contrast, a decreasing trend in BFI for the annual and wet season data was found for 5D1
(Bua) and 5D2 (Bua), however, no trend was found in dry season data. Decreases in BFI could be linked
to prolonged over-abstraction of groundwater. Declining groundwater levels have been reported in
Malawi; however, sparse monitoring of groundwater levels lends to lack of evidence of such trends.
The natural vegetation of the plateau area was reported as Miombo woodland but had been cleared for
cultivation in the 1980s which may have resulted in major changes to the hydrological cycle [30].

Interestingly, 5E6 (Bua) and 5F1 (Rusa) showed no trends in BFI for the annual, wet season or dry
season data. The stability of the BFI here suggests that the systems are in balance, and the baseflow to
the river has remained stable over the assessment period; 1970-2008 and 19642005 respectively. It
may indicate minimal impact to groundwater levels in the area and a well-managed catchment. This is
perhaps also true of 5E6 which drains the Mchinji Forest Reserve and can be expected to have minimal
impacts from human activities.
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These findings suggest that long term behavioral changes have occurred in the annual and wet
season baseflow at several gauges in the Bua catchment as described above. Based on the tests being
conducted at a significance level of 1%, there is a 1% risk of being wrong or a confidence level of
99% in the results. The trend results should, however, be interpreted with caution as further work is
recommended to quantify the magnitude of the trends and examine potential drivers for such changes
in baseflow behavior [61].

The above resultsprovide new evidence of temporal variations in baseflow in the Bua catchment.
This will be of interest to the new National Water Resources Authority within the Malawi Government
for catchment planning.

4. Conclusions

The main aim of this study was to demonstrate, using a case study, how to use sporadic river
datasets to produce meaningful observations on temporal variations in baseflow. The findings can be
summarized in terms of their contribution to knowledge.

4.1. Catchment Originality

This is the first study to quantify temporal variations in baseflow in the Bua catchment. Annually,
average BFIs > 0.74 were found for gauges in the lower reaches of the catchment, with lower BFIs < 0.54
found for gauges in higher reaches. Seasonally, minimal difference was found between the annual and
wet season BFI, however, baseflow increased in the dry season across all gauges with BFI all found to
be >0.80. Long term trends were found in the annual and wet season BFI indicating behavioral changes
in baseflow have occurred within the catchment. No trend was found in the dry season BFI. The source
of baseflow is expected to be mainly groundwater discharge from the aquifers underlain the rivers,
however, interflow and dambo storage may also play a role. An implication of these findings is that
temporal variations in baseflow should be considered in future scheme appraisals in the catchment
such as the proposed irrigation infrastructure. Further, the results should be included in catchment
management plans set by the new National Water Resources Authority within the Malawi Government,
to inform the seasonal allocation of water resources in the catchment.

4.2. Generic Relevance to the Reader and the Wider Research Community

Apart from the Bua catchment case study, this article serves as an important example for other
gauged catchments in Malawi, and indeed other countries, which are required to assess variations in
baseflow to underpin IWRM and SDG 6, but are faced with similar challenges of sporadic river data.
Further research is now needed to quantify temporal variations in baseflow for all gauged catchments
in Malawi. Our on-going baseflow research seeks to do this by using the approach demonstrated in
this study.
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Figure S4. River gauge 5D3 on the Mtiti river, draining part of the Dowa Hills, Google Earth Image, February 2019;
Table S1. Results of the annual and seasonal BFI analysis (tabular) for the Bua river, gauge station 5D1, 1958-2007
(49 years); Table S2. Results of the annual and seasonal BFI analysis (tabular) for the Bua river, gauge station 5D2,
1953-2005 (52 years); Table S3. Results of the annual and seasonal BFI analysis (tabular) for the Mtiti river, gauge
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Abstract: Groundwater and surface water are strongly connected. Therefore, understanding their
interactions is important when studying the water balance of a complex aquatic system. This paper
aims to present an integrated approach to study such processes, including a better understanding of the
hydrological system behavior in the Ljubljansko polje (Slovenia). The study is based on multivariate
statistical analyses of data collected over a long period, including the isotopic composition of
groundwater, river water, and precipitation. The hydrology in the study domain was also simulated
using a comprehensive modelling framework. Since boundary conditions are essential for simulating
groundwater flow in a sensitive aquifer, a modelling system of rivers and channels (MIKE 11) and
water flow and balance simulation model (WaSiM) were used to model river dynamics and the
percolation of local precipitation, respectively. The results were then used as boundary conditions
imposed on a transient state groundwater flow model performed in finite element subsurface flow
simulation system (FEFLOW 6.2). Both the locations of recharge areas in the study domain and the
calculated fluxes between the Sava River and the aquifer are graphically presented. The study revealed
that a combination of the MIKE 11-FEFLOW-WaSiM tools offers a good solution for performing
parallel simulations of groundwater and surface water dynamics.

Keywords: surface-groundwater interactions; hydrological modeling; aquifer responsiveness; mean
residence time

1. Introduction

The European Union (EU) has attempted to add to the limited knowledge of the dynamic processes
that connect surface water and groundwater [1]. The European Water Framework Directive and
the related River Basin Management Plans for the period 2015-2021 and beyond, require, if needed,
remedial measures to ensure a good groundwater chemical and quantitative status and prevent the
deterioration of the status of all surface water and groundwater bodies. To achieve these aims, the EU
encourages significant research activities aimed at improving our understanding of the complex
water cycle, including the following: groundwater interactions at sensitive interfaces, identifying
percolation areas and other sources of groundwater recharge, and the vulnerability of groundwater to
different contaminants.

This paper presents a novel approach for simulating groundwater behavior at the reach-scale
using multi-tools, in a system where surface-groundwater interactions are significant. For this purpose,
FEFLOW was directly coupled with MIKE 11, and an indirect communication link between FEFLOW
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and WaSiM was established. Typically, the direct coupling means that models affect each other, but this
is not the case for indirectly coupled models. Combining several tools is challenging because the
behavior of a complex system cannot be expressed as the sum of its components or subsystems [2].
Unlike FEFLOW has been coupled with MIKE 11 many times [3,4], coupling FEFLOW to WaSiM is
rarely reported in the literature [5], and, according to the authors” knowledge, this is the first study to
include all three models.

An overview of other available modeling tools in hydrology is provided by Gunduz and Aral [6]
as well as Barthel and Banzhaf [7]. Both publications report the limitations of existing modeling
approaches, due to their diverse applications, complexity level, and local, regional, or even global
geological, hydrological, and climatic characteristics in 2-dimensional or 3-dimensional space over
different periods.

Krause and Bronstert [8] coupled WaSiM with MODFLOW to simulate groundwater-surface water
interactions in North-eastern Germany. MODFLOW, which is often used in groundwater-focused
studies [7], was also coupled with other models such as SWAT [9], LISFLOOD [10], and HEC-RAS [11].
Two examples of groundwater-focused modeling approaches that use FEFLOW were applied in the
Zayandeh Rud catchment in Iran and in Covey Hill in Canada, where FEFLOW was coupled with SWAT
and the Hydrological Evaluation of Landfill Performance (HELP), respectively [12,13]. Groundwater
recharge through rainfall in Slovenia and the Far-North region of Cameroon was simulated with
GROWA [14,15]. Lastly, the MODHMS surface water flow package (HydroGeoLogic, Inc., Reston, VA,
USA) for MODFLOW, was used to model surface water-groundwater interactions [6].

Processes that occur at the interface between surface water and groundwater can dominate a
system’s evolution [2]. For this reason, fluxes between groundwater and surface water bodies, which
are difficult to measure, have been the subject of local-scale and regional-scale studies [16-19]. This
study is different because it deals exclusively with the connections between the river water level,
percolation from local precipitation, and groundwater in an alluvial aquifer with an intergranular
porosity. The Ljubljansko polje, located within the Sava River Basin (SRB), is ideal for testing such an
approach since it is highly sensitive to changes in its two main groundwater sources: the Sava River
water and local precipitation [20,21]. Understanding the hydrology of the Ljubljansko polje aquifer
system is also important for local inhabitants because it represents the main source of drinking water.

2. Materials and Methods

2.1. The Ljubljansko Polje

The Ljubljansko polje is a ~71 km? basin located between latitudes 46.12° N, 46.08° N, and
longitudes 14.43° E and 14.64° E in Central Slovenia (Figure 1). Its elevation ranges from 259.5 to
327.5 m and is separated from its adjacent geographic units (the Kamnisko-Bistrisko polje, the Kranjsko
Sorsko polje, and the Ljubljansko barje), by hills up to 450 m in height. The Sava River is the main river
that flows in the basin together with its three main tributaries: the Ljubljanica, the Kamniska Bistrica,
and the Gameljs¢ica rivers.

The basin is filled with alluvial sediments with an intergranular porosity—Pleistocene and Holocene
gravel, which may also contain silt and sand, with conglomerate lenses. Layers of clay or clay with
gravel-stone are located only at specific locations, mainly in the southwestern part of the basin [22].
The sediments extend from a depth of 100 m in the central part of the basin to the surface (Sentjakob,
Crnuce, Tacen and surrounding hills), where the impermeable bedrock outcrops.
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Figure 1. Map of the case study area—the Ljubljansko polje.

Local precipitation, leaching water from the Sava River, and the lateral underground inflows
from neighboring groundwater bodies are the main sources of groundwater in the Ljubljansko polje
aquifer [20,23,24]. The Ljubljansko polje is a small depression surrounded by impermeable bedrock
outcrops, and it can be assumed that underground interactions of the system with neighboring
groundwater bodies do not exist along its lateral boundary. Exceptions are narrow sections where
bedrock sinks deeper under the surface, which enables underground interactions of the aquifer with
the neighboring groundwater bodies. Although the underground interaction between the Ljubljansko
polje and the Ljubljansko Barje is evident from the carbonate characteristics of the groundwater (Ca/Mg
molar ratio), it has not been quantified [23].

A significant loss of groundwater occurs through water extraction, and, in addition to the
Pivovarna Lasko Union d.o.o. brewery, which extracts the groundwater, there are four pumping
stations located at Klece, Jarski prod, Hrastje, and Sentvid (Figure 2). Multivariate statistical methods
were used as a basis for the conceptual model [20] to compare geochemical data with long-term datasets
(precipitation levels, river discharge, hydraulic head, and groundwater pumping rate). The present
hydrological model determines the upper boundary conditions of the two main groundwater sources:
percolation and river water leaching, which differentiates it from the existing hydrological models that
have been developed for the Ljubljansko polje [25,26].

29



Water 2019, 11, 1753

Legend

Mean pumping rates
over the period
2010-2011 (1 s

O 1-9

Group 1
Group 2

e0e 0000000

Group 3 Pivovarna Lagko ¢« A @@

[ 4
BeZigrad ﬁ
%
®

@
Hrastje
[ ]

@&  Group 4 Union d.o.o. oe o =
@ Croups .

B Gauging stations River Ljubljani‘:a
A Meteorological stations \:l Ljubljansko polje

@  Eliminated piezometers = River channel cross-sections

Figure 2. Locations of pumping stations and wells with mean pumping rates in L s™! for 2010-2011.
Locations of piezometers (five groups), three meteorological stations, and three gauging stations on the
Sava River and one on the Ljubljanica River. The Sava River cross-sections used in MIKE 11.

2.2. Database

Hydraulic Head. Daily and monthly hydraulic head values from 52 and 25 piezometers,
respectively, were provided by Javno podjetie VODOVOD KANALIZACIJA SNAGA (VOKA; URL:
http://www.vo-ka.si). The observed hydraulic head was from 260.47 m to 299.08 m a.s.l. Only those
piezometers with daily data and minimal gaps of available data were used in the simulation (Figure S1
in the supplementary material shows data availability). Locations of the piezometers are shown in
Figure 2.

Groundwater Pumping. Daily rates of groundwater abstractions from the 32 wells for all four
pumping stations were obtained from VOKA (Figure 2). Klece is the main pumping station and
produced five times more groundwater (53.0 L s71) than the other pumping stations during the study
period (2010-2011).

River Discharge. Discharges observed in the Sava, and the Ljubljanica Rivers were used to
simulate the spatially-explicit percolation (WaSiM model), while only the Sava River discharge was
used in the transient state groundwater flow model (MIKE 11 and FEFLOW). The Ljubljanica River
represented 20% to 30% of the Sava River discharge in 2010 and 2011 when the recorded discharge in
the Sava River was 1021.66 m® s™! but was not included in the groundwater flow model (GW flow
model) because of its negligible effect on the aquifer due to the presence of a clogging layer [24].
The Sava River water level is the required input data for the steady-state groundwater model, and the
data was obtained from Slovenian Environmental Agency (ARSO; URL: http://www.arso.gov.si) [27].

Underground Recharge/Discharge. The amounts of subsurface groundwater recharge/discharge
were estimated during the calibration process of the steady-state GW flow model in FEFLOW.

Mean Residence Time (MRT). An estimation of MRT was made using the 3H/*He method for
water samples collected on the 01.06.2010 at Klece 8, Klece 11, Klece 12, Hrastje 3, Hrastje 8, Jarski
prod 1, and Jarski prod 3 [20] (Table 3). It was not possible to estimate the MRT for Kle¢e due to the
presence of “old” water. For this reason, the MRTs for Hrastje, and Jarski prod were used to calibrate
the steady-state GW flow model.

Meteorological Data. Daily temperature (°C), precipitation (mm), global radiation (Wh m~2),
humidity (-), and wind speed (m s!) were obtained from ARSO for the period between 2003 to
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2015 [28]. The inverse distance weighting (IDW) interpolation method was used for the horizontal
interpolation of the meteorological data [29].

A significant flood event affected many urban areas in Slovenia in September 2010, including
the southern part of the city Ljubljana, which belongs to the Ljubljansko Barje. An extremely high
Sava River discharge, with a return period estimated at 10 years was also observed in Medno and
Sentjakob [30]. The only year with a recorded higher precipitation than 2010 (1784 mm) was 1965
(1848 mm). In contrast, the lowest amount of precipitation (998 mm) was recorded in 2011 [31].

Soil Map. A precise soil texture map was provided by the TIS/ICPVO-Infrastructural Center
for Pedology and Environmental Protection, Biotechnical Faculty, University of Ljubljana, Ljubljana
1999-2016 (URL: http://www.bf.uni-lj.si). Unfortunately, the soil texture type could not be defined in the
built-up areas, which represents 39.60% of the study domain (artificial area in Table 1). Literature data
for central Europe were used for model parameterization of the soil texture classes (Table 1) [32-34].

Table 1. Soil texture classes for the Ljubljansko polje (TIS/ICPVO).

Code Soil Texture Type Description Percentage (%)
1 Artificial area Data cannot be defined 39.60
2 Coarse Sand/Loamy/Sand/Sandy loam 30.05
3 Coarse—Medium Sand/Loamy sand/Sandy loarTl/Sandy clay loam/Clay 2751
loam/Loam/Silt loam
4 Medium Sandy clay loam/Clay loam/Loam/Silt loam 2.77
P X Sandy clay loam/Clay loam/Loam/Silt loam/Silt/Silty
5 Medium-Fine-Fine clay loam/Silty clay/Sandy clay/Clay 0.06
6 Very fine Silt/Silty clay loam/Silty clay/Sandy clay/Clay 0.01

Land Use Map. Land use data for the Slovenian part of the Sava River basin was taken from
the CORINE Land Cover database (CLC2006) [35]. The original data have a spatial resolution of
25 m, which were downscaled to a resolution of 50 m for the Ljubljansko polje. Table 2 gives the land
use classes for the Ljubljansko polje and is a combination of 2-level and 3-level in the CLC’s 3-level
hierarchical classification system.

Table 2. Land use classes for the Ljubljansko polje (CLC2006).

Code Land Use Type Percentage (%)
1 Heterogeneous agricultural areas 15.72
2 Arable land 22.70
3 Meadow 0.31
4 Mixed forest 4.74
5 Urban 30.44
6 Transitional woodland 0.92
7 Industrial area 19.30
8 Pastures 2.92
9 Water 2.97

Digital Elevation Model (DEM). The DEM at a spatial resolution of 5 m (YXZ format) was obtained
from the Surveying and Mapping Authority of the Republic of Slovenia (URL: http://www.gu.gov.si/en/).
The DEM was downscaled to a resolution of 50 m for the WaSiM model. LiDAR (light detection and
ranging) data for the floodplain of the Sava River in the Ljubljansko polje were obtained from Savske
elektrarne Ljubljana d.o.o. (URL: http://www.sel.si).

The River Channel Cross-sections. The Sava River channel cross-sections were measured in 2007,
2010, and 2013. Sixty-three cross-sections were used in the MIKE 11 and FEFLOW models (Figure 2).
The data (KOO format) was obtained from the Municipality of Ljubljana (URL: https://www.ljubljana.si).
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A Counter Map of the Bedrock in the Ljubljansko Polje was obtained from VOKA, which had
been prepared by local hydrologists. However, the map was updated and extended with information
obtained from the latest drilling reports (115 in total), which were provided by VOKA and the Pivovarna
Lasko Union d.o.0. (URL: www.pivovarnalaskounion.si).

2.3. Data Quality Control

Any uncertainty in the hydro-chronological data, which appears due to a combination of
measurement error, systematic error, natural variation, and inherent randomness [36], have been
removed from the database by using the following methods.

1.  Before applying multivariate statistical analysis, the database was reduced in size using linear
correlation. The 47 piezometers, where the hydraulic heads were measured (2003-2015), were
divided into five groups. Each group included piezometers with high correlation coefficients,
R? > 0.95, due to similar patterns of hydraulic heads. These groups also have specific locations in
the Ljubljansko polje (Figure 2). Only one piezometer from each group, with minimal data gaps
in their sets, were selected as being representative and used for data analyses. Due to the high
correlation (R? > 0.99) between the Sava River discharges observed at the three gauging stations,
located at short distances from one another (~6.5 km), only discharges measured in Sentjakob
were analyzed. The analysis also includes the Ljubljanica River discharge. Precipitation, which
was recorded at the meteorological station in Ljubljana (Bezigrad, Figure 2), does not correlate
with the discharges of the Sava and the Ljubljanica Rivers due to the remoteness of their springs
where different climate conditions prevail.

2. Those piezometers, in which significantly different elevations of hydraulic heads from the majority
of the piezometers were recorded, were excluded from the database (Figure S2).

2.4. System Responsiveness

Groundwater responsiveness to the Sava River discharge (river events) or local precipitation
(precipitation events) was estimated using the moving window method. The method was used to
cross-correlate the hydraulic heads, local precipitation levels, and river discharge. In this method,
a defined time “window” (30 days) is moved over the daily data-set obtained for 2003-2015, where
the distance moved is equal to the width of the “window.” All data located within the “window” are
statistically summarized [37].

2.5. Modeling Tools

Figure 3 shows the tools used in this study. Detailed descriptions of their setups, calibrations, and
validations are provided in this chapter.

2.5.1. WaSiM

Percolation of local precipitation was simulated using the physically-based fully distributed
hydrological model-Water Flow and Balance Simulation Model (WaSiM; URL: http://www.wasim.
ch/en/). Depending on the general availability of data and the hydrological problem to be solved,
several algorithms designed for simulating specific processes on various temporal and spatial scales
are available. In addition, WaSiM uses the ASCII format, which allows easier and more optimal data
exchange with other software packages [29].
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Figure 3. The hydrological modeling framework.
2.5.1.1. Setting Up the WaSiM Model

Input grids in WaSiM include topology, land use, soil features, aspect, and slope with a spatial
resolution of 50 m. Climate conditions are defined by the station-based daily time sets of temperature
(°C), precipitation (mm), global radiation (Wh m™2), humidity (-), and wind speed (m s71) recorded in
2005 to 2015. The following parameters describe soil hydraulic properties for the four soil horizons in
each soil texture class (Table 1): saturated hydraulic conductivity, saturated hydraulic conductivity
recession with depth, saturated water content, residual water content, van Genuchten Parameter
Alpha, van Genuchten Parameter 17, Mualem Parameter in van-Genuchtens, number of numerical
layers, and numerical layer thickness [29]. Land use classes (Table 2) for 12 Julian days over a year
are parameterized by the following: albedo, leaf surface resistance, leaf area index, roughness length,
vegetation-covered fraction, root depth, altitude correction, interception surface resistance, and soil
surface resistance [29].

The hydrological model of the Slovenian part of the Sava River Basin (SRB), with a daily temporal
resolution and a spatial resolution of 1 km, was developed, while only the Ljubljansko polje was later
downscaled to a spatial resolution of 50 m. Results of the SRB model were applied as input data in the
Ljubljansko polje model via the routing module, which is one of the modules in the WaSiM control file.
The framework of the WaSiM model is shown in Figure 4. The SRB model calculates the lateral inflow
of the surface water in the Ljubljansko polje from the upstream area of the SRB.

2.5.1.2. Calibration and Validation of the WaSiM Model

The trial-and-error method was used to calibrate the WaSiM model, which implies a manual
parameter assessment through several calibrations run in order to determine realistic lower and upper
limits of the adjustable parameters [38]. The parameters used for the calibration are given in Table 3.
The reference evapotranspiration value was calculated using the Penman-Monteith method and is
the amount of water that has evaporated from the referential plant and soil (Table 3). The reference
surface is a hypothetical grass crop, in which the grass completely covers the soil, with a height of
0.12 m having a resistance of 70 s m~! and an albedo of 0.23 [39].
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Lateral inflow into the Ljubljansko polje was defined with the hydrological
model of the full Sava River catchment.

Slovenia

LAND USE

N

) et A METEOROLOGICAL DATA

| s Ch e (precipitation, temperature, global radiation, wind
speed, humidity)

Slovenian part of the Sava River
catchment with the sub-catchments
used in the hydrological model with
spatial and temporal resolution

1km and 1 day, respectively.

The layers included in the hydrological
model with spatial and temporal
resolution 50 m and 1 day, respectively.

Results

Figure 4. A framework of the modeling procedure with WaSiM.

Table 3. Parameters used for the calibration (C) and validation (V) of the WaSiM model during
different periods.

Use Module Parameter Period Description
C 1January 2010-31 Calculated real ET was compared with the referential ET in
Evapotranspiration  Real ET (mm (dt)") December 2014 Bezigrad (46°3'56” N, 14°30/45” E, altitude 299 m), which
v 1January 2008-31 were calculated by ARSO (Source: http://meteo.arso.gov.si).
December 2009
Soil moisture within 1 January 2012-31 Calculated soil moisture was compared with the observed soil
C  Unsaturated Zone . o Y moisture data in Klece (46°5'11” N, 14°29’56" E, altitude 308
the root zone (%) December 2012

m) during the period January 2012-August 2012 [40].

1 January 2010-31

Unsaturated Zone ~ Hydraulic head below December 2014 Trends of calculated percolation were compared with trends of
v the surface (m) 1 January 2009-31 the observed hydraulic head.
December 2009

Precipitation Events. Precipitation events that cause hydraulic head oscillations were used for
the calibration of the WaSiM model within the domain of the Ljubljansko polje. These events were
extracted from the full database in four steps by (1) calculating the two-day moving average for
the hydraulic head, precipitation, river discharge, and groundwater abstraction, (2) extracting days
when hydraulic heads, precipitation, and the river discharge were higher than the previous day,
(3) extracting days with increased hydraulic heads and precipitation and decreased river discharge
(Thydraulic head|Tprecipitation||/the river discharge), and (4) plotting the extracted days versus
hydraulic heads/precipitation/the river recharge/groundwater abstraction.

Due to a lack of available data, model validation was performed only for the year 2009 at an
hourly time step using a grid size of 50 m. The warming up period for the model was three years.

2.5.2. MIKE 11

MIKE 11 from the MIKE Powered by the Danish Hydraulic Institute (DHI) is an implicit
finite difference model that is capable of dealing with kinematic, diffusive, and dynamic Saint
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Venant equations. It was chosen because it can solve one-dimensional unsteady flow problems [41].
Additionally, MIKE 11 handles the effect of riverbed morphology on the river water level and
groundwater exchange, which is thought to be significant [42—45].

Setting Up of the MIKE 11 Model

MIKE 11 requires four input files, namely Network, Cross-section, Boundary, and Hydrodynamic
(HD) Parameters. The river network and reference cross-sections are defined in the Network file.
The Sava River channel in the study domain is 17.8 km long. The channel’s cross-sections and their
Manning’s n coefficients are defined in the Cross-Section file. By comparing the natural situation, figures
presented by Jarrett [46] and, with the help of local studies [47], the Manning’s n coefficients were
estimated to be between 0.027 and 0.030 in the steady domain. The Manning’s n coefficient was later
corrected for each cross-section for the whole calibration process of the transient state GW flow model.

Upstream and downstream of the model domain, the Inflow and Q-h boundary types, were
defined, respectively. Daily discharges observed in Medno between 2010-2011 were used as the input
data for the Inflow boundary type, while the auto calculation of the Q-h Table tool was used for the
Q-h boundary type. The calculation is based on the Manning formula, with a river slope of 0.02 and a
Manning’s 1 parameter of 0.0285. In the HD Parameters file, the following parameters were defined:
initial water level in the Sava River (observed at two gauging stations), groundwater leakage, and bed
resistance. The Manning formula was chosen as the resistance formula, which uses 0.0324 as a global
resistance number. The local groundwater leakage coefficients (0.0-1.0 x 107 s71) were defined for
each cross-section for the calibration of the GW flow model.

2.5.3. FEFLOW

FEFLOW also belongs to the MIKE Powered by the DHI software family (URL: https://www.
mikepoweredbydhi.com). It is an advanced finite element subsurface flow and transport modelling
system, which supports several different file formats, but not WaSiM output-raster files [48]. Therefore,
an indirect communication link between WaSiM and FEFLOW was established using open-source
R-software (URL: https://www.r-project.org). Daily percolation data from a *.dat file was assigned to
the in/outflow on the top/bottom parameter using the “assign material data to time stages” option.

FEFLOW was coupled to MIKE 11 via the FEFLOW Interface Manager (ifmMIKE11), owned by
the MIKE Powered by the DHI. The ifmMIKE11 plug-in enables the user to define not only the surface
water level at a single boundary node but also the water exchange area represented by the node and
the nodal transfer rate [41,49].

However, the river water level, discharge, and leaching of the Sava River water into the aquifer,
and groundwater into the river were simulated using coupled MIKE 11 with FEFLOW. The numerical
stability of the stand-alone MIKE 11 model was tested initially because a numerically unstable model
cannot be used with FEFLOW.

2.5.3.1. Development of the Physical Framework

A 2D unstructured triangle mesh with 110,249 elements was generated within the model domain.
The mesh was refined around the central river line, the pumping wells, and the domain border. Direct
estimation of the nodal distance method was used to calculate the relative distance between the
pumping wells and their adjacent nodes [48]. The elements’ volume ranged from 0.98 to 31,241.7 m?,
the maximal interior angle of the triangles was no smaller than 60°, and the Delaunay criterion violation
is zero for all elements.

The 3D GW flow model is defined as being only a one-layer aquifer. An implementation of a
multi-layer aquifer (described in Table S1) was not credible, due to limited data availability for the
hydrogeological parameterization of all five potential layers. Nevertheless, to guarantee numerical
stability, the vertical resolution of the model was refined by subdividing the layer into eight sub-layers.
For the same reason, the layers were moved slightly lower from the river bed in the areas where
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an outcrop of bedrock appears. After making mesh corrections, these specific areas are located at
an elevation of 275 m (Figure 5a, red areas). In this way, the continuity criterion was fulfilled [50].
The layer thickness varies from 0.5 m to 15.5 m (Figure 5b).
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Figure 5. (a) Hydraulic head boundary condition (BC) and elevation of bedrock, and the (b) thickness
of a sub-layer. Black crosses show locations of the Multilayer Well BC.

An interpolation of the model topography is based on the DEM at 25 m resolution (Figure 6a),
while the interpolation of the Sava River floodplain or low terrace topography is based on more precise
LiDAR data at a resolution of 10 m. The Sava’s bed geometry was generated using the Sava River
channel cross-sections data-sets. The distances between the cross-sections are approximately 20 m to
900 m along the flow path. Interpolation of the river bathymetry with the river channel cross-sections
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is essential because a high or low node elevation in a riverbed can produce unwanted or uncontrolled
stream water-groundwater exchanges. The lithological composition of the aquifer, its thickness, and
extension into the vertical direction downward to the bedrock was based on drilling reports and a
bedrock counter map. The Ljubljanica River and outcrops of the bedrock were used as the main criteria
for defining the lateral boundary of the model domain.
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Figure 6. (a) Topography of the study domain, and (b) inflow/outflow on top/bottom BCs. The In/outflow
on top/bottom BCs represents the mean percolation for the period 2010-2011 or the steady-state GW
flow model. Black crosses show locations of the multilayer well BC.
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The kriging method was used for the interpolation of the surface and bedrock, while the Sava
River channel was interpolated using the 1D linear interpolation method. The kriging method is still
the most accurate geostatistical interpolation method in FEFLOW since it takes into account both the
distance and the degree of variation between known data points when estimating values in unknown
areas [51]. It is important because the surface is interpolated from a grid based on a mesh of varying
density. Every 10 neighboring points were used in the interpolation.

2.5.3.2. Setting Up the Steady-State and Transient State Groundwater Flow Models

The steady-state groundwater flow represents the underlying conditions in the Ljubljansko polje
aquifer from 2010 to 2011. Its initial material properties (except in/outflow at the top/bottom) were
estimated from consultants’ reports. The initial values were later adjusted in the calibration process
using a manual and an automatic trial-and-error method. Results of the steady-state GW flow model
were then used for initializing the material parameters and boundary conditions (BC) in the transient
state GW flow model.

Daily observed hydraulic heads, pumping ratios, and the Sava River water level were imported
into FEFLOW through a time-series editor. The hydraulic heads are connected to the observation
points in FEFLOW, pumping ratios to the Multilayer Well BC, and the Sava River water level to the
Fluid Transfer BC. The latter is also coupled to MIKE 11 via the ifmMIKE11 plug-in. Percolation was
assigned through the material property in/outflow on the top/bottom. The Hydraulic Head BC was
defined along the outer model domain boundary sections where the bedrock goes deep under the
surface (Figure 5a). In this case, interactions between the aquifer and neighboring water bodies are
present. The outer boundaries along the bedrock outcrops and the base of the aquifer (the bedrock) are
considered as non-flow boundaries.

Estimating the Hydraulic Head BC was demanding due to the limited understanding of
hydrogeological processes between the Ljubljansko polje and neighboring groundwater bodies.
To reduce the uncertainty of the model, the model’s reactions to various hydraulic heads in the
Hydraulic Head BC, from high to low values, were tested many times with the steady-state GW flow
model. Many assumptions that were made in the parametrization and the design of the eastern part
of the steady domain—where data availability is limited (hydraulic head, bedrock)—lead to a high
outflow around the Kamnigka Bistrica River and excluding the Hydraulic Head BC in Crnuée in the
calibrated model.

Groundwater flows in the steady and transient state models are simulated using the standard
(saturated) groundwater flow equation—Darcy’s law, which can handle unconfined phreatic conditions
in an aquifer [48]. Therefore, the top slice was defined as phreatic (fixed slice topping of an unconfined
layer) and the bottom slice was defined as fixed, while the sub-slices depend on the top and bottom
slices of the model. When the groundwater rises above the surface, the aquifer is treated as confined.
The unconstrained head at the top of the model domain and the constrained boundary at the bottom
of the model domain were selected as the head limits for the unconfined conditions. Residual water
depth for the unconfined layers was estimated at 0.1 m.

2.5.3.3. Calibration and Validation of the FEFLOW Models

The material properties in the setup of the steady and transient state GW flow models (except
percolation, an example of the percolation raster is in Figure 6b) were estimated during the calibration
procedure, and include hydraulic conductivity for Ky = Kyy and K,,, In and Out Transfer rates, and
the specific yield. According to the authors” knowledge, the hydraulic conductivity of the alluvial
sediments in the full modeling domain was not measured, which makes its estimation challenging.

The calibration and validation of the models were performed in the following five steps.

Step 1: The steady-state GW flow model was calibrated using manual and automatic trial-and-error
history matching of the hydraulic heads in FEFLOW and FePEST, respectively. FePEST is a graphical
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user interface that links a software package for parameter estimation and uncertainty analysis of
models (PEST) with FEFLOW [52].

Step 2: A simulation of the groundwater MRT was activated in FEFLOW. The initial MRT for the
full aquifer is 4.99 years, which was calculated in FEFLOW, based on the SH/?He results [20]. If the
results after this step were unsatisfying, steps one and two were repeated.

The second step is a good indicator of the model’s instability, either due to an inappropriate mesh
discretization or parameterization. Nevertheless, the groundwater MRT has been widely used for
evaluating and improving GW flow models in the past [53-56].

Step 3: The steady-state model was validated using mean hydraulic head elevations, the mean
water levels of the Sava River, the mean percolation, and the mean volume of water extracted
between 2013-2014.

Step 4: The steady-state GW flow model was upgraded to a transient state GW flow model, which
was coupled to MIKE 11 via the ifmMIKE11 plug-in. The model was calibrated using daily hydraulic
head records (1 April 2010-30 April 2010) in combination with manual and automatic trial-and-error
history matching of the hydraulic heads and the Sava River discharge.

Step 5: Validation of the transient state model was performed for the period 1 January 2010-31
December 2011. Unfortunately, the initial results were unsatisfactory, and, as a result, several corrections
to the model parameterization were made.

In FePEST (a graphical user interface for running FEFLOW models with Parameter Estimation
code-PEST), a “pilot points” method was used for automatic trial-and-error history matching of the
hydraulic heads and the MRT, and the kriging method for spatial interpolation of values from pilot
points to the model domain [57]. Pilot points were located manually and had a higher density where a
higher heterogeneous hydraulic conductivity was expected.

3. Results

3.1. WaSiM Model

Table S2 gives the obtained linear correlations for the observed and simulated real
evapotranspiration and hydraulic heads. Soil moisture calculated by WaSiM and soil moisture
observed by Pintar et al. [40] in the lysimeter in Kle¢e shows a good correlation (RZ =0.87) (Figure 7).
Furthermore, a high Nash-Sutcliffe model efficiency (NSE = 0.87) between real evapotranspiration
calculated using WaSiM and the referential evapotranspiration give adequate modeled values for the
actual evapotranspiration in the Ljubljansko polje.
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Figure 7. Comparison of the calculated and measured soil moisture [40].

The calibrated parameter set produced results that are in good agreement between the observed
and the calculated real evapotranspiration and the hydraulic head for the validation period. The R
values for the real evapotranspiration and the well P-102 were 0.47 and 0.87 (Table S3), respectively.
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The lowest correlation (R? = 0.53) was obtained between the actual and calculated hydraulic heads in
well P-013.

3.2. Groundwater Flow Model (FEFLOW-WaSiM-ifmMIKE11)

3.2.1. The Steady-State Groundwater Flow Model

Simulated Ky and Ky in the steady-state model vary between 9.21 X 1077 and 0.12ms™!, and K,
between 8.65 x 107° and 0.10 m s~!. In and Out Transfer Rates in the Sava River bed vary between
5.0x 1073 and 2.9 day~!'. The FEFLOW model was stable when the hydraulic heads presented in
Table 4 were used.

Table 4. Hydraulic head BC set up parameters. Hydraulic head BC in Crnuge was later excluded.

Location Hydraulic Head BC
Trnovo P-102 + 0.48 m
Dravlje P-038 + (—2.00-2.20 m)

Roje P-097 + (2.00-2.20 m)

Stanezice P-098 + 0.66 m

Outflow P-017 + (-3.69-0.51 m)

3.2.2. The Transient State Groundwater Flow Model

Hydraulic conductivity ranged from 6.57 x 107 to 3.89 x 1072 m s™! and from 3.24 x 107° to
4.57 x 107% m 57! for Ky = Ky and K, respectively. The In and Out Transfer rates were <30.44 day~!. All
of these four parameters have values higher than that calculated from the calibration of the steady—state
model. The simulated specific yield (Drain—/fillable porosity) ranged from 1.09 x 1072 to 1.25 x 1072.
The groundwater leakage was estimated at 8.00 X 107>, while the Manning’s 1 coefficient was between
3.24 x 1072 and 3.70 x 1072. Simulated leaching of the Sava River water into the aquifer (outflow) and
the groundwater in the Sava River (inflow) can be as high as 20 m® s™! or 0.26 m® s71, respectively.

Tables in the supplementary material provide water balances for the Ljubljansko polje: (1) which
were estimated in the past and were later summarized by Andjelov et al. [58] (see Table S4), (2) after
calibration and validation of the steady—state model (Table S5), and (3) after validation of the transient
models (Table S6).

4. Discussion

4.1. An Interpretation of Observed Data and an Estimation of the System Responsiveness

Results of a cross-correlation analysis (Figure 8) show a discrepancy in the time delay of
groundwater responsiveness to the Sava River discharge dynamics (cross-corr. coef. 0.85-0.25).
Posavec et al. [59] have observed a similar range of cross-correlation coefficients between groundwater
and the Sava River. Nevertheless, diverse responsiveness of groundwater on local precipitation events
at different locations may also be observed, despite the low cross-correlation coefficients (0.12 and 0.25).
In general, the groundwater responsiveness responds more rapidly to river events than to precipitation
events, due to the higher horizontal than vertical hydraulic conductivity. Post and von Asmuth [60]
write that, besides the storage and transmissivity of an aquifer, the volume of an observation well, its
screen length, the local permeability of the strata adjacent to the well, and atmospheric pressure also
affect the groundwater responsiveness time. Group 2 responds to both of the primary groundwater
sources within 24 h (Figure 8), while group 1 responds a month later. Additionally, the hydraulic head
pattern in group 2 (Figure S3), which is located adjacent to the Sava River bed stands out from the other
groups and has the strongest correlation with the Sava River discharge. Alternatively, the hydraulic
head in group 3 correlates most strongly with local precipitation. The estimated time lag between
groundwater and the Sava River in Zagreb, Croatia is in the same range as in this study [59].
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Figure 8. Cross-correlogram between the hydraulic heads and local precipitation levels (dash line)/Sava
River discharge (full line) in different time lag data of the hydraulic head. Locations of groups are
shown in Figure 2.

The distance between piezometers and the Sava River channel is the main factor in determining
groundwater responsiveness. However, the Sava River is not the dominant groundwater source at a
certain point. These observations agree with the study provided by Vrzel et al. [20], which is based
on stable isotopes. Furthermore, response time is not equal to the groundwater MRT but is related
exclusively to pressure changes. These results also show that running the transient state GW flow
model at daily time steps is the most reasonable.

4.2. The WaSiM Model

A lower correlation between the observed and calculated hydraulic heads was expected because
of the known hidden precipitation event signals that result from diverse groundwater responsiveness
over the steady domain (Figure 8) and the presence of a second groundwater source known as the
Sava River [20]. For instance, the influence of the Sava River water on the hydraulic head in the well
P-013 and the longer MRT of the groundwater at Kle¢e [20] explains the lowest correlation (R% = 0.53)
between the observed and calculated hydraulic heads in this well (Table S3). Built-up areas and locally
presented layers with low hydraulic conductivity obstruct percolation in the aquifer. Additionally,
the impact of groundwater abstraction on the hydraulic head was not taken into account in the WaSiM
model. Nevertheless, R? = 0.90 for the well P-102 in the year 2013 (Table S2).

4.3. The Steady-State Grounduwater Flow Model

The results in Table S5 show that simulated and estimated (Table S4) water balances are in the
same range. A discrepancy between the observed and simulated underground recharge is likely related
to the rough estimations of these fluxes in the limited number of published studies and the model.
Despite the challenges in quantifying the fluxes of groundwater between aquifers as supported by
Asmael et al. (2015) [61], this process deserves more attention in groundwater modeling, since Bouaziz
et al. [62] revealed that inter-catchment groundwater flow processes affect water balance at a regional
scale. Simulated groundwater leaching into the Sava River and simulated percolation are smaller than
literature values (Tables S4 and S5), while underground recharge is not reported in the literature.

To ensure that the steady-state model provides a representative result, a comparison of the travel
time of particles in the groundwater between sources and wells was completed as well as comparisons
between the Sava River water fractions in groundwater mixtures (estimated by Vrzel et al. [20]) and the
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estimated system responsiveness (Figure 8). In Figure 54, shorter path lines of particles between the
Sava River and Hrastje than those between the Sava River and Klece can be seen and is the reason for
the quick responsiveness of the system to the Sava River water in Hrastje than in Klece, even though
the fraction of the Sava River water is higher in Kle¢e than in Hrastje. Short paths of particles in Jarski
prod explain why the Sava River water dominates in this area and why it has the shortest MRT [20]
(Table 3).

The simulated MRT (Figure 9) reveals recharge areas of the aquifer (purple areas in Figure 9),
which should receive the most attention for sustainable groundwater management [55]. The MRT,
estimated using the SH/%He data, is 8.4 years [20] (Table 3), while simulations show an even longer
MRT at specific locations. Nevertheless, the old water (Figure 9: reddish areas) in the northern part
of the basin and around RozZnik hill may not be accurate due to the influence of the model domain
border-the boundary effect. Figure 9 explains that the five oscillation patterns of the hydraulic heads
(Figure S3) and the diverse aquifer responsiveness over the steady domain (Figure 8) are related to
the different recharge areas and groundwater flow directions. Additionally, calculated hydrological
conductivity in the Ljubljansko polje agree with literature data and describe the poorly permeable
layers in the area with lower simulated hydraulic conductivity [22].
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Figure 9. Simulated mean residence time. Black triangles show positions of pumping wells.
The steady-state model gives a clear picture of groundwater flow recharge areas and BC. However,
for understanding the system in time and under diverse climatic conditions, a transient state GW flow
model is required.

4.4. The Transient State Groundwater Flow Model

A water balance for the transient state model (Table S6) was estimated for the 2 November 2010
high water level and the 1 July 2010 low water level in the Sava River. In general, water exchange
rates are higher in the transient state model than in the steady-state model (Table S5), as well as in the
water balance calculated from the literature (Table S4). Similarly, Ackerman et al. [63] observed higher
exchange rates in the transient than in the steady-state model in the eastern Snake River Plain aquifer,
USA. The simulated leaching of the Sava River water in the aquifer was higher when the Sava River
water level was lower (1 July 2010). This observation may be explained by the higher pressure in the
aquifer on the 2 November 2010, due to extremely wet conditions in September 2010 (Figure 10).
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Figure 10. Daily precipitation observed in Bezigrad (mm) and percolation simulated in WaSiM (mm)
for the full model domain-the Ljubljansko polje.

A comparison between the observed and simulated hydraulic heads after validation of the
transient state model is shown in Figure 11. Their time series also match their maximal values, and
only subtle deviations that are not critical were observed. These deviations are likely due to the use
of only one model layer since multiple model layers can more realistically simulate the pressure in
the aquifer, which is a fact confirmed by Zhou and Herath [64]. In order to be able to parameterize
geological layers in more detail, geostatistical analyses [65] can be applied (besides obtaining new
in-situ measurements). Realistic oscillations of the hydraulic head in the piezometers located near
the Sava River (P-017) and a good agreement between the observed and simulated discharges and
water levels in the Sava River (Figure S5) confirm that groundwater flow boundary conditions are
well defined.

The simulated Sava River discharge was slightly lower than that observed, while their oscillation
patterns match closely (Figure S5). The lower level of recharge downstream along the Sava River is
another indicator of the leaching of the Sava River water into the aquifer (outflow). The outflow and
inflow (a flux from the aquifer into the Sava River) have the opposite effect on the Sava River discharge.
When the Sava River discharge increases, the outflow also increases, but the inflow decreases. Exact
locations of the river water-groundwater interactions are presented in Figure 12 and Figure S6. In the
literature, it is reported that groundwater drains into the Sava River only downstream of Sentjakob.
However, model simulations indicate that this process already occurs upstream from Sentjakob
(Figure 12).

Groundwater flow under different conditions, including high (2 November 2010) and low (1
July 2010) discharge in the Sava River, is shown in Figure S6. It should be noted that the data from
2 November 2010 is not representative of normal wet conditions. The system was still under the
recovery phase after recent extremely wet conditions. However, a connection between the travelling
time of particles in the groundwater between their sources and piezometers and the estimated system
responsiveness can be observed (Figure 54).
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Figure 11. Observed and simulated hydraulic heads for the groups presented in Figure 2. Hydraulic
heads were simulated in FEFLOW for the period 1 January 2010-31 December 2011.
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The travel time of the particles differs from the MRT estimated using the *H/°He method and
the simulated MRT (Figure 9). The reason is the different mathematical background of both tools.
The calculation of particle travel time does not take into account the mixing of water from different
sources, unlike in the simulation of the MRT. The logic behind the particle travel time calculation
is similar to a piston flow by assuming that a parcel of water moves as a discrete volume along a
flow path [66]. The results also show how Trnovo represents an important underground inflow of
groundwater from the Ljubljansko Barje into the system.

Deviations also occur between groundwater flow paths in the steady and transient state models.
For instance, Roje is the main recharge area for Hrastje in the transient state model, while Tomacevo is
the main recharge area in the steady-state model. Figure 9 shows the mixing of groundwater around
Hrastje from different recharge areas, which depends on hydrological conditions. The interpretation
of the recharge area for groundwater in Hrastje might be ambiguous. However, the long MRT [20]
(Table 3) and the small estimated Sava River water fractions in Hrastje [20] (Figure 6) suggest that the
main recharge area for groundwater in Hrastje is in the North-Western part of the Ljubljansko polje.

According to Table 5, the observed and simulated values are most similar when the system
contains more water. The highest discrepancy between the observed and simulated hydraulic heads
is in the area around group 4 (Figure 11). One reason for this might be a lack of information about
the depth of the bedrock. The dynamic bedrock elevation in this area was predicted based on limited
information. A second reason might be an underestimation of the underground recharge in Trnovo.

Table 5. Statistics of the calibrated models after steps one, two, and five. Statistics for the calibrated
transient state model (after step five) are presented for two days 2 November 2010 and 1 July 2010,
when the Sava River recharge was high and low, respectively.

Step 1 Step 2 Step 5 Step 5
(Steady-State GW Flow (Steady-State GW Flow 2 November 2010 1 July 2010
Model) Model + MRT) (306 day) (182 day)
E 0.125 0.260 0.445 0.943
RMS 0.169 0.343 0.563 1.062
o 0.173 0.351 0.575 1.085

5. Conclusions

An integrated approach using geochemical and multivariate statistical methods were used to
study surface-groundwater interactions in the Ljubljansko polje aquifer system. The study involved
collecting and processing a large amount of historical data and defining the isotopic composition
of the groundwater. The main success of the work was the unravelling of information about
groundwater behavior hidden in the data obtained from different sources and combining this into a
hydrological model.

The paper presents the conceptualization of the study domain using chronological data and
hydrological modeling. The chronological data of the hydraulic heads observed in many piezometers
show five oscillation patterns that form five groups. The cross-correlation analyses revealed varying
responsiveness of these five groups to the two main groundwater sources: the Sava River and local
precipitation. Furthermore, the simulated mean residence time can explain the different patterns
observed in the different recharge areas, and it identifies those areas that should receive special attention
regarding groundwater protection.

Cross-correlation analyses reveal the importance of understanding the system in time, since the
response to an increase in the high-water level of the Sava River or local precipitation can be fast, i.e.,
within 24 h. For this reason, a transient state model was developed to provide a reliable simulation
of the complex interactions between groundwater and surface water that dominates the system’s
evolution (as is shown in the conceptual model) by combining multiple models. The groundwater
flow was simulated using FEFLOW and MIKE 11, which were coupled using the ifmMIKE11 plug-in,
for the simulation of the Sava River discharge, and fluxes between the river and groundwater water.
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Percolation was simulated in WaSiM. For this reason, an indirect communication link was established
between FEFLOW and WaSiM.

Solving hydrological issues related to sensitive hydrological systems can be time-consuming and
complicated. However, the results of studies like this one provide valuable and unique information. It
is even possible to quantify important components in the water balance of the basin under different
conditions. This study also provided a complete picture of the full water cycle in the Ljubljansko polje.
The GW flow model has great potential for many other applications such as (1) testing the impact of
changing land use on the water cycle, including groundwater-surface water interactions, (2) projecting
future hydrological conditions, and (3) as a model for simulating water tracers (e.g., isotopes) and
pollutants (e.g., nutrients, pharmaceuticals, and toxic metals). The study results can also aid in the
decision-making process regarding sustainable groundwater management in the Ljubljansko polje
aquifer system, which is the main source of drinking water for the growing population of Ljubljana.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/11/9/1753/s1.
Figure S1: Distribution of observed hydraulic heads over time, Figure S2: Box plot of hydraulic heads observed
in 50 piezometers over the period 2010-2011, Figure S3: Hydraulic head patterns of all five groups observed
over the period 20102011, Figure S4: Travel time, backwards streamlines seeds (y), hydraulic head (m), and
bedrock elevations (m), Figure S5: The upper two plots show outflows/inflows (m> s71) for random Sava River
cross-sections simulated in MIKE 11 with ifmMIKE11 plug-in in FEFLOW Observed (full lines) and simulated
(dash lines) discharges and water levels in the Sava River over the validated period 1 January 2010-31 December
2011, Figure S6: Groundwater flow under different conditions in the Sava River: (a) high discharge (left: upper
legend) for 6 May 2010, (b) low discharge (right: lower legend) for 1 July 2010, Table S1: Lithological composition
of the suggested model layers (ML) [67], Table S2: Linear correlations (R%) between observed and calculated
real evapotranspiration and trend of the hydraulic head after the calibration (period: January 2010-December
2014), Table S3: Correlations (R2) between observed and calculated real evapotranspiration and trend of the
hydraulic head after the validation (period: January 2009-December 2009), Table S4: Estimated components of a
groundwater budget in the Ljubljansko polje (m® s™1) [58], Table S5: Water balance after calibration and validation
of the steady-state GW flow model for data observed over the period 2010-2011 and 2013-2014, respectively,
Water balance after calibration for 2010-2011 data and included simulation of MRT (after step 2), Table S6: Water
balance for a validated transient state model (after the step five) for two days 2 November 2010 (high water level
in the Sava River) and 1 July 2010 (low water level in the Sava River).
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Abstract: The main purpose of this study was to understand the interactions between precipitation,
surface water, and groundwater in the Zagreb aquifer system using water stable isotopes. The Zagreb
aquifer is of the unconfined type and strongly hydraulically connected to the Sava River. As the
groundwater is the main source of drinking water for one million inhabitants, it is essential to
investigate each detail of the recharge processes of the aquifer to ensure adequate protection of the
groundwater. Measuring the content of water stable isotopes in surface waters and groundwater
enabled the creation of two- and three-component mixing models based on the isotopic mass
balance for the purpose of the quantification of each recharge component. The mixing models gave
ambiguous results. Observation wells equally distant from the Sava River did not have the same
recharge component ratio. This indicated that there were more factors (in addition to the distance
from the river) that were affecting groundwater recharge, and the properties of the unsaturated zone
and surface cover data were therefore also taken into consideration. The thickness of the unsaturated
zone and the characteristics of different soil types were identified as important factors in the recharge
of the Zagreb aquifer. The areas with high thickness of the unsaturated zone and well-permeable soil
had a very similar recharge component ratio to the areas with small thickness of the unsaturated zone
but low-permeable soil.

Keywords: Zagreb aquifer; Sava River; groundwater-surface water interaction; water stable isotopes;
soil properties

1. Introduction

Groundwater presents one of the most important water resources in the world. Water demand
is continuously growing worldwide, and it is especially pronounced in arid regions [1]. Global
groundwater extraction has reached about 1500 km? per year [2], which is higher than natural
groundwater recharge [3]. Furthermore, a lot of alluvial aquifers have problems with groundwater
depletion, which has become a global issue [4,5]. Recently, the problem has become more frequent in
moderate climate areas, especially in the unconfined alluvial aquifers dependent on surface waters
as a result of climate changes [6-8]. All these problems point to the necessity of detailed research
of groundwater recharge mechanisms, which will enable sustainable management of groundwater
resources, i.e., ensure sufficient quantities of potable water.

Groundwater—surface water interaction is generally investigated at the river scale and classified
as connected or disconnected systems [9]. In connected systems, groundwater can discharge through
the streambed to contribute to streamflow, and surface water can lose water, i.e., recharge the aquifer.
Disconnected systems depend on the unsaturated zone beneath the surface water and can be completely
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disconnected (changes in the water table do not affect the infiltration rate from the river) and in a
“transitional” state (changes in the water table possibly affect infiltration rate). However, a lot of alluvial
aquifers that are connected with rivers have very dynamic relationships, where hydrologic conditions
can generate very fast changes in groundwater flow direction and velocities. From that perspective,
the isotopic composition of the different compounds can help to identify and quantify hydrological
relationships. If hydrological conditions want to be evaluated on a local scale, where changes in the
water isotopic composition can be very small, relevant hydrological relationships can sometimes be
very difficult to define. In such aquifers, the characteristics of the unsaturated zone and soil type can
have a significant impact on the isotope composition.

The Zagreb aquifer is a very important source of potable water for the Republic of Croatia, and it
is designated as a part of the country’s strategic water reserves. Although different isotopic research
has been conducted, related to both groundwater quality and quantity [10-13], a distinct quantification
of recharge of the Zagreb aquifer for both precipitation and infiltration from the Sava River has not
been done before.

The main goal of this research was to evaluate groundwater—surface water interaction in the area
of the Zagreb aquifer and to quantify the role of precipitation and the Sava River on the recharge of
the aquifer. For this purpose, water stable isotopes (580 and §?H) from surface water, groundwater,
and precipitation were used. Stable isotopes of hydrogen ('H and 2H) and oxygen (}°O and '80) are
conservative and can be used as tracers in different types of hydrological research [14-20]. Two- and
three-component mixing models were used to quantify different recharge sources together with soil
characteristics and hydrogeological properties of the saturated and unsaturated zones.

2. Study Area

The Zagreb aquifer covers approximately 300 km? and is located in the northwestern part of the
Republic of Croatia (Figure 1). It presents the only source of potable water for approximately one
million inhabitants of the City of Zagreb and part of the Zagreb County. The municipal water supply
relies on the groundwater from the aquifer, which is abstracted at six currently operating well fields.
During longer dry periods, smaller well fields located within the urban part of the City of Zagreb,
which are usually not used by the water supply system, are put into operation. Total annual abstraction
at Zagreb well fields in some years exceeds the annual groundwater recharge [21].

The Zagreb aquifer is an unconfined aquifer, which consists of two aquifer layers that are
hydraulically connected. It consists of Quaternary sediments, which were deposited during the
Middle and Upper Pleistocene and the Holocene. Holocene deposits belong to alluvial deposits,
while Pleistocene deposits are lacustrine-marshy [22-24]. The main stratigraphic units have been
identified according to microfloral and microfaunal analysis [25,26]. The boundary between Pleistocene
and Holocene deposits has also been determined according to changes in the petrographic origin of
the clasts in gravels and sands and changes in the sedimentary environment. It has been reported
that, in the beginning of the Holocene, the Sava River started to flow and transport material from the
Alps, which was dominantly carbonate, unlike Pleistocene deposits, which are mostly siliciclastic [22].
In general, Lower Pleistocene deposits are mainly composed of silty clays and clayey silts, with sporadic
interbeds and lenses of gravelly sands. Lower and middle part of Middle Pleistocene deposits are
made of sands, while clays and silts appear in the upper part. In Late Pleistocene deposits, frequent
lateral changes in sands, gravels, silts, and clays can be found. Holocene deposits are mostly composed
of sands and gravels [23].

Hydrogeologically, these deposits can be grouped into three units: unsaturated zone, shallow
alluvial aquifer layer, and deeper lacustrine-marshy aquifer layer. The thickness of the unsaturated
zone varies spatially and in time due to the hydrological conditions. It varies from 5 to 13 m during dry
periods and low groundwater levels (Figure 2). In the area of the Zagreb aquifer, especially in the area
where monitoring of groundwater quality is established (mostly according to the inflow areas of well
fields), two main types of soils have developed: Fluvisols and Eutric Cambisols on Holocene deposits.
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Apart from these types of soils, Pseudogley on plateau, Pseudogley-gley, Gleyic Fluvisols, Gleysol,
Pseudogley, and Vertic Gleysols can also be found in small areas [27,28]. Hydraulic properties of the
Fluvisols are generally permeable, with the exception of dry periods [29]. On the other hand, the Eutric
Cambisols developed on Holocene deposits seem to be of low permeability, where percolation to
the aquifer is very low [30]. Hydraulic conductivity values of the unsaturated zone vary between
1.26 m/day and 1015 m/day [11]. It must be emphasized that, in some parts of the Zagreb aquifer,
the unsaturated zone is damaged by human influence (setting foundations for buildings, for example),
especially on the left bank of the Sava River, where urban areas prevail.
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Figure 1. The location of the Zagreb aquifer system.

The shallow aquifer layer is in direct contact with the Sava River, with general groundwater
flow direction from W/NW to E/SE. The Sava River presents the main source of recharge, and its
influence on changes in groundwater levels is more pronounced in the vicinity of the river itself [31].
It has been shown that the Sava River drains the aquifer in some areas during low and medium water
levels, while surface water infiltrates into the aquifer during high water levels. Furthermore, it has
been found that a no-flow boundary prevails in the north of the Zagreb aquifer. Inflow boundaries
were determined in the south and west and outflow boundary in the east. Those boundaries were
determined based on the exploration of equipotential maps in different hydrological conditions, i.e.,
high, medium, and low water levels [32]. The thickness of the shallow aquifer varies from 5 to 40 m [33],
while hydraulic conductivities can go up to 3000 m/day [11].

The deeper aquifer layer is characterized by frequent vertical and lateral alterations of gravel,
sand, and clays [11], while its thickness goes up to 60 m in the eastern part [33]. Although shallow
and deeper aquifer layers are hydraulically connected, geochemical stratification along the depth has
been recognized. It has been shown that CaMg-HCO3; hydrogeochemical facies prevail in the shallow
aquifer, while higher concentrations of sodium can be found in the deeper aquifer, which results from
longer retention in the underground, resulting in CaMgNa-HCOj3; hydrogeochemical facies [12,34].

Problems with groundwater quantity and quality have been observed. Groundwater levels are
declining 1-2 m per decade, while permanent groundwater reserves have decreased by about 4% in
the period from 1976 to 2006 throughout the aquifer [21]. It has been shown that the main reasons for
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groundwater decrease are related to deepening of the Sava riverbed, excessive pumping, and upstream
construction of dykes along the Sava River [32]. Human influence on the recharge component of
the Zagreb aquifer is evident. Probably the most important one is related to the extensive riverbed
erosion as a consequence of the upstream Sava River regulation and gravel extraction from the river.
Furthermore, due to occasional flooding, embankments were built along the Sava River, which stopped
the potential infiltration to groundwater in some areas. Climate change also probably resulted in
prolonged periods of drought. However, the extent of the impact of climate change on groundwater
resources is not known and should be investigated in detail in future research in this area. Regarding
quality, five main groups of contaminants have been identified, mostly related to agricultural activity,
industrial development, leakage from sewage system, and septic tanks. They are nitrates, pesticides,
potentially toxic metals, chlorinated aliphatics, and pharmaceuticals [11]. Most of the recent research
has been related to nitrate origin and trends. Although elevated concentrations have been observed,
results have shown that nitrate trends are decreasing in most parts of the aquifer, while nitrate origin is
mainly organic [13,35-37].
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Figure 2. Maximum thickness of the unsaturated zone and soil types of the Zagreb aquifer.

3. Data and Methods

Water stable isotopes from groundwater (5'80 and §2H) were measured in the area of well field
Zaprude and Petrusevec [10,11]; in the area of future well field Kosnica within the International
Atomic Energy Agency (IAEA)’s technical cooperation (TC) project CRO7001 [38]; in the inflow areas
of well field Sagnjak-Zitnjak, Mala Mlaka, and Velika Gorica; and in the urban part of the City of
Zagreb [13] (Figure 1). Water stable isotopes from the Sava River were measured in the area of well
field Petrusevec [39] and in the area of well field Kosnica within IAEA TC project CRO7001 [38]. Stable
isotope data of water from precipitation were used from Global Network of Isotopes in Precipitation
(GNIP) [40,41] for meteorological station Gri¢, located in the urban part of the City of Zagreb. All §'80
and 82H values are expressed in %o notation relative to VSMOW (Vienna Standard Mean Ocean Water),
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while deuterium excess (d-excess) has been defined according to Dansgaard [42] with a global mean
slope of 8.

The mixing of groundwater and surface water is not uniform in all parts of the aquifer; it is spatially
and temporary variable depending on the strength of the impact of each individual recharge source in
different hydrological conditions. Their quantitative relationship can be derived from two- or three-end
member mass balance equations [16,19,38,43-46], where the sum of end member contributions are
usually expressed as fractions (f) equal to 1. The two-component model is based on the assumption of
the presence of only two recharge sources: precipitation and the Sava River. Quantification of the Sava
River and precipitation to the Zagreb aquifer recharge was estimated based on the two mass balance
equations written as follows:

fsw +fp=1 (1)

fow X 81804y + £, x 8180, = 8'80, )

where fgy and fp are the Sava River and precipitation fractions, respectively; 8180 is the isotopic
composition of oxygen in the observation well; and §'8Qs,, and 6180p are the isotopic compositions of
oxygen in the surface water and precipitation, respectively.

The three-component mixing model was used for testing and quantifying the change in the
isotopic composition of the groundwater that takes place within the aquifer but not as a consequence of
infiltration of the precipitation or the Sava River. It is often the case that a third end member contributes
to mixing. Here, the third mixing component is groundwater itself (horizontal inflow of groundwater
from neighboring parts of the aquifer in relation to the observation well), and the three mass balance
equations are written as follows:

fsw +fp +fgw =1 3)
fow X 8805y + fp X 8'80p, + fow X 51804y = 880, )
fow X 81807y + i, x 81802, + fgy x 8802, = 51807 ®)

where fg, fp, and fg\ are the Sava River, precipitation, and groundwater fractions, respectively; 580
is the isotopic composition of oxygen in the observation well; and 51804, 6180p, and 51808w are the
isotopic compositions of oxygen in the surface water, precipitation, and groundwater, respectively.

The average values of 5180, 82H, number of analysis (1), and calculated d-excess from the
observation wells included in the analysis, together with their affiliation to location area, soil type,
and defined groundwater levels in low and high waters, are shown in Table 1. In sum, there are 45
observation wells, which are mostly spatially located in the inflow areas of different well fields (well
field Kosnica, Mala Mlaka, Petrusevec, Sasnjak and Zitnjak, and Zaprude), while the rest are located in
the central part of the City of Zagreb (CPCZ) (Figure 2). Furthermore, there are 28 observation wells on
the right bank of the Sava River, while there are 17 observation wells on the left bank. The groundwater
from the observation wells were sampled at different time periods, 4-12 times during 2010, 2011, 2015,
and 2016 (sampling was done in accordance with the national monitoring plan). The average values of
8%H in the observation wells varied from —64.32%o to —60.40%o, while average values of '30 varied
from —9.46%o to —8.92%o. The d-excess varied from 9.32%o to 13.12%s.. Isotopic composition of the
Sava River resulted in §2H values from —69.88%o to —55.61%o, with the average value of —62.84%o,
while 580 values varied from —10.33%o to —8.54%o, with the average value of —9.47%o. Long-term
average for §'80 and §°H for the meteorological station Zagreb-Gri¢, based on the data from GNIP,
was —8.28%o and —60.0%o, respectively. In order to provide more detailed interpretation, groundwater
stable isotope data was spatially grouped at the level of inflow areas related to different well fields but
also based on the areas that belong to different types of soil. In the two- and three-component mixing
models, long-term average of §!80 for precipitation (—8.28%o; 1 = 89) from Zagreb-Gri¢ meteorological
station was used, while the average value of §'80 from all available analysis was used for the Sava
River (=9.47%o; n = 56). In the three-component mixing models, the average value of 'O from all
observation wells was used (—9.16%o).
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In addition to the isotopic data, different hydrogeological and pedological data were used.
The Zagreb aquifer is of the unconfined type, and it is essential to determine the fluctuation of the
groundwater table in order to determine the thickness of the unsaturated zone. Analysis of the minimum
and maximum groundwater levels were done for the period from 2000 to 2014. The groundwater
levels are measured continuously on one-third of the observation wells, but because the only purpose
of many observation wells is water quality monitoring, they are not continually monitored. For these
objects, maximum and minimum groundwater level data were taken from the water table contour
maps created for wet and dry periods (Figure 3) [47]. In Table 1, groundwater levels for low and high
waters characteristic for the area of each investigated observation well are shown. The difference
between maximum and minimum groundwater levels varied from 0.8 to 5.09 m. Due to a large
difference in the fluctuation of the groundwater level at certain points, only minimum groundwater
levels, i.e., the maximum thickness of the unsaturated zone, were observed (Figure 2).
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Figure 3. The water table contour map of the Zagreb aquifer during dry and wet periods (equipotentials
in meters above sea level (m a.s.l.)) [47].

All investigated observation wells are also grouped according to their affiliation to different soil
types; 8 observation wells are located in the Eutric Cambisol, 21 in the Fluvisols, and 16 in the urban
part of the City of Zagreb (Table 1). Soil hydraulic properties were estimated based on the data from
the research that was done in the soil profile in the area of the future well field Kosnica [29], which is
located in the Fluvisols, and a soil profile that is located in the area of well field Velika Gorica [30],
which is located in the Eutric Cambisols on Holocene deposits. Granulometric composition of soil
profiles from these types of soils is given in Table 2. The soil profile in the Fluvisol has much more sand,
while higher percentages of silt and clay in the Eutric Cambisols developed on Holocene deposits
suggest much lower permeability. It has been shown that the Fluvisols are generally permeable, except
in dry periods when water content is very low [29], while very low water content can be found in the
Eutric Cambisols, which results in very small unsaturated hydraulic conductivities [30]. These results
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suggest that the possible influence of precipitation on the recharge of the Zagreb aquifer could be
diminished in areas where the Eutric Cambisol prevails.

All maps were made in ArcMap 10.1 for Desktop, while georeferenced orthophoto image was
obtained from geoportal of the Croatian Geodetic Administration. All maps are presented in the official
coordinate system of the Republic of Croatia (HTRS96/TM).

Table 1. Hydrogeological, pedological, and water stable isotope data (average values of '%0, §°H,
and d-excess) used in the analysis (minimum and maximum water levels registered between 2000 and

2014).
Observation i'!fffﬁiﬁ;i Soil Type vl\\r::l;;nile Ml\//:::?::e‘l H (%) 50 drbxcess
Well Figure 2 (m a.s.l) (m a.s.l) (%) (%o)
D-6 CPCZ Urban 106.6 107.9 -623 9.1 102 4
D-3 CPCZ Urban 108.0 109.2 -626 9.1 10.1 4
Ph-12 cpCz Urban 1104 112.8 -626 9.1 103 4
B-5 cpCz Urban 109.5 111.8 -632 9.1 97 4
V-3 crCz Urban 109.2 1103 —627 9.2 106 4
B-15 CPCZ Urban 110.4 1112 -633 9.2 10.4 4
Cp-S Kosnica Fluvisols 98.6 103.5 -60.7 -9.1 12.0 12
Pkb-1/1/3 Kosnica Fluvisols 99.0 102.1 -61.2 -9.1 11.8 12
Cdp-lS/l Kosnica Fluvisols 98.9 103.2 -61.0 -9.2 12.3 12
Cdp-lZ/S Kosnica Fluvisols 98.8 103.9 -61.3 -9.2 12.2 12
Pkb-3/1/3 Kosnica Fluvisols 99.1 102.0 —614 -9.2 12.2 12
Pkb-5/1/3 Kosnica Fluvisols 98.6 101.9 -62.3 -9.2 11.6 12
Mp-5 Kosnica Fluvisols 100.0 103.1 —62.0 -9.2 11.9 12
Cp-101 Kosnica Fluvisols 99.6 103.1 -61.9 -9.3 122 12
A-2-1 Kosnica Fluvisols 99.9 1015 —623 93 121 12
Cdp-8/2 Kosnica Fluvisols 99.3 104.1 -626 93 118 12
Mm-49 Mala Mlaka Fluvisols 106.4 108.1 -60.0 -89 10.5 4
Mm-325 Mala Mlaka Fluvisols 102.0 1049 -605 9.0 112 4
Mm-311 Mala Mlaka Cai“‘gi;ls 1015 105.0 -61.0 -9.0 1.1 4
Pzo-8 Mala Mlaka Fluvisols 109.0 111.0 -62.1 -9.1 10.5 4
Mm-333 Mala Mlaka Fluvisols 109.0 111.0 -61.9 -9.1 10.7 4
Mm-320 Mala Mlaka Fluvisols 102.5 105.4 —62.2 -9.1 109 4
Mm-322 Mala Mlaka C:i:ériisc(ﬂs 107.9 1095 -62.2 -9.2 113 4
Mm-330 Mala Mlaka Cj:;isco]s 108.8 111.0 -63.1 93 101 4
Mm-319 Mala Mlaka Fluvisols 101.1 1046 —63.1 93 114 4
Mm-32 Mala Mlaka Fluvisols 100.4 103.8 -63.7 93 111 4
Pp-18/30 Petrusevec Fluvisols 100.8 103.9 -61.0 -9.1 11.7 12
Pp-19 Petrusevec Fluvisols 100.5 103.8 —60.7 -9.2 129 12
B-5A Petrugevec Fluvisols 99.8 103.8 —61.0 -9.2 12.8 11
Pp-23/5 Petrusevec Fluvisols 100.9 104.7 —61.2 -9.1 11.3 12
78 Sa?;{:?aind Urban 1045 107.6 -62.0 -89 9.3 4
z-7 Sagz‘gﬁl;ai“d Urban 101.7 104.1 —62.1 -9.0 96 4
Z-4 Sas‘z‘;j;\;:“d Urban 101.1 1046 -62.0 9.0 9.8 4
Sk-18 Sag?’z‘;jti“lj‘a:“d Urban 100.4 104.1 -61.8 -9.0 10.2 4
Sk-16/2 Sasnjak and Urban 99.9 103.6 —62.0 9.1 10.8 4

Zitnjak
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Table 1. Cont.

Ob. " Inflow Area Minimum Maximum s180 d-E
servation According to Soil Type Water Level Water Level 82H (%o) xcess n
Well . (%o0) (%o0)
Figure 2 (m as.l.) (m as.l.)
Z-10 Sasnjak and Urban 99.9 1035 -619 93 121 4
Zitnjak : " : : g
Z-13 Sasnjak and Urban 101.0 103.4 -61.8 94 13.1 4
Zitnjak
Vg-4 Velika Gorica Eutric 99.5 1023 -62.1 -9.0 9.7 4
Cambisols
Vg-11 Velika Gorica Fluvisols 101.0 104.1 -62.5 -9.3 11.5 4
. . Eutric
Vg-10/2 Velika Gorica Combisols 99.6 1022 -643 93 103 4
Vg-9 Velika Gorica Eutrie 100.4 103.2 -63.5 94 114 4
Cambisols
Cp23 Velika Gorica Eutric 99.4 1020 641 95 116 4
Cambisols
Pz-11 Zaprude Urban 106.4 1102 -622 93 118 12
Pz-26 Zaprude Urban 1055 109.8 -61.0 9.2 123 12
Pz-33 Zaprude Urban 106.9 110.8 —60.4 9.1 126 12

Table 2. Granulometric composition of the most common types of soils in the area of the Zagreb aquifer
(modified according to [29,30]).

Type of the Soil Soil Horizon Depth (m) Sand (%) Silt (%) Clay (%)

A 0-0.19 24.56 65.27 10.17

AC-C 0.19-0.68 13.79 76.69 9.52

Fluvisol 2C/Cl 0.68-1.1 56.33 38.23 544
UvISols 3Cl 1.1-14 43.29 4743 9.28
4CI/Cr 1.4.-19 37.21 50.50 12.29

5Cr 1.9-2.1 55.62 38.45 5.93

A 0-02 242 87.43 10.15

0.2-0.4 18 89.54 8.65

Eutric Cambisols Bw 0.4-0.6 1.46 87.59 10.95
0.6-0.8 2.72 84.97 12.32

c 0.8-1 4.77 82.00 13.23

1-1.2 3.84 89.78 6.37

4. Results and Discussion

The local meteoric water line (LMWL) for Zagreb is given in Figure 4, together with the LMWL
for Ljubljana (because the Sava River is formed by the Sava Dolinka and the Sava Bohinjka headwaters
in northwest Slovenia) as well as the average values of the observation wells and the Sava River.
The water isotopic composition of the Sava River and groundwater from the Zagreb aquifer is more
similar to the precipitation in the area of the City of Ljubljana than the precipitation in the area of the
City of Zagreb, which is in agreement with previous results [10-13,38].
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Figure 4. Comparison of the water isotopic composition of precipitation from Zagreb and Ljubljana
with average values of observation wells from the Zagreb aquifer and the Sava River.

The d-excess values for groundwater were analyzed only for observation wells with at least 12 data
measurements. The chosen objects are spatially representative for the entire aquifer and statistically
more reliable. The d-excess values in groundwater samples varied from 9.07%o to 14.21%o, while they
varied from 10.49%o to 14.69%o in samples of the Sava River. Deuterium excess values in samples of
the local precipitation varied a wide range from —13.38%o to 18.18%o (Figure 5). Groundwater and
river water had similar isotopic signature as opposed to local precipitation.
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Figure 5. Average deuterium excess (d-excess) values in samples of the Sava River, precipitation,
and groundwater.

The results from both mixing models, given in Table 3, show that the Sava River presents the
most important source of recharge for the Zagreb aquifer. When observation wells were evaluated
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separately, in the two-component mixing model, contribution of the Sava River to aquifer recharge
varied from 53.36% to 99.16%, with an average of 73.90%. Recharge from precipitation varied from
0.84% to 46.64%, with an average of 26.10%, and it was lower than the Sava River recharge for all
observation wells.

Table 3. Results of two- and three-component mixing models.

Two-Component Mixing Model Three-Component Mixing Model
Observation Well Recharge from Recharge from the Recharge from Recharge from the Recharge from
Precipitation (%) Sava River (%) Precipitation (%) Sava River (%) Groundwater (%)
D-6 34.03 65.97 32.89 62.73 4.38
D-3 33.19 66.81 32.04 63.53 4.43
Ph-12 30.88 69.12 29.69 65.72 4.59
B-5 30.04 69.96 28.83 66.52 4.65
V-3 26.68 73.32 25.42 69.72 4.86
B-15 2227 77.73 20.93 73.92 5.15
Cp-8 31.93 68.07 30.76 64.72 452
Pkb-1/1/3 29.72 70.28 28.50 66.83 4.67
Cdp-13/1 2647 73.53 25.20 69.92 4.88
Cdp-12/3 23.74 76.26 2242 72.52 5.06
Pkb-3/1/3 2213 77.87 20.79 74.05 5.16
Pkb-5/1/3 19.96 80.04 18.58 76.12 5.30
Mp-5 19.12 80.88 17.72 76.92 5.36
Cp-101 16.95 83.05 15.51 78.98 5.51
A-2-1 14.29 85.71 12.80 81.52 5.68
Cdp-8/2 14.92 85.08 13.45 80.92 5.63
Mm-49 45.38 54.62 44.43 51.94 3.63
Mm-325 42.65 57.35 41.65 54.53 3.82
Mm-311 38.66 61.34 37.59 58.33 4.08
Pzo-8 33.82 66.18 32.67 62.93 4.40
Mm-333 33.61 66.39 32.46 63.13 4.41
Mm-320 28.15 71.85 26.91 68.32 4.77
Mm-322 24.37 75.63 23.06 71.92 5.02
Mm-330 17.44 82.56 16.01 78.52 5.47
Mm-319 12.82 87.18 11.31 82.92 5.77
Mm-32 10.50 89.50 8.96 85.12 5.92
Pp-18/30 31.93 68.07 30.76 64.72 4.52
Pp-19 22.66 77.34 21.32 73.55 5.13
B-5A 20.10 79.90 18.72 75.98 5.30
Pp-23/5 34.03 65.97 32.89 62.73 4.38
Z-8 46.64 53.36 45.71 50.73 3.56
z-7 42.44 57.56 41.44 5473 3.83
Z-4 41.18 58.82 40.16 55.93 3.91
Sk-18 39.08 60.92 38.02 57.93 4.05
Sk-16/2 31.09 68.91 29.90 65.51 4.57
Z-10 18.49 81.51 17.08 77.52 5.40
Z-13 8.61 91.39 7.04 86.91 6.05
Vg-4 41.60 58.40 40.58 55.53 3.88
Vg-11 18.07 81.93 16.65 77.92 5.43
Vg-10/2 11.55 88.45 10.03 84.12 5.85
Vg9 9.24 90.76 7.68 86.32 6.00
Cp-23 0.84 99.16 -0.87 94.32 6.55
Pz-11 18.07 81.93 16.65 77.92 5.43
Pz-26 25.70 74.30 24.42 70.66 4.92
Pz-33 29.41 70.59 28.19 67.12 4.69

The three-component mixing model, when the fraction of groundwater was introduced, resulted
in no significant difference with regard to the two-component mixing model (Table 3). The fraction of
precipitation in aquifer recharge varied from —0.87% to 45.71%, with an average of 24.82%. Recharge
of the Zagreb aquifer from the surface water of the Sava River varied from 50.73% to 94.32%, with an
average of 70.28%. Changes in the groundwater isotopic composition were negligible, with fractions
between 3.55% and 6.55% and the average value of 4.90%, suggesting that only a small amount of
water comes from neighboring groundwater bodies. It is possible that a certain amount of water comes
from the adjacent aquifer in the west but also from the S, SW boundary when low waters are occurring,
which can be seen in the equipotential map (Figure 3). The difference between the average values of
fractions in two- and three-component mass balance models regarding recharge from the Sava River
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was 3.62%, while it was 1.28% regarding recharge from precipitation. Both models gave very similar
results. For further analysis, results from the two-component mixing model were used. It has to be
emphasized that, in this case, the three-component mixing model resulted in one negative value for
recharge from precipitation (Cp-23, Table 3). Uncertainty of the results is generally related to the
limited number of available data measured during different time periods within several projects.

Although the results from the mixing models were as expected, i.e., the dominance of the Sava
River as the main source of recharge was confirmed and consistent with previous research [10-13,38],
some anomalies were identified. A few observation wells that are located far away from the Sava River
have a higher river water fraction than those that are located near the Sava River. In order to explore
this issue in more detail, data from the observation wells were mainly grouped according to the inflow
areas of different well fields (Table 4). In most cases, the largest fractions in aquifer recharge were river
water and seen in the inflow areas of well fields that are located near the Sava River (well fields Kosnica,
Zaprude, and Petrusevec). In the urban part of the City of Zagreb, observation wells have very similar
river water fraction values, while in the inflow areas of well fields Sasnjak and Zitnjak, the Sava River’s
influence is less pronounced, which can be expected due to their slightly longer distances from the
Sava River. However, some results from the observation wells located in the inflow areas of well fields
Velika Gorica and Mala Mlaka suggested that the Sava River’s influence is the highest in the southern
part of the Zagreb aquifer, near its edges (Figure 6).
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Recharge from the Sava River Observation well groups
67.50% Central part of the City of Zagreb
7/ 10.48% Area of well field Kosnica
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T2.82% Area of well field Petrusevee
8 7/ 7561% Arca of well ficld Sasnjak & Zitnjak
g 7/ 18.08% Area of well field Velika Gorica
7/ 83.74% Area of well field Zaprude
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Figure 6. Spatial recharge fractions of the Zagreb aquifer from the Sava River.

Table 4. Recharge fractions in the spatially different areas of the Zagreb aquifer.

. Recharge from the Recharge from the Sava

Grouped Observation Wells Precip‘li;tation (%) %{iver (%)
Central part of the City of Zagreb 29.52 70.48
Area of well field Kosnica 21.92 78.08
Area of well field Mala Mlaka 28.74 71.26
Area of well field Petrusevec 27.18 72.82
Area of well fields Sanjak and Zitnjak 32.50 67.50
Area of well field Velika Gorica 16.26 83.74
Area of well field Zaprude 24.39 75.61
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In order to clarify this issue, data of soil property and thickness of the unsaturated zone were
analyzed. In the urban part of the City of Zagreb, the unsaturated zone, especially the upper part
(first few meters of depth), is mainly disintegrated by human influence. Almost all observation wells
located on the left bank of the Sava River are placed in the urban area.

Of all the 45 observation wells, 21 are located in the Fluvisols, eight of them in the Eutric Cambisols,
and 16 in the urban area (Figure 2, Table 5). Most of them are located on the right bank of the Sava River.
Although the observation wells located in the Fluvisols are closer to the Sava River, they show about
6% lower influence of the Sava River on the recharge of the Zagreb aquifer, which is probably the result
of a more permeable soil type (Table 5). In the Eutric Cambisols, a higher fraction of finer particles, i.e.,
silts and clays, can be found, which reduces the amount of infiltration through the unsaturated zone
into the Zagreb aquifer.

Table 5. Average recharge in different soil types in the area of the Zagreb aquifer.

Soil Type Number of Recharge from the Recharge from the
P Observation Wells Precipitation (%) Sava River (%)
Fluvisols 21 25.65 74.35
Eutric Cambisols 8 19.75 80.25
Urban area 16 29.86 70.14

The thickness ranges in different types of soil were very similar. The thickness of the unsaturated
zone varied from 5.7 to 11.5 m within the Eutric Cambisols soil type, from 6.1 to 12.9 m within the
Fluvisols, and from 5 to 13 m within the urban part of the Zagreb aquifer. However, the minimum and
maximum values of the precipitation fractions in the Zagreb aquifer recharge, calculated based on the
data from the observation wells in different types of surface cover (Table 3), showed the importance
of observing the characteristics of an unsaturated zone and its role in the estimation of groundwater
recharge. Figure 7 illustrates how the soil type and thickness of the unsaturated zone affect the recharge
of the aquifer from precipitation. The Eutric Cambisols soil type is less permeable than the Fluvisol and,
combined with the large thickness, it results in extremely low infiltration of precipitation. Similarly,
in spite of the greater permeability of the Fluvisols, large thickness of the unsaturated zone significantly
reduces infiltration from the surface. However, detailed inspection of soil permeability should be done
in future research. In the urban area, the soil and the unsaturated zone are mostly disturbed, making it
difficult to interpret the results. The occurrence of low and high values of recharge from precipitation
confirms emphasized heterogeneity caused by human activity in that area.
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Figure 7. The conceptual illustration of groundwater recharge of the Zagreb aquifer system through
the unsaturated zone with different thickness and surface covers in two-component mixing model.
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5. Conclusions

The main aim of this study was to determine and quantify the main recharge components of the
unconfined alluvial aquifer, which is strongly hydraulically connected with the river, using water
stable isotopes. The final outcomes can be summarized as follows:

e  Two- and three-component mixing models based on the isotopic mass balance are efficient tools for
the quantification of groundwater recharge fractions. In the research area, these models showed
that the Sava River, although spatially varying, is the dominating source of groundwater recharge.

e The thickness of the unsaturated zone and soil permeability has large influence on the aquifer
recharge. Evaluation of soil permeability can be crucial in quantification of the shallow alluvial
aquifer recharge and data interpretation.

e  Water stable isotope composition of groundwater, precipitation, and the Sava River water
confirmed strong connection between the alluvial part of the Zagreb aquifer and the Sava River.

e  The Sava River presents the main recharge factor of the Zagreb aquifer. In general, more than 70%
of the Zagreb aquifer recharge is related to the Sava River.

e  Future research in the area of the Zagreb aquifer should be focused on detailed inspection of soil
permeability in order to define the difference in percolation through different types of soil.

e The water management of the Zagreb aquifer should be focused on groundwater level stabilization
by regulation of the Sava River.

e The identified pattern of groundwater—surface water interaction in the study area will enable the
development of better monitoring networks as well as determination of aquifer areas that need
better protection.
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Abstract: A managed riparian lowland in a glacial landscape (Holtum catchment, Denmark)
was studied to quantify the relative importance of subsurface and surface flow to the recipient
stream. The hydrogeological characterization combined geoelectrical methods, lithological logs, and
piezometric heads with monthly flow measurements of springs, a ditch, and a drain, to determine
seasonality and thereby infer flow paths. In addition, groundwater discharge through the streambed
was estimated using temperature and water-stable isotopes as tracers. The lowland received large
groundwater inputs with minimal seasonal variations from adjacent upland aquifers. This resulted
in significant amounts of groundwater-fed surface flow to the stream, via man-made preferential
flow paths comprising ditches, drainage systems, and a pond, and via two natural springs. Roughly,
two thirds of the stream gain was due to surface flow to the stream, mainly via anthropogenic
alterations. In contrast, direct groundwater discharge through the streambed accounted for only 4%
of the stream flow gain, although bank seepage (not measured) to the straightened and deepened
stream potentially accounted for an additional 17%. Comparison to analogous natural flow systems
in the catchment substantiate the impact of anthropogenic alterations of riparian lowlands for the
subsurface and surface flow components to their streams.

Keywords: riparian zone; groundwater; surface flow; springs; management

1. Introduction

Non-point source contamination of streams with nutrients, applied for agricultural production,
stresses natural environmental systems. In Denmark, despite a nearly 50% reduction in nitrate leaching
from the root zone [1], additional reductions are required to meet the goal of the EU Water Framework
Directive. Riparian lowlands may serve as natural buffers, which may attenuate the movement of
nutrients to streams [2]. Management of riparian lowlands are therefore often recommended as an
integral part of watershed management practices in agricultural areas to reduce nutrient loading to
streams [3-5]. Riparian lowlands used for agricultural purposes are frequently drained, but how
much such drainage increases or decreases nutrient retention is uncertain. To effectively use riparian
lowlands as buffer zones, or to implement new mitigation measures in the riparian lowlands, it is
imperative to first understand the flow paths. This includes how discharge of groundwater from
regional aquifers is distributed among e.g., direct groundwater discharge through the streambed,
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through drains to the stream, or from groundwater-fed seeps (focused and/or diffusive) leading to
overland flow, which is then routed to the stream.

Hill [6] proposed different conceptual flow distribution models, where the hydrological controls
were mainly determined by the size of the connected regional aquifer system and the thickness of the
riparian aquifer. Several studies have since then, qualitatively confirmed these models. For example,
studies [7,8] have demonstrated that flow across the lowland occurred as subsurface flow and
groundwater-fed surface flow. Furthermore, Shabaga and Hill [8] demonstrated by dye tracer studies
that surface flow took place as a combination of water discharging through macro-pores (soil pipes)
and diffusively. Preferential flow through soil pipes in peat deposits has been shown to transmit large
fluxes of water and with the possibility of causing springs resulting in overland flow [9].

Measuring the individual flow paths is not a trivial task and thus not often done. Briisch and
Nilsson [10] attempted to measure total surface runoff (i.e., the sum of all overland flow) from a riparian
zone and found an average surface runoff of 0.3 L s™!, compared with stream flow of 24-38 L s71.
Furthermore, diffuse discharge to the surface only accounted for 3% of the runoff, so most of this
occurred through focused seeps. Shabaga and Hill [8] measured surface flow directly to a river at one
site. Johansen et al. [11] measured flow in three springs and a network of ditches. In none of these
studies, the direct seepage through the streambed was measured. It was therefore not possible to
quantify the relative role of subsurface flow to overland flow. Langhoff et al. [12] attempted to measure
all flow paths. Direct groundwater discharge to the streams was measured by use of seepage meters
at eight sites. Bank seepage and overland flow was estimated or measured as well. At three of the
sites, more than 50% of the discharge was composed of direct groundwater discharge through the
streambed; at one site, surface flow contributed all the stream gain. From their study, it is evident
that surface flow is a non-negligible flow path with a potential to represent a significant part of the
overall stream-gain-water balance. Frederiksen et al. [13] performed a similar, but less intense, study
to evaluate methods for estimating groundwater discharge at different scales. Here they compared
the relative contribution of groundwater discharge measured by seepage meters, tile drainage, and
overland flow to that of stream flow gain from differential gauging and hydrograph separation. Their
study catchment could be divided into two separate units; an upstream reach, which was tile drainage
dominated and a lower reach, which was groundwater dominated. In the latter, groundwater discharge
was >60% of stream flow gain.

The objectives and overall methodology of this study were to: (1) investigate the connection
between the groundwater system and the recipient stream in a managed riparian lowland, based on
frequent monitoring of major water flux components of the stream-gain—-water balance throughout
a year, (2) quantify the relative importance of subsurface and surface flow to the stream, and
(3) discuss these results in relation to similar studies in the same catchment on of how management
(or mismanagement) of a riparian lowland may change flow paths. The hydrogeology of the riparian
lowland and adjacent upland was characterized extensively using geoelectrical methods, hand-drillings,
water-stable isotopes, piezometric head observations, along with monthly monitoring of flow in several
springs, a ditch, and through the streambed.

2. Study Site

As study site, a riparian lowland located in Holtum catchment (central Jutland, western Denmark)
was chosen (Figure 1). From north to south through Holtum catchment runs the Main Stationary Line
(MSL) of the late Weichselian glaciation [14]. West of the MSL outwash plain sediments dominate, while
clayey tills are frequent east of the MSL. Land use in the catchment is mainly agriculture (49%), followed
by forest (31%), urban (15%), and wetland and surface-water areas (5%). The annual precipitation in
the catchment is 984 + 55 mm year™! (mean + 1 standard deviation), and actual evapotranspiration is
510 + 45 mm year~! [15].
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Figure 1. Field site in Holtum catchment in the central part of Jutland, Denmark. (A) The south side of
the stream is a wetland functioning as a cow pasture. The north side is an approx. 35 m wide buffer
strip of grass and an agricultural field extending to the northern valley hillslope. On the south/wetland
side of the stream, six overland flow systems are located: two springs S1 and S2, overflowing drainage
well (DW), an overflow pipe from the pond (PO), a ditch (DI) and a small rivulet (RI). The DI and
RI discharge directly to the stream. One submerged drain has been found. One pipe draining the
north/agricultural side to the stream has been found. Piezometer network, three wells from the national
database (JUPITER), and location of Electrical Resistivity Tomography (ERT) lines (grey lines) are
shown; (B) Mini-piezometer network (P1-P19), Ground-Penetrating Radar (GPR) lines (grey lines), and
Vertical Temperature Profiles (VTP). This area is shown as the rectangle in C; (C) Location of stream
discharge measurements (Q).
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The riparian lowland is located along a section of Holtum stream running in the valley of an old
sub-glacial stream trench, and hence the riparian aquifer comprises sandy outwash deposits. Hillslopes
north and south of the lowland area comprise clayey tills. Beneath these Quaternary deposits sits
a regional Miocene micaceous sand aquifer. The stream is a lowland second-order gaining stream with
a width of approx. three meters at the field site. The stream is perennial and has been straightened and
likely deepened at the field site, a very frequent management practice along streams in agricultural
landscapes. The height of the stream bank is about 1-1.3 m. The catchment boundary lies about 1 km
southwest and 0.4 km northeast of the study site (distances perpendicular to the stream). Land use
southwest of the riparian lowland is agriculture all the way to the catchment boundary. A forest
plantation, mainly with pine trees, is located to the northeast of the riparian lowland and here extends
to the catchment boundary.

Figure 1A,B displays the observation points, land use, and drainage features, and defines the
naming used henceforth in this paper. South of the stream, the riparian lowland consists of an 85 m
wide wetland functioning as a cow pasture. The wetland is bordered by a steep hillslope to the south
rising 12 m. The hillslope is cut by a small gorge in the center. Several old drainage wells and two
springs (S1 and S2, Figure 1) are present in the wetland. One of the drainage wells (DW) is constantly
overflowing. Springs and the drainage well contribute to diffusive overland flow. The wetland’s
drainage system has not been well maintained and it is likely that drains connecting to the drainage
wells are not properly functioning. A submerged drainpipe in the stream in the eastern part of the
wetland exists, also indicated in Figure 1A,B. An elevated small pond is present in the middle of the
wetland. The banks of the pond are to the north (towards the stream) and northeast constructed from
earthen levees. The pond is drained through an overflow pipe (Pond Outlet, PO) also contributing to
overland flow. As a result, a small rivulet (RI) runs from the wetland into the stream. To the west,
a nearly overgrown ditch (DI) is deep enough to reach sand beneath the foot of the clayey till hillslope;
this forms a spring at the southern end of DI. The water captured by DI discharges directly into the
stream. Several similar ditches exist downstream of the field site (between Q2 and Q3, Figure 1C),
with discharge mainly consisting of groundwater. S1, 52, DW, PO, RI and DI are collectively termed
“springs” from here on as they represent a visible and measurable flow. Furthermore, all “springs” one
way or another represent water emerging to the surface in a, at least apparently, spring-like fashion.
Along the foot of the hillslope, seeps have been observed maintaining wet surface areas. The wetland
area is therefore mostly very wet, with areas fully saturated throughout the year, and consists of the
main part of saturated peat and mud.

In 2015, a transect consisting of ten piezometers with screens at varying depths was established [16].
Some of these piezometers are shown in Figure 1A (along the ditch; S1, C5, C10, C20, C30).

On the north side of the stream, land use consisted of an approx. 35 m wide buffer strip of grass
functioning as a cow pasture and a 145 m wide field for crop production extending from the buffer
strip to the northern valley hillslope. Field crops have alternated between corn and oats. A field drain
(DR), leading directly into the stream (not submerged and therefore easily measurable), drains a part
of the agricultural area which is prone to waterlogging due to a depression in the surface topography.

3. Materials and Methods

3.1. Hydrogeological Characterization

Electrical Resistivity Tomography (ERT) surveys were done on both sides of the stream similar to
surveys carried out in comparable settings [17,18]. A SYSCAL PRO resistivity meter with a Wenner
configuration was used. The ERT1 and ERT2 profiles were measured in November 2015; the ERT3
profile was measured in March 2016 and the ERT4 profile in March 2017. All profiles (locations shown
in Figure 1A) were measured using 96 electrodes with 2 m electrode spacing; equaling a length of each
profile of 192 m and a maximum penetration depth of ~35 m in the center of the profiles. The location
and elevation (meters above sea level; MASL) of each electrode were measured with a Differential
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Global Positioning System (DGPS) using a Trimble® R8s GNSS receiver with a Trimble TSC3 controller
(Trimble Inc., Sunnyvale, CA, USA). The inversion of the measured data was done with Res2DInv by
Geotomo software (Res2DInv ver. 3.57; Geotomo Software, Penang, Malaysia), using a least squared
inversion technique to produce the tomographic profiles.

Common offset Ground-Penetrating Radar (GPR) surveys were conducted across four transects in
the wetland south of the stream (Figure 1B). The GPR survey was carried out to identify the thickness
and spatial geometry of the peat in the wetland. GPR has been frequently used to identify the peat-layer
thickness in wetlands [19,20]. A PulseEKKO® PRO SmartTow GPR system (Sensors & Softwarer Inc.,
Mississauga, Canada) was used with a 250 MHz transducer, with a separation of 0.4 m between the
transmitter and receiver. A step size of 0.05 m was used and a stacking of 256 pulses, collected at
each position along the GPR transects, with the receiver set with a sample time window of 400 ns.
No topographical corrections were made since the ground surface is relatively flat in the surveyed
area. The profile length was measured using an odometer. The collected data was post-processed in
Ekko_View Deluxe (Sensors & Software Inc., Mississauga, Canada). A high pass (DEWOW) filter was
applied to reduce low frequency noise and The Spherical Exponential Calibrated Compensation (SEC2)
gain was used to compensate for spherical spreading loses and dissipation of the radar signal.

Eighteen shallow boreholes were hand-drilled, using an Eijkelkamp auger (Eijkelkamp Soil &
Water, Geisbeek, the Netherlands), in the wetland to determine the peat-layer thickness and to ground
truth depth of reflectors and obtain lithological logs from sediments retracted from the boreholes.

3.2. Hydrology

In addition to the existing piezometers, 14 new piezometers were installed in a northeast southwest
transect perpendicular to the stream. Galvanized steel pipes (J2.54 cm) equipped with a 9 cm long
screen, were hammered into the subsurface using a pneumatic hammer. Universal Transverse Mercator
(UTM) coordinates of the piezometers including elevation of top of well and ground surface were
measured with a DGPS.

Naming of piezometers, presented in Figure 1, were done in chronological order of installation.
Installation of piezometers TH1d, TH2d, TH3, and TH4 took place in November 2015. Piezometers
TH3 and TH4 had to be removed in March 2016 to allow the farmer to access the field. In September
2016, TH3 was re-established as TH3.2 and removed again in March 2017.

The transect was extended in March 2016 with the addition of TH1s and TH2s, next to the existing
TH1d and TH2d. On the same occasion, TH6 was also installed approx. 1.5 m from the stream. On the
opposite side of the stream, in the wetland, Installation of THS, approx. 1 m from the stream, took place
in January 2017. Two piezometers TH7d and TH7s, forming a nest, were installed in October 2016 and
January 2017 respectively. Installation of TH10 near the hillslope, and another nest (consisting of TH9s
and TH9d) took place in March 2017. Hence, four piezometer nests were installed at the field site, two
on each side of the stream; nested piezometers are referred to as TH1, TH2, TH7, and TH9.

Nine of the piezometers were slug-tested using the falling head method, five of which was
slug-tested at multiple screen depths. The slug-tests were conducted three consecutive times and
analyzed using the Hvorslev method for unconfined aquifers.

Daily values of precipitation for 2017 were obtained from Danish Meteorological Institute’s Norre
Snede station (UTM-E: 524034, UTM-N: 6202165) approx. 4 km east of the field site.

3.3. Discharge Measurements in Stream and Springs

Stream discharge and flows from the springs were measured once every month and the monthly
measurement was repeated twice. It would have been better if we had continuous stream discharge
data, but, on the other hand, it was not possible for us to measure continuous flow from the springs.
Therefore, the two types of measurements go in tandem and provide a snapshot of the monthly stream
flow gain and spring flows. This also means that our water balance is the average of these monthly
stream flow gains and spring flows.

71



Water 2019, 11, 1905

Stream discharge was measured using an OTT Acoustic Digital Current meter (ADC) (OTT
Hydromet, Kempten, Germany). The ADC uses a 6 MHz acoustic sensor for point flow velocity
measurements, and corrects the measurement for water depth (water above the sensor) and temperature.
Stream discharge was measured using the mean-section method at three locations; immediately
upstream of the field site (Q1), right after the ditch draining the wetland (Q2) and downstream of
the field site (Q3) (Figure 1C). The distances along the stream are 250 m and 750 m between Q1 and
Q2, and Q2 and Q3, respectively. Measurements were performed monthly (except in July 2017) from
January 2017 to January 2018.

“Spring” discharge in the wetland (Figure 1A,B) was measured using a cutthroat flume (Baski Inc.;
Denver, CO USA). Using a spirit level to keep the base of the flume horizontal in both the longitudinal
(direction of flow) and transverse directions. The banks on either side of the flume were dammed to
make sure water would not flow around the flume. After installation, the flume was left for up to
half an hour before measurements were taken, to allow flow to equilibrate and to ensure free flow
conditions had been reached. Experimental work [21] have established a relationship between the head
(hq), upstream of the flume throat, and discharge rate (Q), given different sizes of cutthroat flumes
under free flow conditions:

ereeflow = thgl @
where Q freefiow is the flow rate in |ER e r is the free flow coefficient, which is a function of flume
length, given by a flume length coefficient, and throat width of the flume (C = K- W02 ) ;and nq is
the free flow exponent.

3.4. Direct Seepage through the Streambed: 1D Vertical Temperature Profiling

The mean near-surface groundwater temperature for Danish conditions and within the catchment
is relatively constant at ~8 °C [17,22,23]. This feature allows the use of natural temperature variations
as tracer to determine the flux between groundwater and stream. Vertical groundwater fluxes were
hence calculated from measurements of Vertical Temperature Profiles (VIPs) and thermal conductivity
of the streambed.

The measurements were carried out in September 2016, where the contrast between groundwater
and stream water was relatively high after the summer period and flow and heat transport conditions
were assumed to be at steady state. The same method has previously been used to estimate stream-
and groundwater exchange in Holtum stream [16,17,22]. Notice that we here only have one estimate
(September) of the streambed seepage. We quickly found that streambed seepage was much smaller
than flows from the springs, so we did not repeat this monthly. This is quite a time-consuming process.

Three VTPs, one near each of the banks and one in the center of the stream, were measured for
11 transects along a 90 m stream section (Figure 1B). Each VTP was recorded after a 10-min equilibration
time [24] at 0, 0.025, 0.05, 0.075, 0.1, 0.15, 0.2, 0.3, 0.4, and 0.5 m depth below the streambed surface.
A steady-state analytical solution [25] for a 1-dimensional conduction—convection system was used to
estimate the vertical groundwater fluxes.

exp(% —1)

T(z) = Ts + (Tg - Ts)m
exp|Npe —

@

where T(z) is the temperature (°C) of the streambed sediment at depth z (m); T is the temperature (°C)
of the stream water at the streambed (measured at depth 0); T is the groundwater temperature (°C) at
depth L (m) and Ny, is the Peclet number expressing the ratio caused by convection and conduction.
For this, study Tg and L are defined as 8.3 °C and 4 m.
GepsCoL
Npo = 21 ®)

Ke
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where g, is the vertical Darcy flux (m s71y; ps-Cr is the volumetric heat capacity of the water (J m=3°C1)
and k. is the thermal conductivity of the sediment (] m s OC’l). The accuracy of the temperature
measurements have been reported to be +0.2 °C [16,24].

The thermal conductivity (k) of the top 3-10 cm of the streambed sediment was measured in the
field using a KD2 pro with the SH-1 sensor (Decagon Devices, Pullman, WA, USA). The instrument
has an accuracy of +10% at thermal conductivities between 0.002 and 2 W m~" °C~!. The sensor is
equipped with a heater needle spaced 6 mm apart from a temperature sensor needle. A read time
of 2 min was used, during which a heat pulse was generated for the first half of the read time and
then data (temperature) was recorded to compute thermal properties for the full read time. Prior to
initiation of the heat pulse, the instrument allows 30 s for temperature equilibration of the sensor.
Measurements were conducted next to each VTP measurement, yielding the bulk thermal conductivity
and a measurement error for each location. Previous studies have used the same instrument to measure
in situ k. [24] and k. of cores collected in Holtum catchment [26]. Both studies found that the thermal
conductivity can assume a wide range of values. In general, the thermal conductivity of a porous
material depends on the sediment mineral composition, grain size, pore space, and water content
hereof (in this case fully saturated). Thermal properties of selected materials are available in the
literature [27].

3.5. Water Sampling and Analysis

Water samples were collected for water-stable isotopes (*H and '80) and water quality, an- and
cations, alkalinity, Fe?* and H,S. In this paper, only the water-stable isotopes will be reported. Samples
from springs in the wetland (see Figure 1A,B) were collected monthly between January 2017 and
January 2018 (excluding July 2017). Grab samples of stream water and the drain on the crop side were
collected for the same period.

Groundwater samples from the piezometers were collected on several occasion. During installation
of piezometers screened deeper than 2 m below ground level (MBGL) (TH1d, TH1s, TH2d, TH2s,
TH7d, TH7d and TH9d) multilevel water sampling was conducted by taking samples at several depths.
The piezometers were further sampled 2-5 times between January 2015 and December 2017.

Groundwater samples were retrieved using a peristaltic pump. Following three purges, water was
pumped through a flow cell equipped with electrodes for dissolved oxygen (DO; WTW FDO 925 IDS
electrode), pH (Hach PHC101 electrode), Electrical Conductivity (EC) and temperature (both recorded
using an Hach CDC401 electrode) connected to WTW Oxi 3310 IDS and HACH HQ30 flexi instruments.
Sampling commenced when values were stable. Samples were taken before water entered the flow
cell, using a syringe and a three-way valve.

All samples of stable hydrogen and oxygen water isotopes were filtered with a 0.20 pm Minisart
cellulose acetate syringe filter by Sartorius (Gottingen, Germany), into a 1.5 mL glass vial in the field
and then stored in a refrigerator. The samples were analyzed at the Geological Survey of Denmark
and Greenland (GEUS) on a PICARRO L2120-i (PICARO Inc., Santa Clara, CA, USA) using cavity
ring-down spectroscopy (CRDS). All values for isotopes are expressed in per-mill (%o) with the
d-notation indicating the deviation from the VSMOW (Vienna Standard Mean Ocean Water) standard:

RSample — Rvsmow

5-value (0/00) = ( X 1000%o0 (4)

Rysmow
where R is the ratio of the heavy to the light isotope.

In June 2017, a campaign was undertaken to investigate the spatial patterns of the water-stable
isotopes of groundwater directly underneath the peat cover of the wetland. Nineteen point samples
were obtained using stainless steel mini-piezometers with an inner diameter of 0.5 cm and a 5 cm
screen length. The mini-piezometer was pushed vertically down to ~1 m below the surface by hand
or with the use of a hammer, and withdrawn again after sampling. Sampling followed the same
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procedure as described above. Likewise, a mini-piezometer was later (November 2018) used to sample
water 1 m beneath the streambed.

4. Results

4.1. Hydrogeological Characterization

Figure 2 shows the geology as interpreted by comparing resistivity cross sections to four borehole
logs available from the Danish National Well Database (Jupiter), in which boreholes are denoted with
a unique borehole number (DGU no.). The logs are from DGU Nos. 96.2187, 96.1367 and 96.1026,
the locations of which are shown in Figure 1A. DGU No. 96.1076 is located about 425 m north of the
end of ERT1.

A zone near the surface with resistivity values above 600 (dm is visible to the southwest (from 0 to
about 38 m along the profile). This is most likely due to the steep increase in slope, which facilitates
the presence of a deeper unsaturated zone. Just below the unsaturated zone is a ~4 m thick clay lens
with low resistivity values (30-70 (dm), which could be part of a more extensive clay till layer seen in
borehole 96.2187 from 67.5 to 64 MASL. A saturated gravel or sand layer (100-400 Qm) was found
underneath, again in accordance with 96.2187 with gravelly outwash deposits from 64 to 54.5 MASL.
The upland aquifer depth to the south (southwest), considering only the unconfined top unit of
permeable sediments, is 15.5 m thick.

The geology described in borehole 96.1367 consists of a peat layer of 1 m thickness followed by
14 m sand. Data from ERT4 is in reasonable agreement with the lithology of the borehole. Resistivities
in the top of the profile are below 30 (dm representing peat. Below, resistivities are in the range of
70-400 Om corresponding to saturated gravelly or coarse sand. The peat has been formed in a small
depression in the top-center of the profile. The peat layer has a length of about 40 m and a thickness
ranging from less than 0.5 m up to approx. 3 m. A gravelly sand layer with varying thickness of
~5-8 m is found below the peat followed by a sand layer (resistivity values ~70 (Om) extending to the
bottom of the profile. At the southern edges and deepest part of profile ERT4, a clay layer is likely
present, since resistivity values are <50 Qm. Borehole 96.2187 shows a micaceous clay layer at a depth
of 54.5-26 MASL and it may be that this clay layer has a trough-like bathymetry extending beneath the
whole stream valley (but not captured with ERT).

On the crop side of the stream (ERT1), the sandy aquifer is unconfined with resistivity values
ranging from 70 to 400 Om. The aquifer is covered by approx. 0.5-1 m sandy soil with high resistivity
values (>400 (dm), where the soil is unsaturated. Smaller areas near the surface along the profile have
resistivity values ranging from ~90-190 Om indicating saturated soils all the way to the surface. These
are areas prone to water logging and are drained (DR).

At the far northern end of profile ERT1, resistivity values are high associated with increase
in thickness of the unsaturated zone—or indicative of high resistivity sediments such as gravel.
The geology of borehole 96.1026 consists of sand and gravel down to 60.3 MASL, then from 60.3 to
53 MASL a layer of sandy clay is present and below this is a clay layer (53-39 MASL). This is also
indicated by the resistivity values found at the foot of the hillslope for ERT1, with sand and gravelly
deposits on top of a moraine till/clay. The aquifer depth to the north (northeast), down to the micaceous
clay, is about 13 m thick. This is comparable to the thickness found to the south of the stream.

The hydraulic conductivities (K) range from ~0.1 to 50 m day~! with a mean of 14 m day~!. These
K-values (Figure 2) are all representative for sandy aquifer materials and are similar to those found for
a sandy riparian aquifer in the same catchment [17]. High K-values are found at depths of 2-6 MBGL for
TH?7, where also the ERT4 profile indicated the presence of gravelly or coarse sand. A similar agreement
is with TH2 and TH1, both with higher hydraulic conductivities from 2-6 MBGL and 5-12 MBGL,
respectively, in areas with coarse sands as indicated by ERT1. In addition, 11 out of the 18 hand-drilled
boreholes were described as having coarse sand and some with pieces of gravel-sized particles.
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A joint interpretation of ERT4, the GPR survey, and shallow borehole logs is shown in Figure 3,
which displays the resulting thickness of the peat that overlies the sandy aquifer in the wetland. Peat
thicknesses varies between 0.1 and 1.5 m. Springs are in elongate bands with peat thickness >0.5 m
which runs parallel to the stream.
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Figure 3. Estimated peat-layer thickness in the wetland. Interpolation of GPR data and shallow auger
boreholes (data from June 2017). The depth (thickness of peat or soil layer) to the underlying sand is
noted next to the auger boreholes (m). Springs are shown for reference.

4.2. Hydrology

Figure 4 displays the seasonal fluctuations in precipitation, groundwater hydraulic heads, and
stream stage. The stream stage and hydraulic heads followed the fluctuations of precipitation
(Figure 4A,B). June had 114 mm of rainfall, which resulted in increased hydraulic heads in all
piezometers within the same month. The same was seen for October with 136 mm of rainfall.

In all piezometers and throughout the monitoring period, hydraulic heads were higher than the
stream stage (Figure 4). The corresponding average gradients between the most northern (F100) and
southernmost (TH10) piezometers (Figure 4C) and the stream were 0.01 and 0.02, respectively (positive
towards to the stream).

The two nested piezometers TH1d and TH1s, on the crop side of the stream and screened at 16
and 6 MBGL, respectively, showed a significant downward gradient. On average, the head observed in
TH1s was 0.7 m higher than that of TH1d, and TH1s was the only piezometer with an artesian head at
the field site. The nested piezometers TH2s and TH2d, located closer to the stream and screened at 5.5
and 12 MBGL, respectively, showed vertical head difference from 0.05 to 0.07 m over the monitoring
period, yielding a persistent upward hydraulic gradient of about 0.01.

To the other side of the stream, the TH7d screened at nine MBGL always had higher hydraulic
heads than the shallower TH7s piezometer (4 MBGL), varying from 0.03 to 0.08 m giving upward
hydraulic gradients of between 0.006 and 0.016. TH9d and TH9s that are also located in the wetland,
but further away from the stream, screened at 5.5 and 1.5 MBGL, respectively. Here, the hydraulic
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heads were generally higher for the shallow TH9s, yielding downward gradients ranging from 0.001
to 0.004.
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Figure 4. Monthly precipitation, hydraulic heads, and stream stage from January 2017 through January
2018. (A) Piezometers on the crop side (north) of the stream and precipitation; (B) Piezometers on the
wetland side of the stream (south) and stream stage; (C) Piezometers TH10 and F100, respectively the
most southerly and northerly piezometer.

The difference between maximum and minimum heads ranges from 0.16 to 0.37 m with an average
of 0.21 m. The largest fluctuations were observed in F100 with —0.21 to 0.16 m of fluctuations from the
observed average value of 59.91 MASL. Piezometer TH10 also had slightly higher fluctuations, when
compared to piezometers further away from the edges of the riparian lowland, with —0.06 to 0.14 m of
fluctuations from the average head of 59.39 MASL.

In general, the temporal fluctuations throughout the monitoring period on both sides of the stream
were identical (Figure 4). Although the magnitude of the fluctuations in observed heads were slightly
larger in the piezometers on the crop side, ranging from 0.16 m to 0.24 m, not including F100 furthest
from the stream. Fluctuations were more dampened in the observed hydraulic head in the wetland
ranging from 0.16 to 0.18 m, not including TH10 at the hillslope.

4.3. Stream and Spring Discharge

4.3.1. Stream Discharge

Measured stream discharges (Qs) at the three locations are shown in Figure 5. Mainly for
August, October (in 2017), and January (2018), the higher discharges can be attributed to higher
intensity of precipitation (Figure 4A)—stream discharges were highest in August for all three locations.
The average Qs, excluding measurements affected by precipitation, for Q1, Q2, and Q3 were 0.239 m3s71,
0.257 m3 571, and 0.421 m3 s7!, respectively.

The differences between Q1 and Q2 monthly are barely noticeable in Figure 5. The stream section
between the two locations is, however, gaining for six out of the 11 months. There was no difference
in discharge in February. Discharge measurement associated with rainfall event, was also when
the observed largest gaining (April and October 2017) and losing conditions (August 2017 and Jan
2018) occurred in the stream between Q1 and Q2. The significant decrease in discharge between Q1
and Q2 (losing conditions, —0.22 m? s‘l) seen in August, is certainly because Q2 was measured last
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and after a rainfall had stopped—whereas Q1 and Q3 was measured during rainfall. Excluding the
month where discharge can be coupled with rainfall, the average gain between Q1 and Q2 yields 5.1 x
1075 m® s7! m~! with a standard deviation of 7.6 X 107> m® s~ m~!. Hence, it is not strictly possible to
determine whether the stream section between Q1 and Q2 is gaining or loosing. For later comparison,
stream gain per meter between Q1 and Q2 would correspond to a total gain of 4.58 x 1073 m® s~! along
a 90 m stream reach, corresponding to where the VTP measurements was conducted.

Between Q1 and Q3, the stream was gaining and had an average gain of 1.9 X 107 m3 s m~!
(standard deviation (SD) 5.4 x 1075 m? s~1 m~1) which is considerable higher than between Q1 and Q2.
Seasonal variations are more visible at Q3 with lower discharge during late spring to late summer
(May through September) and with higher discharge in the winter.
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Figure 5. Monthly measured stream discharge (Qs) at Q1, Q2, and Q3 from January 2017 through
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4.3.2. Wetland Springs Discharge

Measured discharges at the six springs are shown in Figure 6. Discharge ranged from 6.1 X
107° m3 571 at S2 in December 2017 to 1.2 x 1073 m3 s~! at S1 in February 2017. S1 had the highest
average discharge of 9.4 x 107 m3 s7! followed by the rivulet (R) with an average discharge of 6.7 x
107 m3s71.

The seasonality of the discharge at RI, S1 and PO was especially similar (Figure 6). For all three
locations, discharge was highest in late winter to early spring (February—April). Discharge decreased
until September, with the lowest discharges. In early fall discharge increased again, until the last
measurements in January 2018. The similarity in the seasonality of PO and Rl is expected since the PO
drains the pond into the bulrush-covered central part of the wetland. Immediately on the opposite
side of the bulrush (towards the stream), the rivulet RI is formed and discharges into the stream. RI
therefore likely receives water from the pond. However, discharge measured at RI is larger than PO
(Figure 6), indicating that RI receives water not only from PO. This may include water from other
springs upstream of RI, being S1, DW, and/or S2 or from diffusive groundwater upwelling in the central
part of the wetland.
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Figure 6. Measured discharge from six locations in the wetland on the south side of the stream: Ditch
(DI), Pond Outlet (PO), Drainage Well (DW), Rivulet (RI), Spring 1 (S1), Spring 2 (S2) and the drain
(DR) draining the crop field. Month of measurement is indicated below the x-axis starting at January
2017 (dark grey) to January 2018 (light grey).

The ditch (DI) and drainage well (DW) display a sudden increase in discharge in August and
continuing into the fall. Possibly, part of the water from DW runs as surface flow to DI and thus added
to the groundwater emerging at the south end of DI. S2 showed an overall decrease in discharge over
the monitoring period, as well as the lowest average discharge of the springs (1.2 x 107 m? s7!). Drain
discharge from the crop field north of the stream showed an average discharge of 3.17 x 107 m3 s~
corresponding to a contribution of about 7% of the stream gain of 4.58 x 1072 m? s™! for a 90 m
stream section.

If all springs in the wetland were assumed to discharge to the stream individually, the average
combined spring discharge would amount to 2.7 x 1073 m3 s71, corresponding to 59% of the average
stream gain. In September 2016, when discharge through the streambed was measured (see below),
the total discharge from all springs amounted to 2.5 x 1073 m® s™!, which is very similar to the average
spring discharge measured throughout the full monitoring period. DI and RI are the only two springs
visibly discharging directly into the stream and may receive water from one or more of the other springs.
Therefore, these springs two (DI and RI) can be considered separately. Their combined discharge
only accounts for about one third of the combined discharge of DW, PO, S1, and S2. Furthermore,
the combined discharge from DI and RI equals 0.9 x 1073 m3 s™! accounting for 20% of the gain in
the stream.

4.4. Streambed and Bank Fluxes

For each VTP location, the vertical groundwater Darcy flux (q) was estimated using the in
situ, locally determined thermal conductivity, which ranged from 0.44 to 2.70 W m~* °C™! (avg.
1.88 Wm™! °C™1) (Figure 7A). Estimated fluxes through the streambed are presented in Figure 7B,
with VTP1 located furthest downstream and VTP11 furthest upstream (locations shown in Figure 1B).

Estimated q values always indicated upwards flow to the stream. The mean estimated q was
7.02 x 1077 m s~1. The maximum qof 1.6 X 107® m s~! was measured at VIP2, i.e., at the north bank
and the center of the stream. Here, VTP2 had the highest observed «,, reflected in the highest average
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q across the stream of 1.57 x 107°. The lowest flux of 1.35 X 107 m s~! was estimated for the north

bank profile of VTP7, which also had the lowest observed k.. Accordingly, q varied by a factor of five.
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Figure 7. Thermal conductivities (A) and derived vertical streambed fluxes (B) through the ~90 m X 3 m
streambed (Figure 1B).

Assuming a stream width of 3 m along the 90 m stream segment surveyed with VTP, the total
direct groundwater discharge to the stream amounts to 2.08 X 107 m3 s™1. The groundwater discharge
to the stream only represents 4% of the stream gain. Adding the combined average discharge of all
springs (59%) together with the groundwater discharge (assuming half comes from the south and the
other half from the north), this accounts for 61% of the gain in discharge in the stream gain that comes
from the southern wetland section.

For comparison, Darcy’s Law can be applied to calculate the bank seepage to the stream, using the
average stream stage, and average hydraulic head and distance to the stream’s bank for piezometers
TH6 (north) and THS (south). The distance used is the piezometer distance to the center of the stream
minus 1.5 m, assuming the stream is 3 m wide. The K-value measured in TH6 (20.6 m day™!) is used
on the north bank, while the measured K-value in TH7 at 2 MBGL of 31 m day~! is used on the
southern side. The flow area used for both banks is the 90 m stream reach times a water depth of
0.35 m. The potential bank seepage to the stream from the northern bank is then 3.85 x 10# m? s~
and through the southern bank 3.97 x 107* m? s~1. Potentially, this would amount to nearly 17% of the
total stream gain, twice the amount, from each individual bank, than the flux estimated through the
stream bottom using VTP-data.

4.5. Water-Stable Isotopes

Stable oxygen and hydrogen isotope composition of precipitation for a 2-year period from a nearby
station (Voulund, UTM-E: 510000, UTM-N: 6210000) has previously been reported [28]. The §'80 values
of rainfall at Voulund had a weighted average of —7.69%o and ranged from —5.5 to —10.0%o. 5’H values
had a weighted average of —51.5%0 and ranged from —38 to —73%o. Stable isotope concentrations,
from all piezometers and for all samples collected in the monitoring period, yielded an average 5'80
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value of —7.79%o, ranging from —8.27%o to ~7.20%o. 5?H had an average of —51.5%o ranging from
—47.3%o0 to —54.0%o.

Figure 8 shows the §'80 value of springs, the stream and the drain (DR) on the crop side of the
stream as a function of time. About 15% of the samples had §'80 concentrations outside the 50
mean groundwater signal + 1 standard deviation, indicated in Figure 8 by grey shading. The springs
include three surface-water bodies with free-flowing water (DI, RI and PO) where the isotope signal
can be affected due to evaporation or precipitation. Indeed, DI and RI had §'80 values outside the
range of the groundwater; RI was more was more enriched in May 2017 and the same was the case for
DI in January, February, and April 2017. Both DI and RI, and the stream samples were more depleted
in January. Direct precipitation, upwelling groundwater, evaporation, and their relative magnitude,
determines the §'80 and §?H composition at these three locations in the wetland.

DI §'80 values were variable the first four months after which they became steadier until the
last measurement in January 2018. DI had the two most enriched §'80 values measured (January
and April) and had a 5'80 range of —8.67%o to —6.63%o, which is the largest range for all the springs.
The rivulet (RI) had the second largest range (—8.12%o to —7.43%o) with a similar pattern to that of DI.
The §180 range of the PO draining the pond was —7.98%o to —7.63%o, which could indicate enough
residence time in the pond, to buffer changes due to variations in groundwater §'80 input.

The 5'80 of the stream (ST) and the drain (DR) followed the same pattern with the same peaks
and troughs. Water from the drain was, for all months except for March, enriched compared to the
stream. S1, 52 and DW had the lowest fluctuations with a 6180 range of —7.99%o to —7.48%o, —7.82%o to
~7.56%o0, and —8.04%o to —7.56%o, respectively. This can also be seen from the low standard deviations
(legend, Figure 8). The §'80 ranges of S1, S2, and DW were all lower than what were measured for the
groundwater at the field site.

6614 ~e-DI[-7.55%; S.D. 0.44] | |
\ o PO [-7.75%; S.D. 0.10]

DW [-7.79%; S.D. 0.11]

-0~ RI[-7.74%q; S.D. 0.18]

i o-S1 [-7.77%;

Tk \ $2 [7.65%; S.D. 0.

~o~DR [-7.71%; S.D. 027]

68 "

-~ ST [7.94%q; S.D. 0,24]
— Groundwater ave.

1
S S S & &S S
& \&S‘ & & K & Ty & o
Figure 8. Monthly measured 5'30 from springs, the stream and drain (on the crop side) the greyed area
indicates the water-stable isotope signal measured in the piezometers in March and November 2017
(mean + 1 standard deviation). The legend shows the median concentration and standard deviation

(SD).

Samples collected of the shallow groundwater in June 2017 under the wetland, using mini-
piezometers and analyzed for §'30 are shown in Figure 9A. Average 5'30 was —7.69%o ranging from
~8.06%o to —7.11%o and average 5°H was —51.06%o ranging from —48.27%o to —52.84%o. The spatial
patterns of the measured §'80 show enriched signals in the center of the wetland—whereas depleted
signals, compared to the average §'80 signal reported by Miiller et al. [28], were mainly found along
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the hillslope to the southwest and 10~15 m from the stream (except for one measurement with a §'80
of —7.11%o). Water from DW, PO, and S1 discharge to the surface of the wetland and flows into the
center of the wetland, where the peat has its maximum thickness. In this area samples from six of the
mini-piezometers showed slight enrichment (=7.37 to —7.66%o, yellow area in Figure 9A).
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Figure 9. Measured 5180 signals from piezometers and mini-piezometers. (A) Samples from the
shallow groundwater under the peat layer in the wetland, June 2017; (B) Cross-section of field site
based on all samples taken from piezometers and mini-piezometers at different times. The measured
580 have been divided into three broad groups and hand interpolated. The grouping corresponds
broadly to the three set intervals of the dots: yellow §'80 >-7.69%o, orange <~7.69%o to >~7.80%,
and blue <~7.80%so.

From the piezometric head observation, it was established that the groundwater table in the
wetland was below the ground surface, throughout the monitoring period. This suggests that water,
originating from precipitation and the springs, on top of the peat represents a perched water table
resulting in a surface-water-saturated soil. In addition, a downward gradient was present between
piezometers TH9s and TH9d. The enriched isotope signals in the center of the wetland could therefore
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indicate water enriched from exposure to evaporation percolating through the peat and recharging the
groundwater system.

A cross-section of the field site (Figure 9B) showing all samples collected for §'80 in both
piezometers and mini-piezometers have been divided in to three broad sub-groups and interpolated
by hand. A plume of enriched water is seen near the surface along the entire cross-section, except for
directly under the stream where §'80 in groundwater is depleted. Samples taken under the streambed
(=8.2%o0) and from TH6 (—7.87%0 SD 0.17%o) and THS8 (=7.87%o SD 0.05%o0) right next to the stream
showed consistently depleted signals. Depleted isotopic groundwater also enters the wetland from the
southwest and either flows to the stream as groundwater or initially as surface flow. The surface flow
is enriched and the observations of an enriched signal from the mini-piezometers indicate that water
re-infiltrates. This also fits with the observed downward gradient between the nested piezometers
TH9s and TH9d. Piezometer TH9d, sampled every meter at the time of installation, had enriched values
of 8180 in the top of the well, but samples became more depleted with depth. §'80 concentrations
from TH7d, sampled with depth in October 2016, were slightly more enriched and variable with depth.
Downward seepage through the peat upstream TH7 followed by the apparent upward flow due to
upward gradient between TH7d and TH7s, maybe the cause of a more uniform distribution.

Samples taken from TH10 at the hillslope (March and November 2017) also showed depleted
8180 (=7.91%o0 and —8.02%o, respectively). The depleted 5'80 values measured along the hillslope in
mini-piezometers and in TH10 are similar to those measured in the two deepest piezometers; TH1d
(16 MBGL) and TH2d (12 MBGL) on the crop side. Stable isotopes were sampled five times from TH1d,
November 2015, February and September of 2016, and March and November of 2017, with an average
8180 of —8.02%o and a §'80 minimum of —8.15%o and maximum of —7.82%o. TH2d was sampled on
four occasions in November 2015, February and September of 2016 and in March 2017 with an average
8180 of —8.11%o with maximum and minimum of —7.96%o and —8.26%o, respectively. Provided the
isotope signals measured in TH1d and TH2d are representative of well-mixed groundwater, and not
event-based signals, it would appear that a groundwater source with a similar signature is entering the
wetland from the southwest. Some of this water bypasses the peat and flow to the stream through
the 5-8 m thick gravelly/coarse sand. Deeper groundwater may also flow upwards to the stream as
indicated by the depleted 5'80 signals in the deeper parts of TH1 and TH2.

Piezometer TH3 had enriched 5180 values with depth indicating a downward flux (recharge area);
the same is seen with TH4. From TH1d and TH2d §'80 signals became depleted with depth and from
five MBGL and seven MBGL §'80 signals became steadier. The §!80 data from the crop side therefore
indicates vertical downward seepage. In addition, upward leakage from the bottom of the profile
cannot be ruled out.

5. Discussion

The main objective of the study has been to understand and quantify the heterogeneity in
water fluxes to riparian zones and streams in a lowland catchment and specifically address the
relative importance of groundwater-fed surface flow to subsurface flow directly to the stream.
We will here try to discuss our results in relation to existing conceptual models of riparian zones
e.g. [6,12,29,30]. For example, Vidon and Hill [30] proposed a conceptual model, where aquifer
thickness and slope are two characteristics determining the link between riparian zones and the upland.
Several studies [6,12,29] focus on how flow paths in typical riparian zones are defined by the landscape
type, riparian zone-upland link, riparian aquifer thickness, and permeability of a confining peat layer.
However, only one of these studies includes the geomorphology of the stream (width, sinuosity) [12].

Most conceptual flow path models emphasize different parts of the link between stream-riparian
zone regional aquifer, but with no guidelines to evaluate the relative contribution of subsurface
and groundwater-fed surface flow. The size of the sub-catchment to discharge station Q, at our
field site is approximately 28 km? with roughly 23 km of stream network. Precipitation and actual
evapotranspiration average 984 mm year~! and 510 mm year™!, respectively, giving an average recharge
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of 474 mm/year [15]. Average stream flow Q, was measured in 2017 to ~107 m? year‘1 corresponding
to a runoff of 377 mm/year. Thus, roughly 20% of recharge is not captured by the stream network, but
flows out of the sub-catchment via groundwater. If it is assumed that all the stream flow originates
as base flow (direct groundwater discharge) then one can compute the average flux. Assuming the
average width is ~1.5 m then the 23 km network has a streambed area of 34000 m?. This gives an
average streambed flux of 1.1 m day~!. Clearly, actual rates in this type of catchments are orders of
magnitude lower; we measured 0.06 m day~!. Accordingly, a lot of water is fed into the stream valley
and only a small portion is captured by the stream directly though the streambed. Flow to the stream
therefore takes alternative pathways.

5.1. Hydraulic Connectivity

Features such as upland linkage, topography, and hydrogeological setting, both adjacent to and
in the riparian lowland, are known to influence the flow distribution in riparian lowlands [29,30].
Landscape characteristics such as slope of riparian zone and depth of upland permeable sediments
influence the hydraulic connectivity, water table fluctuation and groundwater flow direction [30].
In the study area, both to the north and south, relatively thick unconfined aquifers with a gently
(north, ~2.5%) too steeply (south, ~7%) sloping topography are present. Vidon and Hill [30] have
shown that such landscape and hydrogeological characteristics would give the southern riparian
lowland a permanent upland aquifer linkage with a constant flow direction, a continuous large flux,
and small water table variations. For the northern riparian lowland, the upland-riparian link to the
upland aquifer would still be permanent, but with small to moderate fluxes and moderate water table
variations. This is confirmed by our measurements. For example, the largest fluctuations in hydraulic
head was found near the edges of the riparian lowland, but notably with smaller fluctuations on
the south side (TH10 with hydraulic head variation of +0.2 m) compared with the north side (F100
+0.37 m). Nevertheless, generally, observations showed small variations in the groundwater table,
indicating a permanent link to an upland aquifer. This ensures a constant groundwater input and
maintains a year-round hydraulic gradient towards the stream. The largest fluctuations observed were
to the north, indicating a linkage to a smaller upland aquifer. Considering that the upland aquifer
thickness is slightly less and the length to the upland boundary is shorter compared to the southern
side of the stream, this could explain the slightly larger fluctuations. To the south, the connectivity of
the riparian lowland appears to maintain a more continuous groundwater flux giving less seasonal
variation near the hillslope.

The lack of identifying a confining layer at the bottom of the riparian aquifer suggests the potential
of deeper groundwater flow paths bringing deeper and more regional water to the riparian zone from
further away in the catchment. The 3180 signal (Figure 9) confirms this, where measurements below
the streambed were close to the meteoric average.

5.2. Heterogeneity in Flow Paths to Stream

Conceptual models of flow paths in riparian zones as a function of the link to an upland aquifer and
the thickness of the riparian aquifer have been proposed [6]. This model have since been extended to
include groundwater-fed surface flow [8]. A link to larger upland aquifer results in large groundwater
inputs and small water table fluctuations (see above) [28]. With large volumes of water transferred to
the riparian aquifer and with a limited area of discharge more water is routed to the surface as seeps
and springs and reach the stream via overland flow.

The studied riparian aquifer consists of sand. On the southern side of the stream, a semi-confining
peat layer is present on top of the sand. The depth of the aquifer increases from ~15 m near the hillslope
to >30 m in the central part (a deeper confining layer of the riparian aquifer has not been identified
from boreholes or the ERT profiles). The large thickness and the permanent link to a more regional
aquifer fits well with other conceptual models [6,8] where a significant part of the regional flow to
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the riparian zone is routed to the stream via seeps and springs—despite the considerable thickness of
the aquifer.

This was best observed on the south side of the stream. For example, the observed diffusive seepage
occurring in the area above the pond. Furthermore, the presence of springs and the more extensive
need for drainage (ditch, DW) is evidence of a larger groundwater to surface-water component. This is
not the case on the north side and may be explained by a link to a much smaller regional aquifer. Here
flow to the stream is mainly governed by groundwater, except for the part captured by the drain near
the depression in the landscape.

Like in other studies there is an exchange of water between flow paths (e.g., [8,31]). TH9s and
THOId on the southern side of the stream show a small downward gradient. TH9s is screened just
below the peat layer and THOd is screened in the coarse sand deposited under the peat located
approx. 2-6 MBGL (Figure 2). The more conductive coarse sand could produce a downward gradient;
generating a preferential flow path to the stream under the peat. Surface flow could therefore infiltrate
again (Figure 9), flow towards the stream and upwards due to the upward gradient at TH7s and TH7d
(TH7s is screened in the high conductive sand and TH7d screened below in a less conductive material)
and the presence of the stream. The enriched 580 plume near TH9 and TH7 confirms this.

Part of the groundwater will pass through the aquifer to the stream from both the north and the
south (Figure 9). The individual fluxes estimated by VTP across a 90 m stream reach vary with close to
an order of magnitude. Groundwater discharge has been demonstrated by other local studies, [16,17,22]
and elsewhere [32,33] to vary substantially in time and space both across and along a stream reach.
Compared to these local studies further downstream of Holtum stream, the estimated streambed fluxes
in this study is at the lower end (average of 7 x 107 m s™1). Two local studies [16,34] reported mean
fluxes of 4-5 x 107° m s~! approximately a factor 6 higher on average than the fluxes measured at
our site. This corresponds nicely with the observations made in one local study [16] where it was
found that stream flow in areas downstream of our site was less rain-event controlled. The difference
between our site and the other sites in Holtum is that our site is, or rather was, managed to some
degree and now appears with overgrown ditches, overflowing drainage wells, and a possible broken
drainage system.

In September 2016, the overland flow component was a factor of 12 higher than discharge
estimated through the streambed. This clearly indicates that groundwater-fed surface flow is the most
important flow component at the site. This ratio may change over the season. We do not have the data
to quantify this as discharge through the streambed was only measured once.

Langhoff et al. [12] proposed a coefficient C called “the apparent relative seepage width” to
indicate the proportion of water entering the stream through the streambed relative to overland flow.
C is defined as the width of the wet zone of the flood plain (b;) divided by the effective width of the
stream (Sbg), i.e., C = b,/(Sbs). Here, S is the stream sinuosity (which for Holtum stream isS =1, i.e.,
a straight stream) and by is the width of the stream. High values of C correspond to relative low
contribution to stream flow gain from direct seepage through the streambed and vice versa. At our
field site, the wet zone is on the south side (b; 85 m) and with a stream width of bs = 3 m, C can be
computed as ~28. This is similar to Site 3 studied in Langhoff et al. [12], who also found that the
majority of the water flowed to the stream as overland flow (actually 110%). It thus appears that the C
ratio can be an efficient way of quantifying heterogeneity in flow paths, because it takes into account
the stream valley morphology and wetness.

5.3. Water Balance

The gain in stream discharge between Q1 and Q2 was estimated to be on average 5.09 x
107° m3 s7! m~1. Higher discharges were attributed to higher intensity of precipitation, for where the
largest gaining and losing conditions in the stream also was prevalent—these (four) measurements
was not included in the average stream gain. The stream gain had a standard deviation of 7.6 X
1075 meaning that the stream between Q1 and Q2 can experience both losing and gaining conditions.
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However, only two of the discharge measurements represented losing conditions and the stream section
between Q1 and Q3 can be classified as gaining. The ADC is expected to have an uncertainty of 5% of
the measured discharge [35]. This limits the minimum distance between two measurement stations
when using the ADC, as the accretion of a discharge should be higher or less than the uncertainty—the
average accretion for our measurements was 6%, excluding months where discharge measurements
was known to be affected by precipitation. It would have been better to have continuous (daily)
measurements of stream discharge, as this would have reduced the uncertainty on the stream gain.
However, as explained above, it was not possible to at the same time measure continuous (daily) spring
flows. This means that the water balance is to be regarded as the average of monthly snapshots of
stream flow gains, spring flows, and only one measurement of direct seepage through the streambed
(which turned out to be minor).

The estimated gain between Q1 and Q2 was significantly less than that estimated from Q1 to
Q3. This could be explained by the large portion of arable land with drain tiles to the south and the
riparian lowland with several ditches and a small tributary between stations Q2 and Q3 (Figure 1C).
The dynamics of the stream stage followed the fluctuations of precipitation (flashy) and that of the
hydraulic heads. This might reflect the riparian zone with conductive layers; therefore, it quickly
drains and returns to its state of equilibrium. The discharge measurement of August, where discharge
at Q2 was measured after a rainfall event, showed a significant decrease in discharge compared to the
measurements at Q1 and Q3 made during the event. The stream therefore responds quickly to rainfall
events. This is supported by the findings of Poulsen et al. [16] who estimated that the contribution to
stream discharge from rainfall events for the same sub-catchment as studied here could be as high
as 65%.

The average estimated flux though the streambed can only account for 4% of the stream gain.
Langhoff et al. [12] measured bank seepage to a stream that had been deepened and found that bank
seepage could contribute of up to 25% of the stream gain. With a similar setting at the field site, where
the streambed is situated at a depth below the peat layer to the south, it is likely that bank seepage
plays a moderate to important role. It was calculated based on data from the two nearest piezometers
that bank seepage potentially could contribute with 17% of the stream gain.

The drain located on crop field discharges directly into the stream contributing about 7% to the
stream gain. The most prominent contribution to the stream gain is water discharging through the
springs in the wetland to the south. The estimated contribution of measured spring discharge to the
stream gain was from 20% and up to 59% (depending on whether they contribute individually or not).

With a potential of close to 66% of the stream gain coming from focused sources a contribution of
4% and 17% from direct groundwater discharge to the stream seem insignificant. With up to 87% of
the stream gain accounted for the water balance is not closed. Diffusive overbank flow, unmeasured
discharge from (one known) submerged drains or highly focused bank seepage could account for the
missing 13%. These numbers are similar to those found in the study by Langhoff et al. [12]. Here
the measured or unmeasured bank seepage and overland flow are of similar magnitude. The results
emphasize the important role of groundwater-fed overland flow [8].

We cannot exclude the possibility that some of the springs are unnatural in that they could be
the result of a broken drainpipe system. We know of the existence of the (overflowing) drainage well
(DW) and the submerged drain outlet to the stream. This point to the potential role of an unmanaged
drainage system of the hydrology of a wetland system. It has not been possible to obtain information
about the drainage system, but the landscape with a steep increase in terrain to the south suggests that
a drain network is present only in the wetland and does not drain the sandy/gravelly agricultural fields
located further south (see e.g., Figure 2 with well DGU 92.2187). The drains thus capture groundwater
that probably otherwise would have resulted in groundwater-fed overland flow. The human alteration
of the system (channelization, drain pipes, ditches) has potentially increased the lateral connectivity of
the stream and the terrestrial landscape [36]. As mentioned above, the fluxes through the streambed is
roughly six times lower compared to other more natural (unmanaged) systems downstream of our site.

86



Water 2019, 11, 1905

Our results are also different to those reported by Frederiksen et al. [13] for a groundwater-dominated
stream west of our site. Here overland flow was negligible, and groundwater was the main flow path
(>60% of stream flow gain). A drainage system (broken or not, ditch) thus have re-organized the flow
paths and most groundwater enters the stream by groundwater-fed surface flow than groundwater-fed
stream flow. This will of course also have implications for nitrate transport and removal, which is
currently being studied. With that said, some springs may be entirely natural and could be due to
a thin peat cover (e.g., S1 and S2). For example, Johansen et al. [11] found that peat thickness controlled
vertical seepage to a rich fen.

6. Conclusions

From the present study, it can be concluded that management for agricultural purposes have
changed the natural flow paths through the riparian lowland to the stream. In the present study
we have addressed the connection of a groundwater system and a riparian lowland to specifically
determine the relative importance of subsurface and surface flow to a headwater stream.

The investigated riparian lowland had a permanent upland linkage ensuring continuous large
groundwater inputs, small groundwater table fluctuations, and maintaining a constant direction of
flow towards the stream. The permanent upland connectivity and aquifer thickness result in large
groundwater inputs. Thus, not all the groundwater from the upland aquifer can be accommodated as
seepage only through the streambed of the relatively small headwater stream. In our case we were
able to demonstrate that the direct discharge through the streambed was approximately a factor of six
lower compared to other riparian-stream systems in the same catchment (more natural riparian zones
with no or little human alterations). In other words, the highly managed wetland system captures
a high proportion of the regional groundwater discharging to the riparian zone (~2/3 of the regional
flow bypasses the subsurface). This can explain the need for anthropogenic alterations of the area in
the past—changes needed to make the land usable for agricultural production or as, in this case, a cow
pasture. The anthropogenic changes include ditches, drainage wells, and the man-made pond. Most of
the “springs” are therefore man-made preferential flow paths. The straightening of the stream has
likely made these changes even more needed.

Such anthropogenic changes are common for many riparian lowlands situated in agricultural
lowland catchments. Many of these are easily detectable from maps (stream straightening, ditches)
and of course by site visits. To determine the relative importance of groundwater-fed overland flow to
direct stream seepage is of course more complicated as this requires detailed field monitoring. This just
highlights the importance of measuring all flow components in a water budget for a riparian-stream
system. In the end, anthropogenic alterations will have consequences for the effectiveness of N-removal
in the subsurface as the main part of groundwater is routed to the stream via drains, ditches and diffuse
surface flow/rivulet with short residence times and little contact with subsurface reactive materials.
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Abstract: Although most lotic ecosystems are groundwater dependent, our knowledge on the
relatively long-term ecological effects of groundwater discharge on downstream reaches remains
limited. We surveyed four connected reaches of a Chinese karst stream network for 72 consecutive
months, with one reach, named Hong Shi Zi (HSZ), evidently affected by groundwater. We tested
whether, compared with other reaches, HSZ had (1) milder water temperature and flow regimes,
and (2) weaker influences of water temperature and flow on benthic algal biomass represented by
chlorophyll a (Chl. a) concentrations. We found that the maximum monthly mean water temperature
in HSZ was 0.6 °C lower than of the adjacent upstream reach, and the minimum monthly mean
water temperature was 1.0 °C higher than of the adjacent downstream reach. HSZ had the smallest
coefficient of variation (CV) for water temperature but the largest CV for discharge. Water temperature
and discharge displayed a significant 12-month periodicity in all reaches not directly groundwater
influenced. Only water temperature displayed such periodicity in HSZ. Water temperature was an
important predictor of temporal variation in Chl. a in all reaches, but its influence was weakest in
HSZ. Our findings demonstrate that longer survey data can provide insight into groundwater—surface
water interactions.

Keywords: groundwater-surface water interactions; time series; water temperature regime; flow
regime; chlorophyll a; wavelet analysis; convergent cross-mapping

1. Introduction

Most streams and rivers are groundwater-influenced systems [1,2]. Groundwater commonly
upwells into surface waters at the hyporheic zone [3,4], which influences the physical and biotic
characteristics of surface waters substantially [5-8]. The importance of groundwater to surface lotic
ecosystems has been documented extensively, with most of the work focusing on distinct functions
of the upwelling zone. Upwelling zones have been observed to have more favorable conditions for
many organisms, including stable temperature and flow conditions as well as higher concentrations of
dissolved nutrients [9,10]. Consequently, upwelling zones generally harbor higher biodiversity and
more specialized biotic assemblages compared with other lotic environments [11,12]. The upwelling
zone also serves as a refuge for lotic organisms to survive adverse environmental conditions such
as extreme temperatures, floods, and stream drying [13,14]. A handful of studies have estimated
the ecological impact of groundwater discharge for organisms in downstream reaches; however,
findings are equivocal. Some studies demonstrate that important ecological characteristics, such as
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primary production and biodiversity, of downstream reaches benefit from groundwater inputs [15].
Further, coldwater fish have been confirmed to use groundwater-fed reaches as a thermal refuge during
warming periods [16,17]. In contrast, other studies did not find significant groundwater effects for
aquatic organisms [18,19].

Study duration is likely a major reason underlying variation in the reported reach-scale physical
and biotic effects attributed to groundwater discharge. Most studies have evaluated groundwater effects
over short time scales (usually never exceeding two years) and without the adequate characterization
of the changes in seasonal patterns and processes [2,16,18,20]. Since the influence of groundwater
for lotic ecosystems may vary remarkably among seasons and years [21,22], inconsistent results
may be expected if study designs do not adequately account for this temporal variation. Moreover,
short-term studies often cannot establish accurate or meaningful quantitative relationships between
measured variables due to limited data. This limitation hampers mechanical exploration of pathways
describing how groundwater influences surface waters. Therefore, studies of longer duration and
with a more intensive survey effort are needed for exploring long-term and quantitative effects of
groundwater discharge on downstream ecosystems, which will be valuable for a better understanding
of groundwater—surface water interactions.

Short-term studies may also fail to accurately characterize important groundwater effects on
stream physicochemical conditions. For instance, stable water temperature and flow conditions are
key features of groundwater-influenced stream reaches, and these conditions may mitigate temporal
fluctuations of water temperature and flow in downstream reaches [23]. However, due to short
durations, many studies only measure changes in the magnitude of downstream water temperature or
flow (i.e., the incremental deviation from the average conditions caused by groundwater inputs) [24,25].
Importantly, other widely used regime descriptors for any continuous phenomena, including variability
(temporal fluctuations across regular time intervals), frequency (the number of events occurring at a
certain magnitude or exceedance), timing (dates that particular events occur), and predictability (the
reliability of event recurrence), have been poorly documented [26,27]. Consequently, it is unclear if or
how groundwater can change other aspects of temperature and flow regimes other than the response
magnitude in downstream reaches. Such knowledge has ecological value because the magnitude,
variability, frequency, timing, and predictability are all important aspects influencing lotic ecological
structure and function [28,29].

In the present study, four connected reaches in a Chinese Karst stream were surveyed continuously
for 72 months, one of which is known to receive direct groundwater inputs. We monitored water
temperature, discharge, and benthic algal biomass (represented by Chlorophyll a [Chl. a] concentrations)
to evaluate how groundwater discharge affects these important physical and biotic components of
lotic ecosystems. Benthic algae are a high-quality food source in streams and can be the main energy
source to the aquatic food web [30,31]. Water temperature and discharge are commonly influenced by
groundwater discharge [9,10] and are also major drivers of the temporal dynamics of benthic algal
biomass [32,33]. Our main objective was to characterize the water temperature and discharge regimes
for each reach. Further, we assessed reach-specific relationships between benthic Chl. a concentrations
and water temperature as well as discharge. We tested two hypotheses: the reach most affected by
groundwater will have (1) milder water temperature and flow regimes and (2) weaker influences of
water temperature and flow on benthic algal biomass dynamics. Support for these two hypotheses
will provide evidence that groundwater has an important influence on temporal dynamics of adjacent
downstream reaches in the karst stream.

2. Materials and Methods

2.1. Study Region

We conducted the study on the Nan River, located in Shengnongjia (31,015-31,075" N,
109,056’-110,058" E), the western mountainous region in Hubei province of China. Elevation in
this region varies from 420 to 3015 m (with a mean elevation >1500 m), resulting in an altitudinal
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climate gradient. The annual mean air temperature ranges from 7.1 °C in the western region to 14.5 °C
in the eastern region, with the coldest and warmest months in January and July, respectively [34].
The annual precipitation commonly varies between 800 and 2500 mm, in which more than 85% of
rainfall occurs in April to October with December to February accounting for <8% [34]. Karst terrain is
a typical geomorphological characteristic in Shengnongjia where ~30% of bedrock is limestone. Due to
the high solubility of this type of rock, there are enormous underground rivers, karst caves, swallow
holes, groove, and springs in this region [34,35].

We surveyed four reaches in the headwaters of Nan River (Figure 1). The streambed substrate is
dominated by gravels, pebbles, and cobbles, with bedrock of limestone [34]. Sheng Nong Yuan (SNY)
and Da Long Tan (DLT) are two first-order reaches with elevation of 2320 m and 2220 m, respectively
(Table 1). SNY is located in the mainstream, while DLT is in an adjacent tributary (Figure 1). Swallow
holes are common along the 1-km-long stream channel just downstream of the confluence of DLT
tributary (Figure 1). Surface water seeps into swallow holes, leading to reduced flow in the reaches
immediately downstream. The downwelling reaches (i.e., sections with swallow holes), which were
not surveyed in this study, have been observed to dry up from late December to February when rainfall
is minimal (personal observation). Groundwater recharges to the surface channel through discrete
springs in reaches downstream of the swallow holes and ensure sufficient base flow to maintain surface
water during dry periods. Hong Shi Zi (HSZ) is a second-order downstream reach approximately 2 km
downstream from the confluence point of DLT with an elevation of 1950 m. Several visible springs
can be observed along this reach; indicating that this reach is influenced by groundwater discharge.
Ji Zi Gou (JZG) is another second-order reach about 4 km downstream HSZ, located at an elevation
of 1820 m. All the four study reaches have permanent surface flow. The DLT tributary reach had
the narrowest wetted width and the shallowest water depth during the study (Table 1). As for the
three mainstream reaches, mean wetted width and water depth both increased longitudinally among
reaches from SNY to JZG. All the four reaches had closed riparian canopy and low degree of human
disturbance because of effective protection of this region.

s

Stream
® Study sites

0 1 2 3km

IS [ E—

Figure 1. Locations of the 4 stream reaches in the headwaters of Nan River. The ellipse circles illustrate
stream channel where discrete swallow holes and springs were observed. SNY = Sheng Nong Yaun;
DLT = Da Long Tan; HSZ = Hong Shi Zi; JZG = Ji Zi Gou.
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Table 1. Channel morphology characteristics for the four study reaches.

Sheng Nong Yuan Da Long Tan Hong Shi Zi Ji Zi Gou
Abbreviation SNY DLT HSZ JZ2G
Latitude (°N) 31.4722 31.4935 31.4997 31.5215
Longitude (°E) 110.2983 110.2967 110.3222 110.3361
Elevation (m a.s.1.) 2320 2220 1950 1820
Stream order 1 1 2 2
Wetted width (m, mean + SD) 3.03 +£2.34 2.81+0.87 5.82 +3.63 6.05 + 3.07
Water depth (cm, mean+ SD) 165+74 115+ 3.8 18.1+7.8 20.5+5.0

2.2. Data Collection and Preparation

The four reaches were surveyed monthly from July 2011 to June 2017; however, data was not
collected in April and July of 2015 due to large floods. We monitored stream discharge, air temperature,
and water temperature for each reach on all sampling occasions. Mean reach discharge was calculated
from measurements at three randomly selected cross-sections along a 50-m reach. At every 50-cm
interval along each cross-section, flow velocity was measured using a Global Water Flow Probe
Hand-Held Flowmeter (Xylem Inc., White Plains, NY, USA) and water depth was recorded using a
tape. The wetted width of each cross section was also measured with a tape. Discharge (m? s71) was
calculated using the velocity-area method for each cross-section [36]. Air and water temperature were
measured and averaged from the same three cross-sections with an YSI Pro Plus multimeter (YSI Inc.,
Yellow Springs, OH, USA). Although we did not sample all the reaches at the same time on each
occasion, fieldwork in all reaches was completed within a 2 to 3-hour period to minimize variation due
to time of sampling.

Benthic algae were sampled at the same aforementioned three cross-sections for each reach during
each occasion. Five stones of 10-20 cm diameter were randomly selected at each cross-section, with a
total of 15 stones for each reach. We defined the sampling area for each stone with a circular lid of
2.7 cm radius. The stone surface within the lid was vigorously scrubbed using a nylon brush and
rinsed 3—4 times with distilled water. All subsamples from the same cross-section were combined
into one composited sample and the volume was recorded [37]. Algal sample was passed through a
glass fiber filter (Whatman GF/F) in the field and kept dark and cool. In the laboratory chlorophyll a
was extracted with 90% acetone and absorbance values at 630, 645, 665 and 750 nm were measured
using a Shimadzu UV-1601 spectrophotometer (Shimadzu Corp., Kyto, Japan), following a standard
analysis procedure [38]. Benthic Chl. a concentration for each cross-section was calculated as mg
per stone surface area (mg m~2). Chl. a concentration for each reach was averaged from the three
cross-section replicates.

2.3. Statistical Analysis

Although our data did not allow us to directly quantify variation in groundwater-surface water
exchange among the study reaches and over time, we made use of long-term (six years) measurements
to infer spatial and temporal variation in the relative influence of groundwater. This approach has
been employed elsewhere [7,16,19,25]. We then relate this understanding of the relative variation
in groundwater influence to the observed spatial and temporal variation in the physical and biotic
parameters that we assessed.

We performed bivariate linear regression by using water temperature as the response variable and
air temperature the predictor to investigate the degree of groundwater influence for each reach. Since
monthly water temperature data is not generally autocorrelated, simple linear regression is effective
in modeling such a relationship [28]. We expect that the reach most influenced by groundwater (i.e.,
HSZ) would have a greater intercept and a lesser slope for the regression equation than reaches not
influenced by groundwater [39].
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We calculated nine metrics characterizing stream water temperature and discharge regimes during
the study period for each reach. These metrics represent the water temperature and discharge regime
magnitude, variability, frequency, and timing. Magnitude was described with the total mean value, the
maximum monthly mean value (Mean_max), and the minimum monthly mean value (Mean_min) of
water temperature and discharge. Variability was represented by the range and coefficient of variation
(CV) of the two variables. We counted the number of months with water temperature >10 °C for
delineating temperature frequency because 10 °C is an important temperature threshold for many
aquatic metabolic processes [40,41]. For instance, algal biomass was greatest when water temperature
was at or below 10 °C in several forested streams [41]. We also selected 3 °C as another threshold
for calculating water temperature frequency because we observed that the study reaches displayed
substantial differences among the reaches when temperature was lower than this value. For discharge
frequency, we counted number of months with discharge <0.02 or >0.20 m® s™! which represents
approximately the 25th and 75th percentiles of the distribution of discharge across all reaches. For the
timing metrics, we identified specific months when the maximum (M_mean_max) and minimum
(M_mean_min) monthly mean water temperature or discharge was reached. We also calculated all the
aforementioned nine metrics for Chl. 4, because algal biomass also varies temporally [42].

We used wavelet analysis to describe regime periodicities in water temperature, discharge, and Chl.
a for each reach. Wavelet analysis is especially effective in detecting and differentiating scale-specific
dynamics from noisy, complex and usually nonstationary time series data that violates assumptions of
many other statistical methods [43,44]. This method performs a local time-scale decomposition (i.e.,
local wavelet transform) of the time series by estimating its spectral characteristics as a function of
time [43]. Significance of local wavelet spectrum was tested by comparing against a background red
noise spectrum (representing low-frequency/long-period cycles of the time series with autocorrelated
residuals) simulated with Monte Carlo procedure [45,46]. Wavelet analysis was conducted by using ‘wt’
function in R package ‘biwavelet’, with continuous Morlet wavelet transforming as the base function
due to its good balance in time and frequency localization [45]. To further determine which periodicities
were most important throughout the study duration, we calculated time-averaged wavelet spectrum
for temperature, discharge, and Chl. a with ‘analyze.wavelet’ function in package “WaveletComp’.
For each site, there was a total of 34 missing data during the study period. Since missing data are not
allowed in wavelet analysis, for each time series, we interpolated missing values with the mean of
all available data from the same month adjusted for that year’s mean value using the decomposition
method described by Cloern and Jassby [42,47].

We conducted convergent cross-mapping (CCM) to identify influences of water temperature and
discharge on temporal fluctuations of Chl. a. This novel nonparametric method has been described
in detail elsewhere [48-50], so we provide only a brief introduction here. Based on state space
reconstruction, CCM measures the skill of cross-mapping (i.e., prediction) between two variables (e.g.,
x and y) as test for causality. Following Takens’ Theorem, it is assumed that if x influences y, then y
would contain unique information from x. Therefore, historical values of x can be reconstructed from y
alone. Conversely, x does not contain information from y, hence will be incapable of cross-mapping
y [50]. To accomplish the test, Simplex projection with a time delay embedding from y is first used
to predict historical values of x [48]. Then, Pearson’s correlation coefficient (p) between predicted
x and measured x values is calculated to indicate the ability of y cross-mapping x. The ability of x
cross-mapping y is also estimated with similar procedures. It is determined that x influences y if p
value for y cross-mapping x is higher than that of x cross-mapping y, and vice versa [51]. Significance
of the result was tested with Ebisuzaki phase-shift null model. This randomizing procedure removes
dynamic correlations between time series, but preserves most of short-term behaviors [52]. A CCM
result is considered significant if the p value for x cross-mapping y exceeds the range of the 5th and
95th percentiles of corresponding estimates for the null model. In the present study, we estimated
reach-specific effects of stream water temperature and discharge on Chl. a. If temporal dynamics of
Chl. a was driven by water temperature or discharge, Chl. 2 would be more effective in cross-mapping
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the other two variables than using the other two variables to cross map Chl. a. We applied simplex
projection to calculate the optimal embedding dimension for individual time series, and set library
size varying from 1 to 60 in steps of 6 with 100 bootstrapped library samples. CCM was performed
with time lags of +3 months to account for possible time delayed effects [53]. For the time lag with the
highest cross map skill, we further tested the significance of the results by generating a null distribution
with 100 surrogate data. All the time series were first-differenced to remove any trends, and normalized
to zero mean and unit variance for allowing time series comparisons [48]. CCM was performed with
package ‘TEDM’.

Additionally, to investigate whether contrasting seasonal hydrological conditions may influence
water temperature, discharge, and Chl. a, we calculated the mean values (+ standard deviation) of
these parameters for each reach during a typically low-flow (December to February) and high-flow
(May to July) period in this region [34]. We assessed whether these parameters differed among reaches
within seasons using Kruskal-Wallis test by ranks, with pairwise comparisons by Mann-Whitney tests
with Bonferroni correction.

3. Results

3.1. Effects of Groundwater on Stream Water Temperature and Discharge Regimes

Reach-specific regression relationships between air and stream water temperature were detected
(Table 2). HSZ had the highest intercept of 4.162 and the shallowest slope of 0.352 for the relationship
between air and stream water temperature. HSZ also had a distinct water temperature regime when
compared with other reaches (Table 3). Mean water temperature increased from SNY to JZG as
elevation decreased. However, the maximum monthly mean water temperature (Mean_max) in HSZ
was 0.6 °C lower than the adjacent higher elevation reach of DLT (Table 3). Further, the minimum
monthly mean water temperature (Mean_min) was 1.0 °C higher than the adjacent lower elevation
reach of JZG (Table 3). Moreover, HSZ had a narrower temperature range than that in DLT and had
the smallest coefficient of variation (CV) among all the four reaches (Table 3). In accordance with low
temperature variability, there was only two months in HSZ when water temperature was <3 °C (Table 3).
In comparison, for JZG, where mean water temperature was 1.5 °C higher compared to HSZ, mean
monthly water temperature was <3 °C on eight occasions (Table 3). The frequency for months with
water temperature >10 °C in HSZ was similar to that recorded in DLT (Table 3). Although influenced
by groundwater, HSZ had same timings for the maximum and minimum monthly mean values of
water temperature as that in other reaches. All reaches also had the same temperature periodicity
that ranged from 10 to 14 months, with the 12-month periodicity having the most significant wavelet
spectrum power across the study duration (Table 4, Figure 2). That is, stream water temperature had
an annual cycle that peaked in August and was lowest in January (Figure 2). During the high flow
period, the mean water temperature in HSZ was similar to that in the higher elevation reach of DLT
(~10 °C for both reaches). Moreover, HSZ had a higher mean water temperature than that in the lower
elevation reach of JZG (3.9 vs. 3.5 °C) during the low flow period, despite the difference was not
significant (Appendix A Figure A1).

The discharge regime in HSZ was also different from that recorded in the other three reaches.
The discharge magnitude and variation range generally increased with stream size (Table 3). The
mean and range of discharge in the largest reach (JZG) was approximately 6 and 5.5 times greater,
respectively, than that recorded in the smallest reach (DLT) (Table 3). However, other regime metrics
did not display such stream size-related trends. HSZ had the highest discharge CV, and the highest
frequency of months with discharge lower than 0.02 m® s™! (Table 3). Discharge displayed a significant
12-month periodicity in the all reaches across the study duration with the peak in May and trough
in January or February (Table 4, Figure 3). However, significance of such periodicity (indicated by
black line circles) varied among years and among reaches (Figure 3). Besides the annual periodicity,
discharge also displayed a significant 2-6 months periodicity in 2013 across all reaches (Figure 3).
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During the low flow period, mean discharge in HSZ was 0.03 m3 s™!, which was lower than the sum of
mean discharge of the two upstream reaches (SNY: 0.03 m3 s™!, DLT: 0.02 m? s71). In contrast, this
pattern was not evident during the high flow period (Appendix A Figure A1).

Table 2. The Y intercept, slope, and adjusted R? (Rzadj) for the regression between stream water
temperature and air temperature from July 2011 to June 2017 for each study reach. All regression
models are significant with p < 0.001. SNY = Sheng Nong Yaun; DLT = Da Long Tan; HSZ = Hong Shi
7i;J2G = Ji Zi Gou.

Regression Coefficient

Stream Reach R%4
ream Reac Y Intercept Slope adj
SNY 2.296 0.373 0.807
DLT 1.834 0.453 0.830
HSZ 4.162 0.352 0.861

1ZG 3.327 0.476 0.850

Table 3. Values of stream water temperature, discharge, and benthic chlorophyll a concentration
(Chl. a) regime metrics for each study reach during the study. Mean_max = the maximum monthly
mean value; Mean_min = the minimum monthly mean value; M_mean_max = the month with the
maximum monthly mean value; M_mean_min = the month with the minimum monthly mean value.
CV: coefficient of variation. SNY = Sheng Nong Yaun; DLT = Da Long Tan; HSZ = Hong Shi Zi; JZG =Ji

Zi Gou.
Stream Reach
Regime Descriptors Metrics
SNY DLT HSZ 1ZG
Mean (°C) 59 6.7 7.6 9.1
Magnitude Mean_max (°C) 9.6 12.0 11.4 14.7
Mean_min (°C) 1.2 0.9 3.7 2.7
- Range (°C) 10.3 13.4 11.9 17.3
Water Variability o
temperature CV (%) ) 524 59.5 37.9 48.6
Frequency Months < 3 °C 19 19 2 8
4 Months > 10 °C 1 17 19 33
. M_mean_max Aug Aug Aug Aug
T
ming M_mean_min Jan Jan Jan Jan
Mean (m® s71) 0.145 0.080 0.196 0.482
Magnitude Mean_max (m3 s71) 0.527 0.227 0.700 1.274
Mean_min (m® s71) 0.012 0.016 0.013 0.096
Discharge Range (m? s71) 1.717 0.553 3.251 4329
aniabiity CV (%) 1633 1080 2344 1558
Frequenc Months < 0.02 m? s~! 15 14 19 0
dUENY Months > 0.20 m3 57! 12 5 14 38
Timing M_mean_max May May May May
Mmean_min Feb Jan Jan Jan
Mean (mg m™2) 5.60 3.56 5.28 7.58
Magnitude Mean_max (mg m~2) 9.46 6.70 7.98 20.42
Mean_min (mg m~2) 2.68 1.44 243 224
Chl. a o Range (mg m~2) 16.83 13.81 18.38 33.82
Variabilit ge lmg
arabity CV (%) 60 838 827 1124
Frequency Months < 5 mg m~2 32 54 43 38
Months > 10 mg m—2 8 3 11 19
Timing M_mean_max Dec Feb Dec Feb
M_mean_min July July May Apr
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Table 4. Significant (p < 0.05) periodicities (Unit: month) in stream water temperature (WT), discharge,
and benthic chlorophyll a concentration (Chl. a) across July 2011 to June 2017 identified by comparing
time-averaged wavelet spectrum to a null red-noise power spectrum by wavelet analysis for each
reach. Numbers in parentheses represent the periods having the highest average wavelet power. -: no
significant period is detected. SNY = Sheng Nong Yaun; DLT = Da Long Tan; HSZ = Hong Shi Zi;
JZG =TJi Zi Gou.

SNY DLT HSZ JZG
WT 10-14 (12) 10-14 (12) 10-14 (12) 10-14 (12)
Discharge 12 11-13 (12) 12 12
Chl. a 10-13 (12) 11-13 (12) - 10-13 (12)
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Figure 2. Continuous wavelet power spectra showing the strength of the periodicities of stream water
temperature changes between July 2011 and June 2017 for each stream reach. The colors code for power
intensity from dark blue (low intensity) to dark red (high intensity), and solid black line circles indicate
significant (p < 0.05) coherent time—frequency regions. The shaded area is the time—frequency region
affected by edge-effects and was not included in the analyses. The original time series are demonstrated
above each wavelet plot. SNY = Sheng Nong Yaun; DLT = Da Long Tan; HSZ = Hong Shi Zi; JZG = Ji
Zi Gou.
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Figure 3. Continuous wavelet power spectra showing the periodicity of discharge from July 2011 to
June 2017 for each stream reach. Further information on wavelet spectra are described in Figure 2.
The original time series are demonstrated above each wavelet plot, with different value ranges to
illustrate reach-specific variation. SNY = Sheng Nong Yaun; DLT = Da Long Tan; HSZ = Hong Shi Zi;
JZ2G =]i Zi Gou.

3.2. Effects of Groundwater on Associations between Chl. a Dynamics, Water Temperature, and Discharge

Across all stream reaches, the range of Chl. a concentrations and frequency of months with Chl.
a concentration higher than 10 mg m~2 increased as elevation decreased (Table 3). The temporal
dynamics of Chl. a concentrations in HSZ was, however, largely different than in the reaches less
affected by groundwater (Table 3). Specifically, Chl. 2 magnitude was lower in HSZ when compared
with the smaller upstream reach, SNY (Table 3). The CV of Chl. a concentrations in HSZ was similar to
that in DLT (Table 3). The 12-month periodicity in Chl. a concentrations was significant for all reaches
except for HSZ (Table 4, Figure 4). Moreover, HSZ had the highest mean Chl. a concentrations among
the four reaches during the high flow period (Appendix A Figure Al); however, differences were not
significant in this test (Kruskal-Wallis chi-squared = 5.092, df = 3, p-value = 0.165). During the low
flow period, the mean Chl. a concentration in HSZ (7.17 mg m~2) was slightly higher than that in the
tributary reach of DLT (5.59 mg m~2), and was lower than the other two mainstream reaches. These
differences were also not significant (Appendix A Figure Al).

By using CCM, we found that water temperature had a significant influence on Chl. a dynamics
in SNY, DLT, and JZG, but there was variation in the coupling of these variables through time and also
the strength of this coupling (Figure 5; Appendix A Table A1; Appendix A Figure A2). The influence
that water temperature had on Chl. a was tightly coupled in time except for in DLT where there was a
2-month delay in this coupling (Appendix A Table Al). By comparison, water temperature had the
weakest and nonsignificant influence on Chl. a in HSZ as it had the lowest p value within the range of
the 5th and 95th percentiles of the null model (Figure 5; Appendix A Table Al). In contrast to water
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temperature, discharge had a weak influence on Chl. a dynamics in all reaches, represented by low p
values (Figure 5; Appendix A Table Al; Appendix A Figure A2). Furthermore, discharge did not affect
Chl. a2 dynamics more significantly than that in the null model for all reaches (Figure 5).
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Figure 4. Continuous wavelet power spectra showing the periodicity of benthic algal chlorophyll
a concentrations (Chl. a) from July 2011 to June 2017 for each study reach. Further information on
wavelet spectra are described in Figure 2. The original time series are demonstrated above each wavelet
plot. SNY = Sheng Nong Yaun; DLT = Da Long Tan; HSZ = Hong Shi Zi; JZG = Ji Zi Gou.

a b
(a) SNY (b) DLT
o o
—— WT causes Chla —— discharge causes Chl.a —| — WT causes Chla — | — discharge causes Chl.a
wml — Chl.a causes WT — Chl.a causes discharge & — Chl.a causes WT —— Chl.a causes discharge
e ) J
£ £
=< =g
Zo Zo
@ @
g o
S5 23
£ g
Ca Sa
S S
=
T T T T T T e T T T T T T T T T T
10 20 30 40 50 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50
Library Size Library Size Library Size Library Size

Figure 5. Cont.
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Figure 5. Convergent cross-mapping (CCM) between benthic chlorophyll a concentration (Chl. a)
versus stream water temperature (WT) (left) and discharge (right) using time series from July 2011 to
June 2017 for each study reach. The y-axis represents the Cross Map Skill (rho or Pearson’s correlation
coefficient) and the x-axis represents the library size (different lengths of data subsampled randomly
from the time series) used for modeling. The time lags having the highest cross map skill in CCM were
used in the final CCM for significance testing. Shaded areas are the 95% confidence intervals (5th to 95th
percentiles) of 100 surrogate time series from the null model (light red area = 95% confidence intervals
of the null model for the red line; light blue area = 95% confidence intervals of the null model for the
blue line; overlap=light purple). rho improving with increasing library size indicates causality, and rho
beyond the 95% confidence intervals of the null model implies significant causality. For JZG, the red
line is beyond the light shaded area, indicating that WT has significant effects on Chl. a. SNY = Sheng
Nong Yaun; DLT = Da Long Tan; HSZ = Hong Shi Zi; JZG = Ji Zi Gou.

4. Discussion

Differences in stream regime descriptors, including parameter magnitude, variability, frequency,
timing, and predictability, among adjacent reaches can provide ecologically valuable information
on how groundwater influences surface waters. We found that groundwater discharge can have a
large influence on the temporal patterns of many stream regime metrics that describe variation in
water temperature and discharge. Further, we found that changes in stream physical conditions due
to groundwater discharge can alter the influence of these physical conditions for driving temporal
variation in benthic algal biomass.

The most groundwater-influenced reach, HSZ, had a distinct air-water temperature relationship
and a more stable thermal regime when compared with the other three reaches, confirming predictions
and observations that this reach was substantially influenced by groundwater. In particular, HSZ had
a lower maximum monthly mean water temperature than the adjacent higher elevation reach and a
higher minimum monthly mean water temperature than the adjacent lower elevation reach. The mean
water temperature in HSZ was also lower than that in higher elevation reach during the high flow
period, and was higher than that in the lower elevation reach during the low flow period. Further,
HSZ had the lowest frequency of months with temperatures < 3 °C among all reaches. These results
indicate that stream water in HSZ was cooler in summer and warmer in winter compared to the other
reaches. The smallest CV of water temperature and the shallowest slope for air-water temperature
relationship in HSZ imply a slower heating and cooling rate (i.e., a temperature buffering effect) than
the other reaches during the annual temperature cycle [20]. Such buffering effect has been commonly
observed on daily temperature magnitude [54-56]. Our findings suggest that this phenomenon could
also occur at longer time scales. The same timings for the maximum and minimum monthly mean
water temperature across all reaches suggest that groundwater did not alter the timing of the metrics
for water temperature in HSZ.

Although discharge increased with stream size, HSZ had the highest CV and the highest frequency
for low-flow events. This result is related to the fact that groundwater was the sole source of flow
for this reach when upstream reaches, which contain visible swallow holes, often ceased to flow
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between December to February. In fact, we found that mean discharge in HSZ (0.196 m® s71) was a
little smaller than the sum of flows in the two upstream reaches of SNY and DLT (0.225 m? s71) in
the whole study duration, and this difference was even more evident during the low flow period.
It is likely that a proportion of downwelling flow had longer flow paths than the distance of the
study reaches, longer subsurface residence times than we could detect in this study, or had lateral
path(s) beyond the watershed boundary [57]. Therefore, although discharge magnitude increased
longitudinally, karst topographic features likely induced a higher variability of flow dynamics in HSZ
than in other reaches. Overall, the different regime metrics of discharge in HSZ compared with other
reaches provides evidence that this reach is significantly influenced by groundwater discharge.

HSZ had a lower Chl. 2 magnitude and a higher low-concentration frequency than that in the
upstream reach of SNY. This result seems unexpected because benthic algal biomass often increases
with stream size and temperature [32]. Further, spring stream flow is generally rich in dissolved
and organic nutrients that can promote downstream algal biomass [18,58]. One possible reason is
that higher predation pressure by lotic grazers in HSZ reduced algal biomass because more stable
temperature and flow conditions were also beneficial to grazer populations [59]. A comparison of the
differences in nutrient concentrations between HSZ and nearby reaches and an evaluation of intensity
of predation pressure and its influences on algal biomass in HSZ would be valuable topics for future
research. Benthic algal biomass in HSZ did not display a significant annual cycle as that in other
reaches. This phenomenon has previously been attributed to reduced temporal variation in physical
conditions such as temperature, conductivity, and flow [60]. Our findings provide further support
for this notion because water temperature and flow in HSZ had milder temporal regimes and their
influences on temporal dynamics of Chl. 2 were weaker than reaches less influenced by groundwater.
We found that stream discharge did not have a significant influence on the temporal dynamics of
Chl. a at any study reach. A possible explanation for this is that stream discharge mainly affected
benthic algal assemblages via indirect paths. Discharge was relatively low in most times during the
study period and flow velocity may not have been high enough to reduce algal colonization or growth.
Therefore, flow may have been most important for mediating the transfer of nutrients for autotrophic
assimilation [31]. While floods might have negatively impacted lotic assemblages, the effect of these
events may have been temporary and/or perhaps not detectible or important over log time periods, as
in our study.

We used long-term data (six years) to gain a broad understanding of the physical and biotic
influences of groundwater in our study stream. However, we were unable to adequately explore
how groundwater—surface water exchange during contrasting hydrological conditions may influence
important physical and biotic components of our stream system, due to the monthly sampling
frequency of our study design. Further research with a more frequent and intensive survey effort would
provide more valuable information on how the important physical and biotic components of streams
that we assessed change in response to intra- and inter-annual variation in groundwater—surface
water exchange.

In conclusion, water temperature in the most groundwater-influenced stream reach had the
smallest variability (i.e., CV) and the lowest frequency for low-temperature months, when compared
with other reaches. Groundwater inputs thus induced milder physical habitat conditions. These
milder physical habitat conditions were associated with weaker temporal patterns for benthic algal
biomass. That is, benthic algae biomass in this reach did not display a significant annual cycle as that
in other reaches. Our findings demonstrate that groundwater inputs may alter regime metrics other
than magnitude for physical components in downstream reach, and further induce substantial changes
in temporal dynamics of important biotic components. Therefore, longer and more intensive studies
will greatly improve our understanding of how groundwater effects stream ecosystems.
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Appendix A

Table Al. Convergent cross-mapping detecting the best cross-map skill (p) and time lag indicating the
causal effects of stream water temperature (WT) or discharge on dynamics of benthic chlorophyll a
concentration (Chl. a) from July 2011 to June 2017 for each reach. -: No causality is detected. SNY =
Sheng Nong Yaun; DLT = Da Long Tan; HSZ = Hong Shi Zi; JZG = Ji Zi Gou.

WT Causing Chl. a Discharge Causing Chl. a
St Reach
ream Heac P Time Lag (Month) p Time Lag (Month)
SNY 0.267 0 0.101 2
DLT 0.309 2 0.103 2
HSZ 0.135 0 -
1ZG 0.230 0 0.089 2
(2)
5 v =31.044, P <0.001 < T =16814, P<0.001 ac T | =5.092, P=0.165
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Figure Al. Plots demonstrating among-reach differences in the mean (+ standard deviation) for water
temperature, discharge, and chlorophyll a concentration (Chl. a) during the high-flow period (a, May
to July) and the low-flow period (b, December to February), respectively. The x? value and the p-value
are the results of Kruskal-Wallis tests among the four reaches. The lower-case letters above whiskers
are the results of pairwise comparisons, with the same letters indicating no difference at p < 0.05.
SNY = Sheng Nong Yaun; DLT = Da Long Tan; HSZ = Hong Shi Zi; JZG = Ji Zi Gou.
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Figure A2. Cont.
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Figure A2. Extended convergent cross-mapping detecting causality and time lags between chlorophyll
a concentrations (Chl. a) and water temperature (left) or discharge (right) using time series from July
2011 to June 2017 for each study reach. SNY = Sheng Nong Yaun; DLT = Da Long Tan; HSZ = Hong Shi
7i;JZG =Ti Zi Gou.
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Abstract: Rivers are important ecosystems under continuous anthropogenic stresses. The hyporheic
zone is a ubiquitous, reactive interface between the main channel and its surrounding sediments
along the river network. We elaborate on the main physical, biological, and biogeochemical drivers
and processes within the hyporheic zone that have been studied by multiple scientific disciplines for
almost half a century. These previous efforts have shown that the hyporheic zone is a modulator for
most metabolic stream processes and serves as a refuge and habitat for a diverse range of aquatic
organisms. It also exerts a major control on river water quality by increasing the contact time with
reactive environments, which in turn results in retention and transformation of nutrients, trace
organic compounds, fine suspended particles, and microplastics, among others. The paper showcases
the critical importance of hyporheic zones, both from a scientific and an applied perspective, and
their role in ecosystem services to answer the question of the manuscript title. It identifies major
research gaps in our understanding of hyporheic processes. In conclusion, we highlight the potential
of hyporheic restoration to efficiently manage and reactivate ecosystem functions and services in
river corridors.

Keywords: hyporheic zone; hyporheic exchange flow; surface water-groundwater exchange;
ecosystem services; nutrient turnover; refuge; hyporheos; removal of trace organic compounds;
emerging pollutants; self-purification capacity

1. Introduction

The “hyporheic zone” (HZ) is a unique habitat that is located at the interface of surface water and
groundwater within river corridors. While the term hyporheic zone is sometimes used as a synonym
for the streambed, it is more accurately the zone in which surface water and groundwater mix. The HZ
is an interfacial zone important to many key stream processes and organisms. Because of the large
surface area of sediment grains within the streambed and the high activity of microbes living in the HZ,
it plays a key role as a reactive zone, transforming pollutants and natural solutes, as well as providing
a habitat for benthic communities [1].

The term hyporheic zone was originally proposed by Orghidan in 1955 in Romanian, who
described this interface as a discrete streambed compartment hosting a distinctive community [2].
Today, HZ research encompasses fields such as ecology, hydrology, hydrogeology, microbiology,
geomorphology, biogeochemistry, environmental engineering, and conservation [3]. Therefore, a
general definition and delineation of the HZ covering all disciplines is extraordinarily challenging [4].
Definitions of the HZ differ between disciplines, and sometimes even within the same discipline [5,6].
In ecology, it is generally assumed that the HZ is located just below the surface layer of the streambed
(also known as the benthic zone) and that its thickness typically oscillates in the centimeter range. In
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hydrology, and especially in modelling studies, the HZ is defined as the zone that contains all the
flowpaths that begin and end at the sediment-water interface, whereas in biogeochemistry, it is defined
as a zone where surface water and groundwater mix and where at least a certain percentage (e.g.,
10%) of surface water is present [5]. The depth to which the HZ extends can vary over time because
fluctuations of surface water level, surface water flow velocity, groundwater table level, and water
temperature impact subsurface flow paths. In contrast to the lower boundary, the upper boundary of
the HZ is clearly determined by the sediment surface. A comprehensive discussion and comparison of
these definitions can be found in Gooseff [5], Gomez-Velez et al. [7], and Ward [6]. Here, we use the
definition that the HZ comprises (1) saturated, porous streambed sediments (2) with a characteristic
hyporheic community, either with (3) flowpaths originating from and returning to surface water or (4)
a mixture of groundwater and at least 10% of surface water, and (5) with hyporheic residence times on
time scales relevant for the processes of interest [6]. The flow of water into, in, out, or across the HZ is
termed hyporheic exchange flow, or equally hyporheic exchange flux, both abbreviated as HEF [8]. In
our definition, HEF is a specific type of surface water-groundwater exchange, but the terms HEF and
surface water-groundwater exchange are not interchangeable. While some authors have used HEF to
describe the general exchange between surface water and groundwater [9,10], a HZ may not always
exist. For example, in river sections with strong up- or downwelling flow, the HZ could be minimized
or vanish, but there would still be fluxes within the saturated, porous streambed sediments [11]. Thus,
surface water-groundwater exchange is a broad term describing exchange between the aquifer and
river, while HEF is a specific exchange under the prerequisite that a HZ is present.

Since 1955, there has been a steady increase in HZ research and several key papers have been
published. For example, Brunke and Gonser [12] reviewed the ecological significance of exchange
processes between groundwater and rivers and discussed human impacts and alterations of natural
exchange processes, such as reduced connectivity due to colmation by fine particle loads or organic
and toxic contamination of surface water. Hancock [13] also reviewed human impacts on HZs and
their ecosystem services and suggested that the HZ should be considered in river management.
Boulton et al. [14] focused more on transport processes and biogeochemical turnover in the HZ itself.
Their review includes the relevant mechanisms, the fate of major chemical compounds, and involved
organisms. Fischer et al. [15] investigated hyporheic processes from a microbial perspective and
highlighted the importance of the activity and composition of the microbial communities for biochemical
reactions in the HZ. Due to its significance for carbon and nitrogen cycling, they called the HZ “the
river’s liver”. Krause et al. [16] published a review of HZ functions and discussed how to advance HZ
process understanding across disciplinary boundaries. This was further elaborated by Krause et al. [17],
who discussed the high biogeochemical activity of the HZ. The review by Boano et al. [1], focusing on
modelling water, heat, and dissolved and sediment transport processes, directed research towards the
scale and magnitude of HZ fluxes [18], while Magliozzi et al. [11] summarized the five main drivers
(i.e., hydrological, topographical, hydrogeological, ecological, and anthropogenic) at catchment, valley,
and reach scales that control spatial and temporal HEF variations.

Ward [6] stated that our understanding of coupled, interacting hyporheic processes is still
quite limited and that there is an urgent need for cross-site comparisons that consider hydrological,
ecological, and biogeochemical processes. Recent research has deepened our understanding of the
ecological importance of the HZ and the response of communities to hydrological extremes. For
example, Stubbington [19] and Dole-Olivier [20] discuss HZ function as a potential refuge for benthic
invertebrates, especially during floods, low flows, and drying events. Other authors have investigated
interactions between ecology and chemical processes; for example, Peralta-Maraver et al. [21] focused on
the hierarchical interplay of hydrology, community ecology, and fate of nutrients, as well as pollutants
in the HZ. Methodological advances have increased the precision and resolution of measurements of
HEF, which has been essential for biogeochemical research. For example, Anderson [22], Rau et al. [23],
and Ren et al. [24] reviewed the use of heat as a tracer to study HEF. Knapp et al. [25] outlined the
application of the “smart” tracer system resazurin-resorufin to study HEF and biogeochemical turnover
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in the HZ, as described in more detail below. Kalbus et al. [26] and Brunner et al. [27] gave an overview
of the manifold measurement and modelling techniques for HEF processes. Further research has
investigated biogeochemical processing in the HZ. While earlier studies focused on nutrients [28,29]
and mining-derived pollutants, such as metals [30], recent papers have begun to investigate emerging
pollutants, such as microplastics [31], pesticides [32], organic stormwater contaminants [33], and
pharmaceuticals [34,35]. Even though there has been so much HZ research published in recent decades,
it is unclear whether the hyporheic zone is of any relevance beyond the scientific community. This will
be addressed with the present manuscript.

Despite the advancements in our scientific understanding of the HZ, further work is needed to
link hydrological, ecological, and biogeochemical processes to develop a conceptual framework of the
HZ and its associated ecosystem services [36,37]. Such ecosystem services are defined as “the benefits
people obtain from ecosystems” by the Millennium Ecosystem Assessment [38], which also categorizes
the services according to four main aspects: provisioning (e.g., food), regulating (e.g., water quality),
supporting (e.g., nutrient cycling), and cultural services (e.g., recreation). From the history of HZ
research, it is clear that the HZ provides ecosystem services, for example by supporting fish spawning
and by serving as a “bioreactor”, improving water quality. Ecosystem services provided by HZs are
one option to show the relevance of the HZ beyond the research community. The ecosystem services
framework has been criticized as overly anthropocentric and reductionist in its consideration of nature
in purely monetary terms. Despite these shortcomings, we use ecosystem services provided by the HZ
to illustrate the relevance of the HZ in a broader context, but avoid any monetary quantification in
this review.

The aims of the present paper are (i) to provide a brief overview of recent developments in HZ
research, (ii) to identify major research and knowledge gaps, and (iii) to show the relevance of the HZ
beyond research focusing on HZ processes. Therefore, we identify ecosystem services provided by
HZs and discuss the HZ’s impact on the adjacent compartments, as well as on entire ecosystems.

2. Hyporheic Zone Drivers and Processes

2.1. Physical Drivers of Hyporheic Exchange Flows

HEFs (Figure 1) are driven by pressure gradients created by local streambed topographic variations
and modulated by subsurface sediment architecture, combined with large-scale geomorphological and
hydrogeological characteristics of the river network and adjacent aquifer systems, which can critically
impact the spatial variability of HEF patterns [9,39-41]. At the scale of the HZ, very small water level
fluctuations drive changes in the hydraulic gradients across streambed bedform structures.

The hydrogeology (i.e., the location, hydraulic conductivity, recharge, and discharge zones of
local to regional aquifers) governs the overall spatio-temporal fluxes of surface water—-groundwater
exchange, and therefore the general gaining or losing character of rivers and river sections [42]. As
discussed in the introduction, the HZ is the zone where flowpaths originate from and return to surface
water. This zone may be compressed or absent in gaining and losing sections of streams [8,43], because
gaining and losing flows that do not originate from the stream or terminate in the stream, respectively,
are considered surface water-groundwater exchange flows, but not HEFs. Of course, gain or loss flows
can still be highly relevant from an ecohydrological perspective. The absolute gaining or losing of
water from streams is a dynamic feature which can vary spatially and temporally. The fragmentation
of coherent gaining or losing zones at the streambed interface strongly depends on the regional
groundwater contribution [41]. In gaining streams, local regional groundwater systems discharge
groundwater through the HZ into surface waters. This is common in humid climates, where rivers
drain groundwater systems. However, in (semi-)arid climates, losing rivers are predominant (i.e.,
groundwater pressures below streams are often lower than the stream water pressure, resulting in
infiltration of stream water) [44].
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Figure 1. Conceptual model of the major hyporheic zone drivers and processes, as discussed in Section 2
of the present review. Dashed circles indicate the separation of disciplines in current hyporheic research,
despite the high system complexity and manifold interconnections of hyporheic processes. GW-SW
exchange is groundwater-surface water exchange; DOM and POM are dissolved or particulate organic
matter, respectively.

HEFs can also be induced by hydrodynamic pressure gradients along the stream bed arising
from the flowing surface water [45,46]. On a rugged streambed surface, the surface water flow
field produces a heterogeneous pressure distribution acting on the exchange between surface and
subsurface water. In this setting, the streambed morphology and the overlying flow field control the
spatial patterns of pressure gradients and boundary shear stress along the surface-subsurface water
interface. The pressure distribution on the streambed surface significantly differs between ripples and
dunes. Therefore, determining the stream water level (reflecting the hydrostatic pressure), as well
as the hydrodynamic pressure arising from inertia effects along the streambed surface, is crucial for
HEF investigations.

At large scales, the stream water surface follows the streambed topography very closely, but
as scales decrease the water surface tends to be smoother in comparison to the bed surface. This
impedes direct use of the streambed topography to estimate the hydrostatic head, especially at small
spatial scales, since very fine topographic features are often not reflected as similar features at the
water surface. Recent investigations have suggested a scale (wavelength)-dependent ratio between
stream water and bed surface fluctuations, thus providing a way to estimate the hydrostatic head
distribution based on the streambed topography [40,41]. Pressure gradients might also be caused
by flow of stream water over and around obstacles in the water body, such as woody debris [47-49].
Hydrodynamic pressure gradients and turbulent momentum transfer into the streambed sediments
can control HEFs that are generally characterized by surficial flowpaths and short residence times. In
particular, hyporheic exchange triggered by turbulent momentum transfer and by shear stresses at the
sediment-water interface can be relevant, especially in the case of permeable sediments with large
grain sizes [50,51]. This is due to the fact that increasing sediment permeability results in higher HEFs.
Moreover, a larger grain size increases shear stress at the water—sediment interface and turbulence
intensity of the boundary layer, which control the HEFs.

Other processes that can influence pressure gradients include the subtle differences in (hydrostatic)
water levels across in-stream geomorphological features (e.g., HEF through a gravel island in the
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stream channel due to different water levels around the island). Another example is intra-meander
groundwater flow, commonly triggered along tortuous rivers by longitudinal gradients of river
stage [52]. Moreover, flow through streambed riffles is commonly driven by changing water levels
along pool-riffle sequences of the stream. Besides pressure gradients, hydraulic conductivity of the
sediment determines the intensity of HEFs, and the spatial heterogeneity of hydraulic conductivity
might result in uneven distributions of HEF patterns [53-55]. In fact, according to the description of
flow in saturated porous media (i.e., Darcy’s law), HEFs tend to increase linearly with the hydraulic
conductivity of the sediments, which, in turn, can span several orders of magnitude. As a result, given
the short autocorrelation length of the hydraulic conductivity field in many environmental contexts,
HEFs can display a lot of spatial heterogeneity, even at short scales [56,57].

Numerous well-known methods for measuring surface water-groundwater exchange
exist [26,27,58]. Measurement techniques based on seepage meters, mini-piezometers, and thermal
sensors have strongly improved our capacity to estimate HEFs. Vertical and longitudinal surveys of
radon-222 (naturally occurring radioactive gas tracer with a half-life of 3.8 days) can also be used to
quantify HEF along stream reaches [59,60]. Tracking surface water—groundwater interactions using
temperature as a tracer is a particularly advantageous approach because it is easy to measure, the costs
of temperature sensors are relatively low, and natural temperature differences at interfaces are common.
Moreover, temperature depth profiles in the HZ are used to calculate HEFs [61-65]. Active heat pulse
sensors have been developed to determine dynamic 3D flow fields in the near subsurface and quantify
HEFs [66-68]. These overcome the limiting factors of streambed heat tracer studies, which use vertical,
ambient temperature profiles and a 1D analytical solution of the heat diffusion-advection equation [22],
ignoring horizontal flow components. Among the multiple thermal techniques, fiber-optic distributed
temperature sensing (FO-DTS), pioneered by Selker et al. [69], Lowry et al. [70], and Tyler et al. [71],
enables the spatio-temporal identification of the patterns of surface water-groundwater interactions.
Subsequent research has showed the potential of this technique for estimating vertical exchanges by
measuring thermal profiles with a higher depth resolution [72], or obtaining spatial flux patterns within
the shallow streambed at relatively high resolution [73,74]. Combining FO-DTS with other techniques,
such as thermal infrared reflectometry (TIR) [75] or geophysics [74,76,77] can provide insights into
the impacts that the hydrogeological characteristics of the subsurface material can have on defining
exchange patterns (i.e., to inform about the existence of different components of groundwater-surface
water interactions, such as groundwater discharge, interflow, and local downwelling, depending on
the hydrogeology) [74].

The physical drivers of HEF (channel slope, bedform geometry, flowpath length, sediment
properties, and hydraulic head) and the transient hydraulic forcing control the residence times of water
in the HZ, and thus, the development of potential hot spots for biogeochemical reactions [7,78,79]. For
example, fine organic matter in the hyporheic zone reduces the hydraulic conductivity of the sediment,
and thus increases hyporheic residence times. Consequently, there is a longer reaction time in the HZ
and the redox pattern along flow paths will change. Under similar driving forces, HZs develop more
easily under higher aspect ratios (the ratio between bedform height and width) and steeper channel
slopes. This is important from an ecological perspective, as it is not only the amount of HEF but also
the length and depth of the flowpaths in the HZ and the water residence time that play critical roles in
modulating biogeochemical processes in the HZ [80].

On the reach scale, HEFs are often modelled using transient storage models [1]. This approach is
subject to a variety of assumptions. For instance, when using transient storage models, it is commonly
assumed that transient storage in the investigated river reach is primarily caused by HEFs [35,81]. This
assumption only holds true if morphological features that cause surface water transient storage—such
as pool-riffle sequences or side pools, where the flow velocity is orders of magnitudes lower than the
advective surface water velocity—are largely absent in the investigated stream reach [82]. Furthermore,
the most commonly used transient storage models predefine a characteristic shape for the residence
time distribution (RTD) in the HZ (i.e., parametric transient storage models). In the simplest case,
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the transient storage zone is described as a well-mixed compartment that mathematically transfers to
an exponentially shaped RTD [83]. Further research has subsequently shown that in some streams,
log-normal [84] and truncated power law [85] parameterization of residence times in the transient
storage zone fit measured breakthrough curves more accurately, particularly in regard to longer
residence times. However, assuming a characteristic shape of the RTD might be the biggest shortcoming
of all parametric transient storage models, as the RTD, in fact, integrates over all stream processes, and
thus, should directly be used to infer insights on physical, chemical, and biological processes [86-88].
Therefore, the flexibility of a shape-free or non-parametric deconvolution approach can also capture
non-traditional features of measured BTCs, such as multiple peaks [88-90]. However, having higher
flexibility consequently results in a higher degree of freedom, which makes the optimization procedure
challenging when estimating hydrological model parameters [88]. Nevertheless, only the shape-free
approach allows an accurate estimation of the hyporheic residence time, and likewise, its significance
on water quality in riverine systems.

2.2. Hyporheic Assemblages and Biological Processes

The high surface area of the sedimentary matrix in the HZ is an important habitat for a wide
range of organisms (Figure 1). A diverse assemblage of biofilms grow attached to sediment grains and
cover the cavities of the pore space [91]. Furthermore, protists, meiofauna, and macroinvertebrates (see
Table 1 for definition) occupy the interstitial spaces among sediment particles in the HZ, swimming in
the pore space or digging into the sediment. Hyporheic assemblages (the “hyporheos”) [92] play a
critical role in the ecological functioning of the HZ. Hyporheic biofilms are mainly composed of diverse
consortia of archaea and bacteria embedded in a matrix of extracellular polymeric substances, including
polysaccharides [91]. Consequently, hyporheic biofilms present a high diversity of operational units [93]
and metabolic capabilities [94], and are hot spots of enzymatic activity [95]. Hyporheic biofilms have
the ability to degrade and even to consume a broad range of dissolved compounds (including nutrients,
pollutants, and trace organic compounds) [91], supporting the water purifying capacity of the stream (as
a hyporheic bioreactor, discussed below). Thus, hyporheic biofilms are considered crucial components
of the global biogeochemical fluxes of carbon, nitrogen, and phosphorous [96]. Biofilms degrade large
quantities of organic matter, releasing carbon dioxide to the atmosphere [1], and also denitrify nitrate,
emitting nitrous oxide and nitrogen gas to the atmosphere [97]. The type, relative abundance, and
distribution and interactions of microorganisms result in dynamic microbial communities inhabiting
both nutrient-rich, reducing HZ sediments, as well as nutrient-poor, oxidizing HZ sediments [98].
Protists, meiofauna, and invertebrates inhabiting the streambed sediments also come into play, boosting
biofilm activity by grazing and bioturbating the hyporheic sediments [21].

Table 1. Definition of different groups inhabiting the streambed. Note these are paraphyletic groups.

Group Definition
o Unicellular consortia of prokaryotes (archaea and bacteria), fungi, and algae (in the top
Biofilms . . .
sediment layers) embedded in a porous extracellular matrix.
Protozoa Eukaryotic single cell free-living organisms such as flagellates, ciliates, and amoeba.
Meiofauna Eumetazoa invertebrates whose body size generally ranges between 0.45 um and 500 um.

Macroinvertebrates ~ Eumetazoa invertebrates whose body size is generally greater than 500 pm.

The HZ is not only colonized by the hyporheos, but also by organisms from adjacent environments,
such as stygobites from groundwater or excavating benthic biota [99]. In addition, the HZ may
act as a refuge for benthic organisms escaping from a variety of perturbations and the pressures of
biotic interactions [100] (Section 3.4). Therefore, categorically stating that the hyporheos forms a
discrete community (as an ecological entity) could be ambiguous and imprecise. Indeed, ecological
communities, such as the hyporheos, are often inadequately described and quantified in ecological
research [101]. However, Peralta-Maraver et al. [4] recently demonstrated that the hyporheos can
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be clearly distinguished from benthos as a discrete community with ecological integrity. Moreover,
Peralta-Maraver et al. [4] also showed that the demarcation between both communities and the
extension of their biotopes were quite dynamic as a result of the vertical hydrodynamic conditions
and time. Vertical variability, direction, and magnitude of surface water-groundwater exchange, as
well as heat and solute gradients, control the ecology in the HZ and in the benthic zone [14,102-107].
The concentration of solutes such as oxygen plays an important role in the ecology of the hyporheic
zone (e.g., downwelling zones typically have higher concentrations of organic matter and oxygen, and
possess a greater diversity and abundance of the hyporheos) [4]. These results reflect the ecotonal nature
of the HZ [14] and also draw attention to the importance of ecological processes and services that the
hyporheos sustains. To this end, hyporheic conditions favor the occurrence in the hyporheos of specific
functional traits (e.g., body size and form) that reflect adaptation to the surrounding environment and
that are dissimilar to those present in the benthos [108]. The consequences of trait diversification in the
HZ extend beyond adaptive species shifts to exploit productive habitats, and suggest benefits to river
restoration by enhancing functional interactions among different ecological niches [108].

Defining natural system boundaries is a critical aspect when assessing ecological processes and
services [109,110]. Peralta-Maraver et al. [111] demonstrated that the streambed compartment and
the biological features of the benthos and hyporheos drive the rate of coarse organic carbon (litter)
decomposition, and thus play a crucial role in the wider functioning of the streambed ecosystem as a
bioreactor. In the benthos, the biomass of metazoa was the primary predictor of decomposition, whereas
in the hyporheic zone the protozoa were the strongest predictors [111]. Previous studies [112,113]
showed that total mineralization of allochthonous organic carbon was actually higher in the benthic
zone, while the HZ fulfils the role of an allochthonous organic carbon sink. The whole community
of both compartments from biofilms to macroinvertebrates plays a vital and distinctive role in the
ecological functioning of the hyporheic bioreactor. More importantly, the reduction in the supply of
resources (e.g., oxygen) with depth and under upwelling conditions exerts a greater selective pressure
on large body size classes [4]. As a result, streambed assemblages become more size-structured as
environmental constraints increase, resulting in a reduction of the metabolic capacity of the hyporheic
bioreactor [114].

2.3. Biogeochemical Processes

Most stream metabolic processes (including nutrient turnover, degradation of contaminants,
removal of trace organic compounds, and other redox-related processes) occur not in the overlying
water body but in the HZ (and the benthic zone), predominantly due to the presence of diverse
microbial biofilms [25]. That is why they are called biogeochemical processes and not simply chemical
or geochemical processes. Surface water that enters the HZ drives oxygen, nutrients, and other
chemical compounds into the HZ, which in turn drives mineralization of organic matter along the
flowpath through the HZ (Figure 1). Consequently, a redox zonation develops in the HZ. First,
oxygen is consumed, and once oxygen is depleted nitrate is consumed, allowing for nitrate removal
in the presence of non-limiting amounts of electron donors. This is followed by reduction and
dissolution of iron(oxy)hydroxides. Subsequently, sulfate is reduced to sulfide and finally methane
is produced. Archaea-driven methanogenesis is a widely spread anaerobic respiration mechanism
in the HZ [115]. In a study by Jones et al. [116], methanogenesis accounted for all the respiration in
anoxic sediments and up to 0.6% in oxic sediments. Paired with observations of denitrification in
bulk-oxic sediments [80,117,118], these studies suggest that anoxic microzones with redox potentials
below sulphate respiration occur, even in oxygenated sediments.

As discussed, bacterial (and archea) consortia mainly dominate hyporheic biofilms. This results
in the coexistence of diverse operational taxonomic units and metabolic capabilities [91], such as
chemolithotropy, where bacteria obtain energy from the oxidation of sulfide, sulfur, metal, ammonium,
or nitrite, among others, to fuel their metabolism. For example, nitrification, in which ammonium is
converted by bacteria into nitrate, is a chemolithotrophic process occurring in the HZ. Nitrification
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has a major impact on the predominant form and abundance of nitrogen found in different parts of
the HZ [119]. Moreover, even in cases of low nitrifier abundance and productivity, nitrification can
significantly impact oxygen dynamics, accounting for up to 50% of the biological oxygen demand
in the HZ [98]. In anoxic zones, denitrification is an important process where anaerobic respiration
using nitrate occurs. The nitrate may be supplied by infiltrating water, but in most cases coupled
nitrification—denitrification reactions occur as water enters anoxic microzones within the aerobic
HZ [120]. The contribution of denitrification to total organic matter decomposition in streambed
sediments has been reported to account for up to 50% of total carbon mineralization [121], although
denitrification rates can vary dramatically between sites and even at different locations within a
single stream cross-section due to sediment composition heterogeneity [81]. Denitrification rates are
higher under higher availability of nitrate and dissolved organic carbon (DOC), higher hyporheic
exchange rates determining substrate transport and oxygen concentrations, greater abundance of
denitrifying microbes, the occurrence of anoxic microzones, as well as higher surface area of granular
material [81]. Bacteria also use Fe2* and Mn?*, Hy, or reduced sulfur compounds as electron donors
under anoxic conditions [98]. HZs receiving reduced groundwater are, therefore, predictably colonized
by iron-oxidizing bacteria, since Fe?* is a major groundwater constituent. In most natural waters, Mn?*
occurs in low concentrations and manganese oxidizers are present in low abundance. Moreover, since
iron and manganese oxidation yield low energy and their oxidation is predominantly performed by
heterotrophic bacteria, these ions do not contribute considerably to hyporheic productivity, except
under extremely low organic matter concentrations and high metal concentrations [98].

Redox gradients in HZs can be quite steep at millimeter or even submillimeter scales, and are
primarily controlled by microbial activity. Other chemical compounds are released or degraded
depending on the redox zonation. For example, the pharmaceutical gabapentin is degraded under
oxic and suboxic redox conditions (i.e., when nitrate is still present) but is stable under anoxic
conditions [122]. In contrast, phosphate is released under anoxic conditions because it is bound to
iron(oxy)hydroxides that are dissolved under reducing conditions [123]. The reactivity of the HZ is
highly sensitive to the interactions with groundwater, since surface water and groundwater can differ
considerably in temperature and chemical composition [124,125].

The reactivity of the HZ can be determined by measuring the turnover of individual electron
donors and acceptors, such as organic carbon compounds, nitrate, oxygen, or iron redox species.
Alternatively, Haggerty et al. [126,127] proposed the resazurin-resorufin system to approximate the
microbial reactivity of transient storage zones. It uses the reactive tracer resazurin and its transformation
product resorufin to determine metabolic activity of surface and subsurface storage zones [25]. Such
a system provides a good estimate of microbial activity in a rather short period of time relative to
measurements of turnover rates of individual electron donors and acceptors.

3. Relevance of the Hyporheic Zone

Due to physical, biological, and biogeochemical characteristics and processes, the HZ plays
a crucial role in nutrient turnover, removal of TrOCs, and particle retention in streams (Figure 2).
Furthermore, hyporheic sediments constitute an important habitat and refuge for aquatic organisms,
as well as a reservoir of biodiversity. Often these functions are called ecosystem services. The classic
definition of ecosystem services is based on a rather anthropocentric view of ecosystems as resources
for society; we, however, also want to emphasize the use of these services for the ecosystem itself and
for organisms depending on the ecosystem. Furthermore, the concept of ecosystem service has been
introduced to make the services monetarily quantifiable and comparable in our economic world. In
the present manuscript, we look at and discuss the conceptual benefits of ecosystem services without
attempting any monetary quantification. Thus, we look at the major ecosystem services provided by the
HZ to answer the question of whether the HZ is relevant beyond the scientific community. Generally,
interactions between groundwater and surface water play a fundamental role in the functioning of
riverine and riparian ecosystems, and therefore underpin numerous ecosystem services. In the context
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of sustainable river basin management, it is crucial to understand and quantify HZ processes to
understand the benefits they confer, and to restore functions and services where necessary [128]. Here,
we highlight the role of the HZ in regulating and supporting ecosystem services.
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Figure 2. Graphic illustration of the relevance of the hyporheic zone based on different ecosystem
services (lower row of panels in the figure; discussed in Section 3), major hyporheic research disciplines
(central panel in the figure; see details in Figure 1, also discussed in Section 2), and challenges and
research gaps of HZ research (shown as bold black in the figure; discussed in Section 4).

3.1. Nutrient Turnover

HZs are characterized by steep redox gradients, intense microbial diversity, and high turnover rates
(Figure 1). Therefore, they are sometimes considered (hydrodynamically driven) bioreactors [21,129].
Physico-chemical controlled sorption on the large surface area of the sediment matrix removes various
compounds from the pore water. Sorption reactions and filtration of particles might be followed by
degradation or desorption. HZs are often hot spots of phosphorus (P), nitrogen (N), and carbon (C)
turnover [80,117,119].

In other words, the HZ is both a sink and a source of nutrients. Phosphate and ammonium in
the pore water in the HZ might originate from the mineralization of organic matter. Additionally,
phosphate might be released by reductive dissolution of iron-bound phosphorus or weathering of
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bedrock [123]. Phosphate can only be released if it was previously uptaken, sorbed, or imported
into the HZ as particulate matter, either due to gravity or filtration by HEFs [123]. Lapworth and
Goody [130] found for a chalk stream that colloidal and particulate matter regulating bioavailable forms
of P might also be formed in the HZ, perhaps through co-precipitation with CaCO3. Depending on the
biogeochemical milieu and the sediment composition, HZs might be sinks for dissolved phosphate. For
example, Butturini and Sabater [131] measured the nutrient retention efficiency in the HZ of a sandy
Mediterranean stream, finding an uptake length of 3.3 cm for ammonium and 37 cm for phosphate.

Denitrification and nitrification are mainly driven by nitrate, dissolved organic carbon, and
oxygen concentrations, which is why the HZ has a high potential to regulate the fate of nitrate in
streams. While inorganic nitrogen can be removed in the HZ by various processes, such as sorption or
assimilation, the microbial process of denitrification is the major removal mechanism. At the same time,
formation of nitrate by oxidation of ammonium (nitrification) can counteract the effect of denitrification.
Nitrification particularly occurs in the surficial sections of the benthic biofilm [132]. Zarnetske et
al. [80] investigated, in a gravel-bar-inducing HEF, the transition of nitrification to denitrification
for a range of residence times. While short residence times at the head of the gravel bar caused
net nitrification, longer residence times of more than 6.9 h, in this case, led to net denitrification,
particularly at its tail. Formation of N; across all residence times showed that denitrification likely
occurred in oxygen-reduced microsites, even where nitrification was the predominant process. The
study demonstrated that whether the HZ is a net sink or a net source of nitrate depends to a large extent
on the distribution of residence times. In addition, the quality of dissolved organic carbon influences
denitrification [117]. Addition of acetate led to an increased denitrification rate in the HZ, showing
that the nitrate removal process is limited by transport of labile dissolved organic carbon to the HZ.

Current river management measures focus not only on restoring flora and fauna but also aim
to improve N removal by increasing hyporheic connectivity and optimizing hyporheic residence
times [133]. To maximize the reaction yield, hyporheic water must interact with reactive sediments
and biofilms for a period comparable with the relevant reaction timescale(s). Damkohler numbers
can provide a quantitative estimate of the effectiveness of reactions in the HZ [81,134]. For first order
approximations of attenuation rates, the hyporheic Damkohler number (Dayyz) is the product of the
hydraulic retention time and the reaction rate coefficient. A Dayyz of 1 means that the amount of water
treated by the HZ and the completeness of such treatment are balanced. In contrast, very small Dayz
are indicative of reaction limitation, in which hyporheic retention times are much shorter compared to
reaction timescales, so attenuation reactions do not have time to proceed effectively. In the opposite
case of transport limitation (Dapz >> 1), attenuation reactions run to completion relatively early along
a flowpath, meaning the remaining retention time is not beneficial in terms of water quality. The small
HEF in the case of transport limitation implies that only a limited percentage of the stream water is
affected by the biogeochemical reactions in the HZ.

Although the capacity to reduce nitrate loads by hyporheic restoration in individual stream
reaches might be small [135,136], the cumulative nitrate removal capacity over longer reaches or stream
networks can be significant under favorable environmental conditions. Morén et al. [137] showed in a
nationwide simulation that small agricultural streams have high potential to reduce the terrestrial N
load in Sweden, and thus, highlighted that hyporheic restoration can be seen as one action strategy
of several in a spatially differentiated remediation plan [138] working towards the goals of the water
framework directive. Harvey et al. [133] recently introduced the reaction significance factor and
showed that intermediate levels of hyporheic connectivity, rather than the highest or lowest levels, are
the most efficient ones in removing nitrogen from river networks. Moreover, it has been shown that
the hydrological regime of a stream can substantially affect the reach-scale turnover of nutrients [139].
Streamflow dynamics and river morphology jointly control river stage and flow velocity, and in turn,
the extent of HEFs. As a consequence, temporal variability of river flow conditions mediated by
landscape, geomorphological, and climatic features at the catchment scale is of paramount importance
for the temporal dynamics of biogeochemical reaction yields.
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3.2. Retention and (Bio)transformation of Trace Organic Compounds

Trace organic compounds (TrOCs) of anthropogenic origin occur in very low concentrations (g
L~! tong L7!) in freshwaters, but might exhibit ecotoxicological effects, such as endocrine disruption,
oxidative stress, growth inhibition, or altered behavior, even in the ng L! range [140-143]. For the HZ,
especially polar, and thus highly mobile and persistent or pseudo-persistent (continuous release in the
environment) TrOCs, are of relevance. Examples include industrial chemicals, pesticides, washing
and cleaning agents, personal care products, pharmaceuticals, artificial sweeteners, and substances
leaching from facade or surface sealing. TrOCs typically enter surface waters via wastewater treatment
plant effluents, since wastewater is most commonly only purified in treatment plants with respect to
organic matter, phosphorus, and nitrogen [144], while many TrOCs are not, or only partially, degraded
in wastewater treatment plants [145]. Furthermore, urban drainage, combined sewer overflow [146], or
leaking water from sewer systems [147], onsite wastewater treatment systems [148], and landfills [149]
reach the aquatic environment without undergoing human-induced purification processes. This means
that a significant amount of TrOCs are discharged into rivers and streams [150]. In cities with partially
closed water cycles or with water supply wells downstream of TrOC sources, TrOCs might end up in
drinking water supply systems [151].

Biotransformation, sorption, dispersion, photolysis, and volatilization influence the fate and
attenuation of TrOCs in aquatic systems [152] (Figure 2). All these processes are affected by the
physico-chemical properties of the compounds (i.e., octanol water partitioning coefficient log Kow,
functional groups, ionization), as well as by physical and biological parameters of the river and the
sediment (i.e., river flow rate, hydraulic conductivity, turbidity, dissolved oxygen concentration, pH,
temperature, the structure of microbial communities, the hydraulic regime, and the extent of hyporheic
exchange in the river) [153]. Several studies on bank filtration for drinking water production strongly
indicate that natural attenuation of TrOCs is most pronounced in the first few meters of infiltration (i.e.,
within the highly reactive HZ) [12,154-158], making this zone very important in contributing to this
ecosystem service.

As described for nutrient retention, hyporheic connectivity, water, and solute residence times
are relevant for TrOC removal as well. The specific biogeochemistry, especially redox conditions and
carbon availability, along a flowpath plays a major role in the turnover efficiency and reactivity of TrOCs
in the HZ. TrOC reactivity (i.e., the rate of chemical transformation of a given TrOC) along a hyporheic
flowpath was found to be a function of the ambient redox conditions, the availability of biodegradable
organic carbon, and the structure and diversity of the microbial community. Burke et al. [159]
examined the fate of ten TrOCs in sediment cores taken from a bank filtration site under varying redox
conditions caused by different temperatures. Although they observed compound-specific behavior,
especially related to redox sensitivity of compounds, they generally showed that reactivity was highest
under warm/oxic conditions, lower in cold/oxic conditions, and lowest in warm manganese-reducing
conditions. Moreover, Schaper et al. [122] found that several TrOCs are preferentially transformed
under oxic and suboxic conditions. Schaper et al. [160] investigated attenuation of 28 TrOCs along a
hyporheic flowpath in an urban lowland river in situ. They observed differences in turnover rates
and differences in retardation coefficients caused by reversible sorption between consecutive sections
of the flowpath (0-10, 10-30, and 30—40 cm). Most compounds showed highest transformation in
the first 10 cm of the flowpath, although the oxic zone reached down to 30 cm. They attributed
the spatial difference in transformation within the same redox zone to the higher availability of
biodegradable dissolved organic matter in the first 10 cm, which led to higher microbial activity in
the shallow HZ. Not only the activity, but also the diversity and composition of TrOC-transforming
bacteria communities can affect the reaction rate coefficients. In a mesocosm study investigating
TrOC half-lives in recirculating flumes, three different levels of sediment bacterial diversity were
compared. Higher bacterial diversity significantly increased degradation of both the artificial sweetener
acesulfame and the anti-epileptic drug carbamazepine [161]. In addition, the microscopic trophic
interactions between bacterial biofilms and microscopic grazers (i.e., flagellates and ciliates) in the pore
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space can also determine the performance of the HZ during processing of TrOCs. Moderate levels of
grazing might even have a positive effect on bacterial activity due to the selective consumption of less
active bacteria [162], via the predator effect on bacteria dispersal in the medium (as a consequence
of swimming around and grazing). Grazing on biofilms may result in better exposure of TrOCs to
potential degraders [163], predation-induced recycling of nutrients (microbial loop) [162], and the
increase of the absorption surface [21]. Nevertheless, this hypothesis has not been tested yet.

In contrast to most TrOCs that are either best degraded under oxic or suboxic conditions or which
are degraded independent of the redox potential, very few persistent compounds and transformation
products are preferentially degraded under anoxic conditions in saturated sediments. El-Athman
et al. [164-166] showed that the very persistent triiodinated benzoic acid unit of the iodinated X-ray
contrast media can be deiodinated in reducing environments using cobalamines (e.g., vitamin B12 as
an electron shuttle). Under aerobic conditions, the apparent removal via transformation of iodinated
X-ray contrast media is just based on side chain alterations, but not on deiodination. It is expected that
alternating redox conditions may enhance the degree of transformation; for example, by opening the
aromatic structure of the triiodo benzoic acid derivatives, which might be possible after removal of the
relatively large iodine atoms under reduced conditions followed by a further transformation under
aerobic conditions.

Many TrOCs, such as pharmaceuticals from urban drainage, but also phosphorus in runoff from
agriculture or heavy metals, can be removed in the HZ through physico-chemical controlled adsorption
on the large inner surfaces of the sediments, often followed by other transforming or degrading
reactions. The degree of retention of solutes subject to reversible sorption is directly proportional to
HEFs and the solute residence time in the HZ, but also depends on the equilibrium partition coefficient
of the sorption reaction [34,167]. Sorption of TrOCs is also impacted by biogeochemical conditions in
the HZ. For example, pH and organic matter in the HZ affect the sorption of charged and ionizable
pharmaceuticals [168]. Pharmaceutical compounds with specific functional groups, such as ibuprofen
and sulfamethoxazole, have the capability to transform into anionic species with increasing pH, while
becoming neutral at lower pH [169]; thus, sorption rates increase at lower pH and high organic matter
content. Similar mechanisms arise by adsorption of solutes on colloidal particles that are transported
in flowing water, subjected to HEF, and subsequently clogged in the pores of the sediment matrix of
the HZ [170,171].

Often, biodegradation of TrOCs does not result in complete mineralization, but in a myriad set of
different transformation products (TPs). It has been demonstrated that some TPs are more toxic [172]
and more stable [173,174] than their parent compounds. Usually, much less ecotoxicological data exist
about TPs than their parent compounds. For example, in a bench-scaled flume experiment designed
to study hyporheic processes [175], TPs were detected, which were only formed in the sediment but
released to the water, hinting at secondary contamination with TPs [176]. In particular, valsartan acid, a
rather stable TP of the common blood pressure medication valsartan, forms in situ in the HZ [160,177]
and significantly increases its concentrations in the surface water of wastewater receiving streams [178].

3.3. Retention of Fine Particulate Matter and Synthetic Particles

Fine particles in the stream water column are problematic if they occur in high concentrations
or are carrying sorbed contaminants [179]. Hyporheic filtration can reduce the concentration of fine
particles despite low settling velocities [180,181]. Therefore, the HZ and HEF are highly relevant for
particle removal [182]. Increased sediment loads that often result from agricultural run-off, particularly
fine sediments <2 mm in size, can lead to colmation (clogging) in the benthic zone and HZ. This
results in reduced hydraulic connectivity and concomitant changes in the hyporheos [183-185]. The
functional traits of hyporheos also change along a colmation gradient [184,186]. The ecosystem services
delivered by the HZ also diminish under colmation (e.g., survival of salmonid eggs and embryos
is much lower under colmated conditions) [187,188]. While colmation has a negative impact on the
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biological community in the HZ, the removal of particulate matter by filtration is positive from the
perspective of surface water quality [180] (Figure 2).

Previous research on deposition and retention of fine suspended particles in streams focused
on clay and organic matter particles [182,189]. The impacts of microplastics and nanomaterials
in streams are still unclear. While research on marine microplastics is advancing rapidly, there is
still a lack of data and knowledge on microplastic abundance and fate in freshwater systems. Few
studies have been conducted in rivers, with most of them focusing on larger systems and urban
environments [190,191]. The observed microplastic abundances in riverine water, as well as hyporheic
sediment samples, were generally high, and sometimes an order of magnitude above levels reported
for marine environments [192].

The major sources of microplastics in rivers are sludge from wastewater treatment plants (WWTP)
that is spread over agriculture fields and illegally dumped plastic [193]. WWTP effluents contain
fewer particles than sludge, but due to their continuous input into the environment they can be a
significant source to streams [194,195]. Road runoff and stormwater runoff from urban areas also source
microplastics [196]. Since most rivers in central Europe receive WWTP effluent, road, and stormwater
runoff, it can be assumed that most, if not all, rivers and their HZs are contaminated by microplastics.

Laboratory experiments indicate that heteroaggregates with suspended solids can be formed,
which is supported by modelling approaches [197,198]. Aggregation, fouling, and particle size
distribution appear to affect sedimentation behavior. Several authors highlight the uneven distribution
of sampled microplastics in water and sediment along river corridors [191,192,198,199]. Hotspots
with considerable concentrations were commonly found in the HZ. This result coincides with a
recent experimental study showing that microplastics are transported similarly to naturally occurring
allochthonous particles [200], which are known to develop hotspots in river corridors. Finally, deposit
feeders seem to affect microplastic transport into the HZ [201] and flood events can partially remobilize
microplastics retained in river sediments [202].

3.4. Refuge for Aquatic Organisms and Reservoir of Biodiversity

The HZ is considered a refuge for aquatic organisms, especially during adverse environmental
conditions, such as floods, droughts, and heat waves [19,20,203] (Figure 2). Disturbances are generally
reduced in the HZ compared to the benthic zone due to its capacity for retaining water during drying
periods and its greater stability during floods [99]. In addition, the HZ is a refuge for invertebrates
and fish during their early stages of development due to the reduced predator pressure [92]. For
example, the HZ is critical in salmonid life histories; salmonids bury their eggs in the HZ of gravel
bed streams, and the developing embryos remain there until emerging as free-swimming fish some
months later [204]. The use of the HZ as a refuge is not exclusive to invertebrates or fish. Biofilms,
composed of consortia of bacterial strains, use hyporheic sediments as a refuge during dry events,
surviving in the deeper wetted sections and recolonising the sediment matrix when interstitial pore
spaces become re-filled with water [205]. This is especially relevant to the role of streambed biofilms
on the functioning of the hyporheic bioreactor during pollutant breakdown and nutrient cycling.

Still, the importance of the HZ as a refuge is debated and some studies contradict this idea [99].
Nevertheless, the importance of the HZ as a refuge becomes evident in intermittent systems [21].
These systems are common all around the world, sustaining and supporting diverse communities
that are well adapted to persist in the HZ during dry conditions [206]. Streambed communities
in Mediterranean streams and rivers are the typical example of well-adapted organisms to natural
intermittency that make use of the HZ as a refuge [207].

4. Challenges, Research Gaps, and How to Overcome Them

Despite a great amount of HZ research during the past two decades, there are still major research
gaps (Figure 2) that need to be addressed to progress our understanding of HZ processes and
functioning. Further research closing the gaps is necessary to improve our understanding of HZs, to
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protect HZs and ecosystem services provided by them, and finally to conduct adequate and efficient
management measures to restore ecosystem functions and ecosystem services.

4.1. System Complexity

Our knowledge about coupled physical, chemical, and biological processes is still limited [6]. Until
now, most studies have focused on 1-3 hyporheic processes, which limits our ability to characterize
and understand interactions [6]. Individual studies address, for example, the hyporheos, HEFs,
hyporheic biogeochemistry, the fate of pharmaceuticals in streambeds, the geomorphology of streams,
subsurface hydrogeology, microplastic abundance in streams, or ecological effects of river management
measures and damming. Therefore, the water-sediment interface is also an interface of different
scientific disciplines. Each discipline has its own methods, definitions, rules, and standards, and often
methods vary even between different research groups. In addition, most research groups work only on
specific catchments, making it difficult to synthesize the results and translate them to a bigger picture.
Thus, there is a need for large studies bringing together different disciplines and research groups to
simultaneously investigate various hypotheses. Examples of such efforts are the joint experiments of
the project HypoTRAIN [161] and the field campaigns of the project, “Where Rivers, Groundwater,
and Disciplines Meet: A Hyporheic Research Network”, funded by the Leverhulme Trust [49,208].

Simplifications are common and necessary in HZ research because of the complexity of this
system and the involved processes. Nevertheless, much care is required to assure that common
simplifications do not result in a systematic bias. For example, bedforms occurring in many streams are
dynamic features that form, change shape, migrate, and erode by the force of flowing water. As long
as there is sufficient flow velocity in the overlying water body, these bedforms migrate downstream.
However, nearly all flume studies have investigated stagnant bedforms and their impacts on HEF. The
researchers only rarely considered bed movement, even though the relevance of bed movement for
hyporheic exchange has been long recognized [45,46], and can lead, for example, to overestimation
of nitrate removal [209]. Another example of simplification of complexity is the representation of
redox potentials in HZs. There is little empirical evidence on the spatio-temporal extent of the redox
zones, how these zones change in response to dynamic hydrologic conditions, and their impacts
on nutrients. Furthermore, in many streams the oxygen concentration of the surface water varies
dramatically between day and night due to photosynthesis during daytime and respiration of organic
matter during nighttime, as already shown in 1956 by Odum [210], as well as in studies by Mulholland
et al. [211], Roberts et al. [212], and Rajwa-Kuligiewicz et al. [213]. However, impacts of fluctuating
surface water oxygen concentrations on the extent of the oxic zone in the streambed have rarely been
studied (although one example is Brandt et al. [214]). Fieldwork is typically only conducted during the
day, potentially missing important diurnal variations in processes.

4.2. Scale Transferability

Most field investigations have scale limitations, meaning they are either very localized point
measurements in heterogeneous HZs or lack sufficient resolution to draw conclusions about local
conditions. Tracer tests remain the primary method for exploring HZ residence times and even nutrient
cycling. However, they typically only give a spatially averaged indication of HZ residence times and
other characteristics. An improved process understanding is usually difficult or impossible based
on large scale investigations. Few studies combine tracer tests with high resolution sampling within
the study area. For example, Zarnetske et al. [117] conducted a §'>NOj3 and chloride tracer test in a
stream in Oregon, United States, in which they sampled detailed solute and nutrient concentrations at
many locations within a gravel bar. Schaper et al. [35] combined plot- and reach-scale investigations to
identify the relevance of hyporheic removal of TrOCs for their removal in the whole stream.

Furthermore, temporal dynamics are often insufficiently studied because common methods are
often labor- and cost-intensive, resulting in one-time investigations. In addition, it is necessary to know
spatial and random variability to ensure that observed differences are indeed due to time variance and

123



Water 2019, 11, 2230

not due to spatial or random differences. Thus, we need improvements in sensing and modelling of
space—time variability of processes in the HZ. Yet, it has not been satisfactorily assessed how temporal
dynamics affect ecological processes in the benthic zone and the HZ. Temporal dynamics (from daily-
to seasonal-scale) affect hydrological exchange between the benthic zone and the HZ [26,215] and the
organization of the streambed biota [216,217]. Hence, it is reasonable to expect that the location of the
boundary between benthos and hyporheos is time-dependent. Peralta-Maraver et al. [4] discussed,
in their one-month study, that the line of demarcation between benthos and hyporheos tended to be
relatively persistent, although their study was not replicated through time. On the one hand, future
surveys might assess the integrity of benthos and hyporheos at a daily scale by increasing the frequency
of sampling times. Recalling the daily variation of the surface water level, a reasonable strategy would
be repeating sample collection during the maximum and minimum water stage level. On the other
hand, assessing the seasonal variation in the boundary between both communities implies repeating
the same protocols during different seasons.

As described above (2.1), hydrostatic and hydrodynamic heads along uneven streambeds have
long been known as drivers of hyporheic flow [1,27,45] that pose a hydromechanical (transport)
limitation on nutrient biogeochemistry [39,218,219] and impact the regional groundwater discharge
patterns [41]. However, there is still uncertainty connected to the importance of these drivers over a
wide range of temporal and spatial scales [220,221]. A comprehensive description of the spatio-temporal
variability of physical and biogeochemical exchange processes at the surface water—-groundwater
interface is, thus, necessary to upscale and understand the ecosystem services provided by hyporheic
processes along river networks.

4.3. Research Approach

Researchers focus typically either on field investigations, mesocosm studies, batch scale
experiments, or modelling. Each type of study has its advantages: Field investigations represent
reality best but spatial and temporal variation of manifold environmental factors, for example the
complexity of the streambed hinders individual process understanding, manipulation experiments,
and generalizability. Batch-scale experiments are further from reality but are easy to conduct, allow
manipulation and control of all environmental factors, and therefore are useful for investigating
individual processes. Flume studies are in between field investigations and batch experiments. Some
environmental factors (e.g., discharge, temperature, sunlight, precipitation) can be controlled, they
are closer to reality than batch experiments, and allow the study of coupled processes, however
the effort is much higher. Modelling is used to estimate non-measurable process variables, such as
turnover rates and process interactions, and is usually based on measured data. Combining several
types of studies at the same site and from multidisciplinary perspectives reduces the shortcomings
of single methods, and thus, adds invaluable insight into processes in the HZ [161]. Boano et al. [1]
suggested that detailed measurements within the HZ improve our understanding of solute transport
and residence times using tracer studies. However, the logistical and economic efforts to gather in
situ measurements within the HZ are relatively high, and also the implementation of such data in the
model approaches themselves is challenging [222]. Therefore, novel numerical models that include
both complex transport and reaction models but also appropriately conceptualize the HZ are needed
to interpret those in situ measurements.

4.4. Method Development and Method Standardization

As mentioned above (4.1), methods differ between disciplines, but also between different research
groups of the same scientific discipline. For a comparison of results obtained at different sites, it
is necessary to measure the same basic parameters with comparable methods. For that purpose, a
general method standardization and harmonization is an essential prerequisite. Thus, there is a need
for research projects focusing on method development, on clearly defined protocols, as well as on
intercomparison studies. In this context, it is very important to develop simple and cheap methods and
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easy to follow protocols so that they can be applied reliably and with manageable effort by scientists
with different disciplinary backgrounds. Standardization of metadata and system characterization will
allow comparison of different study sites and result in a big step forward in HZ research.

Furthermore, there is an urgent need for novel and innovative methods to improve process
understanding. For example, it is particularly important to develop methods of flowpath identification
to be able to sample along those flowpaths. Only when flowpath geometries are known is it possible to
study biogeochemical processing of water parcels moving through the HZ [66].

Generally, microbial respiration and activity measurements are restricted to a daily temporal
resolution or to methods involving the extraction of sediment cores, which makes in situ investigations
on a temporal scale difficult. There is a need for in situ measurements that can assess microbial activities
on a sub-daily scale to cover sub-daily fluctuations of environmental conditions and their effect on the
microbial biota in hyporheic sediments. Similarly, new microbiology tools, such as high-throughput
sequencing can help to characterize microbial communities in the HZ, and in particular, identify
microorganisms that cannot be cultured. Further development of these methods may help to elucidate
the complex microbiological interactions that regulate TrOC and nutrient turnover.

Novel methods such as highly dynamic sampling of pore water [223], time-integrated passive
sampling techniques [177], and isotopic techniques are under development and will allow better
insights into hyporheic processes. Peter et al. [33] injected visible dye into shallow HZ sediments in a
known downwelling location and pinpointed the area where the labeled flowpath re-emerged to the
stream. Piezometers and seepage meters were installed at these locations and used to collect paired
influent-effluent samples and determine the water treatment occurring along the flowpath.

4.5. Innovative Modelling Approaches

Integration of theoretical advances into modelling studies is urgently required. Although the
understanding of HZ processes has improved over the past decades, most numerical models still use
different model concepts for groundwater and turbulent open channel flow, assuming hydrostatic
pressure distributions, and couple these models [124,224-232]. Until now, only a few fully integrated
surface water—groundwater flow models exist, such as HydroGeoSphere [233] or the solver porousInter
by Oxtoby et al. [234]. For the porousInter solver, an extended version of the Navier-Stokes equation
is applied for surface water and groundwater, including porosities as well as an additional drag
term for the application within the sediment and different turbulence models [235,236]. Similar
to the transformation from separate investigations to an integral consideration of processes within
groundwater and surface water, we expect a change towards more integral numerical approaches
for a better resolution of processes at the stream and aquifer interface. As such approaches require a
very high spatial and temporal resolution, upscaling methods must be developed to come from small
scales to the river reach scale. Commercial numerical software (such as Comsol Multiphysics®) are
nowadays attempting to explicitly couple different physics within and across modelling domains. In
surface water-groundwater interactions, the possibility of coupling, for example, thermodynamic and
turbulent or laminar flows could open promising avenues to reveal the effect of feedback processes in
the overall functioning of the HZ.

Classic modelling of the fate and transport of TrOC in rivers often struggles to capture the spatial
and temporal variability in river conditions. Most models do not consider the specific processes in
the HZ, especially at larger scales [237-239]. Similarly to hydraulic modelling, these approaches also
have high data demands regarding spatial and temporal resolution. In situ monitoring data and
characterization of partitioning and degradation rates are not available for the great majority of case
studies. The degradation rates, in particular, are obtained from laboratory experiments or in silico (as a
function of structure); the extrapolation to river conditions carries large uncertainties [240]. Recent
modelling of TrOC in the Rhine River basin showed that degradation rates in small- and medium-sized
streams, where the HZ is usually most important, are being underestimated [237].
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The relevance of the HZ for nutrient turnover, removal of trace organic compounds, and pollutant
dynamics in streams can be assessed by quantifying the relative contribution of hyporheic removal to
in-stream (i.e., reach-scale removal of a reactive compound). The relative contribution is not only a
function of the hyporheic reactivity (i.e., the turnover rate or reaction rate of a given compound in
the HZ), but also of the physical exchange characteristics. The relative hyporheic contribution has
been assessed by simultaneously quantifying hyporheic reactivity and the reach-scale relative removal
of a reactive compound, as well as the characteristics of the HEF on the reach-scale, for instance via
transient storage models [81,122].

For many compounds, such as pharmaceuticals and nitrate, hyporheic reactivity is, furthermore,
dependent on redox conditions in the HZ. To properly assess the relative contribution of the HZ to
overall in-stream removal of these compounds, it could, therefore, be more appropriate to not only
quantify the overall residence time in the HZ but also to disentangle reach-scale exposure times to
different redox conditions in streambed sediments [241]. The hyporheic turnover length (i.e., the
distance that is required for streamflow to be entirely exchanged with the HZ) increases with river
discharge [18]. Also, in higher-order streams, lateral hyporheic flowpaths (e.g., through meander
bends) along which redox conditions are likely to become anoxic, gaining importance relative to short,
vertical flowpaths [9]. It is, thus, reasonable to assume that the relative contribution of the HZ to
in-stream compound removal decreases with river discharge, particularly for compounds that are
preferably removed in oxic and suboxic sections of the HZ.

First, future research should aim to develop a more versatile model approach to account for
complex stream transport processes, inform about the actual RTD, and consider that compound
reactivity along a hyporheic flowpath varies as a function of depth and residence time in the transient
storage zone. Natural tracers, such as radon-222 [59,60,242], could be combined with conservative
tracer tests to reduce uncertainties inherent in the quantification of HEFs. In addition, smart tracers,
such as the resazurin-resorufin system [25], could be used to disentangle hyporheic and surface water
contributions to transient storage, and may provide the means to quantify reach-scale exposure times
to oxic redox conditions in the HZ. Secondly, in order to inform river management and hyporheic
restoration efforts, future studies should aim to experimentally investigate the relative contribution of
the HZ to overall in-stream removal of reactive compounds in various lotic systems and river networks
that differ with respect to their hydrological conditions.

4.6. Knowledge Exchange Between the Scientific Community and Restoration Practitioners

River restoration typically focuses on the preservation or creation of habitats that have been lost
by human alteration to rivers and floodplains to increase ecological diversity, biomass, presence of
target species, or flood retention potential. HEF and streambed biogeochemical processes are rarely
considered, other than in the context of the restoration of spawning grounds for salmonids. However,
there is considerable potential to use catchment, river habitat, and flow restoration techniques to
improve HEF and adjust residence times by acting on the physical drivers of HEF or hydrogeological
factors influencing HEF (e.g., hydraulic conductivity, channel bedforms, hydraulic head; see Section 2.1),
for instance through nature-based solutions, such as large, woody debris, to promote habitat structure
and nutrient spiraling [47].

At river-basin-scale, improved land management practices can reduce fine sediment generation
and delivery to the river (e.g., cover crops, buffer strips), which deposits on, and ingresses into, the
riverbed, clogging coarse bed sediments [182,243]. In-channel measures can be used to narrow the
channel, increase river flow velocities, and induce scour (e.g., willow spilling, flow deflectors, and
natural riparian vegetation growth) to flush fine sediment from the riverbed, which increases hydraulic
conductivity and promotes the formation of bedforms [244].

Many stream restoration practices can reliably improve hyporheic connectivity, but do not explicitly
control hyporheic residence times, with overall water quality improvements depending on whether
transport timescales align with reaction rates of interest [135,245,246]. However, most restoration
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interventions are not targeting the development of optimal flowpath lengths or biogeochemical
conditions to yield specific biogeochemical reactions of interest [247]. The efficiency of river restoration
structures can likely be improved by attending to design variables that can alter HZ functioning.
Example variables include controlling hydraulic gradients (e.g., the height of a step [218]), manipulating
hydraulic conductivities (e.g., with sediment coarsening [248]), changing flowpath geometries (e.g.,
with baffle walls [54,249] or hyporheic caps and increased HZ depth [33]), or shielding a structure from
groundwater upwelling or downwelling (e.g., with a liner). Future research should focus on tailoring
river restoration practices to deliver specific regulating ecosystem services, while also recognizing that
in-channel structures alone are not able to overcome catchment-scale degradation of these services [250].
Additionally, despite extensive research demonstrating potential effects of restoration measures on
river hydrodynamics, little is known about their effects on the hyporheos. Experimental studies on
large wood, commonly used in restoration design, and structure-induced HEF [251] have confirmed
that there is both a taxonomic and functional effect on the local benthos and hyporheos [108,252].

Despite the potential for restoration to impact HEF, there is little evidence as yet of an improvement
in river water quality with restoration [253]. There are several reasons for this: (i) the objective of
most restoration projects has been habitat creation not water quality; (ii) there are numerous factors
influencing water quality in rivers (e.g., diffuse pollution from urban and rural environments or
treated wastewater); and (iii) water quality and ecological monitoring is infrequently conducted at the
appropriate scale and sufficient duration prior to and after restoration. However, new research should
support river managers and restoration practitioners in incorporating HEF in their restoration goals.
For example, Magliozzi et al. [254] developed a framework to integrate existing environmental data to
prioritize catchments, sub-catchments, and river reaches for HEF restoration.

Thus, as river restoration aims to address physical habitat degradation to improve biodiversity
(i.e., species and ecosystem diversity), targeting biological responses of hyporheos communities would
be a logical direction for a holistic approach to river functioning. These results suggest that there
is an increasing emphasis on addressing the HZ into site-specific restoration design to optimize
ecohydrological understanding of aquatic ecosystems and explore new methods to target retention
of local priority pollutants. Finally, while hyporheic structures have primarily been considered in
river restoration, there is potential to utilize HZ treatment processes in stormwater, wastewater, and
agricultural contexts. For example, engineered HZ could be used in artificial or heavily modified
channels, such as stormwater drainages, canals, channels that convey treated wastewater to receiving
water bodies, and in irrigation return flow ditches. However, more research is needed to show whether
hyporheic processing is an efficient water quality management technique and to integrate it with
existing management.

5. Conclusions

Coming back to the title of the present manuscript, we conclude: Yes, the HZ can be highly relevant
beyond the scientific community. Several important ecosystem services (e.g., nutrient turnover, TrOC
transformation, filtering of fine particles, refuge for aquatic organisms, and reservoir of biodiversity)
provided by streams are based on HZ processes and are relevant at the catchment level. Thus, HZ
research can support sustainable management practices of water resources. Nevertheless, it is also clear
that the restoration of hyporheic functions is only one piece in a comprehensive river management
system. For example, there is a need to reduce nutrient emissions to aquifers and surface water bodies.
A well-functioning HZ can help to improve water quality by a further reduction of remaining nutrient
loads, but it cannot be the sole management measure compensating for high nutrient emissions.
Similarly, emissions of TrOCs, such as pharmaceuticals, need to be reduced in the first place by
developing easily degradable pharmaceuticals, responsible use, reduced release of the compounds, and
the implementation of advanced treatment steps in wastewater treatment plants. Subsequently, the HZ
may reduce the remaining TrOC loads. In this way, future exposure of aquatic organisms and humans
to TrOCs and their potentially adverse effects can be avoided. For example, the widespread use of
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antibiotics for both human and animal treatment is attracting rising attention because of the undesirable
consequences that an increased bacterial resistance of pathogens can have on life. The massive release
of antibiotics in surface water bodies will likely increase the attention on self-purification processes of
river networks and on the potential for HZs to reduce contaminant loads in the forthcoming years.

It is clear that even though our knowledge of the HZ has improved over the last 70 years, there
are still more open questions than answers. HZ research is extraordinarily challenging because
this interface is also a place where different disciplines meet. In addition, temporal fluctuations
of the overlying water body and spatial variability of the underlying aquifer render HZ research
extremely challenging for process understanding and upscaling. There is a need for novel methods
and method standardization, joint investigations, studies that avoid systematic simplifications, and
data-model integration. Furthermore, interdisciplinary approaches combining expertise obtained
through large-scale field surveys with carefully designed experiments are needed to acquire a fully
mechanistic understanding of the ecosystem services provided by the HZ and predict its functioning
given the upcoming global change. Specifically, based on the state of the science, as described in detail
in the present paper, focused research on HEF processes is still needed:

e  to understand geomorphic-climatic controls that underlie spatial patterns of streamflow dynamics
to quantify hydrologically critical drivers of HEF across different scales [255,256]. A proper
description of the spatial variability of hydrological processes would help clarify how the
ecosystem services provided by HEFs can be extended and upscaled to entire river networks.

e to enlighten the role of HEF, hyporheic sediments, and processes in cycling of microplastics, as
HEF has the potential to retain large amounts of microplastics.

e  to develop methods of incorporating stream restoration structures into site-specific designs that
optimize retention of local priority pollutants.

e  to clarify the relative contribution of the HZ to overall in-stream removal of reactive compounds
in various stream systems differing with respect to their hydrological characteristics.
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Abstract: Streambed morphology, streamflow dynamics, and the heterogeneity of streambed sediments
critically controls the interaction between surface water and groundwater. The present study investigated
the impact of different flow regimes on hyporheic exchange in a boreal stream in northern Sweden using
experimental and numerical approaches. Low-, base-, and high-flow discharges were simulated by
regulating the streamflow upstream in the study area, and temperature was used as the natural tracer to
monitor the impact of the different flow discharges on hyporheic exchange fluxes in stretches of stream
featuring gaining and losing conditions. A numerical model was developed using geomorphological
and hydrological properties of the stream and was then used to perform a detailed analysis of the
subsurface water flow. Additionally, the impact of heterogeneity in sediment permeability on hyporheic
exchange fluxes was investigated. Both the experimental and modelling results show that temporally
increasing flow resulted in a larger (deeper) extent of the hyporheic zone as well as longer hyporheic flow
residence times. However, the result of the numerical analysis is strongly controlled by heterogeneity
in sediment permeability. In particular, for homogeneous sediments, the fragmentation of upwelling
length substantially varies with streamflow dynamics due to the contribution of deeper fluxes.

Keywords: hyporheic zone; transient flow discharge; groundwater-surface water interaction;
experimental-modeling study; temperature measurement; depth decaying permeability

1. Introduction

In streams, groundwater—surface water interactions include hyporheic exchanges occurring at
the sediment-water interface (SWI). Hyporheic exchanges trigger fluxes of water, solutes, oxygen,
nutrients, and organic matter between surface water and sediment pore water [1,2]. The delivery of
these compounds is in turn critical for the development of biotic communities in riverbed sediments [3].
Hyporheic exchange influences the residence times of water and solutes, controlling biogeochemical
transformations and eventually influencing the functioning of the stream ecosystem [4,5]. These
interactions occur at multiple spatial scales with both small-scale and large-scale fluxes determining the
resultant spatial distribution of flow paths along the river corridor. Previous studies investigated the
complex mechanism underlying exchanges such as transience in streamflow, topographical features,
groundwater inflows/outflows, channel gradient, and heterogeneity in sediment properties [6-9].
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Many of the aforementioned drivers and controlling factors of hyporheic exchange are spatially
and temporally variable. The variability of streamflow in time and space results in complex hyporheic
processes which demand comprehensive and systematic investigation. The study of steady-state
streamflow discharges does not take into consideration temporal variations in the pressure distributions
along the SWI. Natural river—-aquifer systems are exposed to precipitation inputs, evapotranspiration,
snow melt, outflow from dam operations, and wastewater treatment plants [10,11]. This leads to
complex streamflow dynamics, which affect the hyporheic flow field, as well as the delivery of
waterborne solutes. In addition to the pressure distribution on the SWI, subsurface heterogeneity has
a substantial impact on the subsurface flow field [12,13]. Heterogeneity in hydraulic conductivity
influences the magnitude of subsurface flow velocity, as well as the size of the hyporheic zone [14,15].
Previous studies have shown that hydraulic conductivity decays with depth following an exponential
function that can be estimated based on field measurements [16-18]. Spatial heterogeneities of the
hyporheic zone influence stream ecosystems [19] and, in turn, the fate and transport of contaminants
in the subsurface region [20-22].

Variations in flow discharge and spatio-temporal temperature patterns are key aspects of
river—aquifer systems. Various techniques have been applied to monitor the subsurface exchange
fluxes of such systems [23]. Previous studies have well established that heat advected by water flow
could be used as a natural tracer to identify and measure vertical hyporheic exchange [24-26]. The
transportation of heat in porous media is governed by conduction (through a saturated bulk medium),
convection (carried by water fluxes through pore spaces), and thermal dispersion (due to tortuous flow
paths in the porous medium). The main advantage of using heat as a tracer over hydrometric methods
is due to the independence of streambed thermal properties on sediment texture. This results in the
variation in heat being less than the variation in hydraulic conductivity [27]. Nowadays, extensive and
accurate temperature measurements are possible due to advances in high-resolution temperature data
using fiber-optic technology [28-30]. Improved monitoring techniques using temperature loggers and
temperature lances for shallow heat and flow dynamics has additionally improved our understanding
of water quality in river-aquifer systems [31].

Various drivers and controls for hyporheic exchange have been extensively studied, particularly
for steady-state discharge conditions. However, recently, transience in flow discharge in hyporheic
modeling has attracted increasing attention [32-38]. Studies have highlighted the importance of
storm-induced groundwater fluctuations for the volume of hyporheic exchange [35], residence
time distributions [39], and other controlling factors, such as stream water velocity, hillslope lag,
the amplitude of the hillslope, cross-valley and down-valley slopes on hyporheic flow paths [36,40].
Trauth and Fleckenstein [37] showed the importance of discharge events with different magnitudes
and durations on the mean age of water and solutes in the hyporheic zone and their effect on the rates
of aerobic and anaerobic respiration. Additionally, Sawyer et al. [10] conducted an experiment in the
Colorado River, USA, and tried to estimate the influence of dam operation on hyporheic fluxes using
high-resolution temporal data. Their experimental results indicated that the thermal, geochemical, and
hydrological dynamics of the hyporheic zone were substantially affected by dam operation. Wroblicky
etal. [41] studied the variation in the planimetric areal dimension of the hyporheic zone due to seasonal
changes by developing numerical models for two first-order rivers. They showed that hyporheic depth
is decreased in high flow and is sensitive to the hydraulic conductivity of the subsurface region.

The goal of this study is to investigate the impact of different stream discharge intensities
(i.e., base-, low-, and high-flow) on the properties of hyporheic fluxes by combining experimental
and numerical approaches. Unlike previous studies [10,37,41], here we implemented a numerical
model and experimental approaches for the same region, which facilitates the interpretation of the
results. The numerical model was constructed using morphological and hydrological data for a 1500
m long stream reach, and the experimental analysis was based on point temperature measurement at
different streambed depths using temperature lances in stream reaches characterized by upwelling and
downwelling. A vertical gradient in permeability is included in the model, and the role of the underlying
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decay function is investigated through the modeling results. In particular, we evaluate the magnitude
of hyporheic exchange fluxes and the maximum depth of hyporheic fluxes, as well as the fragmentation
of upwelling fluxes at the streambed interface under base-, low-, and high-flow discharges.

2. Materials and Methods

2.1. Study Site

The study is based on an experiment which was conducted in August 2017 in Krycklan Catchment,
Sweden. Krycklan Catchment is a research catchment located approximately 50 km northwest of Umed,
Sweden (64°14’ N, 19°46’ E) [42]. The catchment has an area of 67.9 km? and an elevation range of
114-405 m a.s.l. Hydrological parameters were measured in Krycklan Catchment at 15 stations located
in different parts of the catchment [43]. Krycklan Catchment is characterized by a cold and humid
climate, featuring deep snow cover during the entire winter [44]. The 30-year (1981-2007) mean annual
precipitation is 614 mm/year, 30-50% of which falls as snow [45]. The Quaternary deposits mostly
consist of glacial till with a thickness of up to tens of meters [42].

The current study focused on a stretch of river with a length of approximately 1500 m, delimited
by two hydrological stations, namely C5 and C6, in the upstream and downstream regions, respectively.
Lake Stortjarn is located 100 m upstream of station C5. The lake has an area of 4 ha and is fed by a mire
system. The river stretch can be considered as the gaining stream in which the stream water source
is dominated by Lake Stortjarn. However, there are several parts of the stream segment with losing
condition which is highly controlled by topography. The subcatchment area draining the stretch of
river between stations C5 and C6 is mostly covered by forest containing Scots pine (Pinus sylvestris),
Norway spruce (Picea abies), and birch (Betula pubescens). Peat dominates the riparian zones of the river
stretch in which organic content increases in riverbanks. Streambed sediment type varies along the
river, and includes dense decomposed organic matter, sand, and cobble/boulder [44]. The width of the
stream channel between stations C5 and C6 varies between 0.3 and 2 m, and the average slope of the
stream is approximately 3% [46]. Figure 1 shows the subcatchment of the Krycklan Catchment Study
(KCS) area in which the experiment was carried out.

Legend

© Station C6

@ Station C5

Y Temperature Lances
A Weir

Tributaries

= Main River
[ Lake Stortjam
Elevation [m]
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- High : 307

Low 231

Figure 1. Map showing the experimental subcatchment and its topography, the main river (dark blue color),
tributaries (cyan color), Lake Stortjarn (solid light blue region), and hydrological stations C5 and C6. Also
shown are the locations of the V-notch weir (red flag) and temperature lances (yellow stars).
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2.2. Field Measurement

During the experiment, the outflow from Lake Stortjarn into the stream discharge was regulated
to simulate high and low downstream flow discharges. The regulation was conducted by closing a gate
of a V-notch weir located approximately 50 m downstream of the lake outlet (Figure 1). The V-notch
weir was completely closed during the period of 07-24 August 2017 so that no water entered the stream
from Lake Stortjarn. Water was pumped downstream of the (closed) weir to simulate a high-flow pulse
on 19 August (07:22 until 18:17) and 21 August (06:15 until 09:07) of 2017.

Leach et al. [44] delineated a set of upwelling and downwelling zones between stations C5 and
C6. Vertical temperature profiles were recorded at seven locations along the stream reach. Starting from
upstream, vertical temperature profiles were recorded at distances of 150, 200, 350, 550, 620, 975, and
1100 m from the outflow of Lake Stortjarn (Figure 1). Temperatures were recorded by means of Multi-Level
Temperature Sticks (MLTS; UIT, Dresden, Germany) [47]. The MLTS sticks are polyoxymethylene probes
featuring eight TSIC-506 thermometer sensors located at various distances from the head of the lance
(i.e., the upper part), namely —60, —35, —25, =20, —15, =10, =5, and 0 cm. At the location 975 m from the
outflow of the lake, a longer temperature stick was deployed with sensors located at —83, —65, —48, =31,
23, =17, =13, and 0 cm from the head of the lance. Each temperature sensor recorded at a temporal
resolution of 5 min. The measuring range of the temperature sensors was between 5 and 45 °C, with a
resolution of 0.04 °C. The typical accuracy of the sensors was 0.07 °C. Temperature sticks were hammered
into the streambed on 3 August.

Stream discharge was continuously recorded at both the upstream (C5) and downstream (C6)
stations at a temporal resolution of 1 min. Five different times of year were chosen in order to capture
the intra-annual variability of the hydrological response of the catchment, namely, 22 May 2017 (snow
melt flow), 27 June 2017 (summer base flow), 18 August 2017 (low flow), 19 August 2017 (high flow),
and 30 August 2017 (autumn base flow). The stream discharge along the main channel was estimated
for each of the aforementioned flow discharges (i.e., snow melt, summer, low, high, and autumn flows)
at a spatial resolution of 50 m, accounting for the progressive downstream drainage area (Table 1 and
Figure S1 in the Supplementary Materials). Moreover, the mean water depth of the river was measured
at a spatial resolution of 50 m for each of the five mentioned flow discharges (Table 1). It should be
mentioned that the mean water depth for summer flow was only measured up to 400 m from the
upstream station.

2.3. Field Data Analysis

A power-law relationship was established between stream discharge estimates (Table 1) and
measured water depths (Table 1) at a spatial resolution of 50 m along the stream. The power-law
relationship provides the means for estimation of water depth with the spatial resolution of 50 m for
low-, high-, and base-flow condition using the measured discharge intensities. Figure 2 (and Table S1
in the Supplementary Materials) shows the rating curves that were calculated for each specific location
along the stream. The rating curves were used to determine the water depths which subsequently
were used as the boundary condition on the streambed interface of the numerical model.

The experimental period (03-21 August) was divided into subperiods reflecting base-, low-, and
high-flow discharges (Table 2). The mean stream discharge at a spatial resolution of 50 m along the
main channel was estimated for each of the three aforementioned flow discharges accounting for
the progressive downstream drainage area. Finally, the corresponding water depth for each flow
discharge was estimated using the estimated discharge and correlation functions shown in Figure 2
at a spatial resolution of 50 m (Table S2 in Supplementary Materials). These water depths were later
used (Section 2.3) to address the top boundary condition of the numerical model for base-, low-, and
high-flow discharges.
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Table 1. Estimated stream discharge values based on measured streamflow data and drainage area (Q),

and measured mean water depth (d) for different flow discharges at 50 m spatial resolution.

Distance from  Drainage Snow Melt Flow ~ Summer Base Flow Low Flow High Flow Autumn Base Flow
Upstream Aren (22 May 2017) (27 June 2017) (18 August 2017) (19 August 2017) (30 August 2017)
Station [m] [m?] Ql/s] dlem] QIL/s] d[em] Q[L/s] d[em] QIL/s] df[em] QIL/s]  d[em]
0 234,446 54.48 31 2.63 11 0.19 3 25.58 17 7.36 9
50 236,031 54.54 31 2.65 11 0.19 3 25.59 17 7.42 9
100 243,262 54.81 31 2.76 11 0.21 2 25.63 11 7.48 7
150 250,838 55.09 32 2.86 15 0.23 18 25.67 24 7.55 26
200 258,334 55.37 28 297 17 0.26 21 25.71 35 7.61 25
250 262,731 55.53 32 3.03 9 0.27 8 25.74 26 7.67 14
300 265,497 55.63 33 3.07 19 0.27 7 25.76 16 7.73 13
350 267,926 55.72 27 3.11 7 0.28 6 25.77 8 7.79 10
400 291,324 56.59 27 3.44 11 0.35 9 25.90 12 7.86 6
450 293,516 56.67 29 3.47 0.35 7 2591 19 7.92 14
500 296,214 56.77 21 3.51 0.36 5 25.93 16 7.98 10
550 337,040 58.29 20 4.09 0.47 26 26.16 34 8.04 22
600 343,055 58.51 42 417 0.49 15 26.19 24 8.11 16
650 357,882 59.07 32 4.39 0.53 8 26.28 19 8.17 13
700 373439 59.64 29 4.61 0.57 19 26.37 33 8.23 27
750 375,921 59.74 27 4.64 0.58 14 26.38 20 8.29 11
800 379,197 59.86 35 4.69 0.58 5 26.40 15 8.35 5
850 396,899 60.52 22 494 0.63 5 26.50 16 8.42 17
900 405,145 60.82 15 5.06 0.66 9 26.54 16 8.48 12
950 411,322 61.05 26 5.14 0.67 4 26.58 19 8.54 14
1000 413,347 61.13 29 517 0.68 24 26.59 29 8.60 29
1050 535,591 65.67 31 6.91 1.01 6 27.28 17 8.66 10
1100 558,355 66.51 21 7.24 1.07 4 27.41 9 8.73 8
1150 567,113 66.84 14 7.36 1.10 2 27.46 9 8.79 5
1200 568,492 66.89 28 7.38 1.10 2 27.47 20 8.85 4
1250 573,211 67.07 30 7.45 111 14 27.49 23 8.91 20
1300 578,673 67.27 35 7.52 113 19 27.52 32 8.98 26
1437 648,703 69.87 35 8.52 1.32 19 27.92 32 9.19 26
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Figure 2. Relationships between discharge and water depth at a spatial resolution of 50 m (one of the
discharge values at a distance of 550 m from the upstream station (shown with a magenta star) was not
considered in the analysis due to its unrealistic value, which might be due to measurement error).
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Table 2. Mean upstream and downstream stream discharge values for different flow discharges.

. . . Mean Upstream Mean Downstream
Flow Discharge Time Period Discharge [L/s] Discharge [L/s]
Base flow 03-07August 8.71 10.8
Low flow 07-19 August 0.22 1.56
High flow 1 19 August 25.59 27.96
High flow 2 21 August 25.57 30.09

2.4. Modeling Framework

The numerical model was developed using the COMSOL Multiphysics® software to simulate a
two-dimensional longitudinal transect along the center of the stream network. The Brinkman-Darcy
equation (Equation (1)) was used with the continuity equation to describe the subsurface flow in the
hyporheic zone near the streambed surface:

p(%f;—l: + 3—2(u~\7u) +Vp - o V2u + Eu =0 1)
where p [kg/m3] is the water density, ¢ [-] is the Brinkman porosity, u [m/s] is the subsurface velocity
vector, t [s] is the time, p [pa] is the water pressure, u [pa.s] is the water’s dynamic viscosity, i [pa.s]
is the water’s effective viscosity, k [m?] is the intrinsic permeability of the sediment, and (%u) is the
Darcy term.

In the present study, the subsurface flow model includes Quaternary deposits, in which the top
surface was quantified using a digital elevation model (DEM) file representing the stream morphology
with a resolution of 50 cm. The depth of the Quaternary deposits varies along the stream, and is up to
17 m [48].

In order to investigate the effect of hydrogeological properties on the hyporheic flow fields,
flow simulations were performed using two different sediment permeability scenarios: (a) constant
permeability; and (b) depth-decaying permeability. The first permeability scenario was performed
using a constant intrinsic permeability (k = 1072 [m?] representing the streambed sediment [18])
for the entire subsurface region. The second permeability scenario was performed by applying a
decaying intrinsic permeability in the top meter of the subsurface region (starting with k = 10~ [m?]
for the top surface decaying to k = 107!? [m?] at a depth of 1 m) and a constant intrinsic permeability
(k = 10712 [m?] refers to the glacial sediment soil type) for the rest of the subsurface region (deeper than
1 m from the top surface). The depth-decaying function for the soil permeability was defined based on
the findings of Morén et al. [18]. They performed an experiment in a small stream in Sweden (Tullstorps
Brook) and measured the hydraulic conductivity at two depths (i.e., 3 and 7 cm) every 100 m for a
reach of 1500 m. The permeability k(z) of the top meter of the stream was described according to [17]:

k(z) = koe” )

where kg [m?] is the intrinsic permeability at the streambed interface, z [m] is the depth from the
streambed, and ¢ [m™'] is an empirical decay coefficient. An exponential function was fitted to
the measured data of Morén et al. [18] with a lower hydraulic conductivity limit of K = 1076 [m/s]
(corresponding to an intrinsic permeability of k = 10712 [m?]) for a depth of 1 m from the streambed
surface (Figure S2, Supplementary Materials).

The numerical model was constructed using a computational mesh with a non-uniform size
and an increasing resolution at depths ranging between 0.03 and 14 m. The mesh size formation in
longitudinal direction (along the stream) depends on streambed morphology fluctuation. The more
morphology fluctuation, the lower mesh size.
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A pressure boundary condition was assigned based on the surface flow discharge. In particular,
a hydrostatic pressure was applied at the sediment interface based on the overlying water depths
estimated as described in Section 2.3 (Table S2 in the Supplementary Materials). The spatially varying
head boundary condition at the streambed surface was calculated by: p(x, y= yt(,p(,gmphy) = pgdi(x),
where p(x, Y= ympogmphy) [pa] is the pressure distribution at the streambed topography surface,
g [m/s?] is the gravitational acceleration, and d;(x) [m] is the water depth for each flow discharge.
The water depth was quantified using the corresponding mean discharge value for each flow discharge
(see Section 2.3). Furthermore, an open boundary was assumed for the upstream and downstream sides,
whereas a no-flow boundary was considered for the bottom surface of the model. Each model was run
to a steady state flow condition based on hydrostatic head boundary condition on the top surface.

The flow velocities at the streambed interface, as well as trajectories and residence times of 1000
uniformly distributed water particles at the streambed water interface, were evaluated during the
three types of flow discharge (i.e., base-, low-, and high-flow discharges). It should be noted that the
movement of the streambed sediment was not accounted for in the numerical model. The hyporheic
exchange depth, hyporheic flux residence times, and the fragmentation of upwelling length were
considered as the metrics. Fragmentation quantifies the heterogeneity in the spatial distribution of the
zones characterized by gaining and losing behavior [15]. In particular, fragmentation is defined as the
size distribution of spatial coherent upward and downward lengths. Here, the frequency of occurrence
of different lengths of coherent upwelling and downwelling regions at the streambed interface was
represented by a cumulative distribution function (CDF). An increase in the fragmentation of coherent
flow regions results in a shift towards shorter (upwelling/downwelling) lengths in the CDF plot.
It should be mentioned that this definition is independent of the magnitude of the fluxes.

3. Results

3.1. Water Temperature

Time series of the measured water temperature at the seven monitoring locations for the different
flow discharges (i.e., base-, low-, and high-flow) are presented in Figure 3. Each time series corresponds
to the temperature recorded by sensors at increasing depth. Note that the period of record (i.e., the
horizontal axis for each column in Figure 3) differs between the three flow regimes, with the low-flow
and high-flow discharges having the longest and shortest records, respectively. Since no full diurnal
cycles are captured during high-flow discharge (the recorded time period is about 10 h), the variability
of the temperature signals is smaller compared to the high- and base-flow discharges. On the other
hand, low-flow discharge displays larger temperature fluctuations at shallower depths compared to
the base-flow discharge. Temperature lances located at distances of 150, 200, and 350 m from the
upstream station recorded a relatively wider range of temperature for the base-flow discharge than the
high-flow discharge; conversely, the difference in temperature distribution was negligible between the
different flow discharges for temperature lances located at 550, 620, 975, and 1100 m. During high-flow
discharge, all temperature time series clearly highlight the moment when the flood wave reaches each
location (temperature increments are delayed at further downstream locations).

Figure 4 shows the temperature envelopes versus depth for all monitoring locations during the
three different flow discharges. The envelopes represent the median and the interquartile range of
the temperature signals. The statistics were evaluated for each sensor (i.e., for each depth) during
different flow discharges. Median and quartiles were then linearly interpolated between the sensors.
The envelopes effectively show the temperature pattern with increasing depth as well as the vertical
variability of the temperature signal. Steep gradients of median temperature suggest an abrupt transition
between higher surface-water temperatures and lower groundwater temperatures. This generally
indicates cold upwelling fluxes approaching the surface of the streambed and, consequently, suggests
the existence of shallow hyporheic zones. Strong temperature gradients with increasing depth
are generally associated with decreased spatial variability in the temperature signal (i.e., a narrow

147



Water 2019, 11, 1436

interquartile range). This is a consequence of the relatively constant temperature of groundwater
throughout the year (in the range of 8-12 °C), in contrast to the strong temporal dynamics of surface
water temperature. The results indicate that low-flow discharge has the lowest temperature range
(8-12 °C) and the base-flow discharge has the highest temperature range (9-16 °C). Additionally,
the variability of the temperature envelope with depth for different flow discharges shows a similar
behavior at distances of 150, 200, and 350 m from the upstream station, while the behavior at distances
of 550, 620, 975, and 1100 m are similar to each other but different from those of the other flow
group. It should be noted that, in case of base- and low-flow discharges, daily cycles in surface
water temperature are mostly responsible for the variability in temperature envelopes (represented by
the quartile range in Figure 4). On the other hand, the observed variability in temperatures during
high-flow discharge is a consequence of the abrupt increment of temperature that is experienced at all
motoring locations at the arrival of the flood wave.
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Figure 3. Water temperature time series measured at different locations along the stream network for
different flow discharges. Each color represents the temperature recorded by sensors at increasing
depth. Colors range from brown to blue as depth increases. Temperatures were not properly recorded
during the first 20 h by the temperature stick located 350 m from the upstream station (panel g), and
these were therefore neglected. High-flow discharge corresponds to high flow 1 period of Table 2.
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Figure 4. Vertical envelopes of temperature dynamics during base-, low-, and high-flow discharges at
different monitoring locations. The envelopes indicate the interquartile range (shaded area) and the
median (red line).

3.2. Modeling Results

The hyporheic flow field was quantified for the study reach. The spatial distribution of the
maximum depth of the hyporheic fluxes was quantified based on the deepest point of the streamlines
(DHEmax)- Figure 5 shows the calculated maximum depths of the hyporheic fluxes for the case of
constant permeability (Figure 5a) and decaying permeability in the top meter of the flow domain
(Figure 5b). The results indicate that Dijpmax varied during the three flow discharges. In particular,
the minimum Dygmay is highly affected by stream water flow intensity (the range of Dyjgmay is affected
by the order of 10 and 100 in constant and decaying permeability scenarios, respectively). High-flow
discharges have lower values of Dijgmax than the base-flow discharge, whereas the minimum Dyg max
for the base flow is higher than that for low-flow discharge, regardless of the permeability scenario
applied. The median value of Dypmax varies slightly between different flow discharges, with the
low-flow discharge having the highest median value of Dygmax among all the flow discharges, i.e.,
4 m and 0.03 m in constant and decaying permeability scenarios, respectively (Figure S3 in the
Supplementary Materials). However, in the case of decaying permeability, the median value of Dygmax
(Figure 5b) is in the range of centimeters which is substantially lower than in the constant permeability
case (Figure 5a) that is in a range of meters. Additionally, the logarithmic ranges of interquartile of the
maximum depth of the hyporheic fluxes in the constant permeability case (Figure 5a) are smaller than
those in the decaying permeability scenario (Figure 5b) for all flow discharges.
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Figure 5. Boxplots showing the maximum depth of hyporheic fluxes under various flow discharges
assuming (a) constant intrinsic permeability (k = 107 [m?]) for the entire subsurface region and (b)
a decaying intrinsic permeability (starting from k(z = 0) = 107 [m?] at the surface-subsurface water
interface and decaying exponentially to k(z = —1) = 10712 [m?] at one meter depth). In the case of a
vertically varying permeability, a constant permeability (k = 10712) was used for depths larger than one
meter. The second row of the horizontal axis (i.e., numbers), are the ranges of stream flow discharge
along the stream for each flow regime. Dijgmax: deepest point of the streamlines.

The second metric that was analyzed was the residence time of each released particle at the streambed
interface. In this study, the residence time is defined as the time taken for the water to enter along a
streamline through the streambed and return to the streambed surface again. Figure 6 presents the
distribution of residence times for 1000 water parcels that were uniformly distributed at the streambed
surface. In both permeability cases (i.e., decay and no decay), the high flow discharges have a larger range
of residence times. The minimum residence time varies among different streamflow discharges, with
increasing flow discharge intensity resulting in the decrease of the minimum hyporheic flow residence
time. The influence of permeability is evident in the interquartile ranges of residence time. A vertical
gradient of permeability induces a larger interquartile range of residence times (i.e., a larger variability in
residence times). Additionally, the decaying of permeability results in a higher median value of residence
time compared to the homogeneous case, i.e., in the order of 10 (Figure 6a,b).

Finally, the velocity field at the streambed interface was analyzed with a spatial resolution of 50 cm
in order to investigate the distribution of coherent upwelling zones (i.e., lengths of upwelling zones) for
different flow discharges. The CDF of the length of the coherent upwelling was computed. The results
indicate that applying a decaying permeability function strongly influences the fragmentation of
hyporheic flows (Figure 7). Considering a constant permeability for the whole subsurface (Figure 7a)
results in significant variation in the fragmentation length between different flow intensities, with
the high-flow discharges being less fragmented (larger upwelling/downwelling lengths) than the
other flow discharges. In this case, for almost 90% of the lengths, the base flow and low flow are
the most fragmented flows. On the other hand, assuming a depth-decaying permeability induces a
similar fragmentation of coherent upwelling length for all the flow discharges (Figure 7b). However,
in this case, the hyporheic exchange during low-flow discharge is less fragmented at lengths larger
than 5 m compared to the other flow discharges.
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Figure 6. Box and whisker plots of hyporheic fluxes residence time under various flow discharges
assuming (a) constant intrinsic permeability (k = 10~ [m?]) for the entire subsurface region and (b)
decaying intrinsic permeability (starting from k(z = 0) = 10~ [m?] at the surface-subsurface water
interface and decaying exponentially to k(z = —1) = 10712 [m?] down to a depth of 1 m). In the case of

vertically varying permeability, a constant permeability (k = 10712) was used for depths larger than 1 m.

The second row of the horizontal axis (i.e., numbers), are the ranges of stream flow discharge along the
stream for each flow regime. T: residence time of the particles released at the streambed interface.
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4. Discussion

A comprehensive understanding of the impacts of flow discharge on hyporheic exchange fluxes is
essential to highlight the effect of streamflow dynamics on the extent of hyporheic exchange. Here,
we combined field experiments with numerical modeling to estimate the variation in hyporheic depth
and flow velocity field in a boreal stream.

4.1. Temperature Variation in the Streambed Sediment

The experiment of the present study was performed in summer, when groundwater is colder than
stream water. Hence, the diurnal fluctuation of stream water temperature can be used to investigate
the hyporheic exchange and identify gaining and losing reaches [49]. During summer, the water
temperature of the hyporheic zone tends to decrease as the depth of the streambed increases [50].
At the same time, the stream water temperature signal is progressively damped at larger depths. These
effects result from mixing between deep cold subsurface water and warm surface water mediated
by the thermal dispersion associated with both thermal diffusion and hydrodynamic dispersion [25].
However, this general trend displays significant variations between monitoring locations as well as
during different flow discharges (Figure 3). The temperature time series indicates areas of upwelling
and of downwelling in the experimental reach. Strong downwelling conditions can be observed both
in large and relatively erratic temperature records (e.g., at a distance of 150 m from the outflow of
Lake Stortjarn for the base-flow discharge) and by observing the surface temperature dynamics at
larger depths (e.g., at a distance of 150, 200, and 350 m from the outflow of Lake Stortjarn for low-flow
discharges). A milder downwelling condition is suggested when the recorded temperature at greater
depths is significantly larger than the average groundwater temperature (at a distance of 200 and 350 m
from the outflow of Lake Stortjarn for the base-flow discharge), which suggests advective downward
fluxes. The increase in temperature at larger depth during the high-flow discharge also suggests
mild downwelling fluxes (at a distance of 350 m from the outflow of Lake Stortjdrn for high-flow
discharge). On the other hand, the relatively large difference in average temperature with increasing
depth suggests areas of upwelling (at a distance of 550, 620, 975, and 1100 m from the outflow of
Lake Stortjarn).

During low-flow discharge, the sediments in downwelling reaches are likely to experience
reduced saturation, facilitating thermal diffusion towards deeper soils (due to lower thermal
inertia) [51]. However, the lack of significant surface water fluxes during low-flow discharge hinders
the interpretation of temperature data. Thermal diffusion can play a major role in sediment heat
transfer, and its relation with soils having heterogeneous saturation can significantly complicate the
analysis of temperature data. In general, the similarity of the temporal variation in temperature and
the difference in temperature at different depths indicate upwelling and downwelling conditions in
the stretches. A higher temperature at depth indicates a more robust downwelling condition, whereas
a larger difference in temperature at depth shows upward fluxes.

The temperature envelopes shown in Figure 4 tend to confirm upwelling and downwelling
stretches result as is suggested by temperature time series. Moreover, they can be used to further
interpret the spatial patterns of hyporheic exchanges under the different flow discharges.

Under the base-flow discharge, the locations 150 and 200 m from the outflow of Lake Stortjarn
(and to some extent 350 m) display clear signs of downwelling conditions. The gradient in the median
temperature is lower than in the remaining sites, and the temperature is variable at greater depths.
This suggests a significant convective heat transport following surface water flows towards deeper soil
layers. Conversely, the strong vertical temperature gradients, together with the narrow interquartile
ranges of temperature, confirm upwelling conditions at the locations 620 and 1100 m from the outflow
of Lake Stortjarn (Figure 4m,s). Additionally, moderate upwelling conditions and the development of
a shallow hyporheic zone are suggested by the small variability of temperature with depth observed at
locations 550 and 975 m from the outflow of Lake Stortjarn.
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As already mentioned, the temperature data under low-flow discharge is more complex than for
the other flow discharges. In the low-flow discharge condition, the hyporheic flow at downwelling
locations does not only include direct downwelling from the surface water, but can also include
the upwelling of hyporheic water (e.g., water that has infiltrated upstream). On the other hand,
the signature of groundwater upwelling might be more easily detectable, since large groundwater
circulation patterns can be less affected by streamflow discharges. At low-flow discharge, temperature
envelopes can be divided into two groups: the first includes the locations 150, 200, and 350 m from the
outflow of Lake Stortjdrn, and the second includes the remaining downstream sites. In the first three
upstream locations, the median temperature remains almost constant as the depth in the streambed
sediments increases. Furthermore, the temperature variability (represented by the interquartile range)
remains stable across depth, while featuring extremely large values. The undisturbed propagation
(i.e., small damping) of the temperature signal at larger depths suggests a reduced thermal inertia of
the sediments during low-flow discharges. This may be related to unsaturated conditions established
in the sediments during this phase. The establishment of unsaturated conditions further suggests the
absence of significant groundwater flow in these locations.

The temperature envelopes at the remaining downstream locations (i.e., 550, 620, 975, and 1100 m
from the outflow of Lake Stortjarn) display a different pattern. As depth increases, temperature decreases,
both in terms of median temperature and interquartile range. Moreover, the temperatures measured at
the surface are lower compared to those at the first three upstream locations. This is likely a consequence
of groundwater upwelling.

Moreover, during the high-flow discharge, a significant increase in surface temperature is observed
at all locations. At locations 150, 200, and 350 m from the outflow of Lake Stortjarn, the vertical
temperature gradient increases compared to the base-flow discharge, suggesting the development
of a hyporheic zone with a reduced extent. The inflection of the median temperature profile at sites
550 and 975 m from the outflow of Lake Stortjarn (Figure 41,r) suggest a shallow (i.e., 10-20 cm in
depth) hyporheic zone. The enhanced exchange of surface water with sediments is further suggested
by the increased variability in the temperature profile compared with the base-flow discharge.
On the other hand, the large temperature gradient at locations 620 and 1100 m from the outflow of Lake
Stortjarn suggests significant upwelling fluxes, possibly reinforced by pressure gradients triggered by
high flow discharges.

Our experimental findings regarding the regions of upwelling and downwelling confirm the
experimental results of Leach et al. [44], who estimated gaining regions using distributed temperature
sensing (DTS) fiber-optic cable. A comparison of the base- and high-flow discharges in Figure 4
reveals a higher contribution of stream water than groundwater in the hyporheic zone for high-flow
discharge. Increasing the stream water flow discharge increases the variability of the hydrostatic
pressure distribution on the streambed interface; hence, the hyporheic flow gradient is increased, which
overwhelms the groundwater flow gradient. Consequently, the penetration depth increases, which
increases the depth of the hyporheic zone.

4.2. The Role of the Heterogeneity of Sediment Permeability in Hyporheic Exchange

The complex pattern of temperature distribution observed in the field suggests an enhanced
spatiotemporal variability of hyporheic flows. The implementation of the numerical model presented in
Section 2.3 aims to capture the reach-scale flow patterns highlighted by the analyses of the temperature
data collected in the field. The role of the heterogeneity of streambed sediment was investigated
due to its strong impact on the distribution of hyporheic flow paths [52,53]. In particular, the effect
of depth-decaying permeability on hyporheic fluxes was investigated in this study. As expected,
the stream water penetrates into deeper sediment in the case of constant intrinsic permeability
(Figure 5a), while the hyporheic zone is much shallower in the case of depth-decaying permeability
(Figure 5b). This is basically due to the shielding effect of decreasing permeability with depth [8].
Low permeability sediment acts as a semi-impermeable surface that inhibits the penetration of stream
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water into deeper sediment. The high-flow discharge has a relatively shallower median hyporheic
zone (Figure S3). The reason for this is the lower variability in the spatial gradient of the hydrostatic
hydraulic head during high-flow discharges than during low- and base-flow discharges, at least for
part of the study reach. The minimum and median values of hyporheic depth vary slightly between
high flow 1 and 2 due to the slight change in the stream water flow discharge between these conditions
(Table 2).

The results of this study indicate that increasing the flow discharge results in a larger distribution of
hyporheic residence time. High-flow discharges cause a longer flow path, which consequently increases
the residence time. On the other hand, the hyporheic fluxes with long residence time act like groundwater
flow at upwelling reaches, so that stream water is prevented from penetrating into the sediment.
This leads to a short flow path as well as a short residence time of hyporheic flow [38]. Therefore,
upwelling and downwelling regions control the behavior of the residence time, with short residence
times corresponding to upwelling zones and long residence times corresponding to the hyporheic fluxes
starting their journey into the sediment from downwelling regions. The results of this study regarding
hyporheic depth and residence time confirms the finding of Cardenas et al. [52] regarding the large
dependency of the hyporheic flow process on the heterogeneity of streambed permeability.

Mojarrad etal. [15] observed variation in the fragmentation of coherent upwelling and downwelling
zones for different stream orders (i.e., stream water depths). They found that the fragmentation
of upwelling zones can vary depending on the large-scale groundwater contribution. However,
the variation in the fragmentation of downwelling zones was negligible as there was no groundwater
contribution in these areas. Mojarrad et al. [15] showed that increasing the stream order decreased
the fragmentation of coherent upwelling zones but did not influence the fragmentation of coherent
downwelling areas, which is consistent with our findings. In the present study, it was found that, in the
case of a homogeneous subsurface, the stream water can penetrate the whole depth of the Quaternary
deposits. Hence, the impact of a deeper flow streamline should be observed in the fragmentation
length. As is shown in Figure 7a, high-flow discharges (i.e., a higher stream depth) are less fragmented
compared to the low- and base-flow discharges. This is due to the effect of deeper flow on upwelling
zones. On the other hand, Mojarrad et al. [15] showed that the fragmentation of downwelling zones
varies slightly with stream order if the contribution of deep groundwater is negligible. Depth-decaying
permeability prevents the deep penetration of stream water into the stream sediment, which is similar
to the finding of Mojarrad et al. [15] that groundwater does not contribute to hyporheic fluxes in
downwelling zones. Therefore, in this study, the fragmentation of upwelling areas differs slightly
between flow discharges.

Field experiments consist of all the parameters that influence the hyporheic exchange.
Heterogeneity in permeability of subsurface sediment is one of the factors that significantly controls
the upwelling and downwelling regions, as well as the depth of hyporheic zone. Here, the result of
field experiment showed that depth of hyporheic zone vary up to 50 cm in different flow discharges
(Figure 4). This result confirms the numerical model results with the decaying intrinsic permeability.
It was indicated that assuming homogeneous subsurface leads to hyporheic depth in the order of meters,
whereas applying decaying in subsurface permeability results in much shallower hyporheic zone with
the maximum depth of 40-60 cm (Figure 5). This result confirms the critical role of heterogeneity in
subsurface flow, which should be considered in numerical modelling to improve the understanding of
hyporheic flow processes.

5. Conclusions

This study investigated the impact of different stream discharges on the hyporheic zone using
experimental and numerical approaches. We measured streambed temperature profiles at different
locations along a boreal stream in northern Sweden. Different streamflow discharges were investigated
by pumping water into the stream channel over a blocked weir. A numerical model was applied
to investigate the impact of stream discharge on hyporheic exchange using geomorphological and
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hydrological data for the experimental reach. The gaining and losing conditions were evaluated
using temperature data for the streambed sediment. In particular, this study evaluated locations of
strong downwelling (at distances of 150, 200 m from the outflow of Lake Stortjarn), mild downwelling
(at distances of 350 m from the outflow of Lake Stortjarn), mild upwelling (at distances of 550 and 975
m from the outflow of Lake Stortjarn), and strong upwelling (at distances of 620 and 1100 m from the
outflow of Lake Stortjarn). The results show that increasing flow discharge increases hyporheic depth
through the development of nested hyporheic flow paths. The contribution of groundwater to surface
water is larger during low-flow discharge than during high-flow discharge, which is manifested as
higher temperatures in the stream water. The modeling results agree with the experimentally measured
temperature, showing a deeper penetration of stream water into sediment during high-flow discharges.
Additionally, increasing streamflow discharge results in a larger distribution of the residence time
of hyporheic fluxes. This is more evident in residence time distributions in which the high-flow
discharges display larger interquartile ranges. Furthermore, the modeling results highlight the fact
that heterogeneity in the permeability of the streambed sediment strongly controls the hyporheic
flow exchange. The fragmentation of coherent upwelling length was defined as the shift of the CDF
towards shorter lengths. The fragmentation of coherent upwelling length varied with streamflow
discharge, with high-flow discharges being less fragmented. When permeability decayed with depth,
flow paths were constrained to shallow regions; consequently, the upwelling fluxes were reduced and
the fragmentation of the upwelling length was less variable between different flow discharges.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/11/7/1436/s1,
Figure S1: “Map showing the draining area every 50 m along the main river of the subcatchment, as well the
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distance markers (red dots) from upstream”, Figure S2: “Hydraulic conductivity decay function along the depth.
Red color dashed lines represent the measured values from Morén [18], and blue color solid line is the mean
exponential function for all the measured data”, Figure S3: “Mean value of hyporheic zone depth under various
flow condition assuming;: (a) constant intrinsic permeability (k = 10™ [m?]) for the entire subsurface region and
(b) decaying intrinsic permeability (starting from k(z = 0) = 10~° [m?] at the surface-subsurface water interface
and decaying exponentially to k(z = -1) = 10712 [m?] down to a depth of 1 m). In the case of vertically varying
permeability, a constant permeability (k = 1071?) was used for depths larger than 1 m.”, Table S1: “Correlation
between discharge and mean water depth using five flow data for every 50 m distance from upstream along the
main river”, Table S2: “Estimated mean water depth for different flow condition every 50 m from upstream”.
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Abstract: Although fiber optic distributed temperature sensing (FO-DTS) has been used in hydrology
for the past 10 years to characterize groundwater-streamwater exchanges, it has not been widely
applied since the entire annual hydrological cycle has rarely been considered. Properly distinguishing
between diffuse and intermittent groundwater inflows requires longer periods (e.g., a few months,
1 year) since punctual changes can be lost over shorter periods. In this study, we collected a large
amount of data over a one-year period using a 614 m long cable placed in a stream. We used a
framework based on a set of hypotheses approach using thermal contrast between stream temperature
and the atmosphere. For each subreach, thermal contrast was normalized using reference points
assumed to lie outside of groundwater influence. The concepts and relations developed in this study
provide a useful and simple methodology to analyze a large database of stream temperature at high
spatial and temporal resolution over a one-year period using FO-DTS. Thus, the study highlighted
the importance of streambed topography, since riffles and perched reaches had many fewer inflows
than pools. Additionally, the spatial extent of groundwater inflows increased at some locations
during high flow. The results were compared to the usual standard deviation of stream temperature
calculated over an entire year. The two methods located the same inflows but differed in the mapping
of their spatial extent. The temperatures obtained from FO-DTS open perspectives to understand
spatial and temporal changes in interactions between groundwater and surface water.

Keywords: water temperature; groundwater-streamwater exchange; inflow mapping framework

1. Introduction

Groundwater inflows into streams play an important role in the ecological balance of streams,
contributing chemicals that drive water quality [1-5], supporting baseflow [6-11] and providing refuge
for fauna [12-21]. Locating and mapping inflows is thus of great interest for river management and
ecological restoration [22-26]. However, groundwater inflows are usually driven by multiple factors,
including hydraulic head gradients between streamwater and groundwater, stream geomorphology, and
subsurface geology [27-29]. Multiscale processes involved in groundwater and streamwater exchange
can be categorized as large- or small-scale [30]. Large-scale hydrological exchange is driven mainly by the
spatial and temporal hydraulic head gradients between the stream and the surrounding groundwater.
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By contrast, at a small-scale, water is pushed into the streambed due to interaction between the flow
and morphological features of the streambed such as riffle-pool sequences. Variability in hydraulic
conductivity influences both large- and small-scale processes [31-33]. The spatial distribution of
geological heterogeneities influences stream-groundwater exchange [34,35]. Using a two-dimensional
groundwater flow model to investigate the interface between the stream and groundwater hyporheic
(below stream) zone, Wroblicky et al. [36] identified hydraulic conductivity of alluvial and streambed
sediments as a major factor controlling stream-groundwater exchange. Mojarrad et al. [37] quantified
effects of catchment-scale upwelling groundwater on hyporheic fluxes and tested a wide range of
spatial scales. Their results identified streambed topographic structures as the predominant factor
controlling the magnitude of hyporheic exchange fluxes. Predicting groundwater flow paths from
groundwater—surface water analysis of easily available data, such as temperature, helps to identify
catchment behaviors. Because groundwater inflows are heterogeneous in space and variable in time,
locating and mapping them is challenging.

Many methods can be used to map groundwater inflow zones in rivers [38]. Some methods
use a direct approach, such as measuring discharge in successive cross sections (i.e., differential
gauging) to determine gains and losses along a reach. Others use natural markers of inflow such as
specific biological communities [39-41]. Most, however, usually use tracers. For instance, many studies
monitored radon concentrations or stable-isotope ratios to detect groundwater inflows to rivers [42—-46].
Among other possible tracers (e.g., ions, contaminants), heat has been recognized as reliable for
identifying exchanges between groundwater and surface water [47-49]. Most methods using heat as a
tracer are based on punctual temperature measurements [50]. Such standard measurement techniques
are usually based on placing temperature sensors directly into the water column [51], in a streambed
piezometer or along thermal lances into shallow sediments [52]. However, all have a limited spatial
range that does not allow the heterogeneity of groundwater-stream interactions, nor their possible
temporal intermittency, to be mapped at sufficient resolution. Only the recent development of airborne
thermal infrared imagery (TIR) [30,53] and fiber optic distributed temperature sensing (FO-DTS) has
provided good spatial coverage of stream thermal heterogeneities. TIR is an indirect technique that
measures the temperature of the stream surface only [54,55]. It has a larger spatial range than FO-DTS,
but lower accuracy and temporal resolution [56].

FO-DTS sensors send a laser impulse down a fiber optic cable to infer temperature along the cable.
The measured ratio of the temperature-dependent Raman backscattered signal (anti-Stokes) to the
temperature-independent Raman signal (Stokes) provides the temperature, while the time required for
the backscattered signal to return provides the temperature’s location. This technique provides direct
measurements every 0.25 m along a cable a few km long, with an accuracy as high as 0.05 °C depending
on the brand, setup, and chosen configuration [57,58]. The spatial resolution and accuracy of FO-DTS
can be used to map groundwater inflows, which are more thermally stable over time than streamwater.
Indeed, stream temperature is usually influenced more by air temperature [59-61]; however where
groundwater inflows, however, the stream temperature varies less over time. Calculating a simple
standard deviation (SD) of temperature for a given period (from hours to years) and location is usually
sufficient to identify stream points influenced by groundwater inflows (low SD) from points that are
not (higher SD) [62]. However, this method can be problematic for intermittent inflows such as those
during short high-water episodes, droughts, and floods. The time period over which thermal variability
is calculated can obviously be adapted to address these episodes, but the approach still requires a
long period of observations to properly distinguish groundwater from hyporheic recirculation [63].
Thus, potential changes in groundwater inflow dynamics could be hidden by transitional periods (e.g.,
beginning of high flows).

The present study applied a simple framework to a new study site to identify and interpret
groundwater—surface water interactions. The framework maps groundwater inflows at individual
timesteps using the thermal contrast between FO-DTS measurements in the hyporheic zone and
the atmosphere. This framework thus attempts to characterize the spatiotemporal heterogeneity of
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groundwater inflows. After describing the testing of our framework in a second-order stream, we
discuss its potentials and limits.

2. Materials and Methods

2.1. Study Site

We performed our study in an area in northeastern Brittany, France, called the Zone Atelier
Armorique (ZAAr). The ZAAr is part of the International Long-Term Socio-Ecological Research
Network LTSER (www.lter-europe.net). We collected a large amount of temperature data at high
spatial and temporal resolutions. Measurements were made along a 614 m long reach of the Petit
Hermitage, a second-order stream [64] that drains a 16 km? subwatershed and flows from south to
north. The monitored reach represents the last several hundred meters of the Petit Hermitage were
monitored until its confluence with its last tributary, the Vilqué (Figure 1c), which is a first-order
stream draining an adjacent 2.34 km? watershed with a similar flow direction. The northern part of
the ZAAr, where the monitoring occurred, lies on schist bedrock and loess. The southern part of the
ZAAr, where the Petit Hermitage has its source, lies on granodiorite and altered hornfels. The bedrock
of the entire area is overlain by a weathered zone considered to be the main unconfined aquifer of
the area [65,66]. Soil and land-use characteristics reflect this north-south dichotomy: upstream soils
(south) are characterized by a mix of silica sand and altered schist with forests. Downstream soils
(north, monitored reach) are mainly aeolian and alluvial silts with wetlands, agricultural fields, and
meadows. The streambed is thus a mix of silt and deposited organic matter, with sand coming from
upstream. The climate in the region is oceanic, with mean annual precipitation of 965 mm and air
temperatures generally ranging from 0 to 25 °C, with some exceptional events below 0 °C or above
30 °C. Rainfall and temperature data for the site were obtained from a weather station 1 km north
(downstream) of the reach.

Previous studies offered good insight into the area [67,68] since results of long-term measurements
were already available (e.g., soil moisture, piezometers, weather station, water quality, stream discharge,
thermal dataloggers). In addition, the site was susceptible to dispersed groundwater inflows [69] and
highly stratified reactivity [70], likely related to the high geological heterogeneities. The upstream
monitored reach consists of a heavily monitored hillslope including a large wetland (Figure 1).
The middle area is dominated by small woods followed by a meadow. The confluence is located in a
woody wetland (hereafter, “swamp”). From this land-use typology, four subreaches were defined:
wetland, woods, meadow, and swamp. Previous studies found the Vilqué tributary strongly influenced
by groundwater throughout the year, although it was not accessible for direct measurements.
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Figure 1. Location of the study site in the Zone Atelier Armorique in northeastern Brittany, France (a).
The monitored stream, Petit Hermitage draining a 16 km? subwatershed whose small tributary drains
a2.34 km? area of Vilqué stream (b). A fiber optic cable 614 m long was placed in the main stream and
connected to a distributed temperature sensing (DTS) unit in a nearby building (c). A piezometer was
previously installed upstream of the site, as were gauging stations in the stream. Black lines indicate
boundaries between subreaches with different geomorphologies. A weather station lies ca. 1 km to the
north of the site (outside the map).

The longitudinal elevation of the Petit Hermitage streambed was measured with a theodolite
(Leica) ca. every 4 m. The wetland, the most upstream subreach of the main stream, varies little in
elevation, with small pools a few cm deep (Figure 2). However, the wetland has a steeper overall
slope (ca. 2.4%o) than the rest of the stream (0.08%o) because a former deviation of the stream during
the 19th century and the 1950s created a perched streambed in this reach (Figure 2). Despite high
banks (ca. 50-80 cm above the streambed) and many bulrushes, it is sunnier than the following
subreaches. The woods, with willows and bushes, are much more forested. It is also a wetland, but
with more pronounced meandering and a clear succession of riffles and deep pools (every 40-50 cm).
The following meadow subreach is straighter, with its left bank occupied by sheep. It is partly shaded
because of bushes on the right bank, a narrower streambed and trees in its last third, but sunlight can
still hit the stream surface at noon or in summer in some locations. A road bridge crosses over the
stream in its last third. The swamp is the last subreach of the stream, which begins immediately after
the confluence with the Vilqué tributary. It is similar to the woods but has smaller woody vegetation,
more pronounced meanders and larger (although fewer) pools. Its banks (40 cm above the streambed)
are also slightly lower than those of upstream subreaches (50-80 cm), so groundwater outcrops during
high-water periods, and the soil remains wet most of the year. The most downstream part of this
subreach was not accessible during the topography campaign due to fallen trees; thus, elevation data
covered a shorter distance than the 614 m long thermal data from the FO-DTS cable.
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Elevation (m asl)

Cross section of the hillslope Upstream

Figure 2. 3D view of the study area indicating the hillslope cross section of the upstream hillslope
adjacent to the wetland sub-reach and longitudinal profile of the streambed of the Petit Hermitage.
Hillslope cross section shows locations and depths of piezometers, including the one (blue diamond)
used for groundwater temperature measurements (Tgw) and groundwater level for high water (HW)
-dashed blue line- and low water (LW) -dashed green line period-. Tsed (FO-DTS) = sediment
temperature from fiber optic distributed temperature sensing, m asl = m above sea level.

2.2. Piezometry and Differential Gauging

Large-scale groundwater movements and periods of potential stream loss and/or gain [71] were
determined using the pre-existing network of piezometers and gauging stations (Figure 1). The depth
of these piezometers varies from 15 m on the hillslope to 4.5 m near the stream in the wetland.
Groundwater level was monitored by a minidiver submersible pressure transducer (HOBO Pro v2),
with an accuracy of +0.2 cm and a 5 min timestep. Only the 15 m deep piezometer, located on the
crest of the hillslope, was used in this study (Figures 1 and 2a) to simplify interpretation by providing
only the general hydraulic gradient with the stream. Streamwater stages were monitored using OTT
Opheus sensors, with identical accuracy (+0.5 cm) and timestep (5 min), at two gauging stations
(Figures 1 and 2). Discharge was measured at each gauging station ca. every two months using the
salt dilution method [72]. The resulting discharges were used to refine pre-existing rating curves and
thus infer stream discharge time series based on water level measurements at each gauging station.
These discharges (L s™!) were converted into specific flow rates Qs (L s™! km™2) by dividing them by
their respective drained areas. These specific discharges were used to compare the relative groundwater
contribution over time at these points. Groundwater and streamwater levels were expressed in m
above sea level (m asl) for comparison purposes.

2.3. Temperature Measurements

Locations of groundwater inflows in the stream were collected using a distributed temperature
sensor (Ultima XT-DTS, Silixa Ltd, London, UK) with a dual-ended duplexed configuration [73], 40 min
time integration and 0.25 m spatial sampling. The fiber optic cable was a 4 mm wide Brussens cable
(Brugg, Switzerland) protected by stainless steel armoring and polyamide. Short segments of the cable
(20-30 m) were coiled in two water baths for calibration [57]. A cold bath inside a refrigerator and a
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heated and insulated warm bath were kept thermally homogeneous with bubblers and monitored
with RBRsolo temperature loggers with an accuracy of 0.002 °C. The FO-DTS system was calibrated
following van de Giesen et al. [73] using the reference temperatures in the baths. Due to a lack of
electricity at the end of the cable, no validation bath could be set up. Temperature measurement
of the FO-DTS system and a thermal lance (Umwelt-und Ingenieurtechnik GmbH, Germany) were
compared to assess measurement accuracy broadly. The FO-DTS cable near the lance was found
uncovered by sediment most of the year, so the instruments were compared with the lance set in the
streamwater (z = +5 cm). Lance accuracy was estimated as 0.1 °C (manufacturer values). Measurement
accuracy criteria indicated low values (0.016, 0.017, and 0.022 °C) for cold and warm baths compared
to streamwater (0.015 and 0.018 °C) (Table 1). Le Lay et al. [74] highlight, in more detail, the concerns
associated with DTS calibration and uncertainty analysis.

Table 1. Mean bias and root-mean-squared error (RMSE) of fiber optic temperature measurements
following van de Giesen et al. [73]. Since no validation bath could be set up, three segments were
used: cold calibration bath, warm calibration bath, and the farthest segment of the cable with a nearby
independent temperature probe (UIT lance: depth = +5 cm; uncertainty = +0.1 °C).

Location Mean Bias (°C) RMSE (°C)
Cold bath 0.016 0.022
Warm bath 0.016 0.017
Streamwater 0.150 0.180

Although the cable was 1000 m long, only 614 m of it were placed in the stream. We placed it in
the thalweg and, when possible, in the middle of the stream, where hydraulic conductivity is likely
to be highest [32]. The cable was buried in the streambed sediment, ca. 3 cm below the streambed
surface, to prevent potential diffuse and intermittent groundwater inflows from being displaced by
streamwater and thus going undetected [75,76]; this also kept the cable in place. Nonetheless, during
the year-long monitoring, the cable was sometimes found uncovered by sediment in a few locations.
Also, the streambed sometimes diverted from its original location, pushing the cable into sandbanks.
Temperature data from the FO-DTS was considered to be that of the shallow sediment (Tgeq) since the
cable was, strictly speaking, set within the sediment. Air temperature (T,;;) was obtained by averaging
the temperature found along a 100 m long segment of fiber optic cable near the stream (straight section
downstream of the swamp, Figure 1). Protected from direct solar radiation by trees and its northern
orientation, the cable was also suspended on a fence to prevent contact with the ground.

2.4. Data Post-Processing: Framework for Spatiotemporal Mapping of Groundwater Inflows

The framework depends upon a series of three hypotheses.

The first, which is widely accepted, is that streamwater temperature (Ts,) varies in a range
between Ty, and groundwater temperature (Tgy) (Figure 3a). Evans et al. [61] stated that more than
80% of total thermal exchanges in streams occur at the air-water interface. By contrast, Caissie [60]
demonstrated that groundwater, with approximately 15% of total thermal exchanges, tends to buffer the
atmosphere’s influence on stream temperature. Thus, Tsw should be closer to Ty, than Tgyy, regardless
of the season or the hour, but it will be closer to Tgy, when groundwater inflows are strong.
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Figure 3. Conceptual diagram of the theory underlying the study’s framework. (a) Theoretical diurnal
temperatures of the atmosphere (T,;;), groundwater (Tgy), and the sediment influenced mainly by
each of them (Tseq (ATMO) and Tseq (GW), respectively). (Bottom) Theoretical differences between
sediment and air temperatures (dTgeq-air) (Equation (1)) under high or low flow (b) in the morning and
evening or (c) at midnight and midday along a given reach with groundwater (GW) inflow.

The second hypothesis, which is the first one in our framework, is to consider T4 (obtained
with FO-DTS) as similar to Tsy in order to have continuous information along the stream. Therefore,
combining the two hypotheses, the first step to detect groundwater inflows is to calculate the thermal
difference between Teeq and T, at each point (i) and each timestep (f):

deed—air(t,i) = Tsed(t,i) - Tair(f)‘ 1)

This simple thermal contrast summarizes a conceptual presentation of temperature effects of the
two main compartments (i.e., atmosphere (T,;;) and groundwater (Tgy)) on those of shallow sediment
(Tsea) (Figure 3a).

The conceptual diagram of the theory underlying the study’s framework is presented Figure 3.
Based on data analysis, it is assumed that the sediment temperature of a stream point influenced by
groundwater varies less diurnally and is closer to Tg,, than that of a point influenced only by the
atmosphere. Tgeq lags slightly behind T,;; because T4 requires time to react to T,;;. Depending on
latitude, climate, geomorphology, and season, Ty, differs most from Tgy in the morning (coldest) and
evening (warmest) (Figure 3b), and differs least from Tgy around midnight and midday (transitional
periods) (Figure 3c). When Ty, and Tgy differ the most (morning and evening), the amplitude of
dTsed-air always increases under groundwater influence (Figure 3b). When T, and Tgy differ the
least (midnight and midday), the relation between dTgeg-air and groundwater inflow is inverted: the
amplitude of dTseq-air always decreases under groundwater influence because Tgeq requires time to
react to Ty, (Figure 3c). Regardless of the difference between T, and Tgy, periods of high flow have
much higher amplitude than those of low flow because the additional water volume of high water
has more thermal inertia, which requires much more energy to increase in temperature (Figure 3b,c).
Consequently, the atmosphere has less influence on stream temperature.

The third hypothesis, formulated from the previous concept (Figure 3), consists of normalizing
thermal contrast using a reference point assumed to lie outside of groundwater influence. Additionally,
since the information sought (groundwater influence) is related to the thermal contrast’s amplitude
and not its sign, the absolute value is calculated for clarity:
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diffrsed—air(t,i) = deed—air(t,i) - min(deed—air(t,ref))| )

where dTsed-air(t ref) is the difference between Ty;, and Tgeq at timestep t in a reference segment ref with
no groundwater inflow. In Equation (2), the minimum value of dTsed-air(t ref) (i-€., that closest to Tyjr) in
the reference segment is used to normalize data.

Like sunlight exposure, water stage and overall flow rate (no tributaries) can greatly change the
influence of Ty, [59,60,77,78]. These factors also vary along the stream, and special care should be taken
for streams with clear and/or shallow water, such as those in our study area, since direct sunlight can
influence FO-DTS measurements [79]. Ultimately, there were three requirements to for successful use
of this method: (1) identify subreaches with similar geomorphology, (2) identify reference points for
each reach, and (3) determine a threshold beyond which a diffTeq-air can be attributed to groundwater
inflow. To this end, thermal contrast was normalized using a reference segment (Equation (2)) for each
stream subreach.

The subreaches were determined empirically based on the overall sunlight exposure (shading
and orientation) and whether a tributary was present or not. Thus, four geomorphological subreaches
were defined, similar to those previously described (Figures 1 and 2):

(i) The wetland, with a relatively straight channel, shallow flow and almost no high
riparian vegetation;

(ii) The woods and upstream part of the meadow, with more pronounced meandering, alternating
riffles and pools, and high trees or banks;

(ili) The downstream part of the meadow (including the bridge and the section after it), shaded with
low trees and with a large streambed;

(iv) The swamp beyond the confluence with the Vilqué, always shaded with taller trees, larger
meanders, and deeper flow, with alternating riffles and pools.

The reference points were determined based on diffTseg-air dynamics. According to our hypotheses,
points influenced only by the atmosphere should have the lowest values, except for points outside
of the stream or when dTgeg.ir ® 0 °C. First, for each subreach, short cable segments with low
dTsed-air—suggesting a strong atmospheric influence—were selected. These reference segments were
preferentially chosen upstream of each subreach. Then, each potential reference segment was visually
analyzed over time to exclude points accidentally exposed to the atmosphere. Finally, for each
subreach and each timestep t, the minimum value of dTseq-air Was selected and used to normalize data
(Equation (2)).

Once normalized to their respective reference, the data from each subreach became more easily
comparable. Small fluctuations in diffT¢eg.ir remained, but they could be explained by a buffering effect
due to different water stages (riffle, pool) or different depths of burial in the sediment. To automatically
select locations most likely due to groundwater inflows and not only the buffering effect, a simple
threshold was applied. The mean value of diffTeq-air along the entire monitored reach was calculated for
each timestep: any points with values over it were considered potential anomalies due to groundwater
inflows, while values below it were considered to be influenced by the atmosphere.

3. Results and Discussion

3.1. Flow Variability and Hydrological Behavior

From July to mid-November 2016, the stream had low specific discharge (1.2-2.8 L s™! km™2),
both upstream of the site (Qsup) and more downstream, in the site’s meadow (Qsgown) (Figure 4a).
Despite a few storm events from 16 July to 16 November, almost no floods were recorded in the stream,
and both upstream and downstream discharges remained similar. A few episodes in which Qsgown
decreased to Qsup were observed in August and September 2016, indicating possible losses along
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the reach. However, the reality of losses is difficult to assess because of uncertainty in the gauging
measurements. This period from July to mid-November 2016 was qualified as low flow.

By contrast, from late November 2016 to June 2017, the site had much larger specific discharge
(up to 20 L s™! km2 in December), which would have been due to longer rainfall periods (Figure 4a).
Unfortunately, no rainfall was recorded in autumn due to a malfunction in the weather station.
During this period, Qsgown began to exceed Qsup during storm events and even during periods with
no rain, after the recession limb (Figure 4a). For instance, the difference increased from ca. 0.8 to
1.6 Ls™! km™ during January, to 3.0 L sl km™2 in early March, although successive storm events
increased uncertainty in baseflow estimates. Afterwards, the difference decreased until late May, when
the locations had similar specific discharge (2.6 L s~! km™2). These observations of Qsqown higher
than Qsup when no runoff was recorded tended to indicate a gaining reach from at least December
to March. Thus, the period from late November 2016 to May 2017, with successive floods and an
overall increase in baseflow, was qualified as high flow. Flow variability provides a comprehensive
means of assessing hydrological behavior [80]. Groundwater discharge seemed to be synchronized
with the low-flow period (July to mid-November 2016), with the groundwater level in the upstream
wetland subreach decreasing from ca. 13.0 to 11.3 m asl by mid-November (Figure 4b). During this
period, the streamwater level remained at ca. 12.7 m asl. Recharge also began when high flow began in
late November; however, groundwater remained lower than the stream (negative hydraulic gradient)
until February (12.8 m asl). This behavior appeared unusual for the site, where the hydraulic gradient
usually becomes positive as early as December. This extended recharge period was attributed to an
exceptionally dry year for the area and perhaps the fact that the streambed had been raised (Figure 2).
Ultimately, this upstream subreach had positive hydraulic gradient only from February to May 2017.
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Figure 4. Hydrological processes in the study site over one year. (a) Stream discharge upstream and

downstream of the reach and rainfall from a weather station 1 km downstream. (b) Groundwater and
streamwater levels in the upstream wetland subreach.

3.2. Groundwater Inflow Mapping over Time and Space

Discharge and topography provided good insight into the hydrological processes involved.
During low flow, the stream lost water, most likely in its upstream wetland subreach. During high flow
and between storm events (e.g., early January 2017), discharge increased from upstream to downstream
gauging stations, indicating groundwater inflows.

During the low-flow period (July to October 2016), Tseq Was relatively high because T,;; exceeded
Tgw (Figure 5a). During the high-flow period (late November 2016 to May 2017), Tgw minus Ty,
(dTgw-air) became increasingly positive, indicating the colder seasons of autumn and winter. Tseq
followed this trend, decreasing to a minimum in late January before increasing again in spring. Within
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this overall synchronicity between T,;; and Tsed, certain points in the stream reacted differently over
time. For instance, several points in the sediment ca. 230 m (woods) and 475 m (swamp) from the
beginning of the cable appeared cooler during warm periods and warmer during cold periods than the
rest of the stream (Figure 5a).

Examination of dTseq-air Showed not only these points of thermal anomaly but also periods during
which Tgeq of the entire stream deviated from T, (Figure 5b). In addition, Tsed-air Of some of the
points of thermal anomaly remained close to zero throughout the year (62, 350, 395, and 460 m),
indicating artifacts due to non-submerged cable segments. Temporally, Teq-air Varied more when Ty
was close to Tgyw (e.g., September to November 2016, March to May 2017), shifting between positive
and negative values. Notably, during the transition from low flow to high flow (December 2016 to
February 2017), dTsed-air and dTgy-air had high values at the same time. This high variability of dTsed-air
illustrated the combined effect of a rapidly changing T,;; and the lag time of Tgeq. Because this behavior
made interpretation more difficult, data were normalized to distinguish groundwater inflows from
atmosphere-induced artifacts.
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Figure 5. Spatiotemporal evolution of (a) streambed temperature (Tsed) in the Petit Hermitage
compared to dynamics of air and groundwater temperature (T and Ty, respectively) and (b) the
difference between sediment and air temperature (dTseq-air) compared to dynamics of Tgy minus Tyir
(Tgw-air)- White bands indicate missing data.
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After normalizing each subreach thermal anomaly, we observed large heterogeneities over time
and space along the Petit Hermitage. Subreaches had many points with no groundwater inflows
detected: the entire upstream wetland (0-180 m), the end of the woods (290-380 m), the entire meadow
(380-450 m), and the middle of the swamp (500-540 m) (Figure 6b). The absence of thermal anomalies
in the wetland subreach was most likely due to the perched streambed of the upstream zone, which
likely made it lose water. The woods and swamp subreaches had several riffles (the latter from 500 to
550 m), and their higher elevations may have prevented groundwater inflows. By contrast, the meadow
was more heterogeneous: although generally free of inflows during low flow (July to December), clear
inflows appeared from January to June 2017. Thus, the swamp clearly experienced a seasonal effect in
which groundwater flow paths were mobilized during high flow. Segments of the meadow always
free of groundwater inflows (370-400 m) could also have been so because of several riffles.

The groundwater inflows themselves displayed different patterns throughout the year, such as
intermittent and diffuse patterns in the meadow but constant patterns in the swamp. Constant inflows
in the wetland (e.g., at 25 and 85 m) were apparently unrelated to streambed topography but could
have been due to deep groundwater flow paths from the opposite, non-instrumented, side of the
stream. Indeed, in the wetland, the stream’s right side has a much steeper bank and is much closer to
the hill; thus, the groundwater level in the right hillslope may have been higher than that measured in
the left hillslope (Figure 4b). The potential of a distant groundwater flow path is also supported by
the position of the cable in the thalweg, which has a greater probability of intercepting this kind of
deep circulation [69,81]. Constant inflows were also detected in a segment of the wetland and woods
subreaches (100-280 m), but they could not be related to any parameters besides proximity to the
hillslope and the natural streambed (100-200 m) or the relatively low elevation (210-260 m) (Figure 6b).
In addition, a seasonal effect starting in November 2016 may have increased inflows from 150-250 m.
Finally, the segment of the swamp subreach after the confluence (460-614 m) was dominated mostly
by inflows throughout the year. The especially clear inflow signal from 460 to 500 m may have been
related to it occurring in the deepest pool recorded at the site.
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Figure 6. Application of the fiber optic distributed temperature sensing framework to map groundwater
inflow. (a) Example of sediment temperature minus air temperature (dTseq-air) at a given timestep
(3 August 2016 at 14:04) and its corresponding normalized value (diffTgeq-air) using the dTseg.air of each
geomorphological subreach’s (i-iv) reference segment. Mean diffTgeq.4ir at this timestep is used as a
threshold above which a peak was considered to be groundwater inflow. (b) Spatiotemporal evolution
of thermal anomalies indicating locations with or without groundwater (GW) inflows throughout the
year. White columns indicate points where the sediment or fiber optic cable was frequently observed
non-submerged. Note: Results of (a) generate data for one horizontal line of (b).

3.3. Comparing the SD Method and Framework Based on DTS

The thermal anomalies mapped using our framework were usually considered to be likely
groundwater inflows. Comparing our results to the annual SD of Tseq shows that most low SDs were
associated with diffuse and intermittent groundwater inflows detected more than half of the year,
and vice versa (Figure 7). However, certain inflows detected more than half of the year (Figure 7)
had a smaller spatial extent than those detected during shorter periods (e.g., 310-460 m during high
flow) (Figure 6b). Other arguments support the groundwater inflow hypothesis. For example, some
anomalies appeared at beginning of the high-flow period, especially in the meadow (310-460 m), as
indicated by the net gain in discharge identified by differential gauging of Qsup and Qsqown. Moreover,
most anomalies were located in pools, where intersection with groundwater was the most likely.
Many studies have demonstrated that a hydraulic head gradient from upstream to downstream
of a pool-riffle sequence is the cause of upwelling at the riffle tail [82-84]. In a study focused on
water exchange between a stream and adjacent aquifer, Harvey et al. [85] showed that flow from
the sediment to the stream occurred at transitions from steps to pools and vice versa. In our study,
the generally continuous and turbulent stream flow throughout the year was considered sufficient
to prevent thermal stratification, which also could have explained such differences in pools [86-88].
In addition, the downstream segment beyond 460 m lies in the swamp. Consequently, its banks and
the surroundings were flooded or wet most of the year, indicating a likely positive hydraulic gradient
from groundwater to the stream, which may explain the dense anomalies detected there (except for the
shallowest sections).

Despite this indirect evidence, the nature of these thermal anomalies can be discussed further.
For instance, Norman et al. [89] investigated, through flume experiments, the effects of bed topography
on hyporheic flow. They identified that some anomalies could be caused by hyporheic flow recirculation
instead of groundwater inflows. A cable buried deeper in the sediment may also experience greater

170



Water 2019, 11, 2389

lag time after the atmospheric signal. When our cable was removed, however, it had not been buried
much deeper, except perhaps in the deepest pools, where estimating depth was difficult. In some
locations (100-350 m), cable segments were uncovered by movement of the streambed [62] or even
tangled up with branches and leaves. Nonetheless, the points directly in the streamwater, with low
diffTeeq-air, did not behave so differently that they modified the detection threshold. Only segments of
cable found non-submerged differed significantly (diffTseq-air & 0) and were removed from the dataset.
Even though the method still needs improvement, this study underscored the need to consider patterns
and change in groundwater inflows over a long temporal scale completed by the Part II of this study
focused on groundwater inflow quantification by coupling FO-DTS and vertical velocities inferred
from thermal lances profiles in the hyporheic zone [90].
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Figure 7. Locations of likely groundwater inflows detected more than half of the year by applying our
framework (gray zones) compared to the annual standard deviation of sediment temperature (black
line). Lower standard deviations also indicate likely groundwater inflows.

4. Conclusions

The concepts and relations developed in this study provide a useful and simple methodology
to analyze a large database of stream temperature at high spatial and temporal resolution over a
one-year period using FO-DTS. We used a simple approach based on thermal contrast normalized
by a reference point assumed to lie outside of groundwater influence. The framework depends on a
set of hypotheses for characterizing spatial heterogeneity and temporal intermittency and mapping
groundwater inflow. Results highlighted the main temporal scale needed to identify effects from
groundwater or the atmosphere. Diurnal temperature variation, as well as seasonal variability (high- and
low-water periods), provided conceptual interpretation of thermal anomalies for determining patterns
of groundwater—surface water exchange. Streambed topography was also important: riffle-and-pool
sequences and perched reaches had many fewer inflows than pools. In addition, the spatial extent
of groundwater inflows increased at some locations during the high-flow period. During high flow,
the usual SD approach located the same inflows but underestimated their extent because the SD was
integrated over the entire year. The inflow mapping method showed a clear distribution of groundwater
inflows consistent with previous studies of the same stream. However, the results of thermal anomaly
mapping could not distinguish groundwater inflows from hyporheic recirculation or overbuffering
from sediment. Additional onsite piezometric measurements, vertical flow measurements in the
hyporheic zone, and/or the use of isotopes and chemical tracers could help to determine the processes
involved and identify sources and sinks. Also, mapping temporal intermittency can help improve the
analysis and identification of biogeochemical and hydrological processes, especially in heterogeneous
streams with geomorphological contrast or heavy human modification. This method may prove useful
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in domains such as hydrological modeling and environmental management, which require high spatial
resolution and high-frequency data.
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Abstract: Groundwater discharge though streambeds is often focused toward discrete zones,
indicating that preliminary reconnaissance may be useful for capturing the full spectrum
of groundwater discharge rates using point-scale quantitative methods. However, many direct-contact
reconnaissance techniques can be time-consuming, and remote sensing (e.g., thermal infrared)
typically does not penetrate the water column to locate submerged seepages. In this study, we tested
whether dozens of groundwater discharge measurements made at “uninformed” (i.e., selected
without knowledge on high-resolution temperature variations at the streambed) point locations
along a reach would yield significantly different Darcy-based groundwater discharge rates when
compared with “informed” measurements, focused at streambed thermal anomalies that were
identified a priori using fiber-optic distributed temperature sensing (FO-DTS). A non-parametric
U-test showed a significant difference between median discharge rates for uninformed (0.05 m-day~?;
n = 30) and informed (0.17 m-day~!; n = 20) measurement locations. Mean values followed a similar
pattern (0.12 versus 0.27 m-day™!), and frequency distributions for uninformed and informed
measurements were also significantly different based on a Kolmogorov-Smirnov test. Results suggest
that even using a quick “snapshot-in-time” field analysis of FO-DTS data can be useful in streambeds
with groundwater discharge rates <0.2 m~day_1, a lower threshold than proposed in a previous
study. Collectively, study results highlight that FO-DTS is a powerful technique for identifying
higher-discharge zones in streambeds, but the pros and cons of informed and uninformed sampling
depend in part on groundwater/surface water exchange study goals. For example, studies focused on
measuring representative groundwater and solute fluxes may be biased if high-discharge locations
are preferentially sampled. However, identification of high-discharge locations may complement
more randomized sampling plans and lead to improvements in interpolating streambed fluxes and
upscaling point measurements to the stream reach scale.

Keywords: groundwater discharge; distributed—temperature sensing; groundwater—surface water
interaction; hyporheic zone
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1. Introduction

Groundwater—surface water exchange can be highly variable in rate and direction across streambeds
due to spatial heterogeneity in hydraulic gradient and sediment permeability [1-4]. As a result, a variety
of methods have been employed to measure groundwater discharge at different spatial scales [5].
Point-scale vertical groundwater flux estimates are often based on hydraulic conductivity estimates
from permeameter tests and vertical hydraulic gradient measured using piezomanometers or pressure
sensors [6-9]. Other studies used point-scale measurements of streambed temperature (i.e., vertical profiles
of streambed temperature) to estimate groundwater discharge [10-16]. Seepage meter footprints are
typically larger than point scale [4,5,17] but, in the context of larger reach-scale measurements, are similar
to point-scale measurements (a point-scale seepage device was recently developed [18]). Point-scale
and similarly scaled measurements led to a greater understanding of spatial variability in groundwater
discharge through streambeds [2,19,20], including stream reaches where reach mass balance and other
larger-scale measurements are not possible. However, the necessary flux measurement density required
for spatial interpolation and integration of results at the reach scale requires tradeoffs between feasible
stream or river reach size (due to the time and/or equipment costs) and certainty in reach-scale estimates
of groundwater discharge [19,21].

One reach-scale groundwater discharge “reconnaissance” method that is paired with point
measurements of groundwater discharge is distributed temperature sensing with fiber-optic cables
installed along the streambed (FO-DTS) [3,4,22,23]. In concept, fiber-optic cables (lengths on the order
of 10! to 103 m) are placed on the streambed, giving a longitudinal “linear sample” of streambed interface
temperature at typical resolution of 0.25 m to several meters. Streambed temperature anomalies, such as
cool water patches during the summer, are often associated with focused groundwater discharge
through the streambed [1,24,25]. Studies showed high rates of groundwater discharge associated with
discrete temperature anomalies identified by the FO-DTS technique [4,17,26].

In a previous study where locations of focused groundwater discharge were identified using
FO-DTS, temperature anomalies were described as “cool” zones (streambed temperature was
comparatively low under summer conditions in the Quashnet River), where groundwater discharge
was likely to be higher and more focused in space [4]. The term “ambient” was used to describe zones
where the streambed interface was at a general average background temperature, and groundwater
discharge in ambient zones was likely to be lower and more diffuse [4]. FO-DTS was used to select
measurement locations in each zone, and groundwater discharge measurements from seepage meters
at 29 locations (13 ambient, 16 cool) were reported. Median cool zone discharge (0.83 m-day~!) was
about five times the median discharge estimated from ambient temperature zone measurements
(0.17 m-day~?!) even though the streambed was predominantly sandy and connected to a relatively
homogeneous, permeable sand and gravel aquifer. Follow-up geophysical work found that the
streambed was underlain by discontinuous peat lenses [27], driving spatially preferential groundwater
discharge patterns, similar to that observed in other stream systems with low-permeability streambed
lenses [3,20]. A threshold for FO-DTS detection of focused groundwater discharge in their stream
system was hypothesized (0.4 m-day‘l), with the caveat that lower stream water velocity (compared to
0.5-1 m-s™! in their study) and other thermal factors (e.g., shading) could lead to lower thresholds
in other systems [4]. In a separate study, FO-DTS was used in a peat-dominated wetland stream
to make direct comparisons between a “background” seepage meter measurement site and two other
seepage meter sites located at thermal anomalies, referred to as “focused zones” [17] that showed
enhanced discharge rates.

The ability to identify focused groundwater discharge using FO-DTS raises new questions about
potential bias and uncertainty in point-scale sampling as a means to capture and integrate spatial
variability in groundwater discharge through streambeds. In the absence of flux-reconnaissance
temperature data, point measurements in streams were conducted at random or pre-determined
locations in streambeds or conducted along lateral streambed transects distributed at regular
along-profile intervals [28-34]. While atleast some of these studies involved field reconnaissance of some
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kind (e.g., tests to ensure appropriate equipment for streambed conditions, and preliminary data on
groundwater discharge), we refer to this streambed sampling approach as “uninformed” measurement,
to reflect the lack of prior information on streambed temperature when measurement sites are selected.
In contrast, the technique of using FO-DTS to identify and measure discharge at likely areas of focused
discharge is referred to as “informed” measurement, to reflect that streambed interface temperature
data anomalies inform the selection of measurement sites. In the following, terms “informed” and
“uninformed” are applied to the different aspects of measurements (locations, data, etc.).

In our study, we established measurement locations along the length of a stream in the absence
of any streambed temperature data (uninformed) and compared groundwater discharge rates to the
rates measured at locations selected using FO-DTS temperature data (informed). Thus, this is the
first study to directly compare informed and uninformed measurement approaches. The primary
purpose of this study is (1) to determine whether informed measurements result in significantly higher
estimates of groundwater discharge compared to uninformed measurements, (2) to determine whether
informed measurements give a fundamentally different picture of variability in groundwater discharge
within a stream reach when compared to uninformed measurement, and (3) to test previous estimates
of the lower groundwater discharge threshold at which FO-DTS is still effective for distinguishing
between areas of diffuse and focused discharge in streambeds.

2. Materials and Methods

Groundwater discharge measurements were made at points in a sandy streambed in central
Nebraska using a Darcian flux approach. Point measurements were made at lateral three-point
transects (left, center, and right locations across the streambed), which were distributed at regular
intervals along the length of the study reach. A detailed arrangement of FO-DTS cable along the
left, center, and right sides of the meandering stream was also used to locate apparent temperature
anomalies on the streambed. Groundwater discharge measurements at the temperature anomaly
sites (informed sampling) were then compared to measurements made at three-point lateral transects
(uninformed sampling) to determine if and how the FO-DTS approach might influence the overall
characterization of groundwater discharge into the reach.

2.1. Site Description

The study was conducted on a 700-m reach on the South Branch of the Middle Loup River (SBMLR)
on the University of Nebraska Gudmundsen Sandhills Research Laboratory land located in the central
Sand Hills of Nebraska (Figure 1). The site is located in the northern region of the High Plains aquifer,
where saturated thickness is 300 m. The SBMLR, a tributary to the Middle Loup and Loup Rivers,
is a sinuous, second-order stream that drains approximately 925 km? of pasture. The groundwater-fed
stream has a stream width ranging from 2-5 m and water depth of 10-50 cm. Streamflow during the
study period was about 250 L-s~1.

The sand dunes that comprise the Sand Hills are vegetated and minimally grazed. The soils
and shallow subsurface aquifer near the study site are primarily eolian sand and loamy and sandy
alluvium. The streambed consists of sand with some organic matter. Data from a previous study
conducted upstream of our study site, where the organic matter content is much higher, suggested
mean groundwater discharge rates of 0.1 to 0.3 m-day ™! through the streambed (based on estimated
2-m ditch width) [35,36]. These estimates are at the lower end of the range of other studies conducted
using FO-DTS [4,26,37] (flux ranged 0.05 to 7.2 m-day~!) and similar to previous stream studies using
physical measurement methods [2,18,21].
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Figure 1. (A) Distributed temperature sensing (DTS) fiber-optic (FO) cable configuration on the
streambed interface along ~700 m of stream channel. The cable was placed on the left bank, mid channel,
and right bank at three distinct time periods throughout the study, as described in Section 2.2.
Measurements were made at predetermined intervals, or “uninformed” locations along the fiber
optic cable. Measurements were also made at “informed” locations of suspected high groundwater
upwelling, which were indicated by cooler streambed temperatures sensed by the fiber optic cable.
(B) Study site location in the central Sand Hills of Nebraska.

2.2. Identification of Uninformed and Informed Measurement Sites

Uninformed measurements were allocated at 16-m longitudinal intervals along the stream,
for a total of 30 uninformed hydraulic measurements. The locations were predetermined without
knowledge of streambed temperature dynamics. Beginning at the downstream end of the reach,
intervals of 16-m longitudinal distance were measured, and a lateral three-point transect was
marked across the stream (i.e., measurement locations at right bank, left bank, and center positions)
at each interval.

To identify informed locations to measure streambed discharge, distributed temperature sensing
with fiber-optic cables was used, and a total of 20 informed locations were identified. The FO-DTS unit
was a Silixa-XT system provided by the Center for Transformative Environmental Monitoring Programs
(CTEMPs). The FO-DTS control unit has a published linear spatial sampling resolution at 25 cm and
an operating temperature from —40 to +65 °C at <0.01 °C resolution, although, in practice, the spatial
resolution and temperature resolution are greater. FO-DTS theory applicable to our application can be
found elsewhere [38-40].

The FO-DTS had 4000 m of Commscope flat-drop fiber-optic cable attached, although only 700 m
of cable was deployed on the streambed at any given time during the study. The cable was attached
to the control unit in double-ended mode, excess cable was left on a large spool, and temperature
baths for DTS calibration were located between the spool and the stream. Temperature baths consisted
of 10 m of cable placed in an ice bath in a cooler (0 to 3 °C) and an additional 10 m of cable placed in an
ambient temperature water bath in a cooler. Each bath was equipped with a Silixa Pt100 temperature
reference temperature probe, and an air bubbler circulator was used to avoid temperature stratification
in the bath. Several air loops were also placed on the streambank or attached to stakes above the
stream water level as spatial reference points.
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The FO-DTS cable was secured on the streambed using clamps fastened onto vertical stakes
(Figure 2). At the downstream end of the reach, approximately 100 m of stream length had FO-DTS
cable deployed along the right bank, left bank, and center throughout the entire campaign. In the
upstream part of the reach, the remaining 400 m of cable was sequentially placed on the right bank,
then left bank, and then center of the stream during different time periods for groundwater discharge
reconnaissance (starting 2 June 2017, 8 June 2017, and 9 June 2017, respectively). The movement of the
cable to different streambed positions was done (1) to shorten the individual cable installation periods
given the potential for precipitation events during the study period, and (2) to avoid temperature
impacts of partial and/or temporary burial of large sections of the cable due to the mobile streambed.
A third reason was that sequential installation also reduced the equipment (i.e., clamps and stakes)
required for the detailed installation in the meandering channel.

Figure 2. (A) Fiber-optic cable deployed on the streambed, and (B) an example of areas where the cable
was occasionally above the water line either due to difficulty in deploying the cable around bars in the
channel, or due to a slight decrease in stream stage during the study period.

After cable deployment along the right, left, or center of the stream, the streambed and cable were
left undisturbed for a 12-h period. The unit logged temperatures along the length of the cable every
10 s at 25-cm sampling resolution during the campaign period. When data collection was complete for
the right bank (4 June 2017; Figure 3), the end section of the cable (roughly 400 m) was moved to the
left bank and left undisturbed for another 12-h period. This cycle was completed for center stream as
well. The locations of the FO-DTS cable and the uninformed and informed measurement locations
were identified using a survey-grade Topcon Hiper V global positioning system (GPS).

For each of these cable deployment locations (right bank, left bank, and center), uncalibrated
temperatures (Figure 4C) were used for a field analysis of anomalies (i.e., cool zones, since the study was
conducted in the summer). These anomalies were determined based on visual analysis of a temperature
versus optical distance plot downloaded from the FO-DTS unit in the field (i.e., based on a “snapshot”
of 10-s-averaged temperature measurements). For the deployment along the right side of the stream,
the 10 most pronounced cool zones were identified for an equal comparison to the 10 uninformed
measurements conducted along the right side. For the center and left side of the streambed, there were
fewer pronounced cool zones and, therefore, fewer informed measurement locations.
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Figure 3. Field campaign timeline in the month of June 2017. Sampling time periods for vertical head
gradient measurements along the right bank, left bank, and center channel are indicated by horizontal
bars. Uninformed sampling occurred toward the beginning of each sampling period, while informed
sampling occurred toward the end of each sampling period. The horizontal black and white bar
indicates the time period over which data collected by the DTS was post-processed (to correct for
temperature offsets) and as an example of calibrated and time-averaged FO-DTS temperature data.

After identification, the cooler sections of cable were located along the length of the physical
cable based on cable length. Those cooler locations in the streambed were marked for informed
measurements. The exact cable location where temperature anomalies existed were not known due
to lack of precision in the cable sheathing. Even though the cable had numerical meter measurements,
there were no tick marks on the sheath indicating where the meter marker started or ended, and there
were also differences between the physical cable length and optical distance shown on the temperature
plot. The long section of cable left on the spool may have also added some noise to the temperature
data and contributed to this uncertainty. The general areas of cooler temperature zones were found
first. A temperature probe (Fisherbrand™ Traceable™ Platinum Ultra-Accurate Digital Thermometer,
seven-inch probe, +0.05 °C accuracy) was then inserted into the streambed along the cable within
these general areas. The point that had the lowest temperature based on the surrounding areas was
identified as an informed location.

The DTS collected approximately 56,000 data points during the entire campaign. A subset of 2568
data points was post processed to represent the deployment period along the right bank and the 100 m
of streambed where cable was left in the right bank, left bank, and center positions throughout the study
for comparison to the field “snapshot” selection of informed sampling locations (e.g., Figures 3 and 4).
Post-processed data represented a 6-h period between 1:00 and 7:00 p.m. on 4 June 2017. The data
for this period were calibrated using a MATLAB® graphical user interface (GUT) created by CTEMPs.
The GUI allows the user to determine the location of the calibration baths and splice box in the collected
data and use that information to calibrate temperatures collected by the DTS unit. This double-ended
calibration method allowed for accurate calibration along two different channels within the same
fiber-optic cable.
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Figure 4. (A) Post-processed DTS mean streambed temperature data over a 6-h time period on 4 June
2017. Peaks in the data represent air loops while troughs represent areas of cooler temperature zones.
(B) Standard deviation of temperature data for the same period. Large peaks in the data indicate high
variability in air temperature at air loops. (C) Single snapshot of one temperature signal captured by
the DTS on 4 June 2017. This raw (uncalibrated) dataset was used for selecting where informed physical
measurements would be taken. Note that the full scale of temperature at air loops is not shown in (C).

2.3. Hydraulic Measurements

Vertical hydraulic gradient (VHG; i, m-m~!) and conductivity (K,) were measured at each of the
informed and uninformed locations. The VHG was measured between groundwater and surface water
using a light-oil piezomanometer [9]. Firstly, VHG was measured to avoid the disruption of the local
vertical hydraulic gradient. The hand-built piezomanometer was equipped with a drive-point screen
(5 cm), which was pushed into the streambed to a depth of 30 cm (top of screen). K, was estimated
using the falling head permeameter method [41]. A permeameter, or clear polycarbonate tube with
incremental markings on the side, was inserted into the streambed at 30 cm and a falling head test [41]
was conducted. K, was then calculated for each sampling location as described in previous work [41].

With i and K, known, groundwater flux (q) was calculated for each of the 50 informed and
uninformed locations as g =i X K.

A Sontek Flowtracker Acoustic Doppler Velocimeter was used for measuring stream discharge
in the study reach and stream water velocity near the FO-DTS cable. Stream discharge measurements
were made near the upstream and downstream ends of the study reach on 3 June 2017 and 5 June 2017
(n = 3). Stream velocity measurements were made at 45 locations with paired measurements made
near the cable depth and higher in the water column (1 = 90 stream velocity measurements).
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2.4. Drone Imagery Acquisition

During the course of FO-DTS temperature data collection, a DJI Phantom 4© Quadcopter with
a 12-megapixel camera was used to collect aerial imagery of the study site. The resulting high-resolution
orthophoto aided in digitizing the fiber-optic cable on the streambed (Figure 1) where there was
uncertainty in GPS locations due to the remote study site location. The aircraft was pre-programmed
to run a gridded flight pattern with roughly 70% image overlap for photogrammetric processing.
Over 500 images were captured during the flight and then processed with the photogrammetric mapping
software Pix4D©. Ground control points (GCP) with known GPS coordinates were previously placed
in the streambed and at locations along the stream bank. These GCPs were imported into the mapping
software, tagged to targets in the imagery, and used to create a georeferenced, seamless orthophoto
of the site with ~1.4-cm spatial resolution.

3. Results and Discussion

FO-DTS and vertical flux measurement methods were combined in this study to address three
research questions, each of which is discussed in the sections below. The fourth and final section is
focused on the FO-DTS application and study limitations.

3.1. Are Discharge Estimates at Informed and Uninformed Locations Significantly Different?

All VHGs were positive, which indicated a consistent upward vertical groundwater flux during
the study period. Median groundwater discharge for informed measurements was 0.21 m-day~?,
which was significantly higher than the median of uninformed measurements (0.05 m-day‘l) based
on the Wilcox rank sum non-parametric U-test that is most appropriate for non-normal distributions
(Table 1). Mean groundwater discharge for informed measurements (0.27 m-day‘l) was substantially
higher than for uninformed measurements (0.12 m-day ™).

Table 1. Summary statistics for groundwater discharge (7) measurements in this study and in a previous

study [4].
This Study Quashnet River [4]
All Uninformed ? Informed ? All Ambient ? Cool ?

Median (m-day ') 0.13 0.05° 0.21° 0.40 0.17 0.83
Mean (m~day_1) 0.18 0.12 0.27 0.58 0.19 1.07
Standard Deviation (m-day ™) 0.20 0.14 0.25 0.74 0.33 0.81
Coeffiecient of Variation (%) 110 113 91 126 174 76
Min (m-day™") <0.01 <0.01 <0.01 —-0.55 —-0.55 0.20

Max (m~day_1) 0.95 0.48 0.95 3.0 0.93 3.0
Measurements (-) 50 30 20 29 16 13

@ A subtle difference in nomenclature, as described in the introduction: in previous work [4], groundwater discharge
was measured at 29 locations, all selected based on fiber-optic distributed temperature sensing (FO-DTS) data,
and classified results as ambient or cool zone measurements. In this study, we pre-selected measurement locations
without any prior knowledge of streambed temperature (uninformed) and compare those discharge values with
those measured at cool zones (informed). ® Statistically different values (x = 0.05, p = 0.027).

Both vertical hydraulic conductivity (K,) and head gradient (i) were on average lower for
uninformed measurement locations than for informed locations, but the greatest difference was in K
(Table 2). Median K, for uninformed measurement locations was about 32% of K, from informed
locations and statistically different (U-test; « = 0.05, p = 0.024). The differences in K, reflect how
groundwater was preferentially discharging in areas with higher permeability. Uninformed i was
about 82% of informed i. For informed measurement locations, variability (coefficient of variation)
was greater for i than for K;, and vice versa for uninformed measurement locations.
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Table 2. Summary statistics for head gradient (i) and vertical hydraulic conductivity (Ky).

All Uninformed Informed

i(mm-1) K, (m-day1) i(mm1) Ky, (m-day~1) i(mm1) Ky, (m-day~1)

Median 0.018 6.8 0.017 352 0.023 11.12

Mean 0.023 8.6 0.020 6.0 0.028 124
Standard Deviation 0.023 8.5 0.013 6.3 0.032 10.0
Coefficient of Variation 99% 99% 65% 105% 115% 80%

2 Statistically different values (ex = 0.05, p = 0.024).

3.2. A Fundamentally Different View of Groundwater Discharge?

Although informed measurement locations yielded the highest groundwater discharge estimate
(0.95 m-day™!), uninformed measurements had greater variability in discharge than informed
measurements (coefficient of variation of 113% versus 91%, Table 1). In both cases, variability in
groundwater discharge was in the range (on a percentage basis) of variability commonly observed
in other streams, although the differences between informed and uninformed measurements were less
pronounced in this study compared to differences in variability found previously [4] (174% versus 76%
for ambient versus cool zones, Table 1).

The relative frequency distribution of all groundwater discharge measurements in the SBMLR
(Figure 5C) is typical of other distributions observed in streams with sandy streambeds and relatively
homogeneous connected aquifers [2,21,28]. In general, these distributions indicate a high frequency
of measurements at low-discharge locations, with a long tail toward higher groundwater discharge
values. The frequency distribution for uninformed measurements in our study reach was also heavily
weighted toward low discharge values (Figure 5A). In comparison, the informed measurement locations
yielded a broader distribution, including higher discharge values, but with the bulk of discharge
in the moderate range (Figure 5B). Overall, the frequency distributions for informed and uninformed
measurements represent fundamentally different distributions, based on the Kolmogorov-Smirnov
test (D = 0.45, p = 0.012), as did the frequency distributions for ambient and cool zones measurements
in the Quashnet River [4] (p << 0.01, exact p-value could not be computed due to “ties” in the two
datasets). Thus, the use of FO-DTS in these systems led to substantially different views of groundwater
discharge, based on statistically significant differences in both the median discharge and the frequency
distributions for informed and uninformed measurements.

The shapes of the relative frequency for informed measurements in the SBMLR (Figure 5B) was
remarkably similar to that of the cool zone measurements in the Quashnet River (Figure 5E) [4],
albeit with almost a factor of five difference in magnitude of discharge. The frequency of low discharge
values is clearly lower compared to ambient or uninformed measurements in either the Quashnet River
or SBMLR. In contrast, the uninformed measurements had a broader distribution than the ambient
locations selected in the Quashnet River, likely because our uninformed measurements sampled
the streambed more broadly than the ambient location measurements purposely at relatively warm
streambed zones for that study. In other words, it was possible for our uninformed measurements
to occur at locations with high-, intermediate-, or low-temperature streambed zones, whereas ambient
sites in the Quashnet River [4] were purposefully located in warmer streambed zones for comparison
with measurements selectively located at cool zones.
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Figure 5. Relative frequency distributions of (A) informed, (B) uninformed, and (C) all groundwater
discharge measurements in this study, alongside frequency distributions calculated from (D) ambient
locations and (E) cool locations, and (F) calculated from all groundwater discharge measurement
locations reported from the Quashnet River in a separate study [4]. Two negative (downward) flux
estimates were excluded from the ambient and all measurement distributions from the Quashnet River.
Labels on the horizontal axis indicate the upper limit for each bin.

The different observed frequency distributions are important to consider in future work,
particularly for studies where the influence of groundwater chemistry on stream-water quality
is a concern. There are potentially interesting tradeoffs between capturing groundwater chemistry
at high-discharge points using FO-DTS, versus broader sampling that captures what appear to be
high-frequency low-discharge points. For instance, studies of groundwater age and nitrate discharge
from aquifers found highly variable groundwater age and nitrate concentrations in streambeds, and that
high-versus low-discharge locations may be correlated with different nitrate fluxes [31,42]. Thus, it may
seem intuitive to seek out and measure groundwater chemistry at high-discharge points using FO-DTS,
but “missing” the high-frequency low-discharge points could potentially bias the overall estimates
of chemical flux from groundwater and/or the distributions of groundwater age in aquifer discharge.

Furthermore, for studies where spatial interpolation is desired to upscale from streambed points
to reach scale, it is important to capture both low and high discharge rates [20]. There may be opportunities
in future work to exploit FO-DTS data in the field to better inform sampling strategy. For instance,
streambed points may be selected at several temperature signatures (not just the warmest or coolest
temperature anomalies) to capture the full spectrum of groundwater discharge rates. If temperature
and groundwater discharge are reasonably correlated, FO-DTS may serve as a “line sample” along the
streambed (e.g., Figure 6), and used to improve or evaluate spatial interpolation of streambed fluxes. On the
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other hand, a hybrid alternative is possible, where informed and uninformed sampling are combined
to “randomly” sample the reach while also capturing potentially important high-discharge zones.
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Figure 6. Calibrated mean streambed temperature for the time period shown in Figure 3. Informed
sampling locations (shown as open circles) are along the right bank of the stream (A) in the upstream
part of the reach where a single strand of cable was placed, and (B) in the downstream end of the reach
where cable was left in the right bank, left bank, and center positions throughout the campaign.

3.3. A Lower Discharge Threshold for Effective Use of FO-DTS?

Median groundwater discharge was 0.13 m-day~! in this study, relatively low compared to the
recent similar study [4]. In that study, they conservatively estimated a threshold of 0.42 m-day ' as
a cutoff below which FO-DTS application might be less effective for identifying focused discharge
locations in the coastal Quashnet River. However, they noted that an argument could also be made
for a smaller threshold of 0.2 m-day~! and that, in other stream systems with lower stream velocities
(less than the typical 0.5-1 m-s~! observed in the Quashnet River), an even lower threshold could be
applicable. Our study reach in the SBMLR had an average stream velocity along the FO-DTS cable
of about 0.3 m's™!. Thus, stream velocities and groundwater discharge rates at our site on the SBMLR
are both lower than for the Quashnet River, suggesting the discharge rate threshold for successful
application of FO-DTS for the geolocation of discharge points based on point-in-time temperature
traces may indeed be <0.2 m-day !, especially where stream velocities and other variables are favorable
for the creation of discharge-based thermal anomalies.

3.4. Raw vs. Calibrated FO-DTS Temperature Data and Study Limitations

One potential limitation to this study was the use of a less-precise “snapshot-in-time” approach
to identify cool zones for informed measurement based on 10-s-averaged temperatures (Figure 4C;
see also Section 2.2). A more robust in-field analysis of calibrated FO-DTS temperature data (Figure 4A,B),
or even temperature averaged over a longer period (minutes, rather than seconds) may have led to more
precise identification of cool zones. A subset of temperature data displayed in map view (Figure 6)
suggests that the informed locations identified along the right bank in this study were reasonably
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consistent with post-processed and calibrated temperature data. Out of the seven measurement locations
in Figure 6, five were located at or very near relatively cool locations as indicated by post-processed
temperatures. The use of calibrated temperatures, mean streambed temperature, and temperature
variance over time may eliminate some artefacts in the raw temperature data, and highlight areas
that are consistently cooler, allowing for identification of subtle thermal anomalies corresponding
to moderate flux zones. For example, parts of the cable in the direct sun could be affected more by solar
radiation than parts of the cable that are in shaded areas. Integrating mean streambed temperature over
a period of time may smooth out these direct solar warming-based variances [1].

However, more advanced approaches of post-processing FO-DTS temperature data in the field
are time-consuming and could reduce the amount of physical measurements that can be made within
a given study period. Lengthening the deployment measurement period increases potential for other
artefacts as well. For instance, bedform migration in the stream channel can bury portions of the
cable in the streambed, which would lead to a bias toward cooler streambed temperature, or possible
misinterpretation of transience in groundwater discharge over time. Lengthened deployment and/or
measurement periods also increase the risk of encountering significant transience in the system,
including hydrological events that may create greater uncertainty in temperatures and even loss or
damage of equipment (e.g., through deep burial of the cable, as we experienced at a larger river site).
An approach that may help balance between lengthy post-processing and reserving sufficient time for
physical measurements in the future is the use of temperature thresholds from FO-DTS temperature
time series [4].

Due to topography, stream morphology, and the remote location of the research site, errors in GPS
coordinates for measurement points and cable lengths mostly varied by roughly 0.10-1.0 m. Drone imagery
was helpful for determining the cable location where GPS signal was poor. Other challenges included
finding the exact locations of cool zones along the FO-DTS cable, as described previously in Section 2,
and the time required to carefully deploy the cable along the right, left, and center of the meandering stream.

4. Conclusions

This field study quantitatively compared two different approaches for sampling streambed
fluxes in space. The first approach used FO-DTS in a reconnaissance mode to identify likely zones
of focused groundwater discharge in streambeds. We refer to this approach as informed measurement.
These informed measurements were then compared to results from the more traditional approach
of measuring streambed fluxes at evenly spaced transect locations selected without prior knowledge
of streambed temperatures (uninformed measurements).

Streamflow in the Nebraska Sand Hills is dominated by groundwater discharge, which made
our research site an ideal location for applying DTS methodology and for testing the hypothesis that
informed groundwater discharge measurements would yield a significantly different view of groundwater
discharge when compared with uninformed measurements. A non-parametric U-test showed a significant
difference between median values for informed discharge measurements (0.17 m-day~!) and uninformed
measurement locations (0.05 m-day™'). The frequency distributions for informed and uninformed
measurements were also significantly different, based on a Kolmogorov—Smirnov test.

Areas of focused groundwater discharge were successfully identified in this study using a simple
“snapshot-in-time” field analysis of FO-DTS data. Despite the less-precise raw data, results suggest
a much lower threshold for the magnitude of groundwater discharge at which FO-DTS is applicable
(approximately one-fifth of the value proposed previously [4]). Future studies that rely on more
advanced post-processing of temperature data (to calibrate FO-DTS temperatures and remove artefacts
in the data) may lead to even more precise identification of zones of focused groundwater discharge,
although post-processing techniques need to be efficient enough to be conducted quickly in the field
to guide sampling [43]. There has been a recent increase in the application of drone-based infrared thermal
imaging for quick reconnaissance of groundwater discharge zones along streams at large scales [44];
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however, infrared imaging does not penetrate the water column and low-to-moderate-discharge zones
are likely to be missed.

Regardless of the approach to field analysis for FO-DTS, it is clear that temperature-based
reconnaissance can lead to a substantially different view of groundwater discharge within a given
stream reach. However, questions remain as to how application of FO-DTS may bias perceptions
of overall average groundwater discharge into streams; it is important to carefully consider how
FO-DTS fits into project objectives.
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