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Vanessa Cardin

Sea Surface Circulation Structures in the Malta-Sicily Channel from Remote Sensing Data
Reprinted from: Water 2019, 11, 1589, doi:10.3390/w11081589 . . . . . . . . . . . . . . . . . . . . . 57

Milena Menna, Pierre-Marie Poulain, Daniele Ciani, Andrea Doglioli, Giulio Notarstefano,

Riccardo Gerin, Marie-Helene Rio, Rosalia Santoleri, Adam Gauci and Aldo Drago

New Insights of the Sicily Channel and Southern Tyrrhenian Sea Variability
Reprinted from: Water 2019, 11, 1355, doi:10.3390/w11071355 . . . . . . . . . . . . . . . . . . . . . 77

Manuel Bensi, Vedrana Kovačević, Leonardo Langone, Stefano Aliani, Laura Ursella, Ilona

Goszczko, Thomas Soltwedel, Ragnheid Skogseth, Frank Nilsen, Davide Deponte, et al.

Deep Flow Variability Offshore South-West Svalbard (Fram Strait)
Reprinted from: Water 2019, 11, 683, doi:10.3390/w11040683 . . . . . . . . . . . . . . . . . . . . . 101

Huimeng Wang, Yunyan Du, Fuyuan Liang, Yong Sun and Jiawei Yi

A Census of the 1993–2016 Complex Mesoscale Eddy Processes in the South China Sea
Reprinted from: Water 2019, 11, 1208, doi:10.3390/w11061208 . . . . . . . . . . . . . . . . . . . . . 121

Ruili Sun, Fangguo Zhai and Yanzhen Gu

The Four Patterns of the East Branch of the Kuroshio Bifurcation in the Luzon Strait
Reprinted from: Water 2018, 10, 1822, doi:10.3390/w10121822 . . . . . . . . . . . . . . . . . . . . 141
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Abstract: The great spatial and temporal variability, which characterizes the marine environment,
requires a huge effort to be observed and studied properly since changes in circulation and
mixing processes directly influence the variability of the physical and biogeochemical properties.
A multi-platform approach and a collaborative effort, in addition to optimizing both data collection
and quality, is needed to bring the scientific community to more efficient monitoring and predicting
of the world ocean processes. This Special Issue consists of nine original scientific articles that address
oceanic circulation and water mass exchange. Most of them deal with mean circulation, basin and
sub-basin-scale flows, mesoscale eddies, and internal processes (e.g., mixing and internal waves) that
contribute to the redistribution of oceanic properties and energy within the ocean. One paper deals
with numerical modelling application finalized to evaluate the capacity of coastal vegetated areas
to mitigate the impact of a tsunami. The study areas in which these topics are developed include
both oceanic areas and semi-enclosed seas such as the Mediterranean Sea, the Norwegian Sea and
the Fram Strait, the South China Sea, and the Northwest Pacific. Scientific findings presented in this
Special Issue highlight how a combination of various modern observation techniques can improve
our understanding of the complex physical and biogeochemical processes in the ocean.

Keywords: mesoscale eddies; deep-sea thermohaline variability; dense-water formation; picoplankton
distribution; glider; floats; high-frequency radar; moorings; tsunami; Kuroshio bifurcation; internal waves

1. Introduction

The oceanic circulation shows great spatial and temporal variability that requires a huge effort
to be observed and studied properly [1]. Satellites, autonomous platforms, fixed point observatories
located in key regions of the world ocean, and repeated hydrographic surveys are a means to collect
new data. However, when the spatial and temporal resolution is not adequately resolved, numerical
models can complement or compensate for the lack of information needed for the observation of the
most complex oceanic dynamics and processes.

This Special Issue collects a series of scientific articles (Table 1) that address oceanic circulation and
water mass exchange. The study areas in which these topics are developed are the Mediterranean Sea,
the Norwegian Sea and the Fram Strait, the South China Sea, and the Northwest Pacific. The papers
deal with the oceanic circulation generated by wind and/or density gradients, which contributes to the
exchange of water between different parts of the ocean or between marginal seas and adjacent ocean
areas. These processes develop at different spatial and temporal scales. Other than mean circulation,
basin and sub-basin-scale flows, mesoscale eddies and internal processes (e.g., mixing induced by
bottom roughness, internal waves) also contribute to the redistribution of oceanic properties and
energy within the ocean, but they are not always correctly taken into consideration. Thermohaline
ocean circulation is driven by winter convection and dense water formation processes, which are
directly influenced by weather conditions. Subsequently, long-term and climatic changes in circulation
and vertical mixing processes directly influence the variability of the ocean biogeochemical properties.

Water 2020, 12, 882; doi:10.3390/w12030882 www.mdpi.com/journal/water1
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A special role in trapping and/or transporting the biogeochemical properties of seawater is played by
travelling eddies; however, this is yet to be quantified. The scientific papers included in this Special
Issue try to provide new evidence related to the processes associated with the circulation and mixing
in both oceanic areas and semi-enclosed seas.

Table 1. Summary of the nine papers published in the Special Issue “Ocean Exchange and Circulation” in
the Water Journal (https://www.mdpi.com/journal/water/special_issues/Ocean_Exchange_and_Circulation).

Keywords Authors Title Study Area

remote sensing;
high-frequency radar;

Malta–Sicily Channel; Malta
Sicily Gyre; surface circulation

Reyes–Suarez, N.; Cook, M.; Gačić,
M.; Paduan, J.; Drago, A.;

Cardin, V.

Sea Surface Circulation
Structures in the

Malta-Sicily Channel
from Remote Sensing

Data.

Mediterranean Sea,
Malta-Sicily Channel

picoplankton community;
deep-sea; Southern Adriatic;

Mediterranean Sea

Šantić, D.; Kovačević, V.; Bensi, M.;
Giani, M.; Vrdoljak Tomaš, A.;

Ordulj, M.; Santinelli, C.;
Šestanović, S.; Šolić, M.; Grbec, B.

Picoplankton
Distribution and Activity
in the Deep Waters of the

Southern Adriatic Sea.
Water 2019

Mediterranean Sea,
Adriatic Sea

Mediterranean Sea; drifters;
sub-basin-scale eddies; gliders

Mauri, E.; Sitz, L.; Gerin, R.;
Poulain, P.; Hayes, D.; Gildor, H.

On the Variability of the
Circulation and Water
Mass Properties in the
Eastern Levantine Sea

between September
2016–August 2017

Mediterranean Sea,
Levantine Sea

Sicily Channel; spatial and
temporal variability;

mesoscale eddies

Menna, M.; Poulain, P.; Ciani, D.;
Doglioli, A.; Notarstefano, G.;

Gerin, R.; Rio, M.; Santoleri, R.;
Gauci, A.; Drago, A.

New Insights of the
Sicily Channel and

Southern Tyrrhenian Sea
Variability.

Mediterranean Sea, Sicily
Channel and the
Tyrrhenian Sea

Levantine intermediate water
formation; Levantine deep

water formation; Rhodes Gyre;
boundary currents; heat fluxes;

Argo floats; dense water
formation

Kubin, E.; Poulain, P.; Mauri, E.;
Menna, M.; Notarstefano, G.

Levantine Intermediate
and Levantine Deep

Water Formation: An
Argo Float Study from

2001 to 2017

Mediterranean Sea,
Levantine Sea

Fram Strait; deep-sea
thermohaline variability; slope

currents; wind-induced
processes; shelf-slope

dynamics

Bensi, M.; Kovačević, V.; Langone,
L.; Aliani, S.; Ursella, L.; Goszczko,

I.; Soltwedel, T.; Skogseth, R.;
Nilsen, F.; Deponte, D.; Mansutti,
P.; Laterza, R.; Rebesco, M.; Rui, L.;
Lucchi, R.; Wåhlin, A.; Viola, A.;

Beszczynska-Möller, A.;
Rubino, A.

Deep Flow Variability
Offshore South-West

Svalbard (Fram Strait)

Fram Strait; Greenland
Sea; Barents Sea

Kuroshio bifurcation; Luzon
Strait; SOM; temporal and

spatial variation; sea surface
temperature; mesoscale eddy

Sun, R.; Zhai, F.; Gu, Y.

The Four Patterns of the
East Branch of the

Kuroshio Bifurcation in
the Luzon Strait.

Northwest Pacific, Luzon
Strait

complex processes; eddies;
mobility indicators; splitting

and merging; community
division; South China Sea

Wang, H.; Du, Y.; Liang, F.; Sun, Y.;
Yi, J

A Census of the
1993–2016 Complex

Mesoscale Eddy
Processes in the South
China Sea. Water 2019

South China Sea

tsunami waves; numerical
simulation; wave run-up; flow

structure; coastal vegetation

Zhang, H.; Zhang, M.; Xu, T.;
Tang, J.

Numerical Investigations
of Tsunami Run-Up and

Flow Structure on
Coastal Vegetated

Beaches

Theoretical study

2. Oceanic Circulation and Mesoscale Features: Experimental and Modelling Approaches

One paper in this Special Issue represents an example of numerical modelling application,
displayed by Zhang et al. [2], where the authors study the interaction of the ocean with the coastal
area: in fact, coastal areas are the most densely populated and urbanized, but they are also complex
and delicate environments. In coastal areas, waves have a strong impact that can be devastating
and produce great damage as well as the loss of human lives. In this case, prevention, through the
application of numerical models for case studies, e.g., the impact of tsunami waves, is very important.
A depth-integrated numerical model was established to simulate wave propagation in a coastal region
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with and without forest cover, which could be considered buffer zones able to mitigate the impacts
from tsunami waves over coastal areas. Overall, these findings provide cost-effective natural strategies
to improve the effectiveness of vegetated bioshields against tsunami hazards.

Other papers in this Special Issue reflect the large interest and importance of mesoscale eddies in
a number of semi-enclosed seas of the world ocean. A detailed census of mesoscale eddies and their
generation and migration within the South China Sea is presented by Wang et al. [3]. A combined
use of satellite measurement data and Hybrid Coordinate Ocean Model (HYCOM) reanalysis data,
together with the self-organizing map (SOM) method, was used to investigate the east branch of the
Kuroshio bifurcation where four coherent patterns associated with mesoscale eddies in the Pacific
Ocean were found [4]. On the other hand, generation mechanisms like wind curl and dense water
flow of the mesoscale eddies in the Ionian Sea (central Mediterranean) were addressed and some
comparisons between the two forcing mechanisms were discussed in the paper by Menna et al. [5].
The Sicily Channel, in between the eastern and western Mediterranean basins, is another area
characterized by large mesoscale variability and water mass exchanges that was analyzed in the
paper by Reyez–Suarez et al. [6]. In this paper, data obtained by the High Frequency (HF) radar
enabled authors to identify semi-permanent gyres, which were clearly evident from altimetry data
also. By using satellite chlorophyll data, authors showed the signal present in the phytoplankton
coinciding with altimetry or HF circulation data. Geostrophic flow obtained from the altimetry data
fits very well with the HF radar data averaged over a few weeks. The paper presented by Menna et
al. [5] deals with such variability more or less in the same area using a combination of long-term,
time-series altimetry data, Sea Surface Temperature (SST), and remotely sensed wind data in order
to study the seasonal and multiannual variability of mesoscale structures. Wind data allowed the
authors to discuss in detail the generation mechanism of mesoscale eddies and the importance of
wind stress and wind stress vorticity fields on their seasonal variability.

The role of mesoscale eddies in enhancing the primary production both at the open ocean [7,8]
and in semi-enclosed seas (e.g., [9,10]) has been extensively addressed in oceanographic literature ever
since the mid-1990s. There is also an important interaction between mesoscale eddies and plankton
spatial patterns, and thus the biological features in the ocean are, to a large degree, conditioned by these
circulation features [11]. In this issue, picoplankton biomass, distribution, and activity were addressed
in the paper by Šantić et al. [12], where the authors used data collected during two Eurofleets2 cruises
gathered in the Adriatic Sea (eastern Mediterranean) to compare pre- and post-winter convection
phases. The Adriatic Sea is, in fact, one of the main dense water formation sites in the Mediterranean
Sea [13], where long-term variability and climatic shifts can produce important effects on the overall
circulation of this marginal sea, with possible repercussions on the global thermohaline circulation
also [14]. Indeed, despite being a marginal sea, the large-scale dynamical effects linked to the interaction
between the Mediterranean water outflow from the Strait of Gibraltar and the Atlantic Ocean has
always been the subject of study [15]. The so-called “Meddies”, for example, are lenses of warm and
salty Mediterranean Water that travel through the North Atlantic at depths between ∼500 and 1500 m.
They are typically 40–100 km in diameter with their core being 500–1000 m thick [16]. Signatures of the
timing of Mediterranean outflow water activity are recorded in the depositional sediment, revealing
how the addition of the warm saline water to the cooler less-salty waters of the Atlantic was related to
climate change, deep ocean circulation, and plate tectonics [17].

Furthermore, the deep flow variability and the dynamics related to internal waves are analyzed in
the paper published by Bensi et al. [18], where the authors take into account the bottom current flows and
thermohaline variability in the eastern part of the Fram Strait, which is a crossroad of waters between
the North Atlantic and the Arctic Ocean. Starting from a detailed analysis of time series data collected
through deep-sea oceanographic moorings, the authors discuss the ocean–atmosphere interactions in a
region where they are particularly intense, and where they lead to multiple oceanographic processes,
like shelf-slope dynamics, deep water variability through the mixing of Polar and Atlantic waters,
as well as sea ice and dense water formation. A strong eddy activity was observed at 1000 m depth
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in the Fram Strait, associated with the passage of topographically trapped waves enhanced by the
atmospheric events particularly intense in the winter season.

A multiplatform approach is an efficient experimental tool to study oceanic features and their
evolution in time and space, and this is illustrated successfully in a series of papers in this issue.
Based on the analyses of drifters, floats, altimetry, and glider data, the paper by Mauri et al. [19] focuses
on quasi-permanent features, i.e., meandering structures and eddies/gyres, in the easternmost part of
the Mediterranean Sea [19], which is also a region where the Levantine intermediate water originates
from and starts its travel westwards, contributing to the generation of the necessary pre-conditions for
the dense water formation in the Aegean, Adriatic, and West Mediterranean basins [20]. In particular,
by the visual inspection of more than 800 vertical profiles of temperature, salinity, and potential density
gathered from ARGO floats, Kubin et al. [20] detected the timing and evolution, of the Levantine
intermediate and deep waters, revealing that, in some conditions, the algorithm used for the detection
of the mixed layer depth can underestimate it during winter convection events.

3. Conclusions

This Special Issue contributes to highlight and discuss topics related to the oceanography of
semi-enclosed seas and the open ocean. An important number of articles address the theme of mesoscale
eddies and their generation/variability by external or internal forcing. In this Special Issue, the effects
of mesoscale circulation on biological processes are also covered. The approach to these studies used
a broad spectrum of modern measurement techniques that allow for a high temporal and spatial
resolution; in this context, fixed-point observations, remote sensing techniques, data from gliders,
floats, and drifters are used to a large extent. The characteristics of the circulation on larger spatial
scales were also addressed and some important aspects, such as the thermohaline variability of deep
layers or the formation of dense water, have been discussed. Future works should be more oriented
towards an increasingly enhanced combination of numerical modelling data assimilation techniques
and experimental data. Particularly promising results could be obtained from the assimilation of
high-frequency radar data, which can also be used very efficiently in submesoscale vortex studies. A
multi-platform approach, in addition to optimizing data collection—in terms of quality, also—will
bring the scientific community to more efficient monitoring and better predictions of the world ocean
processes. This must be a collaborative effort, useful to optimize and integrate ocean observing systems,
sensor deployment, and usage [21]. Only with this approach can the scientific community take a step
forward in the understanding of climate variability and the anthropogenic effect.
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Abstract: Levantine intermediate water (LIW) is formed in the Levantine Sea (Eastern Mediterranean)
and spreads throughout the Mediterranean at intermediate depths, following the general circulation.
The LIW, characterized by high salinity and relatively high temperatures, is one of the main contributors
of the Mediterranean Overturning Circulation and influences the mechanisms of deep water formation
in the Western and Eastern Mediterranean sub-basins. In this study, the LIW and Levantine deep
water (LDW) formation processes are investigated using Argo float data from 2001 to 2017 in the
Northwestern Levantine Sea (NWLS), the larger area around Rhodes Gyre (RG). To find pronounced
events of LIW and LDW formation, more than 800 Argo profiles were analyzed visually. Events
of LIW and LDW formation captured by the Argo float data are compared to buoyancy, heat and
freshwater fluxes, sea surface height (SSH), and sea surface temperature (SST). All pronounced events
(with a mixed layer depth (MLD) deeper than 250 m) of dense water formation were characterized
by low surface temperatures and strongly negative SSH. The formation of intermediate water with
typical LIW characteristics (potential temperature > 15 ◦C, salinity > 39 psu) occurred mainly along
the Northern coastline, while LDW formation (13.7 ◦C < potential temperature < 14.5 ◦C, 38.8 psu
< salinity < 38.9 psu) occurred during strong convection events within temporary and strongly
depressed mesoscale eddies in the center of RG. This study reveals and confirms the important
contribution of boundary currents in ventilating the interior ocean and therefore underlines the need
to rethink the drivers and contributors of the thermohaline circulation of the Mediterranean Sea.

Keywords: Levantine intermediate water formation; Levantine deep water formation; Rhodes Gyre;
boundary currents; heat fluxes; Argo floats; dense water formation

1. Introduction

The Mediterranean Sea (Figure 1) is composed of two basins of nearly equal size, the Western
and the Eastern Mediterranean Sea, connected by the Sicily Channel. The general circulation of the
Mediterranean Sea can be divided into three dominant scales of motion: the basin scale including the
thermohaline circulation, the sub-basin scale including permanent and quasipermanent cyclonic and
anticyclonic gyres, and the mesoscale with small but energetic temporary eddies [1,2]. All these scales
are interacting.

Through the Strait of Gibraltar, the relatively fresh Atlantic water (AW) enters the Western
Mediterranean Sea within the upper 100 to 200 m. It is modified flowing eastward, passes the Sicily
Channel and the Ionian Sea and enters the easternmost part of the Mediterranean, the Levantine Sea.
The salinity of the AW in the Levantine Sea depends on the circulation patterns during its path, mainly
influenced by the variability of the circulation of the North Ionian Gyre (NIG) which varies significantly
at seasonal and decadal scales ([3–5]; Figure 1a).
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Due to evaporation and air–sea exchanges, the AW is becoming saltier and warmer when reaching
the Levantine Sea. The AW that enters the Levantine Sea is identified by a subsurface minimum of
S < 38.6 psu and by a temperature of 14–15 ◦C. The Levantine intermediate water’s (LIW) properties
are defined by salinity values greater than 39 psu, potential temperature values greater than 15 ◦C and
potential density values between 29 and 29.05 kgm−3 while typical ranges for Levantine deep water
(LDW) are 13.7–14.5 ◦C and 38.8–38.9 psu [6].

The strong advective surface salinity preconditioning [7] and buoyancy losses due to heat and
freshwater fluxes in winter lead to dense water formation, sinking takes place, and the LIW is formed
(Figure 1a). The LIW is characterized by a subsurface salinity maximum and occupies and moves in
the intermediate layers between 200 and 600 m throughout the Mediterranean Sea until it reaches the
Atlantic Ocean through the Strait of Gibraltar. Therefore, the LIW contributes as an important driver to
the thermohaline circulation of the Mediterranean Sea. The specific pathways of the thermohaline
circulation depend strongly on where and when the LIW is formed.

According to the prevailing view, the LIW formation takes place within the cyclonic Rhodes Gyre
(RG) during the winter months ([1,8], Figure 1a). However, experimental studies showed that the RG
is also a place of LDW formation and that the Levantine basin is a site of multiple and different water
mass formation processes [6,9,10]. Furthermore, recent theoretical models revealed that no net mean
sinking takes place within Mediterranean convection sites such as the RG, while boundary currents
undergo net intense sinking ([11–16]; mean from 1980 to 2013 for all seasons; Figure 1c). This is due
to vorticity dynamics: Only dissipation at the boundary (and bottom friction) can balance the vortex
stretching that arises from vertical motions induced by net sinking.

The focus of this study is on the Northwestern Levantine Sea (NWLS; latitude: 33◦–37◦, longitude:
26◦–32◦; red rectangle in Figure 1b), the larger area around the RG, including also the area along the
Northern coast. The NWLS is characterized by a general cyclonic surface circulation and the presence
of the permanent RG, cyclonic and anticyclonic structures (such as Ierapetra (IG) and Mersa-Matruh
Eddy (MME)), intense jets (such as the Mid Mediterranean Jet (MMJ); with minimum subsurface
salinity values), a strong coastal current along the Northern coastline (the Asia Minor Current (AMC)),
and the passage from the Cretan to the Levantine Sea ([17], Figure 1b).

This study aims to describe where and when LIW and LDW formation take place within the
NWLS, using Lagrangian Argo float data over a period of 16 years. The results were compared to heat
and freshwater fluxes and satellite data (SSH, SST).

Dense water formation processes occur on daily scales and are linked to temperature and salinity
extrema which are not represented using climatological data sets or mixed layer depth (MLD) detection
algorithms. Therefore, more than 800 Argo float profiles from 2001 to 2017 were analyzed visually to
investigate LIW and LDW formation during winter months.

The paper is organized as follows: In Section 2, the data sets and analysis methods are presented.
In Section 3, the time evolution of the heat and freshwater fluxes from 2001 to 2017 for the center of the
RG are shown to identify periods of extreme heat losses due to outbreaks of strong cold and dry winds
leading to dense water formation. Section 3 gives two examples of the LDW formation within the
RG and one example of the typical LIW formation along the Northern coastline and characterizes the
newly formed water masses. Section 4 gives an overall discussion and summarizes the major results of
this work.
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Figure 1. (a) General concept of the thermohaline circulation which, according to the prevailing view,
is driven by a few convection sites within the Mediterranean Sea, adapted from [1]. The red arrow
shows the entering Atlantic water (AW) while the orange arrow shows the Levantine intermediate
water (LIW), which travels throughout the Mediterranean and flows into the Atlantic Ocean. The
orange and yellow frames highlight the area of the Levantine Sea and of the Northwestern Levantine
Sea (NWLS), respectively. The blue circle indicates the position of the North Ionian Gyre (NIG)
the circulation of which is important for the advective salinity preconditioning. (b) Mean surface
geostrophic circulation in the Levantine Sea from 1992 to 2010 derived from drifter data. The yellow
rectangle indicates the area of study, the NWLS (latitude: 33–37◦, longitude: 26–32◦). Adapted
from [17]. AMC—Asia Minor Current; CC—Cilician Current; CE—Cyprus Eddy; EE—Egyptian Eddies;
IE—Ierapetra Eddy; LEC—Libyo-Egyptian Current; LTE—Latakia Eddy; MME—Mersa-Matruh Eddy;
MMJ—Mid Mediterranean Jet; ShE—Shikmona Eddy. (c) A model run from 1980 to 2013 [15] showed
that little to no net sinking takes place at convection sites (blue arrows; from left to right: Gulf of Lion,
South Adriatic, Aegean Sea, Rhodes Gyre (RG)) while boundary layer currents undergo net intense
sinking (brown arrows). The yellow rectangle indicates the area of study. Adapted from [15].

2. Datasets and Methods

The datasets used for this study are Argo floats vertical profiles of temperature and salinity (T/S)
collected in the NWLS during winter months (January, February, March—JFM) between 2001 and
2017. In total 879 T/S profiles from 20 floats were analyzed visually. Figure 2 shows the position of the
Argo float profiles and the annual distribution of profiles for JFM between 2001 and 2017 for the area
of study.
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Figure 2. (a) Position of the 879 analyzed float profiles for January, February, and March (JFM) 2001–2017;
Orange rectangle defines the area of study (the NWLS), the black ellipse describes the center of RG. (b)
Annual distribution of float profiles in the NWLS: JFM 2001–2017.

With the help of an external bladder, the Lagrangian floats descend to a programmed parking
depth (350 or 1000 m) where they stay for a specified period (1–10 days, mainly 5 days [18]). Then,
they descend to greater depths (up to 2000 m). During their ascent back to the surface, they measure
temperature and salinity throughout the water column. At the surface they transmit the data to
satellites and descend again. The transmitted data are stored at data assembly centers (DAC) which
apply a quality control and provide open access to real time and delayed mode quality controlled data.

Quality controlled Argo float data were downloaded from the Ifremer Data Assembly Center
(DAC; ftp://ftp.ifremer.fr/ifremer/argo/dac/coriolis/). For this study, only data with the best quality
control (qc=1) were taken into account. Downloaded parameters included float number, position, time,
pressure, temperature, and salinity.

Hydrographic properties were expressed as potential temperature, potential density, and salinity
according to the practical salinity scale (PSU).

The visual inspection of the Argo float profiles is important due to the fact that the Argo floats
may pass an area not exactly during the event of mixing or convection. They can instead sample days
or weeks later when the recapping (i.e., a newly formed shallow MLD) already occurred. In such
a case, MLD detection algorithms indicate a shallow MLD, but do not give any information about
mixing or convection events before the recapping. While at the top, there can be already a newly
formed MLD and the convection event can still be visible deeper in the water column. MLD detection
statistics rarely give information about deep mixing events while the visual inspection of the form of
the profile (potential temperature, salinity, and potential density) reveals clearly such events. Figure 3a
shows the climatology of the winter maximum MLD derived from Argo float data and downloaded
from [19] in the period 2000 to 2018. The maximum MLD is 225 m along the coastline of the NWLS
(Figure 3a). The visual inspection of the Argo profiles in the same region reveals deeper dense water
formation events. For example, in winter 2007, the float WMO 6900098 (Figure 3b), moving along
the northern coastline of the NWLS, shows the deepening of the winter MLD from 100 m (Figure 3c)
to 200 m (Figure 3d) in January. In March, when the maximum MLD is about 550 m, the recapping
occurred (due to surface warming) with a newly formed MLD of about 50 m (Figure 3e). In this case,
the MLD detention algorithm can fail, indicating the depth of 50 m as maximum MLD.
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Figure 3. (a) Climatology of the winter maximum mixed layer depth (colors) and location of float
profiles (grey dots) from 2000 to 2018. The white rectangle indicates the area of study, the NWLS. (b)
Trajectory of the float WMO 6900098 during JFM 2007; the numbers along the trajectory show the
locations of float profiles. Float potential density profiles at cycle 2 (c), 5 (d), and 13 (e).

The SST and sea surface height (SSH) data were downloaded from Copernicus (marine.copernicus.eu).
The interpolated SST product (SST_MED_SST_L4_NRT_OBSERVATIONS_010_004_c_V2) has a daily
temporal resolution and a spatial resolution of 0.04◦ × 0.04◦. The interpolated SSH product
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(SST_MED_SST_L4_REP_OBSERVATIONS_010_021) has a daily temporal resolution and a spatial
resolution of 0.125◦ × 0.125◦. Monthly means of SST superimposed with the geostrophic currents from
SSH were used to describe the negative slope of eddies within the RG during intense convection events.

The freshwater fluxes were derived from ERA-INTERIM (daily) data. The downloaded parameters
are evaporation (E) and total precipitation (P). The downloaded data have a time step of 12 hours, i.e.,
daily data at 00:00:00 and at 12:00:00 and a spatial resolution of 0.25◦ × 0.25◦. The daily freshwater
fluxes (FWF) were calculated as the subtraction of the daily means of E and P: FWF=E−P.

The air–sea heat fluxes were derived from ERA-INTERIM (daily) data. The downloaded
parameters are: Surface net solar radiation (Qsw), surface net thermal radiation (Qlw), surface sensible
heat flux (Qs), and surface latent heat flux (Ql). The heat budget can be expressed as the difference
between the net shortwave solar radiation (incoming minus reflected) absorbed by the sea surface, the
sum of the longwave back radiation, the sensible, the latent, and the advective heat flux. The advective
heat flux (Qadv) was not available at ERA-INTERIM and therefore not considered. The downloaded
data have a time step of 12 hours, i.e., daily data at 00:00:00 and at 12:00:00 and a spatial resolution of
0.25◦ × 0.25◦. The daily mean of each parameter as well as the daily net heat fluxes were calculated as
the sum of the daily means of each parameter: Qnet = Qsw + Qlw + Ql + Qs. The surface buoyancy flux
B, composed by thermal (BT) and haline (BS) components, was calculated according to [20]:

B = α × g × (Cp × ρ0)−1 × Qnet −β × S0 × g × (ρ0)−1 × (E−P)

where α is the thermal expansion coefficient, g = 9.8 ms−2 is the gravity acceleration,
Cp = 3.9715 × 10−3 Jkg−1K−1 is the specific heat capacity of sea water, ρ0 = 1029 kgm−3 is a reference
sea water density, β is the haline contraction coefficient and S0 = 38.9 is a reference salinity. α and β

were calculated at surface pressure, using monthly mean surface salinity and monthly mean surface
temperature, downloaded from Copernicus (MEDSEA_REANALYSIS_PHYS_006_004). B is positive
when surface water gets lighter and negative when surface water becomes denser (river inputs as well
as horizontal and vertical advection also contribute to density changes, but were not considered due to
lack of data).

The Turner angle (Tu) was computed to evaluate the relative roles of temperature and salinity
gradients on the density gradients. Tu is defined as the four-quadrant arctangent [21], which units are
degrees of rotation and was calculated with the Gibbs-SeaWater (GSW) Oceanographic Toolbox [22].
Argo float salinity and temperature were converted to absolute salinity and to conservative temperature,
respectively. The conservative temperature represents more accurately the heat content [22].

Tu = 45◦ indicates that temperature is the only contributor, while Tu = −45◦ indicates that salinity
is the only contributor to density changes; |Tu|< 45◦ indicates stable stratification and in this condition
both temperature and salinity contribute to the density change ; 45◦ < Tu < 90◦ shows that salinity is
working against temperature and is also called the ‘salt finger regime’ with the strongest activity near
90◦; −90◦ < Tu < −45◦ is called the ‘diffusive regime’ and shows that temperature is working against
salinity, reaching the strongest activity near −90◦; |Tu|> 90◦ characterizes a statically unstable water
column (where the Brunt–Vaisalaa frequency N2 < 0).

3. Results

3.1. Heat and Freshwater Fluxes within the Northwestern Levantine Sea

The intensity of the mixing and convection events depends mainly on the surface buoyancy
fluxes B, which in turn depend on the heat fluxes through the air–sea interface, scaled by the thermal
expansion coefficient α, and the freshwater fluxes, scaled by the haline contraction coefficient β.
Monthly surface buoyancy fluxes and their thermal and haline (freshwater) components, integrated
over the center of RG (longitude: 28–31◦E, latitude: 34–36◦N), are shown in Figure 4.
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Table 1. Pronounced (mixed layer depth (MLD) >250 m) dense water formation events within the
center of RG and along the Northern coastline: Area of formation, float WMO, time period, watermass
characteristics, and maximum depth during the dense water formation events.

Area of Formation Float WMO Time Period
Water Mass

Characteristics
Maximum Depth

RG 6900098 FM 2004 LDW At least 600 m,
probably 1000 m 1

RG 6900098 FM 2005 LDW At least 600 m,
probably 1000 m 1

RG 6900098 JF 2006 LDW At least 600 m,
probably 1000 m 1

RG 6900098 FM 2008 LDW At least 600 m,
probably 1000 m 1

COAST 6900098 M 2007 LIW About 550 m

COAST 6900843 FM 2012 LIW About 350 m

COAST 6901824 FM 2015 LIW About 350 m

COAST 6901868 FM 2016 LIW About 300 m
1 T/S plots show the formation of dense water with a potential density that corresponds to the density of the upper
deep boundary layer which is found at approximately 1000 m depth [23].

 

Figure 4. Upper panel: Time series of the monthly thermal component (BT) from 2001 to 2017,
integrated over the center of RG (longitude: 28–31◦E, latitude: 34–36◦N). Blue and yellow circles
indicate events of pronounced dense water formation detected by the Argo floats within RG and along
the coastline, respectively (Table 1). Lower panel: Time series of the monthly haline component (BS;
magenta line) and buoyancy fluxes (B; black dotted line).

The haline components (BS) dominate the surface buoyancy fluxes (Figure4, Lower Panel), i.e.,
that intense evaporation, especially during the preconditioning phase (e.g., Figure 8 for winter 2006),
controls the surface buoyancy loss. Detected events of pronounced (i.e., with a MLD deeper than 250 m)
dense water formation by the Argo float data, are indicated with blue (RG) and yellow (coastline)
circles (Table 1).

The climatology of monthly heat fluxes Qnet for the center of RG from 2001 to 2017 shows that
the largest heat losses which induce the preconditioning phase occurred mainly in November and
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in December (Figure 5). The subsequent heat losses in JFM induce the formation of dense water and
therefore lead to convection and mixing.

Figure 5. Climatology of monthly integrated heat fluxes for the center of RG from 2001 to 2017. Main
heat losses generally occur in November and December (turquoise bars) and initiate the preconditioning
phase. Subsequent heat losses in January, February, and March induce dense water formation.

3.2. LIW and LDW Formation within the Northwestern Levantine Sea

Intermediate and deep water formation events in the NWLS (latitude: 33–37◦N, longitude:
26–32◦E) were analyzed during the winter months (JFM) from 2001 to 2017 (879 T/S profiles from
20 floats). Most of the float profiles within the NWLS showed ‘regular’ winter MLDs, i.e., MLDs
between 100 and 200 m. Pronounced dense water formation, i.e., with a MLD deeper than 250 m,
occurred only within the center of RG, along the Northern coastline and along the Cretan Arch passage.
Events of pronounced LDW (13.7 ◦C < potential temperature < 14.5 ◦C, 38.8 psu < salinity < 38.9 psu)
and ‘lower range’ LIW (potential temperature around 15 ◦C and salinity around 39 psu) formation
were detected within the center of RG in winter 2004, 2005, 2006, and 2008 and events of pronounced
LIW formation (potential temperature > 15 ◦C and salinity > 39 psu) were detected along the Northern
coastline in winter 2007, 2012, 2015. and 2016 (Table 1). More than 800 profiles of 20 floats were
analyzed, but only four floats (Tables 1 and 2) captured pronounced dense water formation, being
at the right place at the right time. To document the dense water formation events the float had
to be either inside or pass later through the area of dense water formation. Float WMO 6900098
had an exceptionally long lifetime of nearly 6 years and therefore it was able to capture one event
of pronounced LIW formation along the Northern coastline and four events of pronounced DWF.
Unfortunately, it stopped measuring at 600 m depth. The WMO numbers of the Argo floats that found
pronounced dense water formation events within the center of RG and along the coastline are listed in
Table 2.
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Table 2. Argo floats capturing pronounced (MLD >250 m) dense water formation events.

Float Number Float Description

WMO 6900098
Apex Profiling Float, Naval Oceanographic Office (NAVO)

Alive from 20.07.2003 to 19.04.2009, lifetime approximately 5 years
Parking depth (PD)=1000 m; 5 day cycle;

WMO 6900843 Apex Profiling Float, Argomed, Euro-Argo
Alive from 03.10.2011 to 31.5.2014, PD=350 m; 5 day cycle;

WMO 6901824 Arvor Profiling Float, Argo Italy, Argomed, Euro-Argo
Alive from 04.11.2013 to 03.02.2018, PD=350 m; 5 day cycle;

WMO 6901868 Apex Profiling Float, Argo Italy, Euro-Argo
Alive from 01.12.2014 to 29.07.2017. PD=350 m; 5 day cycle;

3.2.1. LDW formation within the Rhodes Gyre

Two examples of LDW formation within RG are given in this subsection.
(1) In JFM 2006, float WMO 6900098 was entrapped in the center of RG (Figure 6a). Hoevmueller

plots of salinity, potential temperature, and potential density describe two pronounced events of
mixing and convection during this winter (Figure 6b–d). The first event occurred by the end of January
until mid-February and led to LDW formation (13.7 ◦C < potential temperature < 14.5 ◦C, 38.8 psu
< salinity < 38.9 psu) while the second event around mid-March led to LDW and ‘lower range’ LIW
(temperature about 15◦C and salinity about 39 psu) formation.

 
 

(a) (b) 

  
(c) (d) 

Figure 6. (a) Mean sea surface height (SSH, m) and float trajectory of float WMO 6900098 for JFM 2006.
(b) Salinity (PSU), (c) potential temperature (◦C) and (d) potential density (kg/m3) from December 2005
to April 2006.

In December, very high surface salinity values (S > 39.15 psu) were detected in the upper 50 m
(Figure 6b). However, mixing and convection is still prevented by relatively high surface temperatures
during December. The surface temperature has a decreasing trend from 17.5 ◦C by the beginning of
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December to 15.5 ◦C in early January and reached a minimum of about 14 ◦C from the end of January
to the end of February. From the beginning of March, the surface temperature gradually increased,
reaching 15.5 ◦C during March with a successive increase to 17.5 ◦C by the end of April.

The MLD deepens from 50 m within December to about 100 m in the beginning of January and
the high surface salinity is mixed to intermediate layers.

By the end of January, when lowest surface temperatures (T = 14–14.5 ◦C) are reached, dense
water formation starts to occur. Potential density reaches its highest values (29.1 kg/m3) by the end of
January until mid-February and the examination of single profiles shows that deep convection takes
place down to at least 600 m during this period.

The Hoevmueller plot of the Turner angle (Figure 7) reveals statically unstable conditions (|Tu|>
90◦; dark blue and dark red points) from mid-January to the end of March and indicates the deep
dense water formation events down to at least 600 m in February and March 2006. The deep dense
water formation events are characterized by a stronger contribution of temperature (−45◦ < Tu < −90◦;
blue points), while the main contributor to the stable stratification in December and April is mainly the
salinity (45◦ < Tu < 90◦; yellow and light orange points).

 
Figure 7. The Turner angle (◦) of float WMO 6900098 describes the contribution of salinity and
temperature gradients to the density gradient.

The heat and freshwater fluxes integrated over the center of RG show an intense preconditioning
phase during December 2005, due to strong dry and cold winter winds which led to heat losses
(Figure 8a) and evaporation (Figure 8b) and consequently to high surface salinity values. Additional
heat losses by the end of January and the beginning of February coincide with the LDW formation
event within the RG described above. The heat losses in mid-March coincide with the second dense
water formation event within RG which led to a mixture of LDW and ‘lower range’ LIW formation.
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Figure 8. Upper panel: Time series of integrated daily surface heat fluxes from December 2005 to April
2006 for the center of Rhodes Gyre. The heat losses by the end of January and mid-February induced
deep convection and formation of Levantine deep water (LDW) while the heat losses in March induced
mixing and formation of LDW and ‘lower range’ LIW (see also Figure 6). Lower panel: Time series of
integrated daily freshwater fluxes for the same time period as the above panel. The freshwater fluxes in
December show a strong evaporation which led to increased surface salinity as shown by the Argo
float data (Figure 6b).

This deep convection event from the end of January until mid-February coincides with a strong
depression of SSH within the RG area during that time, overlapping the exact position of the float
(longitude: 28.5–29◦E, latitude: 35–35.5◦N; Figure 9). Figure 9a shows the float trajectory and mean
SSH of January, February, and March 2006 while Figure 9b,c,d show the negative daily SSH and
geostrophic currents for three specific days during the period of deep convection event from the end of
January to mid-February. The eddy in which the float was trapped, represents the strongest depression
(SSH < −0.3 m; about 20 cm below the seasonal mean (Figure 9a)) during winter months reaching a
negative maximum during the days of deep water formation (Figure 6b–d).

The mesoscale eddy during that time shows a diameter of about 60 km which is within the typical
mesoscale eddy diameter within the Levantine Sea (40–80 km).
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Figure 9. (a) Trajectory of float WMO 6900098 depicted within white rectangle overlaid on mean SSH
(m) for JFM 2006 for the NWLS. (b–d) daily SSH (m) during the LDW convection events (from 25
January to 7 February 2006). The mesoscale eddy within the white box has a diameter of about 60 km.

Figure 10 shows the monthly means of satellite SST superimposed on the geostrophic currents
derived from SSH. The deep convection event occurred by the end of January until mid-February
2006 when the sea surface temperature was lowest. The lowest surface temperatures measured by the
Argo float, evidenced within the Hoevmueller plots (Figure 6c), coincide with lowest temperatures by
daily satellite SST (Figure 10e,f) and with the strongest depression of SSH (Figure 9b–d) by the end of
January until mid-February.

Figure 11 shows the T/S plots for the two events of dense water formation during JFM 2006.
Water masses above 100 m were not taken into account for the T/S plot to exclude shallow MLDs and
recapping and to capture the events of pronounced intermediate and deep water formation. Water
masses from 100 to 500 m are plotted with a green dot while water masses under 500 m are plotted
with blue dots.
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Figure 10. Monthly means of sea surface temperature (SST, ◦C) and geostrophic currents for (a)
December 2005, (b) January, (c) February, and (d) March 2006. Daily SST (◦C) of (e) 2 February 2006
and (f) 6 February 2006. Dense water formation and the deep convection event occurred by the end of
January until mid-February when SST was lowest.
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(a) 

 

(b) 

Figure 11. (a) The temperature and salinity (T/S) plot for float WMO 6900098 from 20 January to 20
February 2006 indicates LDW formation. The additional density line with a potential density value of
29.17 kgm−3 shows the upper deep-water boundary density which corresponds to approximately 1000
m depth for the NWLS [23]. (b) T/S plot for float WMO 6900098 for March 2006 indicates a mixture of
LDW and ‘lower range’ LIW formation. Green dots represent depths from 100 to 500 m while blue dots
represent depths from 500 to 600 m.
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Figure 11a shows the T/S plot for the first dense water formation event: The potential temperature
exhibits values smaller than 14.5 ◦C, the salinity shows values smaller than 39 psu, and the potential
density shows a constant value of about 29.17 kg/m3. The typical ranges for LDW for potential
temperature are between 13.7 ◦C and 14.5 ◦C and for salinity between 38.8 to 38.9 psu [6,9,10]. The
potential density line of 29.17 kgm−3 represents the upper deep-water boundary density for the NWLS,
corresponding to approximately 1000 m depth [23]. All potential temperatures and salinity values lay
on the line of constant potential density of 29.17 kgm−3, i.e., that the formed water masses sank to at
least 1000 m, until the same potential density was reached. Therefore, the T/S plot confirms that LDW
took place during the first event by late January until mid-February (Figure 11a).

For the dense water formation event in March 2006, the T/S plot shows potential temperatures
smaller than 15 ◦C, salinities smaller than 39.1 psu, and potential densities between 29.125 kg/m3 and
29.17 kg/m3. By nearly reaching 15 ◦C and with some salinity values above 39 psu, a part of the water
mass reaches the lower range of LIW water mass characteristics (Figure 11b). This indicates a mixture
of LDW and ‘lower range’ LIW formation during the second dense water formation event within RG.

(2) LDW formation took also place from the end of February until mid-March 2004 within another
cyclonic mesoscale eddy located in the western part of the RG. Hoevmueller plots for DJFMA for
salinity, potential temperature, and potential density are shown in Figure 12. During January and
February, the MLD deepens constantly and the event of LDW formation occurs by the end of February
until mid of March when the minimum surface temperature was reached. The examination of single
profiles shows convection down to at least 600 m.

Figure 12. (a) Mean SSH (m) of the Northwestern Levantine Sea and float trajectory of float WMO
6900098 for JFM 2004. (b) Salinity (PSU), (c) potential temperature (◦C), and (d) potential density
(kgm−3) from December 2003 to April 2004.

The Hoevmueller plot of the Turner angle (Figure 13) reveals statically unstable conditions (|Tu| >
90◦; dark blue and dark red points) and therefore a continuous deepening of the MLD from mid-January
to mid-March 2004 and indicates the deep dense water formation events down to 400 m by the end of
February and mid-March. The main contributor to the stable stratification in December and April is
the salinity (45◦ < Tu < 90◦; yellow and light orange points), while the deep dense water formation
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events are also characterized by a stronger contribution of temperature gradients (−45◦ < Tu < −90◦;
blue points). ‘Salt-fingering’ (45◦ < Tu < 90◦; yellow points) can be noticed at a depth of about 350 m.

Figure 13. The Turner angle (◦) of float WMO 6900098 shows the contribution of salinity and temperature
gradients to the density gradient.

The T/S plot of JFM2004 shows mainly LDW formation (Figure 14). Green dots represent water
masses between 100 and 500 m while blue dots represent water masses between 500 and 600 m. The
water mass characteristics show LDW and ‘lower range’ LIW (potential temperature around 15 ◦C and
39 psu < salinity < 39.1 psu) formation.

Figure 15 shows: (a) the mean SSH for JFM 2004 and the float trajectory (longitude: 27.5◦ E–28.5◦ E,
latitude: 34.5◦ N–35◦ N) during this period and daily SSH (b) before; (c) during; and (d) after the
convection event. A strong powerful structure develops by mid-February with a negative SSH of more
than −0.3 m. Analysis of single profiles shows that on 8 March 2004, a MLD down to about 450 m was
formed while on the surface recapping already took place (newly formed MLD of about 80 m).
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Figure 14. The T/S plot for float WMO 6900098 for JFM 2004 shows LDW and ‘lower range’ LIW formation.
Green dots represent depths from 100 to 500 m while blue dots represent depths from 500 to 600 m.

Figure 15. (a) mean SSH (m) for JFM 2004 and float trajectory of float WMO 6900098 (white rectangle).
(b) SSH (m) for the 14 January 2004; float profiles show ‘regular’ winter MLDs around 150 m. (c) SSH
(m) for the 16 February 2004; float profiles reveal dense water formation to about 350 m; (d) SSH (m)
for 8 March 2004; recapping with a newly formed MLD of about 80 m occurred, while the dense water
formation event down to 450 m is still captured by the float profile.

23



Water 2019, 11, 1781

Monthly means of satellite SST are shown in Figure 16. The satellite SST reached a minimum
between mid-February and mid-March, i.e., during the event of deep water formation, and coincides
with the surface potential temperature measured by the Argo float (Figure 12).

Figure 16. Monthly means of the satellite SST (◦C) and absolute geostrophic currents from December
2003 to March 2004. The deep convection event occurred by the end of February and beginning of
March 2004 when SST was lowest. The white rectangle shows the position of float WMO 6900098
during JFM 2004.

3.2.2. LIW Formation along the Coastline

One example of LIW formation along the coastline is given in this subsection.
While LDW was formed inside RG, typical LIW was instead formed along the Northern Turkish

coastline, i.e., along the AMC. The salinity, potential temperature, and potential density values
characterize a typical LIW formation event by the end of March (Figure 17).

In December and January, very high surface salinity values (S > 39.3 psu) can be seen in the upper
50 to 100 m (Figure 17b). However, deep mixing and convection is still prevented by relatively high
surface temperatures (T > 17 ◦C) during this period. Surface temperature has a decreasing trend from
about 20 ◦C by the very beginning of December to about 17 ◦C in March when deep convection occurs.
By the end of April, the surface temperature gradually increases reaching 17.5 ◦C. The observed surface
water temperature along the coastline is about 1 ◦C to 3 ◦C warmer than in the open sea (Figures 6
and 12).
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Figure 17. (a) Bathymetry of the Northwestern Levantine Sea (m) and float trajectory for float WMO
6900096 during JFM 2007. The red circle indicates the position of the float during March when the deep
convection event occurred. Hoevmueller plots of (b) salinity (PSU), (c) potential temperature (◦C), and
(d) potential density (kgm−3).

The MLD deepens gradually from about 50 m within December to about 250 m during February;
therefore, the high surface salinity is mixed throughout intermediate layers (Figure 17b).

By the end of March, when lowest surface temperatures are reached (Figure 17c), dense water
formation starts to occur. Surface potential density reaches values between 29 and 29.1 kg/m3 during
this period. The examination of single profiles shows that the mixing event takes place down to about
550 m.

The Hoevmueller plot of the Turner angle (Figure 18) reveals statically unstable conditions (|Tu|>
90◦; dark blue and dark red points) and therefore a continuous deepening of the MLD in January
and February 2007. The main contributors to the stratification in December are both temperature and
salinity (−45◦ < Tu < 45◦), while in April the main contributor is the salinity (45◦ < Tu < 90◦; yellow
and light orange points). The Turner angle indicates the deep LIW formation event down to 550 m in
March, which is also characterized by a stronger contribution of temperature gradients (−45◦ < Tu <
−90◦; blue points).

The evolution of monthly mean SST from December 2007 to March 2007 is shown in Figure 19a–d.
This deep convection event that was detected by the Argo float by the end of March 2007 coincides with
the strongest depression of SSH and lowest surface temperatures along the coastline during winter
2007 (Figure 19a–c).
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Figure 18. The Turner angle (◦) of float WMO 6900098 shows the contribution of salinity and temperature
to density change.

 

(a) (b) 

(c) (d) 

 
(e) (f) 

Figure 19. (a–d) Monthly mean of satellite SST (◦C) from December 2006 to March 2007. (e) SSH (m)
and (f) SST (◦C) on 30 March 2007, exhibiting strongest depression of SSH and lowest SST within this
area during the whole winter period, coinciding with the deep dense water formation event. The white
circle indicates the float position during March 2007.
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The T/S plot for March 2007 reveals the formation of typical LIW, i.e., potential temperature above
15 ◦C and salinities higher than 39 psu (Figure 20). The potential density lines of 29–29.06 × kgm−3

represent the potential density range of typical LIW ([6]; Figure 20).

 
Figure 20. T/S plot for float WMO 6900098 for March 2007. Green points indicate depths from 100 to
500 m while blue points indicate depths from 500 to 600 m. The additional density line with a potential
density value of 29.17 kgm−3 shows the upper deep-water boundary density while the potential density
lines of 29–29.06 × kgm−3 represent the potential density range of typical LIW [6].

3.3. Climatology of Winter Mean MLD from 2000 to 2018

The climatology of the winter (JFM) mean MLD from 2000 to 2018 for the Levantine Sea is shown
in Figure 21. Within the cyclonic RG, the mean winter MLD is quite shallow (around 70 m). Deeper
mean winter MLDs are found within anticyclonic eddies (IE, MME, CE, ShE; see Figure 1b for position
of eddies) and along the coastlines, indicating dense water formation along boundary currents.

Figure 21. Climatology of the winter (JFM) mean MLD from 2000 to 2018 for the Levantine Sea.
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4. Discussion and Conclusions

The present study is focused on the LIW and LDW formation events in the NWLS (Figure 22a) as
detected by Argo float data from 2001 to 2017. The new and most interesting result is that the typical
LIW (potential temperature > 15 ◦C and salinity > 39 psu) formation mainly occurred along the Northern
coastline (Figure 18), while ‘lower range’ LIW (potential temperature about 15 ◦C and salinity about 39 psu)
and LDW (13.7 ◦C < potential temperature < 14.5 ◦C, 38.8 psu < salinity < 38.9 psu) formation took place
within mesoscale eddies located within the center of RG (Figure 22a; Figure 11a, Table 1).

Figure 22. (a) The white rectangle confines the area of study, the NWLS. Typical LIW formation was
found along the Northern coastline (red arrow), while ‘lower range’ LIW and LDW formation was
found within submesoscale eddies within the center of RG (black ellipse). (b) This figure, adapted
from [15], summarizes the obtained results for winter seasons in the NWLS (yellow rectangle): Dense
water formation along the Northern coastline reached intermediate (200–500 m; red line) and deeper
layers (500–600 m; dashed red line), while LDW formation within the center of RG reached intermediate
and deep layers (at least 1000 m; orange lines).
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The schematic summary of the results for the winter seasons from 2001 to 2017 is evident in
Figure 22b. Blue and brown arrows describe the convection and net sinking areas of the Mediterranean
Sea as derived from theoretical models by [15,16]. Red and orange arrows are derived from the results
of the present work. Red solid and dashed lines represent the formation of intermediate (200–500 m)
and deeper waters (500–600 m) along the Northern coastline. Orange arrows represent the formation of
intermediate (200–500 m) and deep waters (about 1000 m) within the RG, respectively. The examination
of individual profiles showed dense water formation events reaching down to 550 m depth along the
coastline and down to 1000 m depth within the center of RG (Figure 22b).

The specific event of LIW formation, captured by the Argo float data in March 2007 along the
coastline, reached a depth of about 550 m. The T/S plot (Figure 20) showed typical LIW formation
during this event and the observed surface water temperature along the coastline was about 1◦C to
3◦C warmer than in the open sea (Figures 6, 12 and 17), in agreement with the results of [24,25]. In
January–February 2006, the Argo float data detected the LDW formation in the core of a cyclonic
mesoscale structure located in the center of RG. This structure (diameter of about 60 km) shows
the typical horizontal scale of convective chimneys. The T/S plot in Figure 11a reveals the LDW
characteristics of the convection event. All potential temperatures and salinity values lay on the line of
constant potential density of 29.17 kgm−3, revealing the sinking of the formed water masses to at least
1000 m as previously observed [6,9,10].

The intensity of the mixing and convection events depends mainly on the surface buoyancy flux
B, which in turn depends on its thermal (BT) and haline (BS) components. The calculation and plot of
the surface buoyancy flux and its components revealed that the haline component dominates over
the thermal component (Figure 4, lower panel), i.e., intense evaporation (BS < 0) controls the surface
buoyancy loss, especially during the preconditioning phase (e.g., Figure 8 for winter 2006). Therefore,
the area of the RG is an area of net buoyancy loss, driven by the haline component, as shown by [26].

The influence of salinity and temperature gradients to the density gradients are described in
the Hoevmueller diagrams of the Turner angle (Figures 7, 13 and 18). During the preconditioning
phase (November, December) and the constant deepening of the MLD in the beginning of January,
the influence of the salinity gradient was dominant, while during strong unstable conditions and
consequently dense water formation, also the temperature gradient was influential. The Turner angle
also approximately indicated the depth of the convection events.

The deep dense water formation events within the area of the RG can be described by the following
phases: The whole process is influenced by the cyclonic rotation of the RG leading to the upwelling of
cooler waters to the surface. In November and December, the preconditioning phase starts (Figures 4
and 5): the heat losses due to cold and dry winds lead to increased surface salinity (Figures 6, 12 and 17)
through the evaporation and to a steady deepening of the MLD. Additional, temporarily outbreaks of
strong winds during January, February, or March cause strong heat losses (Figures 5 and 8), which
cause further cooling of surface waters. When lowest surface temperatures are reached (Figures 10, 16
and 19), dense water formation starts to occur. Within hours, the newly formed dense water sinks down
rapidly to a depth of equal density where it spreads horizontally, forming an anticyclonic circulation
due to the influence of the Coriolis force.The convection event also implicates a stretching of the water
column leading to a change in vorticity, an increased geostrophic velocity, and a depression of the SSH.
In fact, all pronounced dense water formation events documented by the Argo floats were indicated by
a strong depression of satellite SSH (Figures 9, 15 and 19) and by lowest SSTs (Figures 10, 16 and 19).

The Argo float data revealed that LDW formation took place within the RG during winter months
and showed the key role of the boundary currents for the LIW formation. The climatology of the
mean MLDs of the Levantine Sea (Figure 21) reveals that, despite the deep convection events, little
to net mean sinking takes place within the center of RG, while the deeper MLDs along the coastline
indicate dense water formation occurring along boundary currents. Therefore, the drivers, sources,
and main contributors of the Mediterranean thermohaline circulation have to be rethought not only
within the Levantine, but also within the Mediterranean Sea. Deployments of additional Argo floats
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to survey boundary currents and deployment of deep Argo floats within the main Mediterranean
convection sites, i.e., the Gulf of Lion, the South Adriatic, and the RG area, will contribute to further
understanding of dense water formation processes.

A better understanding of the Mediterranean thermohaline circulation is needed not only for
a wider knowledge of the effects of climate change, but also for the impact on the ecology. Newly
formed intermediate or deep waters can be polluted (with oil, microplastics, nutrients from extensive
agriculture, heat due to global warming etc.), e.g., the Northern Levantine coastline, where pronounced
dense water formation occurs, has the highest coastline plastic pollution within the Mediterranean
Sea [27]. The newly formed water masses with the above-mentioned water properties and pollutants are
transported throughout the Mediterranean to finally reach the Atlantic Ocean. The full impact (in terms
of pollution and different water mass characteristics) will only be seen by future generations when these
water masses emerge after decades or even centuries at different places within the Mediterranean Sea.

Therefore, it is obvious and evident that scientists and policy makers are obliged to join forces
now to support and make commitments towards a real sustainable world that is not threatening, but
protecting our ecosystems and lives.
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Abstract: The surface circulation and the thermohaline properties of the water masses of the
eastern Levantine Sea (Mediterranean Sea) were monitored with mobile autonomous systems
(surface drifters and gliders) during the period September 2016–August 2017. The drifters provided
data for more than a year and revealed complex circulation features at scales ranging from the
basin scale to the sub-mesoscale. Three drifters were captured in a semi-permanent gyre (Cyprus
Eddy) allowing a quantitative study of its kinematics. During the experiment, three gliders were
operated, in two different periods: September to December 2016 and February to March 2017.
The autonomous instruments crossed the prevailing sub-basin structures several times. The collected
in-situ observations were analyzed and interpreted in concert with remote sensing products (sea
surface temperature and altimetry). The evolution of some of the prevailing features confirmed
the complexity of the circulation of the basin. The Cyprus Eddy is the most persistent anticyclone,
moving its geographical position and sometimes merging with the North Shikmona Eddy in a bigger
structure. The gliders sampled this wide anticyclonic feature revealing its vertical structure in the two
different periods. In fall, in stratified conditions, a high salinity core is evident below the thermocline.
The isopycnals are characterized by an upward bending over the high salinity lens and a downward
bending below it, typical of an anticyclonic modewater eddy. In winter, the core disappears following
the vertical mixing that, homogenizes the upper Cyprus Eddy water down to 300 m.

Keywords: Mediterranean Sea; drifters; sub-basin-scale eddies; gliders

1. Introduction

The Levantine Sea (LS) is a complex multiscale system [1–3]. The basin-scale mean circulation,
mesoscale and sub-basin scale eddies interact in a non-linear way producing a highly variable current
field [4]. Despite many studies focusing on the LS, the basin has not been extensively sampled due to
its high complexity and variability and to logistical or political issues.

Studies of the LS surface current started over a hundred years ago based on hydrographic
data [5–11], revealing a basin-wide cyclonic circulation and the most persistent sub-basin scale features.
A more detailed and complex circulation became evident only after the analysis of longtime series of
satellite measurements, such as the Sea Surface Temperature (SST) [12,13] and the Absolute Dynamic
Topography (ADT) [4,14–16] and numerical simulations [2,17–19]. Starting in 2005, as part of the
Eddies and GYres Paths Tracking (EGITTO) [20] and North East MEDiterranean (NEMED) [4] projects,

Water 2019, 11, 1741; doi:10.3390/w11091741 www.mdpi.com/journal/water33



Water 2019, 11, 1741

numerous drifters were deployed in the region, allowing to calculate pseudo-Eulerian velocity statistics
for different time periods. In particular, the use of the ADT for the period 1993–2010 allowed to describe
the inter-annual variability of the Eddy Kinetic Energy (EKE) of the prevailing mesoscale features in
the LS. The basin surface circulation map resulting from this study shows an along-slope cyclonic
coastal circulation named the Libyo-Egyptian Current [12,20,21] extending as a northward current
along the Middle-East coast. The other dominant feature is a central eastward cross-basin meandering
current named Mid-Mediterranean Jet (MMJ) between 24◦ E and the longitude of Cyprus [22–24], and
a series of mesoscale features, including some eddies such as the Cyprus (CE), the Shikmona (ShE)
and the Latakia Eddy (LE). The CE is described as a persistent anticyclonic eddy characterized by
seasonal variability in shape, dimension and position with an average diameter of 250–300 km [4,25].
The ShE instead, represents a complex system, composed of several cyclonic and anticyclonic eddies
off the Israeli coast, in which the positions, sizes and intensities vary markedly [4,26–28]. The LE can
be present as a cyclone or an anticyclone and the change in rotation is induced by the interaction of the
MMJ with the northward meandering coastal current [4].

The thermohaline structure of the eastern LS is well-defined in the warm season and it is
characterized at surface by the Levantine Surface Water (LSW), with temperature values between
22 and 28 ◦C and salinity of 39 to 39.6 PSU. The Atlantic Water (AW) with temperature values of 18 to
22 ◦C and salinity between 38.6 and 39.2 PSU, is positioned below the LSW and it is advected from the
western Mediterranean Sea. The Levantine Intermediate Water (LIW) formed when LSW cools down
and sinks along isopycnals to intermediate depths (ca. 130 m < z < 350 m), it presents typical values
of 15 to 17.5 ◦C and 38.95 to 39.3 PSU [29]. Finally, the Levantine Deep Water (LDW) with its nearly
constant values of temperature and salinity (13.8 ◦C and 38.7 PSU) is found below 750 m [30].

In the framework of the CINEL (CIrculation and water mass properties in the North Eastern
Levantine) project drifters and gliders were operated in the eastern part of the LS for more than a year,
starting in September 2016, to gain more insights on the variability of the physical and biochemical
properties in the region and in particular, to study the major sub-basin scale and mesoscale eddies
governing the dynamics of the eastern LS. The in situ observations provided by the drifters and gliders
were used in concert with satellite products of SST and ADT to describe the spatial structure and the
temporal evolution of the main eddies.

The use of satellite images in past studies to track mesoscale and sub-mesoscale features has
been widely used. In the Mediterranean Sea, SST, chlorophyll and altimetry imagery were utilized in
different studies [4,16,31–34], some of them the eddies were sampled by gliders [35–38].

In this study, we concentrate on the eastern LS, located between 30◦ E and 36◦ E, and 31◦ N and
37◦ N in the period between September 2016 and August 2017. The main focus of the analysis is on the
detection and monitoring of strong sub-basin scale features and on their motion and evolution during
the period of the experiment.

The paper is organized as follows. Information on the in-situ platforms (drifters and gliders)
and the data they provided, as well as on the remotely sensed data (SST and ADT), is provided in
Section 2. The methods applied to process all the data are also explained. In Section 3, the features
highlighted by the SST anomaly and ADT images are interpreted in concert with the drifter tracks and
the surface geostrophic currents computed from the satellite altimetry data. The vertical description of
some sub-basin scale features using glider observations is also included in this section. Discussion and
conclusions are found in Section 4.

2. Data and Methods

2.1. Glider Data

Three Seagliders (sg149 and sg150 of University of Cyprus—UCY; sg554 of National institute of
Oceanography and Applied Geophysics—OGS) were operated in the eastern LS between 1 September
2016 and 16 March 2017 (See Table 1). The glider dataset includes five glider campaigns (Figure 1),
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which covered two different seasons: fall 2016 and winter 2016–2017. During the first period, three
glider campaigns were organized; the first one was performed in September 2016 (C1) and the other
two (C2 and C3) were almost concomitant and covered the month of November and the beginning of
December 2016. The winter sampling comprised two simultaneous campaigns (C4 and C5) starting at
the beginning of February and ending in mid-March 2017.

Table 1. Dates of glider campaigns in the two periods, conventional name of the missions used in the
paper and number of recorded profiles.

Glider ID Fall 2016 Name Casts
Winter

2016–2017
Name Casts

OC-UCY
(sg150)

1 September–
17 October C1 203

OGS (sg554) 19 October–
7 December C2 333 10 February–

16 March C5 127

OC-UCY
(sg149)

4 November–
6 December C3 143 10 February–

12 March C4 168

The OGS sg554 glider is equipped with a pumped CTD (GPCTD) while the UCY gliders have a
regular un-pumped CTD. The un-pumped data were corrected for the thermal lag using Kongsberg
routines. Temperature and salinity data were collected in the top 950 m of the water column in all the
five campaigns. Oxygen concentration was recorded by an Aanderaa optode 4330 and 3835 (for the
OGS and UCY glider, respectively) and set to record data down to 600 m depth. All the gliders were
also fitted with a Wetlab FLNTU sensor to collect chlorophyll and turbidity data at two wavelengths
(470 and 700 nm) down to 300, 400 m or 600 m while crossing specific structures. The glider traveled
along a ~26◦ inclined path with respect to the water surface. During the up casts, the glider collected
high vertical resolution data (about 0.1 Hz, corresponding to about one sample every 2 m). The top
20 m CTD data of the OGS campaigns are missing. This behavior is common in Seabird GPCTD and is
due to the incomplete download of the GPCTD buffer when the glider reaches the surface (SeaBird,
2013). The horizontal speed of the instrument spanned between 0.7 and 1.4 km/h depending on the sea
currents. A glider took about 4–5 h to conclude a 950 m dive, therefore, the horizontal resolution was
about 4 km. The data were transmitted via satellite Iridium links at each surfacing. In total, 974 casts
were collected during the five missions.

During fall 2016 (campaigns C2 and C3), the OGS and UCY gliders were operated simultaneously.
On 3 December, they were close by and the two profiles (one per glider) recorded at that particular
moment (separated by about 1.5 km and 1 h) were used to intercompare the CTD data. Temperature
and salinity profiles showed a good agreement (offset of 0.02 ◦C and 0.01 PSU, RMSD of 0.07 ◦C and
0.01 PSU). Oxygen data were not inter-compared because the oxygen factory calibration for the UCY
gliders resulted too old and a sensor degradation (shift over times) was suspected. Therefore, only the
relative values of the oxygen concentration are used in this paper. Chlorophyll and turbidity data were
corrected using the dark counts computed from deep dives performed at the beginning and at the end
of each glider campaigns. After a first quality control to eliminate obvious spikes [39], the data were
averaged in 2-m non-overlapped bins. In this paper, the temperature, salinity, density and dissolved
oxygen data are described while other parameters are only occasionally considered.

35



Water 2019, 11, 1741

Figure 1. (a) Glider tracks during the CINEL experiment, (b) C1 mission performed by units SG150
glider during fall; (c) C2 by unit SG554 in fall, (d) C3 by unit SG149 in fall; (e) C4 by SG149 in winter;
(f) C5 by SG554 in winter. Colors represent the evolution in time of each trajectory, with blue colors
indicating the initial measurements and red colors showing the final observations. The actual dates for
each mission are reported in Table 1.

2.2. Drifter Data

The CINEL drifter dataset includes the tracks provided by 16 drifters launched in 3 episodes:
4 drifters on 20–21 October 2016 along a meridional transect south of Cyprus and 8 drifters off the
central coast of Israel on 7 February 2017 and 4 drifters again south of Cyprus (same positions as in
October 2016) on 25 February 2017. One drifter stranded near Larnaca in Cyprus on 14 March 2017.
It was recovered and redeployed south of Cyprus on 29 March. The drifters used during the experiment
were the Surface Velocity Programme SVP drifter design [40] with a drogue centered at 15 m depth,
equipped with a sensor for the SST and a tension sensor to monitor the drogue presence. They were
manufactured by METOCEAN. Each drifter provides its location through the global positioning system
(GPS) and transmits the data on land via Iridium satellite link. The drifter data were first edited
from spikes and outliers [39], then the data of position, temperature, voltage and drogue presence
were interpolated at 30-min uniform intervals using a kriging optimal interpolation method [41,42].

36



Water 2019, 11, 1741

The velocities were then calculated as finite differences of the interpolated position. The interpolated
positions were also subsampled at 2-h regular interval and low-pass filtered using a Hamming filter
with a cut-off period at 36 h in order to remove high frequency current components (tidal and inertial
currents) and then sub-sampled every 6 h. A composite diagram with all the low-pass filtered drifter
trajectories between 20 October 2016 and 31 August 2017 is shown in Figure 2.

Drifter trajectory segments were superimposed on SST anomaly and ADT images to describe
specific snapshots of surface circulation. A quantitative analysis of the drifter trajectories was also
performed to characterize the CE, when some drifters were caught in its core for several months.
To estimate the motion of the eddy center, loops in the drifter tracks were identified by considering the
drifter positions bounded by two successive longitude maxima [43]. Then, the center of each loop was
computed by averaging the longitudes and latitudes corresponding to each loop. A regression line
was fitted through the center estimates to estimate the mean displacement of the eddy. The size and
strength of the eddy were determined by considering the drifter speeds as a function of distance with
respect to the eddy center.

Figure 2. Tracks of drifters operated during the CINEL experiment from September 2016 to August 2017.

2.3. Sea Surface Temperature

The satellite SST products considered in this study are daily gap-free maps (L4) at high (HR 0.0625◦)
spatial resolution over the Mediterranean Sea. These products are based on night-time images collected
by the infrared sensors mounted on different satellite platforms and cover the Southern European
Seas. Remotely-sensed L4 SST datasets are operationally produced by the Consiglio Nazionale
delle Ricerche-Gruppo di Oceanografia da Satellite (CNR-GOS). The basic design and the main
algorithms used are described in [44]. The products are distributed by the Copernicus programme
(http://marine.copernicus.eu). In this study, we generated SST anomaly maps for the east LS (30–36◦ E
and 31–37◦ N) with a constant colorscale (between −2 and +2 ◦C) in order to enhance the features
present in the area. In particular, each image was generated after subtracting the mean SST of the area
and dividing the result by the standard deviation.

2.4. Absolute Dynamic Topography

The altimetry data are processed by the DUACS multi-mission altimeter data processing system
and provided by Copernicus. Satellite gridded Sea Level Anomaly (SLA) are computed with respect to
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a twenty-year mean and is estimated by Optimal Interpolation [45], merging the measurement from all
the available altimeter missions (Jason-3, Sentinel-3A, HY-2A, Saral/AltiKa, Cryosat-2, Jason-2, Jason-1,
T/P, ENVISAT, GFO, ERS1/2) (see QUID document or http://duacs.cls.fr pages for processing details).
The SLA data resolution is 0.125◦ by 0.125◦; to derive the ADT, the SLA is added to the Synthetic Mean
Dynamic Topography (SMDT). The geostrophic currents are then derived by finite differencing and
normalizing the ADT.

3. Results

3.1. Surface Circulation and Sub-Basin Features

The analysis of the drifter trajectories (Figure 2), and the SST anomaly/ADT daily images confirm
the eastern LS as a very dynamical area, characterized by a number of permanent eddies and other
features that are intermittent, eventually disappearing or merging with other eddies, creating wider
structures. The ADT averaged throughout the whole period of study (September 2016–August 2017;
Figure 3) and the drifter tracks (Figure 2) show the CE as the most persistent feature present in the area,
covering a broad area south of Cyprus. Other relevant anticyclones are the North Shikmona Eddy
(NSE), which is the easternmost feature off the Lebanese coast and another eddy located more to the
south in front of the Israeli coast, hereafter called E1. In between these two anticyclones, a cyclone is
evident. It is referred to as the South Shikmona Eddy (SSE) hereafter. Finally, another two cyclones,
evidenced in the mean ADT, can be seen: one south of the CE, named E2 and the second one east
of Cyprus island called the Latakia Eddy (LE). The above-mentioned features with the exception
of the CE, are not permanent throughout the year, they can disappear for short periods or move
slightly their geographical position or sometimes change their shape merging with other eddies.
A qualitative analysis of the most salient features during a 1-year period starting from September 2016
was performed using SST anomaly and satellite altimetry maps. To analyze the mesoscale circulation,
geostrophic currents computed from the altimetry data of the same day were superimposed on the
daily SST anomaly images. Drifter tracks were also integrated to study the dynamics of the area.

Figure 3. Mean Absolute Dynamic Topography (ADT) for the period September 2016 to August 2017,
evidencing the Cyprus eddy (CE), the north Shikmona Eddy (NSE), the south Shikmona Eddy (SSE),
the anticyclone E1 in front of the Israeli coast, a cyclone south of CE called E2 and the Latakia Eddy
(LE). The colorscale unit is m.
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3.1.1. Qualitative Description

Mid Mediterranean Jet and Thermal Front between Cyprus and Syria

From the beginning of September 2016 a strong jet (Figure 4a), crossing from west to east
the eastern LS south of Cyprus, was evidenced by low temperature and by strong geostrophic
currents. The wind over the whole basin blew from the west starting from June 2016 and
becoming stronger and more stable at the beginning of August and lasting until 25 September 2016
(https://winds.jpl.nasa.gov/missions/quikscat/). The jet, called from now on the Mid Mediterranean
Jet (MMJ), bended toward Cyprus skimming the CE to the north, and proceeding toward the Syrian
coast. Before reaching, the coast, it flowed to the north between two eddies: the LE to the north and
the NSE to the south (Figure 4b). The cold water of the MMJ (1.5–2 ◦C lower than the surrounding
water), intruded from the west, joining the coastal upwelled water along the southern coast of Cyprus.
In early October, the cold MMJ faded away (Figure 4c) and the warmer waters of the CE, intruded to
the north, confining the cold upwelled water to the southeastern part of Cyprus (Figure 4c–i). The cold
water, together with the general cooling of the area northeast of Cyprus, generated a zonal thermal
front (Figure 4e–i). From September to November 2016 (Figure 4a–f) the strong geostrophic currents
flowing from south of Cyprus toward the Syrian coast, were mainly located south of the front (in
warmer waters). Three of the four drifters deployed along the meridional section of the CE in October
2016, clearly highlighted the zonal jet associated with the front. The northern drifter was immediately
captured by the jet (Figure 4d) and reached the Syrian coast after about a week, then it veered to the
north (not shown). The drifter deployed in the CE more to the south, after being involved for 10 days
in a small eddy southwest of CE, was first caught by the CE, then it moved to the north and entered in
the jet (Figure 4e). On 21 November, it reached the Syrian coast. Another drifter reached this area
on 25 November and then both instruments moved southward along the Lebanese coast (Figure 4f).
The geostrophic current in front of the Lebanon/Syrian coast, computed by the altimetry, show for
this period a current flowing against the drifter tracks (not shown). One drifter was caught in the SSE,
while the other one proceeded to the south along the coast until 11 December when it changed direction
and moved northward to reach the SSE, in agreement with the geostrophic currents (not shown).

The zonal thermal front northeast of Cyprus persisted until March 2017 changing its shape and
orientation. After a first phase in September 2016 during which the front appears jagged and not well
defined in the SST anomaly (Figure 4c), in October and November it became sharper with a surface
temperature gradient of 1.5–2 ◦C (Figure 4f). Two gliders were operated in November and both crossed
the front simultaneously a few km apart. During this period, the zonally oriented front persisted
until 15 December when a cyclonic eddy located around 34◦ E, intruded in the warmer side bringing
colder water to the south (not shown). The wide cold bulge expanded more than 1 degree of latitude
to the south in 1 December (Figure 4g) and the intrusion became narrow due to the weakening of
the cyclone by 11 January 2017 (Figure 4h). A small feature of cold water, which detached from the
above-mentioned bulge, remained at 33.5◦ E 34.3◦ N in mid-January (Figure 4i) and was included in a
small cyclonic eddy (probably the SSE). On 23 February, two cold intrusions of 10 km size propagated
to the east along the front moving more than 40 km in 4 days (Figure 4j,k). In early March the jet
decreased in intensity and more meanders and filaments developed. Some of them were also identified
by the drifter tracks (Figure 4l).
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Figure 4. Geostrophic currents overlaid on the Sea Surface Temperature (SST) anomaly images, near
the bottom the right corner of the sub-plots, mean, and standard deviation of the image are reported as
well as the speed scale of the currents. Black (gray) lines indicate the glider track 4 days before (4 days
after) the date reported on top of the image (black dot). White lines represent the drifter tracks 4 days
before the reported date (white dot). Mid-Mediterranean Jet (MMJ) and the upwelling south of Cyprus,
marked by cold water (a); the fading of MMJ with instabilities along the edge (b); cold front south east
of Cyprus (c); cold front highlighted by a drifter (d); a second drifter evidences the fast geostrophic
current north of Cyprus (e); drifters proceeding south along the Lebanon coast (f); north intrusion
in the front (g); evolution of the intrusion (h); creation of a separate cyclonic eddy (i); intrusions (j);
evolution of the intrusions (k) and cold front weakening (l).
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Cyprus Eddy and North Shikmona Eddy

Even though the CE prevailed throughout the period of study from September 2016 to the end of
August 2017, its shape and position changed significantly with time as revealed by the analysis of the
ADT maps. At the beginning of September, the CE and NSE were present as two separate anticyclones
(Figure 5a), then, on 4 October, three small eddies developed (Figure 5b) and in a few days, a wide
zonally-elongated anticyclonic structure formed (Figure 5c). This broad feature persisted (Figure 5d)
until the beginning of December, when the two eddies eventually detached from each other (Figure 5e)
and the CE moved back to its original location, while the NSE completely disappeared (Figure 5f).

Figure 5. Selected maps of ADT with overlaid geostrophic currents with black, gray and white lines
and dots as in Figure 4. CE and NSE evolution; anticyclones as separated eddies (a); presence of 3 small
eddies in the same area (b); wide zonally-elongated anticyclonic structure (c); persistence of the CE-NSE
anticyclone (d); weakening of the elongated anticyclone eddies (e) and disappearance of NSE (f).

To better show the time evolution of the two eddies and their geographical position, two
Hovmoeller diagrams using as reference the altimetry data at 33.81◦ N (Figure 6a) and 34.2◦ E
(Figure 6b) were produced. The latitude and longitude of the CE were selected based on the mean
ADT for the period September 2016 to August 2017 (see Figure 3). As mentioned before, from October
to December 2016 a large zonally-expanded anticyclone structure characterized the area. In November,
this feature covered zonally the broadest area from 32◦ E to 35◦ E (Figure 6a) and in the meridional
direction from 33.4◦ N to 34.7◦ N (Figure 6b). Starting from December, the CE was evident again as a
single anticyclone with a lower signature in ADT and a smaller extension of about one degree in both
longitude and latitude.
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Figure 6. Hovmoeller diagram of ADT (a) along latitude 33.81◦ N and (b) longitude 33.19◦ E. Position
of the CE determined from the annual ADT image. The black line shows the eddy displacement derived
from the drifter data.

In September the gliders sampled the water column in the CE while in October-November 2016
they captured the CE-NSE merging event (refer to paragraph 3.2.).

In stratified conditions, from May until August 2017, the anticyclone was evidenced by a core
of cold water (Figure 7). The area south of Cyprus was characterized by a strong upwelling with
cold waters advected southward by the CE (Figure 7a–c). Starting from May, the eastern part of the
basin becomes increasingly cooler. In July, cold filaments were advected toward the north, tracing the
external edge of the CE (Figure 7b). By mid of August 2017, the cold western water was not entering as
MMJ as in the previous year (Figure 7c). From June until August the NSE moved more than 1

2 degree
north, despairing for 2 weeks in mid-July.

Figure 7. SST anomaly images with overlaid geostrophic current with white lines and dots as in
Figure 4. CE marked by a cold core from May to August 2017; cold core and upwelled water south of
Cyprus advected by the CE (a); CE cold core and a westward filament tracing the external edge of the
CE (b); CE extending to the Cyprus coast, upwelling south of Cyprus, absence of the MMJ (c).
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Upwelling off Israel and South Shikmona Eddy

In late November 2016, an event of upwelling took place along the Israeli coast and lasted for
about 7 days. The phenomenon, induced by eastern wind blowing for 10 consecutive days over 3
m/sec, was visible from 26 November to 2 December 2016. The upwelled water showed a temperature
decrease of 2 ◦C close to the coast. The SSE and other smaller eddies to the south probably advected the
cold water in the open sea and the offshore flowing filaments maintained a difference in temperature
while moving away from the coast (Figure 8). The two gliders sampled the area during the same
period, but they did not capture the upwelling signature. The cold layer, advected away from the coast,
probably affected only the top surface layer, which was not sampled by the gliders.

Figure 8. SST anomaly image with overlaid geostrophic currents with black, gray and white lines and
dots as in Figure 4. Event of upwelling in front of the Israeli coast at the end of November 2017.

During fall and winter, the ADT maps show a distinct motion of the SSE. In order to have a better
description of the 1-year eddy evolution Hovmoeller diagrams of the ADT were constructed (Figure 9).
The reference position (latitude 33.06◦ N–longitude 34.31◦ E) of the eddy was identified from the mean
ADT map (Figure 3). In September during the first glider campaign the eddy was weakly detected in
ADT, then from October to the end of November during the second and the third glider campaigns the
eddy became well defined (Figure 5c) and moved southwestward ( 1

2 degree south and 1 degree west;
Figure 9a,b). In early December, the SSE moved farther west and a new SSE appeared at the usual
position. From mid-December to the beginning of May, the SSE alternated periods when the eddy was
well defined and periods in which it merged with another cyclone intruded to the south; sometimes
the south tongue was close to the Lebanon coast (Figure 10a), other times the presence of NSE pushed
the intrusion farther offshore (Figure 10b). The SSE finally splits in two cyclones at the end of May 2017
as shown in Figure 10c. During the summer months the eddy was weak or disappeared for weeks
while in August it moved 1

2 degree north (Figure 7c).
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Figure 9. Hovmoeller diagram of ADT (a) along latitude 33.06◦ N and (b) longitude 34.31◦ E.

Figure 10. ADT with overlaid geostrophic currents with white lines and dots as in Figure 4. SSE merged
with a cyclone intruded from the north: sometimes the intrusion was close to the Lebanon coast (a); the
presence of NSE pushed the northern intrusion father offshore (b); SSE splits in two cyclones (c).

3.1.2. Quantitative Description of CE Using Drifter Data

Three drifters moved in and around the CE from February to May 2017, while two of them
remained trapped in the eddy until August 2017. From the analysis of the data of the 3 drifters it was
found that the eddy can be considered to be in quasi-solid body rotation up to a radius of 40–50 km,
where the maximum drifter speed of 50 cm/s occurred [43]. In the 4 months period, the radius ranged
between <10 km to about 100 km with some oscillations, due to the fat that the eddy might not be
perfectly circular and also due to possible variations in rotation strength. From the estimation of the
eddy center position, it was found that the anticyclone moved toward the southeast at a speed of about
150 m/day (see more details in [43]). This displacement is in good agreement with the ADT maps.
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The black line depicted using the coefficients computed by the drifter data follows the motion of the
CE displayed by Hovmoeller diagrams (Figure 6).

3.2. Qualitative Vertical Description of Some Sub-Basin Features Using Glider Surveys

In Fall 2016, the three glider campaigns were designed to sample the vertical structure of
some sub-basin scale features between September and the beginning of December. The data of the
second campaign (see track in Figure 1c) were plotted as a function of time (Figure 11). The eastern
LS area appears strongly influenced by the presence of sub-basin eddies and mesoscale features.
The thermohaline structure throughout the mission, shows a strong vertical stratification, with the
presence of warm and salty LSW near the surface down to 40 m (Figure 11a), which gradually deepens,
cooling and freshening (Figure 11b). The temperature (salinity) parameter between 20 m to 40 m
reaches a maximum value of 26.24 ◦C (39.57 PSU). By the end of the mission, the mixed layer has
deepened to 90 m and the maximum temperature has decreased to 20.38 ◦C (39.36 PSU). The AW
is found at depths just below the LSW, under the thermocline (at about 50 m in October and 100 m
depth at the end of November), revealed as a local minimum in salinity (about 38.8 PSU; Figure 11b),
which slowly disappeared as the season comes to the end. Furthermore, a 70 m thick layer with
relative salinity maximum is observed between 100 and 400 m corresponding to the thermohaline
characteristics of the LIW. Below that depth in the LDW, the salinity gradually decreases with depth
(not shown).

The contour plots of the second campaign (Figure 11) reveal the downward bending of the isolines
of the water mass properties in correspondence to the CE anticyclone at the beginning and at the
end of the mission. In between these anticyclones, a sequence of 4 transects, marked by individual
upward domings, depicts different parts of the SSE area. The data after the second SSE transect (10–11
November) corresponds to the CE only partially sampled. After the fourth transect (22–25 November)
data describe an anticyclone south of CE. The anticyclonic and cyclonic features are identified by
acronyms and vertical black lines in Figure 11. The isopycnal curves overlaid on the temperature
field show a homogeneous top layer and a highly stratified layer in correspondence to the AW below
the thermocline.

The contour lines, representing the oxygen concentration (overlaid in Figure 11b) show a subsurface
maximum between 65–100 m, diminishing gradually along the water column, while the top layer is
quite homogeneous. The oxygen stratification is evident throughout the mission with the exception of
the CE, where the isolines between 150 m depth and the LIW show a less stratified field. Some mesoscale
structures visible in temperature, salinity and oxygen are present inside the CE (see description in the
following section). The chlorophyll concentration (Figure 11c) displays a Deep Chlorophyll Maximum
(DCM) at around 50 and 150 m depth. Its spatial structure (thickness and patchiness) is strongly
influenced by the presence of the eddies. In the anticyclone, the DCM is deeper than in the cyclone,
where the chlorophyll concentration is slightly higher. Maximum values are around 0.8 μg/L while the
minimum is around 0.2 μg/L. Some filaments detach from the DCM in particular along the edges of
the anticyclone, reaching 200–250 m depth. The backscattering (Figure 11d) exhibits different vertical
distributions in the anticyclones and cyclones. In the CE backscattering is relatively high between 50
and 150 m, while inside the eddy below 150 m it is extremely low. This feature is present not only in
the two CE transects but also in the area where two anticyclones were partially sampled (10–11 and
22–25 November). The extremely low backscattering values in the CE (the absolute minimum of the
mission) also corresponds to the region of lower stratification in oxygen concentration. In the deeper
layer down to 600 m (not shown, because sampled in mission C3) the backscattering is low, but the
recorded absolute minimum is still between 150 and 300 m depth. The cyclone exhibits higher values
of backscattering in the upper layer in the first 2 crossings of the SSE, then when the winter mixing
starts, the values are lower even in the upper part of the SSE. There are relatively higher backscattering
values below 200 m in the SSE area.

45



Water 2019, 11, 1741

Figure 11. Glider data collected during the second campaign as a function of time and depth (20–450 m).
Temperature field (◦C) with isopycnal (intervals of 0.1 kg/m3) overlaid (a), salinity field with oxygen
(intervals of 0.2 mL/L) overlaid (b), fluorescence field (μg/L) with isopycnal overlaid (c), backscattering
at 700 (m−1) with oxygen overlaid (d).

The Cyprus Eddy and North Shikmona Eddy

During fall 2016, the area of the CE formation was sampled five times (see Table 2 for timing and
other details). Since the gliders crossed the anticyclones along almost meridional transects (in both
directions), the data were plotted in Figure 12 as a function of latitude for a better description and
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comparison. Each crossing transect was completed in 5 to 10 days from the beginning of October to the
beginning of December 2016.

Figure 12. Fall salinity fields of the anticyclonic structures in the region of the CE (left). Transects
are ordered chronologically and dates are reported in Table 2. Isopycnal (intervals of 0.1 kg/m3) and
isolines of oxygen concentration (intervals of 0.2 mL/L) are respectively shown with black and white
lines. On the right, the ADT field and geostrophic currents. Black, grey, white lines and dots as in
Figure 4. Salinity sections depicted in panels (e,g,i) correspond to the northern, western and eastern
glider tracks in panels (f,h,j), respectively.
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Table 2. Season (F—fall and W—winter), numbers assigned to the transect crossing the CE, mission
name, period and approximate direction of sampling.

Season Transect Mission Glider ID Date Glider Direction

F 1 C1 sg150 07 October 2016–15 October 2016 Northward
F 2 C2 sg554 21 October 2016–30 October 2016 Southward
F 3 C3 sg149 7 November 2016–17 November 2016 Southward
F 4 C2 sg554 23 November 2016–02 December 2016 Northward
F 5 C3 sg149 27 November 2016–02 December 2016 Northward
W 6 C4 sg149 17 February 2017–21 February 2017 Southward
W 7 C5 sg554 02 March 2017–06 March 2017 Northward

All five salinity fields collected during fall are displayed in chronological order in Figure 12.
The ADT fields, with the associated geostrophic currents and glider/drifter tracks overlaid, (Figure 12,
right column), give additional information of the surface dynamics during the sampling interval.
The dates of the selected ADT maps correspond to the times when the gliders sampled the center
of the isolines deepening. The black dot on the glider track corresponds to its position on that date.
From the analysis of the ADT the first transect (Figure 12b) crosses a zonally elongated anticyclone
corresponding to the merging of the CE and NSE, described in paragraph 3.1.1. Transect 2 (Figure 12d),
one week later, crosses the wide formed structure close to the NSE usual position. As time passes
the anticyclone becomes larger with strong geostrophic currents as observed during the third glider
crossing (Figure 12f). Approximately one week later (Figure 12g–j), the same structure is captured
almost simultaneously along transects 4 and 5. The transect 4 evidences the eddy in its central part,
while the transect 5 is relative to its easternmost portion.

On the left side of Figure 12 the salinity vertical structure with density (black curves) and oxygen
(white curves) overlaid, describes the five sampled transects of the anticyclone in the CE area between
October and the beginning of December 2016. The water masses of the CE are typical of the eastern LS
but the thermohaline vertical structure is strongly influenced by the deepening of the isolines extending
down to 950 m. It is noticeable that all the transects exhibit an asymmetry in all parameters that does
not seem to be related to the sampling method, since it is present both in the transects sampled from
north to south (Figure 12c,e) and in those sampled in the opposite direction (Figure 12a,g,i).

A high salinity subsurface core of different shape and size is present in all transects.
The homogeneous salinity core or lens is around 39.1 PSU and mainly enclosed within an isohaline of
39.05 PSU. The vertical extension of the core in transects 2, 3, 4 is between 50 and 250 m and laterally
from 33.4 to 34◦ E (more specifically 33.4–33.6◦ E in transect 2, 33.5–33.8◦ E in transect 3 and 33.9–34◦ E
in transect 4). This core is marked also in temperature (not shown): the 18 and 18.5 ◦C isotherms are
bended downward, surrounding the lower part of the lens (e.g., Figure 11a). The core in its upper part
evidences an upward doming in salinity, density and oxygen concentration.

The isopycnals highlight a strong vertical stratification in density in the upper part of the core
while the lower part is rather homogeneous. A minimum of oxygen is clearly visible in the lower
part of the lens (white lines in Figure 12c,e,g). The high salinity core evident in transects 1 and 5
(Figure 12a,i) have smaller vertical extension spanning between 250 and 300 m and laterally from 33.3
to 33.5◦ E in transect 5, while it is barely visible in transect 1.

In the attempt to have a better perception of the high salinity core geographical position, the
five glider pathways, crossing the CE, were overlaid on the bathymetry of the area (Figure 13).
The dots correspond to the salinity at 150 m and they are color-coded according to the salinity values.
The transects are numbered following a chronological order. During the first and fifth transect a small
high salinity core is barely visible because the lens is located deeper (Figure 12a), while in transect 2, 3,
4 the core is well captured. Figure 13 shows that the salty core was sampled first to the west during
transect 2, then it was captured 1

2 degree to the east in transect 3 and again 1
2 degree to east during

transect 4. Transect 5 was almost concomitant to the fourth transect but did not capture the salty core
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at 150 m. High salinity is also evident in the northern part of the transects, where the bathymetry is
shallower than in the southern part, but this is another feature different from the signature of the high
salinity core.

Figure 13. The fall 2016 glider pathways corresponding to the transects shown in Figure 12.
The color-coded dots are the salinity sampled at 150 m depth. Transects are numbered chronologically
according to Table 2.

In winter, the gliders crossed the CE twice (see transects 6 and 7 in Table 2) and only transect 6 is
described as an example. The deepening of the water mass properties is evident. The salinity field is
displayed in Figure 14a, while its geographical position is shown on the ADT image in Figure 14b.
The CE appears like a body of homogeneous salty water (39.2 PSU) down to 400 m depth, included in
the downward doming of the LIW. The temperature in the surface layer (not shown) is homogeneous
only to 100 m depth in the northern edge and 200 m in the southern edge, confirmed by the isopycnals
(black lines in Figure 14a). The AW is no longer visible as a local minimum in salinity, having been
mixed with the layers below and above during the winter in the previous weeks. The LIW is also no
longer identifiable as a relative maximum in salinity but it still conserves the thermohaline properties
found during fall (Figure 15). In the winter structures, both chlorophyll and turbidity fields (not shown)
are vertically homogeneous reaching 300 m depth.
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Figure 14. Winter salinity field of transect 6 (dates in Table 2) isopycnals (black lines, intervals of
0.1 kg/m3) overlaid (a); ADT image of the day when the glider crossed the center of the eddy (b).
The transect is relative to the glider track depicted to the left, the dot is the position of the glider on the
same day of the image, the black line is relative to 4 days before and the gray line is relative to 4 days
after. White curves are 4-day trajectory segments of drifters (shown with white dots).

Figure 15. Theta-S diagram in the CE region obtained from the fall (winter) glider data in dark gray
(light gray), the dashed lines are isopycnals. Turquoise, light blue, dark blue and magenta dots
correspond to the high salinity core found in the transects 2, 3, 4 and 5 respectively. Red dots are
relative to values between 20–200 m in winter transect, while orange dots correspond to the salinity
maximum associated to the LIW, both for fall and winter missions.

To analyze further the thermohaline properties of the high salinity core a Theta-Salinity (TS)
diagram of the CE region is depicted in Figure 15. All the glider temperature and salinity data of
transects 1 to 6 (see Table 2 and Figures 12 and 14) are represented during fall (dark grey) and winter
(in light grey). The high salinity core data, found in transects 2, 3, 4 and 5 are respectively plotted in
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turquoise, light blue, dark blue and magenta. The red is used to distinguish the homogeneous salty
water mass present in the upper layer (20–200 m) inside the CE during winter (Figure 14a), while
orange corresponds to the salinity maximum associated with the LIW, in both seasons. All the high
salinity cores present the salinity of the LIW, with exception of a few values of the core in transect 5.
The density of each core ranges between 28 and 28.34 kg/m3 and the vertical structure inside the core is
mainly driven by temperature (as visible from the isopycnals in Figure 12). The core in transect 5 has a
lower temperature in comparison with the others resulting in a higher density (28.36–28.4 kg/m3).

4. Discussion and Conclusions

The use of satellite altimetry and SST anomaly in concert with drifter data allowed us to analyze
the surface evolution of some of the major sub-basin and mesoscale circulation structures in the eastern
LS in two different seasons between September 2016 and August 2017. The eastern LS appears very
variable over time: the geostrophic position, the size and the shape of most eddies change in a few
weeks due to their interaction or their complete disappearance.

The anticyclonic CE is the most persistent feature in the above-mentioned period covering a
broad geographical region south of Cyprus. It evolves while changing in shape, merging with other
eddies like the NSE during fall 2016. Drifters were captured by it between February and May 2017
allowing a quantitative study of its kinematics. The mean radius of the eddy is about 40–50 km and the
maximum speed of about 50 cm/s is reached at 40 km from the eddy center. The CE moves 150 m/day
to the southeast. The NSE is present mainly during fall until the beginning of December, when it
becomes partially merged with the CE. Then, it disappears until July when it reappears and it moves 1

2
degree more to the north. The cyclonic SSE in some periods moves far from the coast to the southwest,
merging with other cyclones and disappearing from its most probable position for weeks. Other eddies
are present in the area like E1, E2 and LE (Figure 3), but their presence and position during the year of
the study seems to be very variable and difficult to easily describe.

Besides eddies, the eastern LS is also characterized by a strong upwelling south of Cyprus in the
summer months (September 2016 and May–August 2017), and other features occasionally present like
the MMJ and the cold front east of Cyprus. The MMJ is present during the whole month of September
2017, crossing the basin from west to east, clearly traced by the cold water in the SST anomaly images,
by the drifter tracks and by the geostrophic currents computed from the ADT fields. The jet skims the
southern coast of Cyprus and flows toward the Syria/Lebanon coast, where it decreases in strength and
it turns north along the coast. The disappearance of the jet corresponds to a wider extension of the CE to
the north. The thermal zonal front, spanning from the southeast coast of Cyprus to the Syria/Lebanon
coast represents a persistent feature from October to the beginning of March, concomitant with the
cooling of the northern part of the basin. The front with a prevailing zonal orientation is first jagged
and undefined, then it becomes sharper characterized by a strong current in the warmer side and
finally, when the currents weaken, the north intrusions start to degrade the front. The upwelling in
front of Israel at the end of November 2016 represents another sporadic event.

The glider campaigns sampled the vertical structures present in the area allowing a general
description of a few circulation features in fall 2016 and in winter 2016–2017. The CE is the most sampled
eddy during the fall season; it shows the usual thermohaline structure of the area, modulated below the
mixed layer (50–100 m), by the downward bending of all the physical parameters measured. However
above it, the isopycnals bend upward (Figure 12c,e,g) and in between the up and downward isopycnals,
a homogeneous volume of water is present. This kind of eddies has been described as anticyclonic
modewater eddies or submesoscale coherent vortices in different basins of the world [46–50]. The CE
has a strong signature in ADT, but usually these eddies are also characterized by a negative SST
anomaly, that was not seen at least during fall and winter. In summer, instead, the signature in SST
anomaly was evident for three full months, but it was not supported by any glider measurement.

The existence of a high salinity core in the CE area was previously reported in studies implying CTD
and XCTS surveys [3,25,30,51–53]. More recently, this lens was also described in glider missions, which
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took place in late fall and at the beginning of winter during the years 2009, 2010 and 2011–2012 [54].
However, in these earlier glider observations, the maximum of the salinity (around 39.3 PSU) showed
higher values and lower temperature (around 17 ◦C) with respect to the LIW. In the present study, the
core has the same salinity and a higher temperature (around 18.5 ◦C) than the LIW. A minimum in
oxygen is evident in the lower part of the core; it is probably related to biological processes as those
indicated in the Tropical North Atlantic by [48,55] and in the Mediterranean Sea by [56].

The CE shows a north-south asymmetry with steeper isolines in the north, where the bathymetry
is shallower (Figure 13). This can be due to an interaction between the CE and the bathymetry as
already shown in previous studies [13,30,36,57]. The shallow bathymetry is probably responsible for
the strengthening of the geostrophic currents in the northern part of the CE, also underlined by the
ADT maps analyzed in this study and the results described in [4].

Based on the obtained results, it is difficult to identify a specific process involved in the generation
of the high salinity core found in the CE region. We can only speculate on the possible generation
mechanisms. The shallower bathymetry in the northern part of the CE region, leads to a rising of
the high salinity maximum of the LIW during summer or fall. The interaction of this layer with
the bathymetry could generate instabilities that induces the creation of a nucleus of high salinity.
Another origin of the core thermohaline properties could be related to the water mass created during
winter mixing, as mentioned in [25,56]. This is consistent with the results of [58,59], who showed that
the CE is able to maintain its core temperature and salinity characteristics for periods of up to two
years. However further understanding of the local mechanisms of water mass exchanges and mixing
processes is needed. This will be the subject of future studies.
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Abstract: The Malta-Sicily Channel is part of the Sicily Channel system where water and thermohaline
properties between the Eastern and Western Mediterranean basins take place. Several mesoscales
features are detached from the main circulation due to wind and bathymetric forcing. In this
paper, surface circulation structures are studied using different remotely sensed datasets: satellite
data (absolute dynamic topography, Cross-Calibrated Multi-Platform wind vector analysis, satellite
chlorophyll and sea surface temperature) and high frequency radar data. We identified high frequency
motions (at short time scales—hours to days), as well as mesoscale structures fundamental for the
understanding of the Malta-Sicily Channel circulation dynamics. One of those is the Malta-Sicily
Gyre; an anticyclonic structure trapped between the Sicilian and Maltese coasts, which is poorly
studied in the literature and often confused with the Malta Channel Crest and the Ionian Shelf Break
Vortex. In order to characterize this gyre, we calculated its kinetic properties taking advantage of the
fine-scale temporal and spatial resolution of the high frequency radar data, and thus confirming its
presence with an updated version of the surface circulation patterns in the area.

Keywords: remote sensing; high frequency radar; Malta-Sicily Channel; Malta Sicily Gyre;
surface circulation

1. Introduction

Study Area

Although smaller than the synoptic scale, mesoscale to sub-mesoscale structures influence the
stratification and contribute to the vertical and horizontal advection of sea water properties. Due to the
small Rossby radius of deformation in the Mediterranean Sea (15–20 km) the typical mesoscale features
are characterized by scales of the order of 10–100 km [1,2]. The circulation in the Sicily Channel (SC;
defined as 11–16.5◦ E and 33—38◦ N in Figure 1 for our studies) is mainly driven by the Mediterranean
thermohaline circulation together with its mesoscale and seasonal variability showing intra-annual
and inter-annual variability [3–5]. This area is characterized by a complex bathymetry with a two-sill
system at the Sicily Strait (SS) [6]. On the Italian side, the sill is very narrow with a maximum depth of
~430 m, while on the Tunisian side it is wider and shallower with a sill depth of ~360 m [7]. The exit to
the Ionian Sea is bounded by the Malta Plateau and the Medina Bank (MP and MB in Figure 1). In the
center of the SC three important depressions are present; the Pantelleria trough (PT; ~1300 m depth),
the Linosa trough (LT; ~1500 m depth) and the Malta trough (MT; ~1700 m depth). These bathymetric
features can strongly influence the current system in the SC.
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Contrary to the SC, the Malta-Sicily Channel (hereafter referred as the channel) is a shelf in the
mid Mediterranean Sea that separates the Malta island from the southern tip of Sicily. Topographically
this shelf is characterized by a plateau in the middle (MP) with an average depth of 150 m as shown
in Figure 1. On its northwestern side the shelf is bounded by the submarine ridges aforementioned
with depressions reaching 1700 m deep where the Maltese islands represent the emerged part of the
ridge [8]. On its southeastern side, the channel abruptly deepens into the Ionian Sea (~3000 m deep)
due to the presence of the Sicily-Malta Escarpment (~2500 m deep) which is one of the largest and least
explored underwater cliffs in the Mediterranean Sea [8]. The circulation on longer time scales (lower
frequency) is mainly driven by the Atlantic Ionian Stream (AIS) and the Malta-Sicily Gyre (MSG),
where the latter has been identified as a quasi-permanent structure with highest incidence in the winter
period and related to the variability of the AIS [9,10]. In addition, the Malta-Sicily Gyre (MSG) has
been poorly described in the literature, and is often confused with the Malta Channel Crest (MCC) and
the Ionian Shelf Break Vortex (ISV) [9]. For the purpose of this work the channel has been defined as
the area comprising 14–16◦ E and 35–37◦ N.

Figure 1. Bathymetric map of the Sicily Channel (SC) (dashed yellow box) and the channel (solid
yellow box) and the surrounding area. Geographical places are indicated with red letters: Adventure
Bank (AB), Gela Basin (GB), Lampedusa Island (La), Linosa Island (Li), Linosa Trough (LT), Maltese
Islands (M), Malta Plateau (MP), Malta Trough (MT), Medina Bank (MB) Pantelleria Island (P),
Pantelleria Trough (PT), Sicily Island (S), Sicily Strait (SS), Sicily-Malta Escarpment (SME), and Tunisia
Plateau (TP). The colorbar represents depth in meters. Bathymetric data was obtained from https:
//topex.ucsd.edu/cgi-bin/get_data.cgi [11].

The AIS is a well-studied sea surface structure mainly composed of Atlantic Water (AW). During
summer it strengthens and remains constrained towards Sicily where the flow behaves like a jet
stream gaining positive vorticity due to westerly winds and the SC complex bathymetry [12]. As it
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reaches the shelf break east of Malta, it maintains an upwelling front along the southern coast of
Sicily showing a seasonal behavior [13–16]. Its path starts at Adventure Bank where the AW enters
the SC via the SS where complex circulation patterns are induced by the bathymetry and the shape
of the coastline [1,17,18]. During summer, at the SS, the jet stream flows towards Malta following
the bathymetry and ends its journey in the channel by emptying into the Ionian Sea. Depending on
the phase of the North Ionian Gyre (NIG; [19–22]) the AIS can flow towards the North Ionian Sea or
move as a zonal current crossing the Central Ionian Sea. In the latter case this flow is known as the
Mid Ionian Jet, (MIJ; [1,4]) and connects the SC with the Cretan passage [4,19–21,23]. On its eastward
propagation the stretching and squeezing of the AIS results in the formation of important mesoscales
structures e.g., eddies, gyres or plumes like the MSG [14,24,25]. Additionally, local winds, tides and
the Coriolis effect can introduce high frequency motions in the area.

The main focus of this paper is to study the surface circulation patterns in the channel with
particular emphasis on a quantitative characterization of the MSG. This mesoscale feature appears
to be important to and diagnostic of the circulation in the area under study but it has been poorly
studied and often confused with other mesoscale structures. Our aim is to give an updated version of
the sea surface circulation structures in the channel. This paper is divided in four parts besides the
introduction. In Section 2, we introduce the data and methods used for this study. The data were
selected due to their spatial and temporal availability and capability of being compared with high
frequency radar data (HFR). A summary of the datasets used and their principal characteristics can
be found in Table 1. Section 3 is devoted to results and discussion. We first describe the principal
features that comprise the surface circulation in the channel and in the SC (solid and dashed yellow
boxes in Figure 1) using surface geostrophic velocities (SGV) and absolute dynamic topography (ADT).
Secondly, we identify the short time scales in the channel by analyzing the sea surface circulation and
the dynamical processes in the area with available remote sensing data i.e., ADT, SGV, HFR velocities,
wind stress fields, sea surface temperature (SST), and chlorophyll satellite images (CHL). Finally,
we focus on the characterization of the MSG (identified using the aforementioned data) by calculating
its kinematic properties. Section 4 is dedicated to conclusions.

Table 1. Main characteristics of the remote sensing datasets.

HFR Altimetry MODIS MODIS CCMP

Variable Sea surface velocities ADT, geostrophic
currents SST CHL-a Wind stress

Frequency Hourly Daily Monthly Monthly 6-Hourly

Spatial
resolution

1 km 1/8◦ 4.6 km 4.6 km 1/4◦

Vertical
integration

1 m surface surface surface 10 m above sea level

Study period 1 Aug 2012–31 Jan 2015 1 Jan 1993–31 Dec 2015 Jan–Dec 2013 Jan–Dec 2013 1 Aug 2013–31 Jan 2015

2. Data and Methods

To describe the channel’s main surface structures, we have analyzed the available remote sensing
data summarized in Table 1.

2.1. Remote Sensing Data

• HFR data from three CODAR SeaSondes stations installed in Ta’Sopu (Gozo, Malta), Ta’Barkat
(Malta) and Pozzallo Harbor (Sicily, Italy) shown in Figure 2, provided surface current maps in the
channel from the period August 2012 to January 2015. These data correspond to a setup of two
HFR stations initially installed at Ta’Sopu and Ta’Barkat in August 2012. The third station was
added in August 2013 in Pozzallo improving the spatial coverage of the channel [26]. The data are
organized in time series of hourly velocity vectors with u (zonal, East-West) and v (meridional,
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North-South) components of the total velocity. The datasets were based on CALYPSO HFR,
compiled and processed by Dr. Simone Cosoli from the University of Western Australia, Perth [27].
The CALYPSO system operating set-up and resolution (13.5 MHz frequency, angular resolution 5◦,
range resolution 1.6 km, for more details see Drago et al. [10]) provides radar measurements that
are representative of the first meter of the ocean with grid sizes from 0.3 to 8.3 km2. The radars
share the same transmit frequency using a GPS-synchronization module and operate with both
the ideal and measured antenna beam patterns. Hourly sea surface current maps were derived
on a Cartesian grid with 3 × 3 km2 horizontal resolution by least-squares fitting of the radial
components of the ocean currents from two or more radar stations in areas of common overlap.
Grid points were included in the analysis only if they satisfied a minimum data return of 50%
using an interpolation technique described in Cosoli et al. [27]. Validation of this array has been
carried out in different studies since the installation of the system making this dataset a reliable
product [27–29].

 

Figure 2. High frequency radar stations of three CODAR SeaSondes stations at Ta’Sopu (Gozo, Malta),
Ta’Barkat (Malta) and Pozzallo Harbor (Sicily, Italy) from [30] showing the area of maximum coverage
of the array.

• Ssalto/Duacs multi-mission L4 altimeter products in the period January 1993 to December 2015
containing daily multi-mission ADT on a 1/8◦ × 1/8◦ mercator projection grid, and distributed
by the Copernicus Marine and Environment Monitoring Service (CMEMS) [4,5,31] were used to
calculate SGV where,

u′g = − g
f
∂ζ
∂y

, (1)

v′g =
g
f
∂ζ
∂x

. (2)

are the zonal and meridional geostrophic velocities, and ζ, denotes the dynamic topography
provided by the altimeter.

• Monthly Level-3 binned SST [doi: 10.5067/AQUA/MODIS/L3M/SST/2014] and CHL [doi: 10.5067/
AQUA/MODIS/L3B/CHL/2018] datasets with a spatial resolution of 4.6 km were downloaded from
January to December 2013 from the OceanColor web portal (https://oceandata.sci.gsfc.nasa.gov/
MODIS-Aqua/Binned/Monthly/) under the NASA aqua-MODIS (Moderate Resolution Imaging
Spectroradiometer) satellite mission.

• A sub-grid ranging from 35.8–36.8◦ N to 13.8–15.4◦ E from the six-hourly gridded Cross-Calibrated
Multi-Platform (CCMP) V2.0, Remote Sensing Systems (RSS), Santa Rosa, California, USA. Level-3
wind vector analyses product was downloaded from Remote Sensing Systems (RSS) for the
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period spanning August 2013 to January 2015 to analyze wind patterns in the channel [32].
The CCMP dataset combines cross-calibrated satellite microwave winds from scatterometers and
radiometers with instrument observations using a variational analysis method to produce 1/4◦
gridded data [33]. Both radiometer and scatterometer data are validated against ocean moored
buoys (in agreement within 0.8 m/s), where wind observations are referenced to a height of 10 m.
For a complete description of the dataset see [32].

2.2. Complex Correlation and Veering Estimates

Average veering between two 2D time series can be obtained from the phase angle of the complex
correlation coefficient [34]. Additionally, we used this method to determine if the wind and HFR
velocities are in Ekman Balance.

Let,
w(t) = u(t) + iv(t), (3)

be the complex representation of the velocity time series at time t. The complex correlation coefficient
between the two vector time series 1 and 2 in terms of the east and west components is:

p =
〈u1 u2 + v1 v2〉

〈u2
1 + v2

1〉
1
2 〈u2

2 + v2
2〉

1
2

+ i
〈u1 v2 − u2 v1〉

〈u2
1 + v2

1〉
1
2 〈u2

2 + v2
2〉

1
2

, (4)

where the phase angle or average veering is,

αav =
〈u1 v2 − u2 v1〉
〈u1 u2 + v1 v2〉 . (5)

2.3. Kinematic Properties of an Eddy

In order to describe the channel in terms of its kinematic properties, we applied the method
described by Sanderson [35] using the lstranslate routine developed by the HFR group at the Naval
Postgraduate School.

Assuming there is an eddy linearly translated in time with spatially uniform velocity gradients
as follows:

g11 =
∂u
∂x

(6)

g12 =
∂u
∂y

(7)

g21 =
∂v
∂x

(8)

g22 =
∂v
∂y

(9)

From Equations (6)–(9), the divergence is defined as d = g11 + g22, stretching deformation
a = g11 − g22, vorticity c = g21 − g12 and the shearing deformation b = g21 + g12, which are functions
of the velocity gradients. The method assumes that the center of the eddy is located at X, Y and moves
with constant velocity (U, V), whereas, at some distance from the center of the eddy, the flow velocity
has an added component due to the velocity gradients. X0, Y0 is defined as the initial position of the
eddy. Then the flow center position can be written as,

X = X0 + U(t), (10)

Y = Y0 + V(t). (11)
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with,
α = U − g11X0 − g12Y0, (12)

β = V − g21X0 − g22Y0, (13)

α1 = −g11U − g12V, (14)

β1 = −g21U − g22V. (15)

and solving Equations (12)–(15) for U, V, X0, Y0 yields,

U =
g22α1 − g12β1

g12g21 − g11g22
(16)

V =
g11β1 − g21α1

g12g21 − g11g22
(17)

X0 =
g22(α−U) − g12(β−V)

g12g21 − g11g22
(18)

Y0 =
g11(β−V) − g21(α−U)

g12g21 − g11g22
(19)

For our studies, we focused on the vorticity component applied to the HFR data in order to
quantitatively identify the mesoscale features within the study area.

3. Results and Discussion

3.1. Mean Surface Circulation, the Sicily Channel

Due to baroclinic instabilities, the Atlantic current (AC) regularly forms meanders that eventually
detach from the current and become either cyclonic or anticyclonic eddies [36] like the ones observed by
Jouini et al. [3] and Jebri et al. [37,38]. Figure 3 shows the SC inter-annual geostrophic circulation derived
from the ADT data depicting some of the AC-born structures described in Jouini et al. [3] and Menna et
al. [5] such as the cyclonic Medina Gyre (MG), the cyclonic Messina Rise Vortex (MRV), the anticyclonic
Pantelleria Vortex (PV, which in the literature is mentioned as cyclonic), the anticyclonic MSG, the AIS,
the Bifurcation Atlantic Current (BAC) and the Atlantic Tunisian Current (ATC). From ADT and SGV,
the MSG shows a seasonal semi-permanent behavior and contributes to the channel’s circulation along
with the AIS. Due to its poor description in the literature its characterization is an important result
of our studies. The complex bathymetry in the SC, with its longitudinal subdivision into two sills,
influences the distribution of ADT leading to a difference in level between the two sides of the channel
as seen in Figure 3. Towards the Italian side the sea level is lower than on the Tunisian side with a
dipole like sea level shape, positive ADT close to Tunisia and negative towards Sicily.

The seasonal variability of the circulation in Figure 4 was obtained by averaging the ADT maps
using the following groupings: Winter (December, January, February), Spring (March, April, May),
Summer (June, July, August) and Autumn (September, October, November). In winter (Figure 4a)
the mean geostrophic circulation shows the presence of the AC bifurcating at the SS in two branches
due to the two-sill bathymetry of the strait. The BAC flows toward the northern tip of Sicily while
the ATC to the Tunisian side. The MSG is observed as well with a radius of ~50 km and centered at
14.5◦E–36.1◦N. It is also prominent during the winter/spring season as seen in Figure 4b, dominating
the circulation in the channel when the AIS is not present. This can be interpreted as a result of the
conservation of potential vorticity [13–15] since the water depth abruptly changes from ~700 m at the
Malta graben to shallow (~100 m) in the channel (see Figure 1). For this season, the MSG velocity
ranges between 5–10 cm s−1. Additionally, other structures observed for this season are the anticyclonic
MCC, the cyclonic MG and MRV.
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Figure 3. Inter-annual map of absolute dynamic topography (ADT) and mean surface geostrophic
velocities (SGV) in the SC. Permanent structures in white, summer/autumn in red and winter/spring
in blue. The colorbar represents the ADT variations over the study area while gray arrows are the
SGV vectors.

In spring we identify some of the winter structures indicated in Jouini et al. [3] and Menna
et al. [4,5] like the ATC, BAC, MCC, MG, MSG, MRV and the PV as shown in Figure 4b. The ATC
flows towards Sicily where two gyres are detached, the cyclonic MG and the anticyclonic MCC circling
around Linosa island, most likely due to the influence of the LT at 36◦N. In addition, at the northern
tip of Sicily there is a re-circulation of AW that enters into the SC where the PV is detached and the
MSG is reinforced.

For the summer period we observe the strong influence of the AIS (Figure 4c) which behaves
like a jet stream in the SC and the channel [13]. It is characterized by a velocity of ~25 cm s−1 and
occasionally reaching values higher than 50 cm s−1. This current consists mainly of AW and changes
properties as it passes through the SS deepening and bifurcating into the Ionian Sea northwards or to
the Central Ionian Sea depending on the NIG phase [19,21,23,38]. Additionally, the ADT and SGV also
show another yet unidentified mesoscale structure close to the coast of Tunisia detached from the ATC,
and a shift of the MG eastwards.

Figure 4d shows autumn mean geostrophic circulation which is driven by the AIS and reinforced
by AW coming from the BAC and the ATC. The ATC bifurcates at the SS and then rejoins south of
Pantelleria. We observed other mesoscale structures, like the cyclonic MRV and the anticyclonic MCC,
as well as the formation of the anticyclonic MSG which has been undocumented in the literature.

Other permanent structures were found in the SC in disagreement with the current literature.
For example, the anticyclonic PV at 37.5◦N–11.5◦E is in disagreement with the studies of Robinson
et al. [12], Lermusiaux and Robinson. [15] and Jouini et al. [3]. In their case the PV is cyclonic and
positioned at 37◦N–12◦E. Additionally, the MCC is described as a summer only pattern in the literature
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but in our studies is also present in winter and spring. The cyclonic Adventure Bank Vortex (ABV) and
the ISV were summer only structures in the literature but were not found in our seasonal or inter-annual
geostrophic decomposition. Furthermore, over the monthly mean analysis we were able to identify
some of these structures, but they seemed to be temporary and appeared just in some years/months
where they could have been triggered by rare and strong atmospheric events. An updated picture of
the surface circulation structures in the whole SC where the discrepancies and the reasons why they
are enhanced should be clarified and studied with more extent and detail. A new study of all these
structures and the forcing mechanisms behind them can be found in Menna et al. [5], but again the
MSG is not mentioned.

Figure 4. Mean seasonal maps of ADT and SGV in the SC. (a) winter, (b) spring, (c) summer and (d)
Autumn. Yellow arrows represent the sea surface patterns found. Gray arrows represent the SGV in
cm s−1. The colorbar shows ADT in centimeters.

Wind stress curl and deseasonalized geostrophic eddy kinetic energy (EKE) studies in Menna
et al. [4] revealed the influence of the wind and highlights the regions with high EKE in the Central
Mediterranean Sea. Wind stress data (Figure 3c,d in Menna et al. [4]) shows that towards the
southwestern side of the Sicilian coast northwesterly winds favor upwelling (+ wind stress) revealing
persistent coastal Ekman pumping events [39,40]. Wind forcing imparts an indirect influence in the
current field at longer time scales (weekly, monthly, and inter-annual), where even if neglected in the
geostrophic approximation, helps to build up the sea level to generate a sufficiently large pressure
gradient needed to balance the Coriolis force. On the other hand, deseasonalized geostrophic EKE
studies (Figure 6 in Menna et al. [4]) highlight areas in the central Mediterranean Sea where the
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inter-annual variability is stronger with values of ~80 cm2 s−2 in the channel. A broader EKE variability
using altimetry and model datasets in the Mediterranean Sea can be found in Pujol and Larnicol [41]
and Jordi and Wang [42].

3.2. Short Time Scales in the Malta Sicily Channel

3.2.1. Comparison among Available Spatial Data

Ocean currents can be described as a combination of geostrophic and ageostrophic terms, the latter
being associated with wind driven features. HFRs offer good resolution in both time and space, and have
the capability to measure near real-time complete currents [43,44], measuring both wind-driven and
geostrophic components influencing the sea surface. Weekly, monthly, inter-annual and seasonal
averages of SGV and HFR velocity field were compared. Figure 5 shows monthly means of both
components correlate well geographically. This strong correlation was found at all-time scales greater
than a day and thus identified the channel to be in geostrophic balance at these time scales. As expected,
the stretching and squeezing of the anticyclonic MSG and the AIS jet stream were also observed from
the HFR data as did the SGV and ADT. In addition, the MSG can occasionally have velocities as high
as 40 cm s−1 as seen in Figure 5b.

Figure 5. SGV calculated from ADT showing the pathway of Atlantic Ionian Stream (AIS) on September
2012 (left-hand panel) and the Malta-Sicily Gyre (MSG) identified on February 2014 (right-hand panel).
Black lines represent monthly averaged current fields derived from high frequency radar data (HFR)
data in cm s−1. Green arrows represent SGV in cm s−1. The colorbar gives the magnitude of each
velocity vector in cm s−1.

Other spatial observations available for this area include monthly satellite derived SST and CHL
data, which were compared with HFR monthly averages for the period from January to December 2013.
Since the prevailing signal in the HFR data at monthly time scales is geostrophic, it is expected that the
advection of properties follows this flow. However, one should remember that SST and CHL are not
conservative tracers but can be used in general to track currents, circulation, and water mass mixing
among other properties. Figure 6a,c show SST and CHL maps in January 2013 respectively, revealing
relatively higher temperatures and lower CHL occupying the channel and lower temperatures and
higher CHL constrained towards the Sicilian coast. This behavior can be associated with the presence
of the MSG, which for the winter season is the predominant pattern. Figure 6b,d illustrate that as the
AIS flows towards the Ionian Sea it generates a well-defined front which advects properties in the
channel along its path [12]. Additionally, the SST field varies from 17 ◦C to 26 ◦C while CHL from 0.5
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to 0.05 mg m−3 through winter to the end of summer. A detailed statistical analysis of CHL and SST
data is presented in Capodici et al. [26].

Figure 6. Sea surface temperature (SST) and chlorophyll satellite images (CHL) fields from Aqua-MODIS
satellite mission showing the MSG on January 2013 (panel (a) and (c), respectively) and the AIS pathway
August 2013 (panel (b) and (d), respectively). Gray lines represent monthly averaged surface currents
from the HFR, whereas the colorbar represents the SST field in ◦C (upper panels) and chlorophyll
concentration in mg pigment m−3 (lower panels).

3.2.2. Complex Correlation

We spatially averaged wind (1/4◦), SGV (1/8◦) and HFR (1 km) daily gridded data to match the
1/4◦ wind grid. Figure 7 shows the spatially averaged time series over the 1/4◦ grid for each dataset.
The comparison of the three parameters in panels a and c of Figure 7 show that the geostrophic
components (u,vSGV) behave like a low-pass filter of the HFR time series because the geostrophic
adjustment takes place on a longer time scale. Wind (u,vwind) and HFR (u,vradar) time series show most
of the high frequency motions included at short time scales, where the wind plays an important role
on the channel circulation. Additionally, panels b and d compare the wind speed time series with the
residual velocity obtained by removing the geostrophic component from the HFR data, u,vresidual =

u,vradar − u,vSGV, where the residual is expected to be better correlated to the wind components than to
the geostrophic current. Here the u component (panel b) shows good agreement with the residual as
expected, except for some time intervals such as January to March 2013 where the wind is positive
and the residual is negative and higher in magnitude. The residual meridional v component of the
velocity (panel d) behaves differently from the wind signal in the first few months (until September
2013). This is probably due to data availability since for some grid cells the lack of HFR data could
play an important role in the magnitude of the vectors and thus the averaging process.

66



Water 2019, 11, 1589

Figure 7. u and v components of daily wind, SGV and HFR speed time series spatially averaged over a
1/4◦ grid. Panels (a,c) compare u (zonal, East-West) and v (meridional, North-South) component of the
wind (green), SGV (red) and HFR (blue) velocities respectively. Panels (b,d) compare the residual u
and v speed (u,vresidual = u,vradar − u,vgeostrophic) with u and v components of the wind speed.

In order to look for the relationship between different variables, we compute the vector correlation
between the interpolated time series in Figure 7 over the grid represented in Figure 8 where the boxes
represent the 1/4◦ grid defined previously. HFR to the wind complex correlation (as seen in Table 2)
shows the veering 43.5781 ± 8.238 degrees to the right, in a good agreement with theory. The angles
of the velocity to the wind vector varies between 23 to 53 degrees with a range correlation between
0.24 to 0.35, showing the importance of the wind forcing at shorter time scales and in the set-up of
the Ekman layer. The correlation between the residual current and the wind vector is higher than the
radar to wind correlation. The angles between residual and wind are closer to 45 degrees, as a result of
the removal of the geostrophic components from the time series (see Table 2). Finally, as expected the
complex correlation between the geostrophic flow and the wind is very low since processes in both
time series evolve at different time scales; the wind component at short time scales generate rapid and
variable motions (i.e., inertial oscillations) in the ocean whereas the geostrophic field evolves at larger
scales accounting for low frequency phenomena.
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Figure 8. Grid cells where complex correlation is computed. The subscripts represent the corresponding
grid cell for each set of parameters, e.g., p1, θ1 are the parameters corresponding to cell 1.

Table 2. Shows complex correlation coefficients and veering angles for each time series (high frequency
radar data (HFR), surface geostrophic velocities (SGV) and residual) with the wind.

Time Series Correlation Coefficient Phase Angle

Radar to Wind

p1 = 0.3848 θ1 = 34.1950

p2 = 0.3586 θ2 = 38.9211

p3 = 0.3515 θ3 = 40.1103

p4 = 0.3554 θ4 = 23.1126

p5 = 0.3249 θ5 = 44.4289

p6 = 0.2475 θ6 = 53.4827

p7 = 0.2971 θ7 = 33.9368

Residual to Wind

p1 = 0.4669 θ1 = 37.9316

p2 = 0.3749 θ2 = 38.9211

p3 = 0.4030 θ3 = 49.3575

p4 = 0.4424 θ4 = 31.4394

p5 = 0.3145 θ5 = 45.5068

p6 = 0.2920 θ6 = 59.7371

p7 = 0.3202 θ7 = 42.1535

Geostrophic to Wind

p1 = 0.0566 θ1 = −101.4697

p2 = 0.0230 θ2 = −14.4575

p3 = 0.1082 θ3 = −86.2521

p4 = 0.0876 θ4 = −97.4430

p5 = 0.0511 θ5 = −34.6377

p6 = 0.0961 θ6 = −99.0749

p7 = 0.0712 θ7 = −91.4430
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3.3. The Malta Sicily Gyre

Evidence of mesoscale activity in the channel was highlighted by four datasets considered in this
study: ADT, HFR, CHL and SST. To identify this mesoscale activity, we computed the vorticity using
the method described in Sanderson [35] considering only a subset of the HFR time series, using the
high resolution and continuity criteria. For the continuity criteria we defined the area in Figure 9e
where data was available since the start of acquisition. This area also coincides with the place where
the MSG was identified with the HFR velocities and geostrophic current analysis.

Figure 9. Subset time series of the original HFR grid. Panel (a) represents the u (east-west) while panel
(c) the v (north-south) components of the HFR time series respectively. Blue and gray represent the
time series respective to the dots on panel (e). Panels (b,d) represent the East-West and North-South
differences calculated from the blue time series in panel (a,c) respectively. Vorticity is depicted in the
right-hand side of panels (b,d) and was calculated using Sanderson’s method [35]. Violet shaded areas
show the months when the MSG was found. Pink shaded areas show the months where the Atlantic
Ionian Stream (AIS) and Malta-Sicily Gyre (MSG) co-existed. Green shaded areas show the cyclonic
mesoscale in Figure 10c.
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Figure 10. Daily HFR current maps showing anticyclonic (a,b,d) and cyclonic (c) mesoscale gyres in
agreement with the vorticity calculated through Sanderson’s method. The colorbar gives the magnitude
of each velocity vector in cm s−1. Please note that panel c depicts one of the cyclonic gyres corresponding
to the green shaded areas in Figure 9. Panel a and d depict some of the anticyclonic gyres in the pink
shaded areas of Figure 9 occurring alongside the AIS. Panel b shows a snapshot of the MSG in one of
shaded violet areas of panels b and d of Figure 9.

Figure 9 (panel b and d) shows the presence of the anticyclonic MSG in winter between
December-March 2013 and December-August 2014, corroborated by a vorticity of c = −2 × 10−5 s−1

using Sanderson’s method (panel b and c). These results are in agreement with the winter/spring
recurrence of the MSG identified with the ADT and SGV analysis. Here we also note that the MSG
co-existed with the AIS from April to August 2014 (shaded areas in Figure 9). This provides a
quantitative description of the gyre. Finally, with this method we were able to identify other mesoscales
gyres that were either cyclonic (+vorticity) or anticyclonic (−vorticity). Some examples are depicted
in Figure 10.
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4. Summary and Conclusions

The main focus of this paper has been to characterize the channel circulation, which was done
using satellite-derived geostrophic currents HFR-derived currents, and wind vector analyses on
daily time scales in addition to SST and CHL on monthly time scales. Analyzing the available data,
with particular emphasis on the higher spatial and temporal resolution of the HFR observations,
the MSG is studied in more detail. This is an anticyclonic structure occupying a substantial portion of
the channel that has been poorly studied and often confused with the ISV or the MCC. We believe
that the standardization of the names and characteristics for these structures will benefit researchers
and resource managers working in the region. Menna et al. [5] provides a good description of the
main surface circulation structures in the SC but characterizes the MSG (or MCC as they called it) as a
seasonal feature, occurring in the summer only. This creates some discrepancies since based on the
lower frequency qualitative studies (i.e., SGV, SST and CHL maps), that agree with [10], the mesoscale
feature is present mostly in the winter-spring period. This however is not always the case since in
2014 both the AIS and the MSG were present from January to August. Tracking the anticyclonic MSG
was particularly well done using the vorticity analysis performed on the HFR observations. While the
channel-scale MSG was dominant, other cyclones and anticyclones were identified at daily time scales
in the HFR observations making Sanderson’s method a good tool for identifying mesoscale features.
A longer HFR time series with better spatial coverage can be useful to study the mesoscale.

Geostrophic balance was found to be a good approximation to describe the dynamics in the
channel at weekly, monthly, seasonal and inter-annual time scales. At these time scales, wind forcing
is important for creating the density gradients and the subsequent geostrophic velocities, but wind
data are not essential in diagnosing the circulation patterns (wind stress curl as in Menna et al. [4],
shows persistent coastal Ekman upwelling events along the coast of Sicily.) The geostrophic velocity
field in the channel is reinforced by the wind, which is mostly northwest and is responsible for the
advection of different properties in the area. At short time scales (hours to days) we were able to use
the combination of HFR and geostrophic velocities to show that direct wind forcing must be accounted
for. The vector complex correlation between the HFR and the wind time series allowed us to show
that the high frequency components included an Ekman balance between wind and surface current.
The analysis showed a veering angle for the currents of 43.5781 ± 8.238 degrees to the right of the
wind forcing, which is in good agreement with Ekman theory. The agreement was even better when
the geostrophic currents were subtracted from the HFR observations to produce a residual current.
Hence, we conclude that HFR observations or a wind-based correction to the geostrophic currents,
are recommended at daily time scales. This set of analyses using observations at larger time and
space scales from satellites and observations of higher frequency, higher resolution features from HFR
suggests that this suite of observations can provide effective monitoring of the circulation state for
important regions, such as the area studied here.
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Abbreviations

The following abbreviations are used in this manuscript:

Currents
AC Atlantic Current
ATC Atlantic Tunisian Current
AIS Atlantic Ionian Stream
BAC Bifurcation Atlantic/Algerian current
MIJ Mid-Ionian Jet
Water Masses
AW Atlantic Water
Geographical Names
AB Adventure Bank
MP Malta Plateau
GB Gela Basin
MT Malta Trough
La Lampedusa
P Pantelleria
Li Linosa
PT Pantelleria Trough
LT Linosa Trough
S Sicily
M Maltese Islands
SC Sicily Channel
Channel Malta-Sicily Channel
SME Sicily-Malta Escarpment
MB Medina Bank
SS Sicily Strait
TP Tunisia Plateau
Gyres
ABV Adventure Bank Vortex (Cyclonic)
MRV Mesina Rise Vortex (Cyclonic)
ISV Ionian Shelf Break Vortex (Cyclonic)
MSG Malta-Sicily Gyre (Anticyclonic)
MCC Malta Channel Crest (Anticyclonic)
MG Medina Gyre (Cyclonic)
NIG North Ionian Gyre (Cyclonic/Anticyclonic)
PV Pantelleria vortex (Anticyclonic)
Datasets
CCMP Cross-Calibrated Multi-Platform wind vector analysis
CMEMS Copernicus Marine and Environment Monitoring Service
CODAR Coastal ocean dynamics applications radar
HFR High Frequency Radar
MODIS Moderate Resolution Imaging Spectroradiometer
NASA National Aeronautics and Space Administration
NOAA The National Oceanic and Atmospheric Administration
NSF National Science Foundation
RSS Remote sensing systems (scientific company)
Physical Properties
ADT Absolute Dynamic Topography
CHL Satellite Sea surface chlorophyll concentrations
EKE Eddy Kinetic Energy
SGV Surface Geostrophic Velocity
SST Satellite Sea Surface Temperature
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HF radar in the Malta channel. Rapp. Comm. Int. Mer Medit. 2013, 40, 144.

10. Drago, A.; Ciraolo, G.; Capodici, F.; Cosoli, S.; Gačić, M.; Poulain, P.-M.; Tarasova, R.; Azzopardi, J.;
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Abstract: The dynamics of the Sicily Channel and the southern Tyrrhenian Sea are highly influenced
by the seasonal variability of the Mediterranean basin-wide circulation, by the interannual variability
of the numerous mesoscale structures present in the Channel, and by the decadal variability of the
adjacent Ionian Sea. In the present study, all these aspects are investigated using in-situ (Lagrangian
drifter trajectories and Argo float profiles) and satellite data (Absolute Dynamic Topography, Sea Level
Anomaly, Sea Surface Temperature, wind products) over the period from 1993 to 2018. The availability
of long time series of data and high-resolution multi-sensor surface currents allow us to add new
details on the circulation features and on their driving mechanisms and to detect new permanent
eddies not yet described in literature. The structures prevailing in winter are mainly driven by wind,
whereas those prevailing in summer are regulated by topographical forcing on surface currents.
The strength of the surface structures located at the western entrance of the Ionian Sea and of the
mesoscale activity along the northern Sicily coast is modulated by the large-scale internal variability.
The vertical hydrological characteristics of these mesoscale eddies are delineated using the Argo float
profiles inside these structures.

Keywords: Sicily Channel; spatial and temporal variability; mesoscale eddies

1. Introduction

Thanks to its location in the centre of the Mediterranean Basin, the Sicily Channel (SC) plays a
crucial role in connecting the western and eastern Mediterranean basins and modulating their exchange
of surface and intermediate waters [1,2]. The SC is characterized by a complex bottom topography,
with submarine ridges and shallow banks, and it is delimited to the north by the Tyrrhenian Sea and
the Sicily coast, to the south by the Libyan coast, to the west by the Tunisia coast, and to the east by
the Ionian Sea (Figure 1a). Its circulation can be schematized on the vertical as a two-layer exchange
with an eastward flow of Atlantic Water (AW) superposed to a westward flow of intermediate water,
dominated by the Levantine Intermediate Water (LIW) [3]. Microstructure measurements taken in
the SC show that it is a hotspot for turbulent mixing [4,5]. Consequently, the SC is a key area for
the regulation of salt exchanges between Eastern and Western basins, with an impact on deep-water
formation processes [6].
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Figure 1. (a) Bathymetry of the SC (100 m, 200 m, 400 m, 600 m, 1000 m, 2000 m isobaths) and
geographical references. (b) Low-pass filtered drifter trajectories in the SC between 1993 and 2018,
superimposed with the schematic surface circulation adapted from [1,3]. Acronyms are listed in Table 1.

Circulation in the upper layer of the SC and in the southern Tyrrhenian Sea is mainly dictated
by the large-scale Mediterranean thermohaline circulation, the wind-driven currents along the shelf,
the upwelling events off Sicily, the sub-basin scale, and mesoscale permanent and quasi-permanent
structures [1,3,7–9]. The recent results of AW circulation schemes, derived by numerical model
simulation [1,3], are summarized in Figure 1b (both permanent and seasonal circulation structures
are depicted with the same color in Figure 1b; more details on the time scales and variability of
these structures are available in Section 3; acronyms are defined in Table 1). The sub-basin scale
structures are characterized by a prominent seasonal variability [9–12] associated with large wind
stress fluctuations [13]. The numerous mesoscale structures located in the SC are mainly driven by the
instability of the large-scale circulation, by the interactions between currents and bathymetry, and by
the direct wind forcing [1].

Presently, the availability of long time series of in-situ and satellite data and of sophisticated
statistical techniques allow us to add new details on the mesoscale features and on their driving
mechanisms. In this study, Lagrangian drifter trajectories, Argo float profiles, and satellite data
(Absolute Dynamic Topography, Sea Level Anomaly, Sea Surface Temperature, wind products) are
used to describe the surface circulation of the SC and the southern Tyrrhenian Sea over the period from
1993 to 2018. The simultaneous use of all these datasets leads to overcoming the intrinsic limitations
of each of them, e.g., the accurate but discontinuous spatial and temporal drifter sampling and the
low accuracy of altimetry gridded data in the identification of the mesoscale field [14]. Moreover,
the knowledge of the mesoscale field is ameliorated using the multi-sensor currents (defined hereafter
as ‘optimal currents’) derived from merging the satellite altimetry data and the Sea Surface Temperature
(SST) fields [15]. This product enables the improvement of the description of eddy dynamics and
non-geostrophic dynamical features [15]. The vertical structures and the hydrological characteristics
of the mesoscale eddies are delineated using the Argo float profiles inside these structures. All these
data and products enhance the knowledge on the temporal variability of the mesoscale structures,
with detection of new features not yet described in the literature, and the addition of new insights on
the formation mechanisms of these structures.
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Table 1. List of acronyms used in this paper.

Geographical Names

SC Sicily Channel

Water Masses

AW Atlantic Water
LIW Levantine Intermediate Water

Currents

AC Algerian Current
AIS Atlantic Ionian Stream
ALC Atlantic Libyan Current
ATC Atlantic Tunisian Current
ATC Atlantic Tunisian Current
MIJ Mid-Ionian Jet
BTC Bifurcation Tyrrhenian Current

BATC Bifurcation Atlantic Tunisian Current
TSC Tyrrhenian Sicilian Current
TSC Tyrrhenian Sicilian Current

Gyres and Eddies

ABV Adventure Bank Vortex
ISV Ionian Shelf break Vortex

LSBV Libyan Shelf Break Vortex
MG Medina Gyre

MCC Maltese Channel Crest
MRV Messina Rice Vortex
NSA Northern Sicily Anticyclone
PV Pantelleria Vortex

SCA Sicily Channel Anticyclone
SG Sidra Gyre

SISV Southern Ionian Shelf break Vortex
SMG Southern Medina Gyre
SMA Southern Maltese Anticyclone

Physical Properties

ADT Absolute Dynamic Topography
AGV Absolute Geostrophic Velocities

2. Materials and Methods

The datasets used for this study are as follows:

• The OGS Mediterranean drifter dataset in the SC and Southern Tyrrhenian Sea, composed of
377 drifter tracks collected between 1993 and 2018 (Figure 1b). Drifter data were retrieved from
the OGS own projects, but also from databases collected by other research institutions and by
international data centers (Global Drifter Program, SOCIB, CORIOLIS, MIO, etc.). These data
were cleaned of potential outliers and elaborated with standard procedures (editing, manual
editing, and interpolation [16,17]). In particular, we use the low-pass filtered and interpolated
(6 h) drifter tracks, which represent the near-surface currents between 0 m and 15 m in depth.

• The daily (1/8◦Mercator projection grid) Absolute Dynamic Topography (ADT) and correspondent
Absolute Geostrophic Velocities (AGV) derived from altimeter and distributed by CMEMS in
the period from 1993 to 2018 (product user manual CMEMS-SL-QUID_008-032-051). The ADT
was obtained by the sum of the sea level anomaly and a 20 year synthetic mean estimated in
Reference [18] over the 1993 to 2012 period.

• The Argo float vertical profiles of temperature and salinity from the upper 2000 m of the water
column and the horizontal current displacements at the parking depth. In the Mediterranean Sea,
the Argo floats are generally programmed to execute 5 day cycles with a drifting depth of 350 m
(parking depth). Additionally, they alternate the profiling depth between 700 m and 2000 m
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(see the MedArgo program in Reference [19]). When a float drifts in a shallow area and touches
the ground, it can increase its buoyancy to get away from bottom, or can stay there until it is
time to ascent (depending on how it is programmed). Information about grounding events is
contained in the Argo float trajectory file. Among all the data available in the Mediterranean Sea,
we selected from the part of the Argo floats trajectories which correspond to a float entrapped in
the mesoscale structures of the SC and southern Tyrrhenian Sea. These data were used to define
the vertical hydrographic peculiarities of the mesoscale features. Details about the missions of the
seven floats selected for this work are listed in Table 2.

• The optimal currents, estimated by Reference [15] and presently available in the period from
2012 to 2016. This product was used to confirm the occurrence of the mesoscale structure
derived from altimetry and to estimate their interannual variability. Indeed, the optimal
currents are based on the synergy of the daily 1/8◦ Copernicus CMEMS altimeter-derived
geostrophic velocities (data ID: SEALEVEL_MED_PHY_L4_REP_OBSERVATIONS_008_051)
and the daily 1/24◦ CMEMS sea-surface temperatures for the Mediterranean Sea (data ID:
SST_MED_SST_L4_REP_OBSERVATIONS_010_021). The optimal reconstruction method is based
on the inversion of the ocean heat conservation equation in the mixed layer [15]. The principles
of the optimal currents are thoroughly described in References [15,20,21]. Such a method takes
advantage of the high-resolution spatial temporal gradients of the satellite-derived SST to improve
the temporal (1 day) and spatial (1/24◦) resolution of the altimeter derived geostrophic currents at
the basin scale. The reconstruction method of the optimal currents yielded positive improvements
for both the components of the motion in the SC [15].

• The Cross-Calibrated, Multi-Platform (CCMP) V2.0 ocean surface wind velocity data, which were
downloaded from the NASA Physical Oceanography DAAC for the period from July 1993 to
May 2016 [22]. These products were created using a variational analysis method to combine
wind measurements derived from several satellite scatterometers and micro-wave radiometers.
The temporal resolution of the CCMP product is six hours and the spatial resolution is 25 km
(level 3.0, first-look version 1.1).

Table 2. List of selected Argo float profiles with dates and positions of the first and the last profile
considered in this work, parking and profiling depths, and the cycle period of each instrument.

Float WMO First Profile Last Profile Parking Depth (m) Profile Depth (m) Cycle Period (days)

6900981
23 April 2012 3 January 2013

350 600/2000 538.9◦ N, 13.6◦ E 38.8◦ N, 14.9◦ E

6901044
16 December 2012 22 April 2013

350 700 136.3◦ N, 14.3◦ E 36.7◦ N, 14.5◦ E

6903242
11 September 2018 13 November 2018

200 200 0.12535.4◦ N, 14.4◦ E 35.2◦ N, 15.0◦ E

1900629
22 August 2007 5 March 2008

350 700/2000 533.7◦ N, 13.5◦ E 34.5◦ N, 13.9◦ E

1900948
19 July 2015 28 February 2016

1000 1500 433.0◦ N, 15.6◦ E 32.9◦ N, 15.0◦ E

1900954
16 October 2016 5 March 2017

1000 1500 435.8◦ N, 15.6◦ E 35.2◦ N, 14.8◦ E

Drifter velocities were divided in bins of 0.25◦ × 0.25◦ and pseudo-Eulerian statistics were
computed over the period from 1993 to 2018 and qualitatively compared with the ADT derived from
altimetry. The mean current field was also estimated in the period from 2012 to 2016, using the optimal
currents. The seasonal variability of the drifter, altimetry, and optimal current fields was estimated by
dividing the dataset in two extended seasons, the extended summer corresponding to May–October,
and the extended winter to November–April, as suggested by Reference [9].
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The CCMP six-hourly gridded analyses were used to quantify the wind stress and the vertical
component of the wind stress curl, [curl τ]z, over the study area:

[curlτ]z =
∂τy

∂x
− ∂τx

∂y
;
(
τy, τx

)
= ρCD(uw, vw)U10 (1)

where (τx, τy) are the wind stress components, ρ (1.22 Kg/m3) is the density of air, (uw, vw) and U10

are the components and the magnitude of the wind speed at 10 m, respectively, and CD is the drag
coefficient already used in the Mediterranean Sea by References [23,24], as follows:

CD = 10−3 |U10| ≤ 3 m
s

CD = (0.29 + 3.1
U10

+ 7.7
U2

10
) × 10−3 3 m

s ≤ |U10| ≤ 6 m
s

CD = (0.6 + 0.07U10) × 10−3 6 m
s ≤ |U10| ≤ 26 m

s

(2)

Wind stress and wind stress vorticity fields were used to speculate on the link between the wind
variations and the seasonal and/or interannual variability of mesoscale structures.

The monthly means of the AGV and optimal current fields were used to estimate the relative
vorticity (ζ), defined as the vertical component of the velocity field curl, as follows:

ζ =
∂V
∂x
− ∂U
∂y

; (3)

where U and V are the velocity components. The resulting current vorticity fields were spatially
averaged in the regions of the main mesoscale structures listed in Table 1 and filtered (13 month moving
average) in order to remove the seasonal and intra-annual variations.

3. Results

3.1. Mean Currents and Wind Fields

The qualitative comparison between the ADT and drifter data shows that the two datasets fit rather
well (Figure 2a) and allow us to update the pseudo-Eulerian current maps described in Reference [9]
and to enhance the schematic circulation maps published by References [1,3] summarized in Figure 1b.
The averages were made over different periods in accordance with the availability of data, 1993–2018 for
the drifter and altimetry data (Figure 2a), 2012–2016 for the optimal currents (Figure 2b), and 1993–2016
for the wind (Figure 2c,d). The time periods are rather long and the statistics are rather robust to
consider the average in Figure 2a comparable with those in Figure 2c,d and representative of the mean
conditions in the SC. The optimal currents are available over a reduced period and are, therefore,
not directly compared with the other datasets. Rather, they are used to bring out some aspects of the
current field that are not obvious, using only drifters and altimetry data. The structures emphasized in
white in Figure 2a,b, are described here for the first time or with different shapes and positions with
respect to those schematized in Figure 1b.

The Atlantic Tunisian Current (ATC) originates from the branch of the Algerian Current (AC) that
enters in the SC and flows southward between Pantelleria Island and the Tunisian coast [9]. It shows a
complex pattern only partially described by the previous model studies. Indeed, the ATC splits in two
branches at about 36.5◦ N (Figure 2a). One branch continues to move southward along the Tunisian
coast (shown in white color), whereas another branch moves eastward south of Pantelleria Island.
At about 35.5◦ N and 13◦ E, the ATC splits another time. A part of the current forms the Bifurcation
Atlantic Tunisian Current (BATC) and the other part turns southward towards the Libyan coast at
~13◦ E. The latter branch describes the Atlantic Libyan Current (ALC [1,3]), which moves westward
towards the Gulf of Gabes and eastward along the Libyan coast (Figures 1b and 2a).

Drifter and altimetry data confirm the well-known meandering pattern of the Atlantic Ionian
Stream (AIS) and outline the edge of the Maltese Channel Crest (MCC), located on the Maltese Plateau.
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The Medina Gyre (MG) is located on the west and/or southwest side of the Malta Island in agreement
with the scheme of Reference [3]. The region where the ATC splits and forms the BATC is characterized
by a sudden reduction of depth due to the shelf extension (see the location of MG in Figure 1a), which
probably facilitates the cyclonic rotation of the surface currents around 35◦–36◦ N and 13◦–14.5◦ E.
It is interesting to note that Reference [1] located the MG in a different position southeast of Malta
(see Figure 2 of [1]). South of the MG, altimetry and drifter data detect another permanent cyclonic
mesoscale structure that has never been described before in the literature; hereafter we will refer to
this structure as the Southern Medina Gyre (SMG) (emphasized in white Figure 2a). The Libyan Shelf
Break Vortex (LSBV) is well described only by altimetry data (Figure 2a) because of a scarce quantity of
drifter tracks along the Libyan coast. This structure appears meridionally elongated and squeezed
along the Libyan coast, showing a different shape and location with respect to Reference [1].

 

Figure 2. Mean drifter currents (a) in spatial bins of 0.25◦ × 0.25◦ (blue vectors) superimposed on
mean maps of absolute dynamic topography (colors) during the period from 1993 to 2018. Mean
optimal currents (b) in spatial bins of 1/12◦ (vectors; one vector every two grid points is plotted)
superimposed on mean maps of absolute dynamic topography (colors) during the period from 2012
to 2016. The structures emphasized with white arrows in panels (a,b) are new or with different shapes
and positions with respect to those described in Figure 1b. The structures already known are highlighted
with pink arrows. (c) Mean map of the wind stress amplitude (colors) and direction (vectors) and (d)
wind stress curl over the period from 1993 to 2016.

The higher spatial resolution of the mean circulation derived by optimal currents (2012–2016;
Figure 2b) permits a more detailed description of the mesoscale structure of the SC and the southern
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Tyrrhenian Sea. The anticyclonic structure, clearly visible along the northern coast of Sicily and located
between the Aeolian Islands and Cape Gallo (38.1–38.5◦ N; 13.5–15◦ E), was observed by Reference [25]
in September 2012, but it was not described by these authors; hereafter it will be defined as the
Northern Sicily Anticyclone (NSA). Another mesoscale anticyclone is located at the entrance of the SC
(37.5–38◦ N; 11.5–12◦ E) and represents a kind of watershed between the waters entering the Tyrrhenian
Sea (Bifurcation Tyrrhenian Current—BTC) and those entering the SC; hereafter we will define it as
the Sicily Channel Anticyclone (SCA). A third mesoscale anticyclone is squeezed between the MG
and Malta Island (35.5◦–36◦ N; 14◦–14.5◦ E) and we will define it hereafter as the Southern Maltese
Anticyclone (SMA). Similarly, southeast of the Ionian Shelf break Vortex (ISV), there is another steady
cyclonic structure hereafter defined as the Southern Ionian Shelf break Vortex (SISV). In addition,
the optimal currents reveal new information on the shape of the Sidra Gyre (SG), which appears as
a large anticyclone that involves two smaller anticyclonic structures (Figure 2b) and confirms the
existence of the SMG (Figure 2b). The cyclonic circulation in the region of the Adventure Bank Vortex
(ABV; 37–37.5◦ N; 12–13◦ E) is detected by the three datasets (drifter, altimetry, and optimal currents)
but the vortex is not well resolved by any of them. It appears more like a cyclonic meander rather than
a vortex (Figure 2, upper panels).

In the study area the mean wind stress is oriented to the east in the southern Tyrrhenian Sea
and to the southeast in the SC (Figure 2c) with amplitude (range of values between 0 and 0.04 Nm−2)
and directions in agreement with the results of Reference [12]. The regions mostly impacted by the
wind stress are located in the band north of 35◦ N and south of the southern Sicily coast (Figure 2c).
The rotating motion induced by the wind (wind stress curl Figure 2d) is cyclonic (positive) along the
southern and eastern Sicily coasts and on the Malta plateau, whereas it is anticyclonic (negative) along
the Tunisia coast and in the southern Tyrrhenian Sea (along the northern Sicily coast). We can speculate
that the wind field plays an important role in shaping the sub-basin circulation (e.g., the branch of
the ATC that moves southward along the Tunisia coast) and in defining the sense of rotation of the
mesoscale structures located around the Sicily coast (e.g., the ABV, the Messina Rise Vortex (MRV),
the ISV, and the NSA).

3.2. Seasonal Variability of Currents and Wind Fields

The seasonal variability of the drifter-derived and optimal current fields is shown in Figure 3,
together with the altimetry data. Results substantially confirm the paths described in Reference [9],
but add new insights. The BTC is a permanent feature, as shown by Reference [1], and it is stronger in
winter (Figure 3b,d; winter speeds larger than 20 cm/s; mean summer speeds of ~10 cm/s), whereas the
NSA is much more intense in summer (Figure 3a,c; mean winter speeds of ~5 cm/s; mean summer
speeds of ~10 cm/s). Along the northern coast of Sicily, the drifter data describe a westward current
during summer, with the consequent inflow of surface water in the SC (Figure 3a), whereas the coastal
currents move eastward during winter (Figure 3b). This summer westward current (mean speeds of
~10 cm/s) was already described in Reference [3] and defined as the Tyrrhenian Sicilian Current (TSC).
The TSC is not identified by the optimal currents (Figure 3c,d).

The ATC is part of the permanent pattern of the SC, in agreement with Reference [3], and it is
more intense and more meandering in nature during the extended winter (Figure 3b,d; maxima winter
speeds of ~30 cm/s; maximum summer speeds of ~20 cm/s). It is interesting to note that Reference [1]
described it as a winter structure. The cyclonic Pantelleria Vortex (PV) is observed only during the
extended winter (Figure 3b,d; speeds of 10–15 cm/s), in agreement with the optimal currents and with
Reference [3] and in disagreement with Reference [1], which describes this as part of the permanent
pattern. The MCC is stronger during the extended summer (speeds larger than 15 cm/s), as well as the
AIS (Figure 3a,c; mean winter speed of ~5 cm/s; mean summer speeds of ~15 cm/s). The SG is stronger
and larger in size during summer (Figure 3a,c; mean winter speeds of ~7 cm/s; mean summer speeds
of ~12 cm/s; winter longitudinal extension of ~100 km; summer longitudinal extension larger than
250 km), in agreement with the results of Reference [26], which report the SG seasonal expansion in the
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summer and contraction in the winter. The ISV and the MRV are permanent structures, in agreement
with Reference [1], and they are stronger in the winter (Figure 3b,d; mean winter speeds of ~9 cm/s;
mean summer speeds of ~6 cm/s). In addition, the SISV is a permanent structure more intense in the
winter, according to the optimal currents (Figure 3d; mean winter speeds of ~10 cm/s; mean summer
speeds of ~5 cm/s). The BATC is predominant during winter south of the MG (Figure 3b,d; maxima
winter speeds of ~20 cm/s; maxima summer speeds of ~10 cm/s), in agreement with Reference [1].
The ALC is stronger in the winter (Figure 3b,d; speeds larger than 15 cm/s), whereas the LSBV is
stronger in the summer (Figure 3a,c; speeds larger than 25 cm/s).

 

Figure 3. Pseudo-Eulerian drifter statistics (blue vectors) superimposed on mean maps of the absolute
dynamic topography (colors) for the (a) extended summer and (b) extended winter. The schematic
circulation structures superimposed on the current fields are colored with red arrows (a) when they are
most intense in summer and with light blue arrows (b) when they are most intense in winter. Mean
optimal currents in spatial bins of 1/12◦ (blue vectors: one vector every two grid points is plotted)
superimposed on mean maps of absolute dynamic topography (colors) during the period from 20 12to
2016 for the (c) extended summer and (d) extended winter.

The wind stress and the wind stress curl are more intense in winter (Figure 4), influencing the
seasonal variability of some sub-basin currents, such as the BTC, the ALC, the BATC. The winter
intensification of the BATC and its interaction with the topography lead to an intensification of the MG.
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The wind stress does not impact the circulation structures, which are more intense in summer (MCC,
AIS, NSA, SG), when the wind stress and the wind stress curl are weakened. The seasonal variability
of these structures is presumably related to other forcings, such as the instability of the surface currents
and the interaction with the topography. The behaviour of the AIS and of the MCC confirms the
following insight: The AIS is stronger in the summer (Figure 3a) when the wind stress is weaker
(Figure 4a) and its meander on the Malta Plateau (the MCC) is anticyclonic, although the vorticity
induced by the wind in this region is substantially cyclonic (Figure 4c). Along the northern coast of the
Sicily, the amplitude of the wind stress and the anticyclonic vorticity induced by the wind are stronger
in winter (Figure 4), whereas the strengthening of the NSA is observed in the summer (Figure 3a,c).
This result suggests that the wind influences the sense of rotation of the surface circulation in the NSA,
but other forcings modulate the strength of the seasonal and interannual variability of this circulation
structure. The summer intensification of the LSBV appears to be instead related to the intensification of
the cyclonic wind stress curl along the western Libyan coast (Figure 4c). The SG shows a pronounced
longitudinal extension in summer (Figure 3a), when the wind stress is weaker but the vorticity induced
by the wind is essentially anticyclonic in the southeastern region of the SC (Figure 4a). Its southern
margin is oriented parallel to the Libyan coast following the 400 m isobath.

Figure 4. Mean map of the wind stress (upper panels) amplitude (colours) and direction (vectors) and
(d) wind stress curl (lower panels) over the extended summer (a,c) and extended winter (b,d).
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3.3. Decadal Variations

Decadal variations are emphasized by removing the mean ADT and AGV (1993–2018) fields from
the interannual composite mean over the time periods characterized by the anticyclonic (1993–1996,
2006–2010, and 2016–2017) and cyclonic (1997–2005 and 2011–2016) circulation modes in the northern
Ionian (Figure 5). In the region located between Pantelleria and Malta islands (35.5◦ N–37◦ N,
11◦ E–15◦ E), the surface currents are smaller than the mean field during the anticyclonic mode
(Figure 5a; current anomalies are oriented in an opposite direction with respect to the mean field)
and larger during the cyclonic mode (Figure 5b). Along the northern coast of the Sicily, the NSA is
reduced in intensity, with respect to the mean field, during the anticyclonic mode (Figure 5a; the current
anomalies are oriented cyclonically) and increased during the cyclonic mode.

Figure 5. Mean maps of absolute geostrophic velocity anomalies (vectors) superimposed to the absolute
dynamic topography anomalies (colours) during (a) anticyclonic (1993–1996, 2006–2010, 2017–2018)
and (b) cyclonic (1997–2005 and 2011–2016) circulation modes in the northern Ionian.

The largest variations are observed east of 15◦ E, in agreement with the results of Reference [24].
The MRV and the SISV are less intense than the mean currents during the anticyclonic mode (Figure 5a)
and slightly more intense during the cyclonic mode (Figure 5b). The AIS tends to be deflected towards
the northern Ionian during the anticyclonic circulation mode (northeastward currents along the Sicily
eastern coast) and the MIJ is reduced in intensity with respect to the mean currents (Figure 5a). During
the cyclonic circulation mode, the AIS feeds the MIJ, which shows larger intensities with respect to the
mean, and the currents are mainly directed southwestward along the western coasts of the Ionian Sea
(Figure 5b).

3.4. Interannual Variability and Vertical Structure of the Quasi-Permanent Mesoscale Eddies in the Sicily
Channel and Southern Tyrrhenian Sea

The main quasi-permanent mesoscale eddies of the SC and southern Tyrrhenian are analyzed in
terms of their interannual variability, using the time series of spatially averaged vorticity fields derived
both from altimetry and optimal currents data. In the period in which the optimal currents are available,
the accuracy of the vorticity derived by the AGV is generally improved, showing larger complexity
in the temporal variability of the signal (see Figure 6, Figure 8, and Figure 11). The thermohaline
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properties and the vertical extension in the water column of these mesoscale eddies is studied using
the Argo float profiles.

 

Figure 6. Time series of the spatially averaged, low pass filtered (13 month) vorticity field over the
regions of the NSA and SCA. Dashed-dotted lines refer to the vorticity field derived from the AGV.
The continuous lines are related to the vorticity field derived from optimal currents from 2012 to 2016.
The dashed black lines show the average values of the vorticity over each anticyclonic/cyclonic period
of the Northern Ionian Gyre.

3.4.1. Southern Tyrrhenian Sea and Sicily Channel Entrance

The analysis of the vorticity field in the areas of the NSA (38.1–38.5◦ N; 13.5–15◦ E) and SCA
(37.5–38◦ N; 11.5–12◦ E) confirms that the anticyclonic nature of these regions persists with time
(Figure 6). A more accurate analysis of the temporal evolution of the vorticity in the NSA shows
quasi-decadal variations of the intensity of the vorticity field that coincide with the inversions of the
surface circulation in the northern Ionian. The black dashed lines in Figure 6 give an indication of the
mean vorticity values during each anticyclonic/cyclonic circulation mode. The anticyclonic vorticity
of the NSA is reduced during the anticyclonic circulation modes of the northern Ionian (1993–1996,
2006–2010, 2017–2018), whereas it is enhanced during the cyclonic circulation modes (1997–2005,
2011–2016). This result supports the relationship between the large–scale interior ocean variability in
the central Mediterranean Sea and the local dynamics, suggested by Reference [27]. More specifically,
these authors suggest a link between the inversions of the surface circulation in the northern Ionian
and the local tidal observations in the area of the Strait of Messina. The present work shows that
not only the Strait of Messina, but all the coastal areas adjacent to the northern Sicily coast can be
influenced by the variability attributed to the large-scale dynamics of the central Mediterranean.

The vertical structure of the NSA is defined by the profiles of the float WMO 6900981, which
circulated on the border of the NSA between late April 2012 and early January 2013 (Figure 7a,b).
This float shows that the NSA extends about 50 m in depth and confirms its anticyclonic nature with a
reduction of density and the deepening of the isopycnal surfaces, in particular between the end of June
2012 and November 2012, when the float profiles were close to the core of the eddy. The trajectory of
the float WMO 6900981 gives an indication of the intermediate current displacements at the parking
depth (350 m; see Table 2). It is interesting to note that, during the period covered by the float WMO
6900981, the intermediate currents in the region of the NSA flowed in an opposite direction (cyclonic
displacements; Figure 7a), with respect to the mean surface currents (Figure 2b). The diagram in
Figure 7b shows a gap of the float profiles between 1 September 2012 and 20 October 2012. Despite
this gap, the float remains confined to the eastern part of the NSA, from which it moves away only in
December 2012. Unfortunately, we have no floats entrapped in the SCA.
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Figure 7. Map of the trajectory (black line) and profile positions (First profile: Magenta dot; Other
profiles: Black dots) of the float WMO 6900981 superimposed on the mean map of the ADT (between
18 April 2012 and 3 January 2013) (a) and contour diagram of the potential density versus depth and
time (b).

3.4.2. Malta Plateau

The surface circulation in the region of the Malta Plateau is strongly influenced by the flow of the
AIS that forms a large anticyclonic meander defined as MCC. The permanent anticyclonic vorticity
in this region (36.1–36.8◦ N; 14–15◦ E) is confirmed by the time series of the vorticity field (Figure 8).
At local scale, this meander can sporadically create an anticyclonic gyre on the Malta plateau [28].
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Figure 8. Time series of the spatially averaged, low pass filtered (13 month) vorticity field over the
regions of the Malta plateau. Dashed-dotted lines are referred to the vorticity field derived from
the AGV; continuous lines are related to the vorticity field derived from optimal currents from 2012
to 2016.

In the framework of the Italia-Malta Calypso Project [28], about 38 drifters were deployed on
the Malta plateau between December 2012 and September 2016. These drifters were captured by
the anticyclonic gyre on the plateau in two specific deployments, December 2012 and March 2014
(Figure 9). From December 2012 through January 2013, drifters were captured by the anticyclonic gyre
for about four weeks (approximately between 14 December 2012 and 10 January 2013) before being
transported out of the plateau (Figure 9a). This gyre is also confirmed by the trajectory of the float
WMO 6901044 (Figure 10a) and by HF radar measurements [29,30]. On 22 March 2014, six drifters
were deployed in the area and were trapped in the gyre for about 2 weeks (Figure 9b). Drifters allow
for estimating the radius and the rotation period of the structure considering the centroids computed
from all the closed loops of the drifter trajectories. The radius spanned between 11 and 27 km and the
period increased from 4.1 to 8.4 days, coinciding with an increased distance from the centre.

 

Figure 9. Trajectories and deployment positions (black dots) of the drifters deployed on the Malta
Plateau in December 2012 (a) and March 2014 (b).

The float WMO 6901044 was entrapped in the MCC between 15 December 2012 and 17
February 2013, then it joined a cyclonic structure located north-west of the Malta Plateau (Figure 10a).
It had a cycling period of 1 day, and its trajectory gives an indication of the 350 m displacements
(see Table 2). In the first part of its tracks, the float sampled the interior of the anticyclonic MCC,
showing a deepening of the isopycnal surfaces (December 2012–January 2013) and reduced densities.
In February 2013, the float moved along the border of the MCC, then it was entrapped in the cyclonic
structure located in the north-western proximities of the Malta plateau (Figure 10b). Both the MCC
and the cyclonic structure show a similar vertical structure, extending to a depth of about 200–250 m
(Figure 10b).
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Figure 10. Map of the trajectory (black line) and profile positions (First profile: Magenta dot; Other
profiles: Black dots) of the float WMO 6901044, superimposed on the mean map of the ADT (between
16 December 2012 and 30 April 2013) (a) and contour diagram of the potential density versus depth
and time (b).

3.4.3. South of Malta

The time series of the vorticity fields obtained at the locations of the mesoscale eddies south and
south-west of Malta are shown in Figure 11. The MG (35◦–35.5◦N; 13◦–14◦ E) and the SMA (35.5◦–36◦N;
14◦–14.5◦ E), two adjacent structures located south-west of the Maltese Islands, show larger variabilities
of the vorticity field, with respect to the SMG (34◦–35◦N; 13◦–14◦ E) and LSBV (33◦–33.5◦N; 12.5◦–14◦ E).
This behaviour is probably related to the wind-stress, which is more intense in the Malta region than in
the southern SC (Figure 2c). The vorticity of SMA increased with time over the considered period.
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Figure 11. Time series of the spatially averaged, low pass filtered (13 month) vorticity field over the
regions of MG, SMA, SMG, and LSBV. Dashed-dotted lines refer the vorticity field derived from the
AGV. The continuous lines are related to the vorticity field derived from optimal currents from 2012
to 2016.

The float WMO 6903242, became entrapped in the anticyclonic SMA in mid-September 2018 and
described five loops around the eddy core before being captured by the eastward BATC (Figure 12a).
It had a short cycling period (see Table 2) and its trajectory indicates the mean near surface displacements
(0–180 m). The subsurface density distribution clearly shows the net differences between the water
masses located east (potential density smaller than 24.8 kg/m3) and south (potential density larger than
26 kg/m3) of the of SMA (Figure 12b). The SMA extends down to a depth of about 40 m (Figure 12c).
At the end of October 2018, the float left the cyclonic structures and moved eastward, encountering
surface waters of eastern origin and denser than 1026 kg/m3.

The float WMO 1900629, coming from the Libyan coast, was entrapped in the cyclonic SMG at the
end of 2007 (Figure 13a). This structure is denser than the surrounding waters (Figure 13b). Since,
in the region of the SMG, the maximum depth of the sea bottom is about 400 m (Figure 1a), and since
the cyclonic trajectory of the float WMO 1900629 (Figure 13a) represents the displacements of the
currents at the parking depth of 350 m (see Table 2), we can conclude that the cyclonic structure affects
the entire water column in this area.

The cyclonic LSBV is sampled by the float WMO 1900948 during the period from October 2015
to February 2016 is shown in Figure 14a. The entrance of this float in the LSBV is emphasized in
Figure 14b by a higher density, compared to the surrounding waters, and by changes in the shape
of the isopycnal surfaces. Even if float WMO 1900948 has a parking depth of 1000 m (see Table 2),
its displacements represent the current at 350 m depth, due to the bathymetry of the LSBV region
(see Figures 1a and 14b). We can conclude that the cyclonic structure affects the entire water column in
this area (Figure 14b).
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Figure 12. Map of the trajectory (black line) and profile positions (First profile: Magenta dot; Other
profiles: Black dots) of the float WMO 6903242, superimposed on the mean map of the ADT (between
12 September 2018 and 11 November 2018) (a). Map of the potential density measured at 20 m depth
(b) and contour diagram of the potential density versus depth and time (c).
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Figure 13. Map of the trajectory (black line) and profile positions (First profile: Magenta dot; Other
profiles: Black dots) of the float WMO 1900629, superimposed on the mean map of the ADT (between
27 August 2007 and 23 February 2008) (a) and contour diagram of the potential density versus depth
and time (b).

Figure 14. Map of the trajectory (black line) and profile positions (First profile: Magenta dot; Other
profiles: Black dots) of the float WMO 1900948 superimposed on the mean map of the ADT (between
19 July 2015 and 28 February 2016) (a), and contour diagram of the potential density versus depth and
time (b).

3.4.4. Ionian Cyclones

Figure 15a shows the time series of the vorticity field along the eastern coast of Sicily (MRV and
ISV area—36.5◦–38◦ N; 15◦–16◦ E) and in the region of the SISV. Figure 15a shows an inconsistency
between the vorticity derived from AGV and those derived from the optimal currents in the region of
the SISV. From the optimal current validation carried out by Reference [15], this structure lies in an
area where the method degrades the quality of the surface currents (in particular of the meridional
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component), when compared with the AGV (see Figure 10 of [15]). Therefore, the optimal currents
could not be consistent in the description of SISV.

Figure 15. (a) Time series of the spatially averaged, low pass filtered (13 month) vorticity field over the
regions of the MRV-ISV and SISV. Dashed-dotted lines refer to the vorticity field derived from the AGV.
The continuous lines are related to the vorticity field derived from optimal currents from 2012 to 2016;
(b) time series of the monthly, spatially averaged low-pass filtered (13 month) wind-stress and (c) wind
stress vorticity in the MRV region.

The MRV and ISV are wind-driven structures [7,24] and their interannual variability is related to
the wind-stress along the eastern coast of Sicily (Figure 15b,c), e.g., lower values of current vorticity
in the MRV-ISV regions are related to lower wind-stress and lower wind stress curl. The SISV
(35.5◦–36.6◦ N; 15◦–16◦ E) is not influenced by the wind-stress vorticity, whereas it appears to be
influenced by the quasi-decadal reversal of the northern Ionian (see black dashed lines in Figure 15a
that give an indication of the mean vorticity value during each anticyclonic/cyclonic circulation mode)
in the period from 1993 to 2010. After 2010, the vorticity of the currents was no longer consistent with
the decadal variability and, rather, seems to be linked to some other phenomena that are not currently
detectable from our datasets.

The float WMO 1900954, coming from the eastern Ionian, was entrapped in the SISV in December
2017 (Figure 16a) and showed an increase of density with respect to the water located north of this
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mesoscale structure (Figure 16b). Even if the float WMO 1900954 has a parking depth of 1000 m
(see Table 2), its displacement represents the current at about 500 m depth, due to the bathymetry of
the SISV region (see Figures 1a and 16b). The vertical extension of the SISV is about 100 m (Figure 16b).

Figure 16. Map of the trajectory (black line) and profile positions (First profile: Magenta dot; Other
profiles: Black dots) of the float WMO 1900954, superimposed on the mean map of the ADT (between
20 October 2016 and 7 March 2017) (a) and contour diagram of the potential density versus depth and
time (b).
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4. Discussion and Conclusions

The main findings of this work are summarized in Figure 17, where a schematic diagram of the
surface circulation, based on the mean circulation map depicted in Figure 2b, is presented. In Figure 17a
the main circulation structures are classified according to their seasonal variability, whereas in Figure 17b
they are identified based on the main forcing factor that determines them.

 

Figure 17. Schematized representation of the mean surface circulation in the Sicily Channel and
Southern Tyrrhenian Sea (black arrows), based on the mean optimal current circulation map depicted
in Figure 2b (bright grey vectors). (a) Black arrows emphasize the permanent sub-basin and mesoscale
structures; dashed red/blue lines emphasize the seasonal summer/winter structures, respectively;
red/blue arrows are superimposed on the black arrows when the structures are permanent but most
intense in summer/winter, respectively. (b) Sub-basin and mesoscale structures are classified according
to the mechanisms that drive them, wind forcing (orange arrows), the interaction between currents and
topographical forcings (light green arrows), and large-scale internal processes (light purple arrows).

The basin scale circulation is essentially oriented according to the wind stress direction
(northwest–southeast; Figure 2a,c and Figure 17). Most of the exclusively main sub-basin scale
current systems and mesoscale structures are permanent but affected by a strong seasonal variability
(Figure 17a). Only the TSC and the PV show a seasonal incidence and occur in summer and winter,
respectively. The BTC, ATC, BATC, and ALC show a winter intensification (Figure 17a) concurrent
with the intensification of the wind stress (Figures 3 and 4). For this reason, they are classified as
wind-driven features in Figure 17b. The relationship between the sub-basin scale structures and
the wind stress variability was already suggested by References [13,31]. Other sub-basin scale and
mesoscale structures, e.g., the meandering AIS, the SG, and the MCC, are stronger in summer, when the
wind stress is weaker. Hence, we exclude the direct impact of the wind on the variability of these
structures. Rather, we suggest that they are influenced by other forcings, such as the instability of the
surface currents and/or their interaction with the complex and relative shallow bottom topography
(Figure 17b), characterized by continental shelves and channels.

The MG and SMA are located in a highly dynamic region (high level of Eddy Kinetic Energy,
see Figure 6 of Reference [24] and Figure 9a of Reference [11]) characterized by the split of the ATC,
whose eastward branch forms the BATC, and by a sudden reduction of depth (Figure 1a). These
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factors probably interact in facilitating the eddies formation and retention. From these considerations,
the MG and SMA are influenced by the surface current dynamics and/or topography (Figure 17b).
They are stronger in winter because the sub-basin currents, involved in their formation (ATC and
BATC), are most intense and energetic in this season (Figure 17a).

The ABV, the MRV, and the ISV are located along the southern and the eastern coast of Sicily where
the wind stress curl is steadily cyclonic (Figures 2d and 4c,d). Their strength and their interannual
variability are influenced by the temporal evolution of the wind stress amplitude and vorticity
(Figures 15 and 17b).

The SMG is located on the margins of the African shelf break (Figures 1a and 2a,b) and its vertical
extension affects the entire water column (maximum depth of 400 m), as documented by float WMO
1900629 (Figure 13). The wind stress is weak and dimly cyclonic in this region (Figure 2 lower panels).
Therefore, we define the SMG in Figure 17b as strongly influenced by the interaction between the
surface currents and the topography.

The mesoscale structures located in regions where the influence of the wind stress is lower can be
forced by the large-scale internal variability of the ocean. An example of this interaction is the SISV,
whose interannual variability is connected to the decadal variability of the surface circulation in the
northern Ionian (Figure 15a). However, the most representative example of the influence of internal
forcing on the variability of a mesoscale structure is the NSA. This anticyclone, although located in
the southern Tyrrhenian Sea, is affected by the decadal variability induced by the adjacent Ionian
Sea (Figure 6). This result, as suggested by Reference [27], opens to a new interpretation of the link
between different Mediterranean sub-basins and underlines the importance of internal processes on
the variability of the mesoscale structures.

In summary, the surface circulation in the SC and southern Tyrrhenian Sea is characterized by
multi-scale spatial and temporal variability. The main spatial scales involved are the basin, sub-basin,
and mesoscale. The main temporal scales involved are the seasonal, interannual, and decadal scales.
In this work, the complexity of the SC current system was investigated by combining different in-situ
data and satellite products. Results provide an updated picture of the surface circulation, detecting
new mesoscale features and describing their temporal variability and strength in relation to the main
external and/or internal forcings. The winter strengthening of the wind stress directly influences
most of the structures stronger in this season. The structures stronger in summer and/or located in
high dynamical regions are mainly driven by the instability of the surface current and/or by their
interaction with the bottom topography. In the regions where the influence of the external forcings
is weaker, the large-scale internal variability of the adjacent Mediterranean basins can influence the
local dynamics.
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Abstract: Water mass generation and mixing in the eastern Fram Strait are strongly influenced by
the interaction between Atlantic and Arctic waters and by the local atmospheric forcing, which
produce dense water that substantially contributes to maintaining the global thermohaline circulation.
The West Spitsbergen margin is an ideal area to study such processes. Hence, in order to investigate
the deep flow variability on short-term, seasonal, and multiannual timescales, two moorings were
deployed at ~1040 m depth on the southwest Spitsbergen continental slope. We present and discuss
time series data collected between June 2014 and June 2016. They reveal thermohaline and current
fluctuations that were largest from October to April, when the deep layer, typically occupied by
Norwegian Sea Deep Water, was perturbed by sporadic intrusions of warmer, saltier, and less dense
water. Surprisingly, the observed anomalies occurred quasi-simultaneously at both sites, despite their
distance (~170 km). We argue that these anomalies may arise mainly by the effect of topographically
trapped waves excited and modulated by atmospheric forcing. Propagation of internal waves causes
a change in the vertical distribution of the Atlantic water, which can reach deep layers. During such
events, strong currents typically precede thermohaline variations without significant changes in
turbidity. However, turbidity increases during April–June in concomitance with enhanced downslope
currents. Since prolonged injections of warm water within the deep layer could lead to a progressive
reduction of the density of the abyssal water moving toward the Arctic Ocean, understanding the
interplay between shelf, slope, and deep waters along the west Spitsbergen margin could be crucial
for making projections on future changes in the global thermohaline circulation.

Keywords: Fram Strait; deep sea thermohaline variability; slope currents; wind-induced processes;
shelf-slope dynamics
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1. Introduction

Water masses in the eastern Fram Strait, strongly influenced by the interaction between Atlantic
and Arctic waters and by local atmospheric forcing, substantially contribute to drive the global
thermohaline circulation [1–4]. There is a remarkable variability in the system due to several
forcing mechanisms (e.g., atmospheric, internal, tidal, shelf dynamics) that play an important role,
especially in the upper layer [5–10]. On the contrary, it is not completely clear which processes are
responsible for the inter-annual and seasonal deep flow variability in the western offshore Spitsbergen
region [11,12]. Several studies, using both experimental and numerical modelling approaches, have
addressed the role of interactions between Atlantic Water (AW) carried by the West Spitsbergen Current
(WSC, [10,11,13–16]), and shelf and fjord waters [2,17–20] in the observed variability. Some of the
processes that may be relevant for deep water circulation and variability in the western Spitsbergen
region have been summarized in Figure 1.

Figure 1. (a) Map of the study region showing bathymetry and main currents in the Fram Strait and
along the west Spitsbergen margin. Red dots indicate the location of moorings S1 and ID2. Blue
dots indicate CTD (conductivity-temperature-depth) stations along transects S and P. (b) Schematic
of the shelf-slope dynamics along the west Spitsbergen slope (figure modified from [6],© American
Meteorological Society. Used with permission). (c) S1 and ID2 moorings configuration and specification
of instruments. (AW = Atlantic Water; NSDW = Norwegian Sea Deep Water; WSC =West Spitsbergen
Current; BSW = Brine-enriched Shelf Water; EGC = East Greenland Current; NwAC = Norwegian
Atlantic Current).

With this study, we aim at exploring signals observed in time series of temperature, salinity, current
velocity, and turbidity, acquired by two near-bottom moorings (S1, ID2; Figure 1) deployed to assess
the deep flow variability on short-term, seasonal, and multi-annual time scales in the southwest region
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offshore the Spitsbergen margin [12]. We also discuss potential links between the local oceanographic
and atmospheric forcing in regulating shelf/deep sea interactions, which in turn can trigger baroclinic
(internal) waves that stimulate internal mixing in the ocean (Figure 1b). Finally, we put the observed
variability in the context of larger-scale circulation changes.

The overall circulation in the eastern Fram Strait (Figure 1) includes the northward flow of the WSC,
i.e., the northernmost extension of the Norwegian Atlantic Current [21,22]. Flowing at a steady pace of
about 0.25 m s−1, following the 1000-m isobath [23], the WSC transports warm and saline AW into the
central Arctic Ocean and, beneath it, colder and fresher Norwegian Sea Deep Water (NSDW, [15,24])
that occupies the deep local layer (Figure 1b). The NSDW is influenced by water contributions from
the Greenland Sea (south of Fram Strait) and Eurasian Basin (north of Fram Strait, [15,24]).

Shoreward of the WSC, the Spitsbergen continental shelf is influenced by Arctic waters as well as
by drifting sea ice [19]. The northward WSC is compensated by the southward East Greenland Current,
which transports cold and fresh Polar Water across the western part of the Fram Strait. The WSC
is topographically steered along the continental slope [2,25] with streamlines parallel to contours of
constant f/H (Coriolis parameter/water column thickness). It has been traditionally considered as a
barotropic flow [13,21]. However, more recent studies have outlined its baroclinic component, together
with associated instabilities and eddy formations [14,26]. The AW occupies a large portion of the
water column within the WSC (roughly between the surface and 600 m depth; [10]) and its properties
undergo a strong interannual variability [27].

Relatively warm and cold periods of AW have been alternating in the last century: cold periods
took place during 1900–1920 and 1955–1985, while a warm period occurred in the 1930s–1940s [27].
More recently, two warm AW anomalies passing through the Fram Strait occurred in 1999–2000 and
2005–2007 [22]. Temperature increase (0.06 ◦C year−1, [22]) was accompanied by salinity increase
(0.003 year−1, [28]). However, based on monthly gridded fields of the meridional current component,
no significant trend in the volume transport of AW was observed [22]. A warming of the Arctic Ocean,
recorded since 1985 [27,29] became particularly evident in the WSC core after 2004, along with an
intensification of the northward propagation of the AW warm signal [30]. Concomitantly with this
evolution, the AW influence on temperature and salinity on the West Spitsbergen Shelf and in fjords
of the Archipelago (e.g., Hornsund and Kongsfjorden, [20,31]) has become stronger in the last years,
probably due to changes in the patterns of the dominating large atmospheric pressure fields [2]. It is not
entirely clear to what extent the increased heat transport toward the Arctic is related to a strengthening
of the Atlantic Meridional Overturning Circulation [32], to an increase in temperature or in volume of
the AW [4,33], or, instead, to the variability of the AW transport along the two preferential pathways
(Barents Sea and Fram Strait branches, [33]). Notably, the AW heat transport [29,34] can affect air
temperature especially during winter [35], which in turn has direct effects on the dense water formation
around the Spitsbergen margin.

In the west Spitsbergen region ocean-atmosphere interactions lead to multiple oceanographic
processes, like shelf-slope dynamics, deep water variability through Polar and Atlantic waters
interaction, as well as sea ice and dense water formation [1–3,7]. Dense water formation off the
southwestern tip of Spitsbergen and in the Fram Strait depends on the rate of cooling (heat loss to
the atmosphere) and homogenisation of the upper layers (i.e., water column stratification and mixing
depth), sea ice growth, and brine rejection. Brine-enriched Shelf Waters (BSWs) are formed during
ice formation in coastal polynyas [36–40]. Within fjords, and in particular in Storfjorden (the largest
fjord in the Svalbard Archipelago, see Figure 1a) the accumulated water close to the freezing point has
salinity ranging typically between 34.8 and 35.8 [38]. A 120 m deep sill separates this fjord from the
shelf edge, and dense water overspills the fjord with strong inter-annual variability [38]. Eventually,
it flows northwards along the shelf and the continental slope west of Spitsbergen, at depths where
water of similar density is transported by the WSC [41,42]. Numerical models [17,42] simulated the
evolution in time and space of the plume in this region, revealing that it can reach velocities as high as
0.6 m s−1 over the continental slope.
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Dense water spreading is also strongly influenced by tidally induced dispersion [8,9] and by
bathymetric constraints [43]. Tides can drive barotropic and baroclinic water exchanges [44], and also
generate shelf waves, which propagate as topographically trapped internal waves [13,45] stimulating
mixing in the ocean interior. Inall et al. [44] reported about coastal trapped waves in Kongsfjorden,
a western Spitsbergen fjord at latitudes (79◦ N) where the internal Rossby radius is small and the
effects of trapped waves become more evident. Increased bottom shear velocities caused by the
interaction of semidiurnal internal tides with the sloping bottom can cause sediment resuspension and
prevent deposition, shaping thus the continental slope [46]. Topographically induced intrusions are
also responsible for the generation of nepheloid layers (i.e., turbid layers with significant amounts
of suspended sediment) transported along isopycnals [16,47]. Numerical models support geological
observations showing that suspended sediment transported by bottom-arrested gravity plumes may
have a role in the slope convection, by increasing the kinetic energy and the bulk density of the water
(Figure 1b, [5,6]). Along their routes toward the abyss, offshore southwestern Svalbard, temperature
of water plumes increases, while salinity decreases rather slowly due to entrainment of surrounding
warm, but relatively saline AW [41,42,48,49]. The mixing and entrainment of these plumes with AW
can reduce the maximum reached depth during their cascading [10,17,41,48]. According to Akimova
et al. [48], BSW plumes leaving Storfjorden reached the bottom of the Fram Strait only three times, in
1986, 1988, and 2002, over a period from 1984 to 2003. Eddies can also break away from density-driven
currents, as demonstrated in laboratory experiments and numerical models [42,50]. Intruding dense
water can generate cyclones in the water above and anticyclones in the water below the depth of
intrusion [43].

2. Data and Methods

2.1. Oceanographic Moorings

Various instruments attached to two oceanographic moorings (S1, ID2; Figure 1) collected data
within a ~150 m thick near-bottom layer along the west Spitsbergen continental slope from June 2014
until June 2016. The payload of mooring S1 included a downward looking ADCP (Acoustic Doppler
Current Profiler, Teledyne RD Instruments, Poway, CA, USA) RDI 150 kHz located ~140 m above
the sea bottom, a CTD (Conductivity-Temperature-Depth) SBE16 (Sea-Bird Electronics, Bellevue, WA,
USA) with Seapoint turbidity meter (Seapoint Sensors, Inc., Exeter, NH, USA) coupled with a sediment
trap McLane (PARFLUX Mark 78H-21, McLane Res. Labs, East Falmouth, MA, USA) ~25 m above the
sea bottom, and a single point Aanderaa current meter (Aanderaa Data Instruments, Bergen, Norway)
RCM8 ~20 m above the sea bottom. Turbidity expressed as Formazin Turbidity Unit (FTU) was
calibrated in the laboratory to obtain the corresponding values of suspended sediment concentration
(mg L−1). Mooring ID2 was equipped with two Aanderaa current meters (RCM9 and RCM4, ~120 m
and ~20 m above the sea bottom, respectively) and two CT SBE37-MicroCAT recorders below each
current meter (substituted with T loggers SBE56 in June 2015). A complete scheme of each mooring line
(position, bottom depth, instrument type, deployment depth, and sampling time interval) is presented
in Figure 1c.

The recorded data were post-processed after each recovery (June 2015, June 2016).
Data with different sampling frequencies (15 min, 30 min, or 120 min) were averaged or
interpolated to obtain homogenous hourly time series. Temperature, salinity, and turbidity
data have been cleaned and despiked according to MyOcean in situ quality control standards
and methodology (http://catalogue.myocean.eu.org/static/resources/user_manual/myocean/QUID_
INSITU_TS_OBSERVATIONS-v1.0.pdf). Moreover, temperature and salinity time series were checked
by comparing them with data from CTD casts performed before and after each mooring deployment.
Potential temperature (θ), salinity (S), and potential density anomaly (σθ) were calculated from in
situ data. Note that only in situ temperature was recorded at ID2 between June 2015 and 2016, when
thermistors (without conductivity sensors) were used, hence it was not possible to obtain θ, S, and σθ.
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Each vertical cell of the ADCP was treated as an individual time series. Current vectors, both
from ADCP and RCMs, were decomposed into u (eastward, zonal), v (northward, meridional), and w
(vertical) components. Tidal constituents, obtained from harmonic analysis with a signal-to-noise ratio
> 1, were subtracted from the original time series, to provide de-tided data [51]. For specific analyses, a
low-pass filter with a cut-off period of 33 h was applied to the de-tided time series to remove inertial
oscillations and obtain sub-inertial non-tidal flow (i.e., sub-tidal). The principal component analysis
was applied to the time series to determine the direction of the major variance of the deep currents.
As this direction almost coincided with the along-slope component, the coordinate system was rotated
accordingly. The angles of rotation in the trigonometric system were between −34◦ and −52◦ at S1, and
between −40◦ and −48◦ at ID2. By rotating the reference system two new components for the velocity,
i.e., ur (along-slope) positive towards SE, and vr (cross-slope) positive towards NE, were obtained.

Correlation and cross-correlation coefficients calculated between different variables, and reported
further in the text, are always within the significance level of 0.05, unless otherwise specified.

2.2. Oceanographic Surveys

CTD measurements during oceanographic cruises provided vertical profiles of temperature (T)
and conductivity (C) approaching the seabed within ~ 7–10 m. θ, S, and σθ were calculated from
in situ data using MATLAB toolbox TEOS-10 (Gibbs SeaWater Oceanographic Toolbox) including
thermodynamic equations of seawater (http://www.teos-10.org/software.htm). Oxygen concentrations
were measured using a SBE43 sensor mounted on the CTD/Rosette Water Sampler while taking water
samples at discrete depths for Winkler titrations [52]. Data were quality checked and averaged every 1
dbar with overall accuracies within ± 0.002 ◦C for T, ± 0.005 for S, and 2% of saturation for oxygen.
Turbidity in the water column was detected by optical sensors mounted on the CTD probe.

CTD data used in this study come from the PREPARED cruise (r/v G.O. Sars, June 2014, PREsent
and PAst flow REgime on contourite Drifts west of Spitsbergen), HH cruise (r/v Helmer Hanssen,
June 2015), PS99.1 cruise (I/B Polastern, June 2016), and from oceanographic cruises carried out
by the University Centre of Svalbard (UNIS) between 2014 and 2016 along section P (Figure 1).
Long-term (1997–2017) yearly variability and linear trends were calculated from hydrographic data
collected during AREX cruises carried out by the Institute of Oceanology Polish Academy of Sciences
(IOPAN, [28]). In our study, we consider data collected along section S (~ 77◦30′ N, see Figure 1) in the
proximity of mooring ID2, from which we calculated the yearly values of θ, S, and σθ averaged in
the upper-intermediate (100–800 m depth) and in the deep layers (>800 m depth). Trends have been
calculated using a linear regression model (Table 1). Standard error (SE) and Root Mean Squared Error
(RMSE) for each statistically significant (p < 0.05) trend are also reported in Table 1. In order to focus on
the variability of the AW in the upper layer, we only take into consideration CTD measurements that
have temperatures compatible with those of the AW (i.e., θ > 2◦) in addition to the depth criterion [22].
Furthermore, we use the thickness of the AW layer as the weight while calculating the average θ, S,
and σθ values. Some figures presented in this paper were elaborated using the Ocean Data View
software [53].
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Table 1. Linear trends of θ, S and σθ in the intermediate (100–800 m) and deep (>800 m) layers from
CTD casts collected along section S (see Figure 1 and Figure 3). Data cover the period from 1997 until
2017. Significant linear trends (p < 0.05) are reported in red.

Metrics
Layer 100–800 m

and θ > 2 ◦C
Criterion

Layer > 800 m
Layer > 800 m

Sub-Period
2009–17

θ

Trend (◦C)/year ± SE 0.0314 ± 0.0121 0.009 ± 0.0016 0.0222 ± 0.0033
RMSE 0.3362 0.0445 0.0254

p-value 0.01779 0.00002 0.00026

S
Trend /year ± SE 0.0042 ± 0.0007 0.0005 ± 0.0001 0.0007 ± 0.0002

RMSE 0.0202 0.0035 0.0013
p-value 0.00001 0.00083 0.00399

σθ

Trend (kg m−3)/year ± SE 0.0004 ± 0.0010 0 ± 0.0001 −0.0004 ± 0.0001
RMSE 0.0272 0.0036 0.001

p-value 0.69369 0.89612 0.01304

2.3. Atmospheric Data

To study atmosphere-ocean interactions between 2014 and 2016 we employed ERA-Interim dataset
from the ECMWF (European Center for Medium-Range Weather Forecasts interim reanalysis) regularly
spaced at 0.75◦ (interpolated at 0.25◦) of latitude and longitude and available at 6 h time intervals.
We initially compared the ECMWF output (e.g., wind speed/direction, air temperature) with data
collected at the Amundsen-Nobile Climate Change Tower (CCT, see http://www.isac.cnr.it/~{}radiclim/
CCTower/) in Ny-Ålesund. The 34 m high tower is equipped with a large set of instruments along
the vertical to investigate physical properties of the atmospheric boundary layer over a long period
and to study the turbulent exchange processes of energy and mass at the atmosphere-land interface.
The comparison between land observations of wind speed and direction and ECMWF data revealed
that both short-term and seasonal variabilities recorded at the CCT are reproduced coherently at S1
and ID2 locations (not shown). Hence, six meteorological parameters were selected from ECMWF
dataset to characterize the air-sea interface: air pressure at sea-level, total cloud cover, 10 m zonal
(u) and meridional (v) wind components, 2 m air and dew point temperatures, and sea surface skin
temperature. The total heat flux (daily and monthly mean values) at the air-sea interface was computed
taking into account four heat flux components also downloaded from ECMWF dataset: solar radiation,
net longwave radiation, latent and sensible heat. The heat loss and the relative sea water temperature
variation occurring during winter months were estimated using the methodological approach described
in [54]. To analyse the periodicity and recurrence of intensive events, a Morlet wavelet analysis [55]
was applied on the horizontal principal components both of the ECMWF wind data and of the current
velocity at moorings S1 and ID2. The obtained results enabled studying non-stationary signals and
investigating the dynamic response of the marine currents to the atmospheric forcing.

3. Results

3.1. Thermohaline Patterns on the West Spitsbergen Margin during Oceanographic Cruises between 2014
and 2016

Vertical distribution of hydrographic data along the zonal section P (Figure 1) on the West
Spitsbergen Shelf north of Hornsund is shown in Figure 2. It refers to data collected in April 2014, June
2014, May 2015, and August 2016. Thermohaline properties on the shelf, usually occupied by Arctic
Water [2,56], show a large seasonal and interannual variability. They depend on the variability of
waters transported by the coastal current itself, on the seasonal variability in the contribution of fresh
water from the main fjords, and on the variability of the AW inflow from offshore, whose properties
and extension vary with large-scale circulation patterns in the area.
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Figure 2. θ (◦C), S, σθ (kg m−3), DO (mL L−1), along the W–E section P (see Figure 1) in April 2014 (a),
June 2014 (b), May 2015 (c), and August 2016 (d) on the West Spitsbergen Shelf area. The data are from
the PREPARED cruise and from several UNIS cruises.

In April 2014 (Figure 2a), the westernmost part of the section was occupied by warm and saline
AW (3◦C < θ < 4◦C and S > 34.9), while its easternmost part was filled by cool and fresh water (θ < 1 ◦C
and S < 34.9). AW could also be detected by its lower oxygen content with respect to Arctic Water.
In June 2014 (Figure 2b), during the PREPARED cruise, a cold and fresh waterfront extended offshore.
At that time, the westernmost part of the shelf was occupied by AW. The latter was also present on
the continental slope, roughly down to 800 m depth, above the NSDW in the deep layer (>800 m,
not shown). At depths between 100 m and 800 m, where AW was present, values of θ ~ 0–4.5◦C, S ~
34.95–35.1, σθ ~ 27.85–28.05 kg m−3, and dissolved oxygen (DO) ~ 6.4–6.6 mL L−1 were found, while
at depths larger than 800 m θ was below 0 ◦C, S ~ 34.91, σθ ~ 28.05–28.08 kg m−3, and DO ~ 6.2–6.4
mL L−1. Light transmission (not shown) decreased when approaching the seabed, revealing high
suspended matter concentrations in the bottom layer of the shelf and continental slope. In May 2015,
AW retreated offshore (Figure 2c) like in August 2016 (Figure 2d) when, however, θ was everywhere
larger than 3 ◦C and S values were relatively low (<34.85) in the shallow part of the section. In August
2016, the AW was confined in the western part of the section and it was characterized by the highest θ
and S values (θ > 6 ◦C and S > 35.15). Overall, a large variability characterizes the temporal and spatial
evolution of the observed parameters along the section [2]. In some cases sharp thermal and saline
fronts tend to compensate, and no density structure was found (Figure 2b,c).

3.2. Multiannual Variability of the Thermohaline Properties along the West Spitsbergen Margin

CTD casts carried out during annual IOPAN summer cruises aboard the r/v Oceania between
1997 and 2017 help to understand the interannual variability of the thermohaline properties of the
along-slope flow (i.e., WSC). Data collected yearly along section S (Figure 1) at latitude ~ 77◦30′ N,
close to the ID2 mooring, were spatially averaged within two layers: the upper-intermediate layer,
between 100 and 800 m, where the AW is detected by the additional θ > 2 ◦C criterion, and the deep
layer (>800 m), mainly occupied by NSDW (Figure 3). Linear trends were calculated for each of the
three variables, θ, S and σθ (Table 1). They revealed long-term positive trends of θ and S in the upper
layer, while no significant trend was found in the σθ (Figure 3). However, the upper layer went through
relatively warm and saline periods (i.e., 2005–06 and 2011–12) as well as cold and fresher periods (i.e.,
2003–04, 2008, and 2013). Noteworthy, starting from 2013 an overall θ increase was not accompanied
by S increase. In the deep layer, slightly positive long-term trends in θ and S were also found, and they
became more evident between 2009 and 2017, when also a small but significant trend in σθ decrease
was detected. Years characterized by higher standard deviations for S in the deep layer (i.e., 2000,
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2002, 2006, 2008) may indicate the occurrence of advection/intrusion phenomena of different water
masses into the layer. No significant correlations (p < 0.05) were obtained by comparing detrended
time series between the upper and deep layers for each parameter. Observed trends are in agreement
with results published by, e.g., Chatterjee et al. [57], where authors point out how changes in the
AW properties depend on the strength of the subpolar gyre in the North Atlantic, which in turn is
strongly influenced by the wind stress curl. The analysis of the multi-annual variability of the average
thermohaline properties gives a general framework in which we undertake a more detailed deep flow
variability analysis (including high-frequency signals) presented in the following section. The trends
exposed here also provide an indication that the abyssal layer west of Svalbard is slowly becoming
warmer and saltier on long temporal scale.

Figure 3. Weighted average of thermohaline properties (θ, S, σθ) calculated from CTD stations along
the section S at ~ 77◦30′ N (between 8 and 10◦30′ E, see Figure 1): upper layer (a–c) (100–800 m with θ

> 2 ◦C) and deep layer (d–f) (>800 m). Weights are defined by the layer thickness at each station where
bottom depth varied between 1000 and 2300 m. Data are from the hydrographic measurements carried
out during summer AREX cruises aboard r/v OCEANIA (IOPAN).
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3.3. Temporal Variability in Oceanographic Parameters at Moorings S1 and ID2

Time series data recorded at moorings S1 and ID2, at depths >900 m, highlighted the presence
of water with properties (θ ~ −0.90 ◦C, S ~ 34.91, and σθ ~ 28.07 kg m−3) typical of the NSDW [46].
However, perturbations caused by occasional “thermohaline intrusions” of water, which is warmer
(up to ~2 ◦C), saltier (up to ~35), and less dense (down to 27.98 kg m−3), are evident in Figures 4
and 5. Noteworthy, temporal fluctuations of θ, S, and σθ were particularly apparent between October
and April and occurred almost simultaneously at both moorings, ~170 km apart from each other (see
Figure 1a). A larger variability was recorded during winter 2014–15 at both sites. The duration of the
observed intrusions of relatively warm and salty water varied from a few hours to several days (up to
10–15 days), during which thermohaline variations oscillated mainly at a diurnal (24 h) frequency.

Figure 4. Time series (hourly data) of θ (a), S (b), and σθ (c) at S1 (1017 m depth). Green squares show
data extracted from CTD casts (θ and S) at depths close to the moored instrument. Panel (d) shows
normalized values of current magnitude (1022 m) and turbidity (1017 m). Data span from June 2014 to
June 2016.

The normalized time series of current magnitude and turbidity at S1 are shown in Figure 4d
(normalization was obtained by subtracting the average of each deployment phase and dividing by the
corresponding standard deviation). Turbidity peaks were observed generally from December to July.
During the first year of measurements, high turbidity values were found around mid-May 2015, while
in 2016 several episodes characterized by high turbidity were observed almost each month (Figure 4d).

Overall, data recorded at mooring ID2 show a larger variance with respect to S1 data, except for θ
at 1025 m depth (Figure 5). During the first year of measurements, events associated with temperature
increase occurred mainly between October and April (Figure 5), while during the second year they
were limited to the period October–February (Figure 6).
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Figure 5. Time series (hourly data) of θ (a), S (b), and σθ (c) at ID2 between June 2014 and June 2015 at
922 m and 1025 m depth. Green and blue squares indicate data extracted from CTD casts (θ and S)
at depths close to the moored instruments. Note that after June 2015, only temperature sensors were
deployed at ID2 (see in situ temperature in Figure 6).

Figure 6. In situ temperature time series at S1 (red) and ID2 (blue and green). Data cover the period
from June 2014 to June 2016 (for the position of the moorings refer to Figure 1).

The correlation between θID2 at two depths (1025 m and 922 m) is rather high (0.75), while the
correlation between SID2 at the two depths is smaller, 0.28. Short-term oscillations at 922 m were larger
than at 1025 m (Figure 5). Moreover, the difference between S at 1025 m and S at 922 m diminished from
~0.01 to almost zero after one year. Accordingly, the difference in σθ progressively diminished as well
(Figure 5c). This would be consistent with the effect of mixing in the ~100 m thick near-bottom layer.

A choice to bring together and compare the T (in situ temperature) time series at S1 and ID2
(Figure 6) rises from the fact that only temperature sensors were deployed at ID2 after June 2015.
The lack of conductivity sensors prevented calculation of θ, S, and hence, of σθ as well. As said, T
peaks appeared almost concomitant at the two stations. A significant cross-correlation, ~0.43–0.45,
between T recorded at S1 and ID2 was found with the maximum value corresponding to a time lag of
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5 h. Similarly, but not shown in Figure 6, S peaks were almost simultaneous at the two stations, despite
small cross-correlations (0.06 between S1 and ID2 at 1025 m; 0.17 between S1 and ID2 at 922 m).

In general, large current velocities were observed during the winter period. To study more in
detail the possible linkage between the ocean currents and the thermohaline variability in the deep
layers at S1 and ID2, we focus on the most energetic period, 1 October 2014–30 April 2015 (Figure 7). A
similar variability (but less energetic) was observed also in the period October 2015–April 2016.

Figure 7. Time series at S1 and ID2. (a) Stick diagram of deep currents; (b) current magnitude; (c)
current component along the direction of maximum variance at S1 (1017 m depth, ur positive towards
SE); the colorbar refers to vertical velocity (w) from the ADCP at the same depth. The angle of maximum
variance is referred to the trigonometric system; (d,e) θ and S at 1017 m (S1) and 1025 m (ID2) depth.
Temperature (T) from the ADCP at 909 m and turbidity are also shown (green lines in panels d and e).
Data refer to the period 1 October 2014–30 April 2015.

The principal components determined from current data revealed that the main direction of
variability was along isobaths. In this frame, the appropriate velocity components are the along-slope
(ur, positive towards SE) and the cross-slope one (vr, positive towards NE, i.e., toward the coast).
Major events, mainly associated with anticlockwise (cyclonic) rotations, occurred at the beginning of
January, beginning of March, and at the end of March 2015. They could be attributed to the passage of
eddies at the mooring location. Sometimes these eddies were detected both at S1 and ID2, but with a
certain time delay. This fact was particularly evident at the beginning of January 2015 (Figure 7a), when
a cyclonic eddy lasted more than 10 days at S1, and it appeared at ID2 after approximately 30 hours.
Strong (>40 cm s−1) positive along-slope currents, and low (<10 cm s−1) positive cross-slope currents
(Figure 7c) characterized the first phase of this eddy passage, together with enhanced positive vertical
velocities (upward). The second phase of the eddy passage was instead characterized by negative
along-slope currents and slightly negative vertical velocities. In general, the eddy was not associated
with significant θ and S variations. On the contrary, main episodic events with enhanced θ and S
values (Figure 7d,e) were associated with negative vertical velocity (i.e., downward flow, correlation
was 0.13), but with relatively small horizontal velocities (Figure 7b–d). Such episodic increases in θ and
S seem to occur coherently throughout the 100 m thick bottom layer. The correlation between ur (vr)
and θ was small and around −0.14 (−0.14). However, the cross-correlation between θ and vr reached a
maximum value (−0.27) with a time lag of 14 h (θ lags vr), probably suggesting that θ increases could
be associated, to some extent and delayed in time, with enhanced negative cross-slope currents (i.e.,
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directed offshore). It is noteworthy that the correlation between turbidity and vr (ur) at S1 was not
statistically significant considering the period June 2014–June 2015, but it resulted significant, –0.41
(–0.13), by restricting the analysis to the period April–June 2015. These facts suggest that the seasonal
increase of turbidity (Figure 4c) was mainly related to a major availability of sediment transported by
cross-slope currents from the shelf to the deep sea during spring.

Progressive vector diagrams (Figure 8) show that sub-tidal currents at S1 were directed prevalently
northwards, following, as expected, the bathymetric constraints. However, the prevalent current
direction slightly changed with increasing depth: it tended to rotate clockwise approaching the seabed
(Figure 8a). Periodical current reversals (with the current direction changing from NW to SE) were
also evident with a periodicity of about 15 days, usually accompanied by stronger currents, especially
during the winter season. Currents, in particular those at 1022 m depth (Figure 8b), were prevalently
NE oriented between June 2014 and December 2015 (mean u = 0.5 cm s−1, mean v = 4 cm s−1), while
they were prevalently NW oriented between January 2016 and June 2016 (mean u = −0.3 cm s−1, mean
v = 3.6 cm s−1). In this last period, the prevalent direction of the flow resulted coherent throughout the
deep layer at different depths (not shown) with only a very slight clockwise rotation with increasing
depth. Moreover, less current reversals occurred, especially at the deepest measured level. This
fact suggests the temporary presence of a more homogeneous deep flow during the last phase
of measurements.

Figure 8. Progressive vector diagram of sub-tidal flow at S1. Panel (a): data from ADCP at different
depths (909 m, 944 m, and 1014 m) and from current meter RCM8 at 1022 m within the period 1 October
2014–30 April 2015. The colorbar refers to θ at 1017 m depth. Panel (b): data from RCM8 at 1022 m
within the whole 2-year period (June 2014–June 2016). Black dots correspond to the beginning of
each month.

At ID2, the main direction of the sub-tidal currents followed the isobaths (not shown), like those
observed at S1. It was prevalently northwestwards (mean u = −6.3 cm s−1, mean v = 7.6 cm s−1 at
921 m, and mean u = −9.6 cm s−1, mean v = 7 cm s−1 at 1024 m). The direction of the current changed
slightly with increasing depth, but in the opposite way than at S1: indeed, while the main flow at 921 m
depth was NW, it progressively became W–NW approaching the seabed, hence rotating anti-clockwise.
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Moreover, from April 2016 to June 2016, at the deeper level (1024 m) the orientation of the main flow
changed from NW to N–NE.

3.4. Local Wind Variability and Dynamic Response of the Ocean

To investigate the relation between atmospheric forcing and dynamic response of the deep layer, we
compared the ECMWF time series with oceanographic data recorded at S1 and ID2. In general, in both
years of measurements air temperature values decreased below 0 ◦C starting from September–October
(Figure 9), with negative heat fluxes at the air-sea interface (heat loss from the ocean) until April.
Maximum daily heat losses around −640 W m−2 occurred between December and March during
intense storms characterized by strong (>10–15 m s−1) northeasterly winds (not shown). Wintertime
(December–March) monthly mean heat losses were between −200 and −260 W m−2. Starting from
May, most of the area southwest of Svalbard gained heat from the atmosphere (peak daily net heat flux
values up to 200 W m−2). Heat losses were larger during winter 2014–15 when a larger thermohaline
and current variability at S1 and ID2 was observed as well, compared to the winter 2015–16. The
correlation between ECMWF wind at S1 and ID2, using data smoothed with a daily moving average,
is large (>0.84). It confirms the synopticity of meteorological events in the study region. Moreover, the
correlation increases up to 0.91 using data smoothed with a seven-days moving average, which still
reproduces accurately the features of the strongest events. Overall, by comparing ECMWF wind and
currents at S1 and ID2 a coherent variability emerges (Figure 9). Indeed, we observed intensification of
the deep currents during winter months when the wind was stronger. Cross-correlations revealed that
current peaks lag those of wind by about one day at S1 (0.13), and two days at ID2 (0.08).

Figure 9. ECMWF wind speed (m s−1) and deep current (cm s−1) time series at S1 (a). Data are
smoothed with a daily moving average. Air temperature (◦C) and net heat fluxes (W m−2) at the air-sea
interface obtained from ECMWF ERA-Interim dataset (b).

In order to explore the temporal evolution of the energetic events at different time scales, the
wavelet analysis was applied on the ECMWF wind and horizontal current decomposed into along-slope
and cross-slope principal components. As far as the wind is concerned, there were no prominent
differences between outcomes at the two mooring sites, hence, for simplicity, we present only results
for S1. We found a pronounced intra-annual variation with the most energetic events occurring during
winter months and characterized by periodicities around 500 h (~20 days). In general, the wind in
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the summer period (i.e., June–August) was more quiescent (Figure 9) and the energy concentrated
at a short time scale was much lower with respect to the energy concentrated at longer time scales
(Figure 10e,f).

Figure 10. Wavelet power spectrum of the along-slope (a,c,e) and cross-slope (b,d,f) components
(obtained from principal component analysis) of deep currents at ID2 and S1, and ECMWF wind data
at S1 (not filtered). Periodicities of 12 and 24 h are indicated by black dashed lines.

The wavelet power spectrum of the horizontal currents at S1 and ID2 (Figure 10a–d) shows that
the along-slope component was characterized by larger energy than the cross-slope one. However, the
time evolution of the energetic events associated with the cross-slope current component (Figure 10b,d)
reveals that major events at S1 occurred more or less regularly all over the study period, while at ID2
higher energy was found during the second year, with a peak between April and June 2016.

Referring to both components, most of the variance (i.e., kinetic energy) was concentrated in the
low-frequency (long period) domain with typical periodicity centred around 500 h (~20 days) and
ranging roughly between 200 and 1000 h (i.e., 1–6 weeks), similarly to what observed for the wind.
Part of the energy was also distributed in the time domain between 50 and 200 h (i.e., 2–8 days), as well
as in the high-frequency domain (~12, 24 h). As for the energy concentrated in the semidiurnal (12 h)
and diurnal (24 h) time scales, which contain tidal signals, we found the former negligible compared
to the latter. Noteworthy, the energy concentrated at the diurnal time scale was comparable for both
components, although it was larger at S1 than at ID2, where it seems shifted to about 35 h. Moreover,
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we found that the energy at the diurnal time scale in the cross-slope current component, in addition to
being larger at S1 than at ID2, decreased with increasing depth (not shown). Another peculiarity of
this signal is that it was not distributed regularly over time, contrary to what we may expect for tidally
induced oscillations. In fact, there were periods of the year when the diurnal signal appeared more
energetic, mostly during winter, while there were other periods (e.g., August–September 2014) when it
was less pronounced or almost absent.

Summarizing, we found a correspondence between wind and current energetic events, especially
at longer time scales. The energy induced by the wind and transferred to the water column can trigger
fluctuations in the current field at different time scales, even at high frequencies. However, the fact
that high energy over broad time scales appear also in periods when the wind is more quiescent, like
during summer, suggests that the deep flow is influenced by various concomitant phenomena.

4. Discussion and Conclusions

Our measurements revealed the presence of vigorous deep current activity on the continental
slope southwest of the Svalbard region. Several times, at depths of ~1000 m, we observed along-slope
jets exceeding 40 cm s−1, with highest values reaching ~60–70 cm s−1 (Figures 7 and 9). The prevalent
flow was directed northward (from NE to NW), but periodical inversions of the flow were observed
(Figure 8). In particular, the period December–March was the most energetic, as it was characterized
by current magnitudes almost constantly larger than 30 cm s−1. Thermohaline variations, with large
peaks of temperature and salinity, were also observed mainly between October and April. They
appeared almost concomitant at the two stations, which are ~170 km apart along the mean pathway
of the WSC. In fact, the cross-correlation between temperature at S1 and ID2 revealed a time lag of
about 5 h only. However, water parcels travelling with an average velocity of 30 cm s−1 would cover
the distance between the two moorings in little more than one week. From our analyses, a strong
eddy activity at both moorings was also evident. In particular, an energetic eddy that lasted more
than 10 days at S1 in January 2015, was observed after about 30 h also at ID2 (Figure 7). Moreover,
fluctuations of the thermohaline properties, as well as of the currents, included frequently diurnal time
scale. According to these findings, we can exclude that such fluctuations observed at the two sites are
part of localized phenomena transported along the west Spitsbergen slope by the WSC. In addition, we
can exclude the presence of one large single eddy at both mooring locations since the typical diameter
of mesoscale eddies in this polar region is around 10–20 km [58]. On the other hand, eddies may
be a manifestation of the mesoscale variability that propagates along the shelf break and along the
continental slope, and they are able to induce vertical water displacement. Similarly, the passage of
trains of topographically trapped waves, with a predominantly diurnal periodicity, travelling along
the continental slope may result in internal oscillations, highlighted by the observed thermohaline
variability. This interpretation is in agreement with Nilsen et al. [45], whose findings revealed the
presence of both mesoscale variability and topographically trapped waves at shallower depths (shelf
break) in a wider zone including our study area, resulting from rotating wind field during passing
storms. In particular, beside the mesoscale variability they found internal waves with wavelength
λ = 32 km for periods of 24 h and 35 h. The passage of trains of internal waves would partly explain
the thermohaline oscillations observed at the mooring sites since these waves can induce changes in the
vertical distribution of the AW along the entire west Svalbard margin. A similar phenomenon was also
observed in numerical simulations along the Norwegian continental shelf [59]. Lien et al. [59] found
that general intensifications of North Atlantic Oscillation and consequent atmospheric events, are able
to amplify the AW depth variability during winter, due to the Ekman cross-shore transport induced by
the along-slope (i.e., along-shore) wind component. This fact seems in agreement with the enhanced
winter energy found from the wavelet analysis applied to our data. Indeed, we found an overall
consistency between the variability of the deep sea currents and the local wind signal (see Figure 9),
especially on seasonal and low-frequency scales. In particular, we observed the occurrence of the most
energetic events during winter both for the deep current flow and for the wind speed with typical
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periodicities of ~20 days. Consequently, our interpretation is that the passage of high-low atmospheric
pressure systems can explain the origins and amplification of internal oscillations observed along the
west Spitsbergen margin at 1000 m depth. Meteorological forcing would hence modulate the current
flow, extending its influence from the surface down to deep layers. Von Appen et al. [15] also found
variability of deep ocean flows with periodicities of 1–3 weeks in the northern Fram Strait, at depths
exceeding 2000 m. They explained such variability by the passage of basin-scale topographic Rossby
waves excited by synoptic atmospheric forcing.

Sanchez-Vidal et al. [11] observed similar sporadic intrusions of relatively warm and salty water at
their Stations A (close to S1) and B (1500 m depth, slightly deeper on the continental slope) in 2010–11.
They suggested that such modifications of the ambient water at large depths were likely related to the
influence of shallower AW. Moreover, they also found a 100 m thick bottom layer characterized by
relatively high turbidity values, likely associable to a nepheloid layer. Increased turbidity along the
west Spitsbergen continental slope can result from resuspension of sediment due to enhanced bottom
currents (i.e., passage of trains of internal waves), but also from particles transported during cascading
events, for example. According to this, we suppose that observed water intrusions at depths larger
than 1000 m have two possible causes: (i) they originate from internal oscillations triggered by the
passage of trains of internal waves or eddies, as discussed above; (ii) they occasionally originate from
slope currents as a result of dense water formation and vertical mixing events occurring on the shelf,
the latter being strongly influenced by the progressive intensification of the AW signal on the shelf and
within fjords [20,31].

In support of the second hypothesis, we discuss here a combined analysis of meteorological and
oceanographic data. Air-sea interaction and strong vorticity in the wind field lead to Ekman pumping
and vertical convection over the West Spitsbergen Shelf [1,23,60]. Nilsen et al. [2] demonstrated that in
the period autumn–winter (between September and May) low-pressure atmospheric systems influence
the West Spitsbergen Shelf area. They also found a negative correlation with a zero time lag between
along-shore wind stress and ocean temperature at their mooring I1, at the mouth of Isfjorden on
the shelf, at 50 m and 190 m depths. Subsequently, northerly wind events (and associated positive
wind stress curl field) could cause upwelling of AW that can be cooled after reaching the surface and
become denser. The wintertime heat fluxes in our study had daily peak heat loss from the ocean to
the atmosphere reaching −640 W m−2, while average monthly in the period December–March had
values around −200 W m−2. Such heat losses could cool down by 2–3 ◦C the intruding warm and
saline AW all the way to the bottom on the ~200 m deep continental shelf, in agreement with findings
by Hakkinen and Cavalieri [61]. Cooling of this magnitude would increase the density of the AW (θ >
2 ◦C, S > 34.92, 27.70 <σθ < 27.97 kg m−3) on the shelf by reaching values of ~28.04 kg m−3, triggering
the sinking of shelf water downslope to depths > 900 m (Figure 1b). Consequently, thermohaline
and current variability observed in the deep layer at S1 and ID2 could also be sporadically caused by
the arrival of gravity currents driven by dense water plumes formed over the shelf during intense
meteorological events (i.e., those producing shelf convection) or formed after sea ice formation within
fjords (i.e., BSW). Dense plumes descending as bottom-arrested currents follow preferential routes
constrained by bathymetry, undergo a strong entrainment of AW that occupies the intermediate and
upper layers of the WSC [41]. These dense plumes can collect sediments (Figure 1b) that increase
their kinetic energy and bulk density [6,62,63]. In this regard, Fohrmann et al. [6] pointed out how
a volumetric concentration of 1000 mg L−1 of suspended quartz particles increases the bulk water
density of 0.6 kg m−3. They also demonstrated how turbidity plumes in the Svalbard region are 10
times faster and can reach deeper layers with respect to mere temperature-salinity plumes. However,
at S1, we found turbidity values up to 6 FTU in late winter season, corresponding to a concentration
of suspended sediment of about 16–18 mg L−1, which would not be sufficient to compensate the
low density deriving solely from temperature and salinity. Hence, an input of sediments from the
shelf/slope that would stimulate water cascading is plausible, but not so explicit from our data. In
any case, at S1 we found a larger correlation between the cross-slope velocity component directed
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offshore and turbidity during spring. This fact may indicate cross-slope currents transporting more
sediments toward the deep layers. Since slope currents can affect ocean stratification through baroclinic
instabilities, they can themselves generate oscillatory signals in the deep layer [64] and induce current
reversals, which in turn, cause vertical displacements of the water as well as sediment resuspension,
interacting with the continental slope. Hence, the two phenomena, i.e., internal oscillations and gravity
currents, can coexist although hardly discernible from our data.

Finally, our study shows that the West Spitsbergen Shelf experiences high seasonal and interannual
thermohaline variability associated with the inflows of AW and outflows of cold and fresh water
from fjords. A large thermohaline variability can strongly influence the generation of dense water
plumes on the shelf, as well as their properties. At the same time, a warming trend of AW emerges in
agreement with previous studies [22,28,65]. Similarly, a slightly positive temperature trend appear
also in the deep layer, which is consistent with the observed continuous warming of the deep waters in
all sub-regions of the Nordic Seas [65].

In conclusion, our observations suggest that shelf-slope dynamics modulated by synoptic
atmospheric forcing can increase the mixing rate between upper and deep layers along the west
Spitsbergen continental slope, contributing to the slow modification of the deep layer (>800 m depth)
along the west Svalbard margin, which is experiencing a slight tendency to become warmer and saltier.
Further analyses are required to understand if prolonged injections of relatively warm water within the
deep layer along the west Spitsbergen margin could potentially be responsible for future modifications
of the abyssal waters in the Arctic Ocean.
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Abstract: Mesoscale eddy process with at least one splitting and/or merging event can be defined
as either a complex process or a simple process. Investigation of the difference between these two
categories could provide new insights into how different factors, such as the seabed topography,
Kuroshio intrusion, and winds, affect the origin, migration, and decay of the mesoscale eddies. This
study compared the characteristics of the complex against the simple eddy processes in the South
China Sea (SCS) from 1993 to 2016. We comprehensively analyzed the eddy processes with regards to
their characteristic points, trajectories, and networks. The simple and complex processes share many
similarities but do show significantly different behaviors. Both the simple and complex processes
mainly start from the eastern SCS. However, the complex processes mainly vanish in the western SCS
whereas the simple processes disappear almost everywhere across the SCS. The complex processes
last longer and migrate more than the simple processes. Lastly, the complex processes mainly move
westward within the community. The complex processes can be further categorized into complex
anticyclonic and cyclonic eddy processes. Spatially, the splitting and merging events mainly occur in
the southwest of Taiwan, northwest of the Luzon Island, and the southeast of Vietnam. Temporally,
the merging and splitting events mainly occur in the fall. The interaction among the communities
reveals the different migration patterns of the complex anticyclonic and cyclonic eddy processes in
the SCS.

Keywords: complex processes; eddies; mobility indicators; splitting and merging; community division;
South China Sea

1. Introduction

Mesoscale eddies are a common dynamic phenomenon in the ocean, which is constantly moving
around and changing with respect to their geometric and thematic characteristics. Previous studies
have shown that mesoscale eddies migration facilitates transport and exchange of energy and substance
in the oceans, and thus plays a significant role in the marine ecosystem, atmospheric environment,
and surface ocean circulation [1–5]. Mesoscale eddies even show their effects on the migration and
biogeochemical processes of the deep-ocean biological communities [3–5]. The heat exchange between
the eddies and the atmosphere also affects the local wind field, clouds, and precipitation [6].

Many studies have been done on mesoscale eddies in different sea areas (such as the Pacific Ocean,
the Indian Ocean, the Mediterranean Sea, Peru, etc.) to develop methods for identifying and tracking
eddies [7–9], to examine eddies statistical characteristics [10–15] and the driving mechanisms behind
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them [16–19], and to study the influences of eddies on current circulation [2,20,21], oceanic ecology,
and biogeochemical processes [5,22]. As in other waters, mesoscale eddies are also very common and
active in the South China Sea (SCS), which is a marginal sea of the Pacific Ocean and also the largest
semi-enclosed sea in the tropics. Different methods and multiple-source data sets have been used to
examine the eddies in the SCS. For example, Yang et al. [23] and Yuan et al. [24] discovered a seasonal
cyclonic (CE) and an anticyclonic eddy (AE) in the northern SCS from the climatological Levitus data
and satellite altimeter data. From the Argo float data, Chow et al. [25] found perennial cold eddies
in the south of the Dongsha Islands, mainly in winter or spring. Observational studies in the east of
Vietnam [26] show that during the summer monsoon season, more anticyclonic eddies are found in the
southern SCS whereas more cyclonic eddies are found in the northern SCS. Chen et al. [27] used in situ
hydrographic data, 375 Argo profiles, and sea level anomaly (SLA) data to find relatively large current
heat exchange both along the parallel and the meridian directions. Polar eddy current heat transfer
was found in summer in the east of Vietnam. In the west of Luzon Island, polar heat exchange was
found in winter. In the western Luzon Strait, a large equatorial heat transfer was found in winter.

Statistics has been widely used to depict the overall characteristics and movement patterns of
the mesoscale eddies in different regions, from which efforts have been made to infer the driving
mechanism and provide support for numerical simulation of the eddies [11–14,26]. Statistical analysis
of the eddies in the SCS has been conducted from different perspectives by using the satellite altimeter
data and observational data. Many studies focused on statistically analyzing the total number of
eddies over a certain period and their lifespans, propagation directions, movement speeds, emerging
and vanishing locales, spatiotemporal distribution patterns of their attributes, and even the correlation
with the El Nino or La Nina events. For example, Wang et al. [11] examined the 1993 to 2000 sea surface
height anomaly data and delineated the SCS into four regions based on the statistical analysis results of
emerging locales of the eddies. By using the 1993 to 2001 TOPEX/Poseidon merged ERS-1/2 altimeter
data, Lin et al. [26] showed that about 80% of eddies moved westward from the southwest of Taiwan
to the east of southern Vietnam. Xiu et al. [12] conducted an eddy census in terms of the number,
size, and lifespan from 1993 to 2007 and showed that the radius of the eddies ranged from 46.5 km to
223.5 km, with an average of 87.4 km. More than 70% of the eddies have a radius smaller than 100 km.
They also found that the eddy activities in the SCS are not directly related to the El Niño–Southern
Oscillation events. Chen et al. [13] examined the 1992 to 2009 SLA data and statistically summarized
the seasonal and inter-annual variability of the eddies. They found that the eddies in the SCS mainly
develop in an elongated northeast–southwest zone in the southwest of the Luzon Strait, and argued
that eddy activity is sensitive to the wind stress curl in the northern SCS. Du et al. [14] investigated the
general characteristics of the eddies in the SCS, particularly the spatial distribution patterns of eddy
disappearing, reappearing, splitting, and merging activities.

Nowadays, mesoscale eddies are observed splitting and merging frequently thanks to the
availability of high-quality spatial data, including satellite observation data, in situ observation data
and the emergence of various model data [28–32]. In this study, we define a mesoscale eddy evolution
process with at least one or without any splitting and merging event as a complex or simple process,
respectively. It is valuable to study complex eddy processes as the splitting and merging events tend
to impact seawater interaction and marine ecosystems more than the simple eddy processes [29,30].
For example, eddy splitting can cause eddy deformation, substance dispersion, and subsequent
energy attenuation, affecting the temperature, salinity, water mass and microorganisms in the marine
ecosystems [31]. Eddy merging may strengthen seawater interaction and the energy and entropy
transfer across multiple scales in turbulent flows [29,32]. In fact, some studies have examined the
complex processes and already recognized the great value of comparing simple against complex
processes [28–32]. For example, Li et al. [31] argued that an eddy merging event may trigger a tropical
storm, whereas a splitting event can initiate and enhance energy and material exchange among different
regions. Not much statistical analysis has been conducted on the complex eddy processes in the SCS,

122



Water 2019, 11, 1208

and it remains unclear how the spatiotemporal characteristics are different between the simple and
complex eddy processes.

Various factors, such as Kuroshio intrusion, wind stress, and coastal jet have been frequently cited
to explain the origin, migration, and extinction of the eddies in the SCS. Unfortunately, the driving
mechanism is still pretty vague. For example, the northern SCS is where eddies mainly start. It has
been attributed to the shedding of the Kuroshio intrusion [24,33], wind stress [11,34] or influence of
other eddies that invaded from the Pacific Ocean through the Luzon Strait [35]. In the east of Vietnam,
the unstable strong currents along the coast may trigger more births of eddies [36]. A comprehensive
statistical census of the complex eddies processes, in comparison with the simple processes, is thus
needed and the results may shed new light on the mechanisms that drive the splitting, merging,
and even the migration patterns of the eddies in the SCS.

This paper reports a comprehensive census of the complex eddy processes in the SCS from
1993 to 2016. The aim of this study is to examine the spatiotemporal characteristics of the complex
eddy processes in the SCS to better understand their spatial distribution and mobility patterns in
comparison with those of the simple processes. The movement patterns of eddy processes not only
reflect their evolution characteristics but also imply the spatial interaction between the different
geographic locations where the eddies pass. In this study, we used a variety of Geographic Information
System (GIS)-based methods and network data mining method, including kernel density, hot spot
analysis, and community detection, to examine the complex eddy processes.

The kernel density analysis calculates the density of point or linear features within a neighborhood
around those features. The hot spot analysis identifies where features with either high or low values
cluster spatially. Both kernel density and hot spot analysis are widely used in crime, utility, disease,
rainfall, disasters, and wildlife mapping [37–39]. We applied these two methods to the SCS eddies to
identify where the starting, demising, splitting, and merging locales are most clustered. Identifying
the clustered locales would help us understand why certain locales are clustered at certain places.
Community detection is an important method of network data mining, which is widely used to
analyze the regional and mobile characteristics of objects such as mobile phone users and web graph in
space [40,41]. The community detection method is used to delineate the SCS into different communities.
We then examine the activities of the eddies within a community and between two adjacent communities
to identify interaction among different communities (regions) in the SCS.

The paper is organized as follows. Section 2 introduces the data sets and methods used in this
study. Section 3 focuses on the analysis results and we also compare and discuss the characteristics of
the complex and simple eddy processes in the SCS. Section 4 focuses on the influence of topography
on the splitting and merging of the complex eddy processes. Finally, we summarize this study and
outline our future work in Section 4.2.

2. Data and Methods

2.1. Data

This study used the SLA data from January 1993 to December 2016. The SLA dataset is widely
used in studying eddies [38] and has a temporal resolution of 1 day and a spatial resolution of 1⁄4
degree [42]. We developed and improved the eddy identification and tracking methods and built a
spatiotemporal database, from which every eddy in the SCS could be queried and studied for different
purposes. In our dataset, there were 5773 eddy processes (3452 simple and 2321 complex processes).
We provided a brief description of the data processing and data accuracy assessment results below.
More details are available in Yi et al. [9,43–45].

The eddies in our database were identified using a hybrid detection (HD) method [43], which takes
the advantages of the two widely-used eddy identification methods: the Okubo–Weiss (OW) [46,47]
and the Sea Surface Height (SSH) [8] methods. An eddy truly exists only if it meets the OW criterion
(W < −0.2σw, where σw is the spatial standard deviation of W, and W is computed from the horizontal
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velocity field as W = Sn2 + Ss2−ω, where Sn, Ss, andω are the straining deformation rate, the shearing
deformation rate, and the vorticity, respectively) and includes either a local maximum or minimum
SLA value. The identification results derived from the HD, OW, and SSH methods were compared,
showing success rates of 96.6%, 96.6%, 100% and failure rates of 14.2%, 70.3%, 36.8%, respectively.
Overall, the HD method outperformed the other two methods in correctly identifying eddies in the
SCS [43].

The eddies identified were then concatenated using the method proposed by Yi et al. [44]. It is
very common that an eddy is concatenated to a wrong predecessor or successor, particularly when an
eddy splits, merges, disappears, and reappears. A global nearest neighbor filter (GNNF) approach [44],
which combines the Kalman filter and optimal data association technologies to recursively recover the
predecessor and successor of a specific eddy. The GNNF tracking results of the eddies in the SCS were
compared with those derived from the distance-based search [48] and the overlap-based search [49]
methods. The mismatching rates were 0.19%, 0.30% and 1.17% for these three methods respectively.
The three methods were also used to track synthetic eddy trajectories with mismatching rates 0.2%,
0.4% and 0.5%, respectively. The comparison shows that the GNNF approach had its advantages in
concatenating eddies.

2.2. Methods

In this study, an eddy process is represented as a trajectory with multiple points in chronological
order (p1, p2, p3 . . . . . . pn). Every point along the trajectory was defined with its longitude, latitude,
and a timestamp (pi = (xi, yi, ti)). The trajectory could bear with or without branches. A structure
containing no branches would represent a simple eddy process and otherwise a complex process
(Figure 1). Any branch along the trajectory would represent either a splitting or a merging event.

The complexity of a trajectory was first quantitatively measured by a complexity index η (0 < η ≤ 1),
which is the ratio between the number of the points along the branch(es) and all points on the trajectory.
Figure 1a illustrates a complex trajectory. At a specific time-stamp, the eddy represented by point p3
splits into two eddies p4 and p5, which then merge into eddy p7. At another time-stamp, eddies p8
and p9 merge into eddy p10, which then splits into eddies p11 and p12. The total number of points
along this trajectory is 13 and nine of them are on the branches. Therefore, the η is 0.69. A simple eddy
trajectory (Figure 1b) is a linear structure without any branches thus has a complexity index 0 (η = 0).

Figure 1. A complex trajectory (a) and a simple trajectory (b).

In this study, conceptually the eddy trajectories could be represented as different objects: feature
points, lines, and then networks. A variety of methods were used to statistically examine these objects
(Figure 2). We first conducted kernel density and hot spot analysis on the feature points. Then we
used a series of activity parameters to describe the movement characteristics of the feature points.
The networks, formed by the points and lines, were examined using the fast folder community detection
method [41]. The sections to follow provide more details about these methods.
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Figure 2. A diagram showing the structure of an eddy trajectory, which is represented as different
objects (points, lines, and networks) (a), which were then examined using different methods (b).

2.2.1. Kernel Density and Hot Spot Analysis

We first conducted spatial kernel density and hot spot analysis on the feature points, which include
the starting, ending, splitting, and merging points along the trajectories of cyclonic and anticyclonic
eddies. Kernel density shows the concentration of points over an interpolated and smooth surface.
In the places where points are clustered, the surface would have a higher density, which then gradually
diminishes with increasing distance from the point clusters. The kernel density of the starting and
ending points showed the places where eddies mainly originated and disappeared. By contrast,
the kernel density of the splitting and merging points revealed the locales where the eddies tended to
split and merge, probably due to the influence of different ocean environmental and climatic factors.

The Gi* method [50] was used to identify the hot and cold spots of the feature points by examining
the z-score and p-value. A hot spot is a place where high-value features are surrounded by other
high-value features. By contrast, a cold spot is a place where low-value features are clustered together.
First, a 1◦ × 1◦ square fishnet was generated to cover the whole study area. We chose the 1◦ × 1◦ grid
(about 108 km × 108 km in the SCS) as the radii of most eddies in the SCS are between 100 km and
200 km, and the average moving distance is 74 km [12,14]. Secondly, we counted the total number of
every type of feature points in each grid. The counts and the Euclidean distance among the points
were then used to calculate the Gi* values. Lastly, statistical significance was evaluated by looking
at the z-score, p-value, and confidence level. A hot spot was identified when a z-score was greater
than 1.65 and a p-value less than 0.10. In contrast, a low negative z-score (<−1.65) and a small p-value
(<0.10) indicated a cold spot clustering, i.e., few eddies nearby.

2.2.2. Eddy Mobility Index

Activity space in geography is mainly used to examine human activities within a space [51,52].
We employed the same idea and computed four indexes, namely the complexity, activity duration,
activity scope, and the number of activity points, to study how an eddy migrates within an activity
space. The complexity, as discussed in Section 2.2, showed how complex an eddy trajectory is.
The activity duration referred to the lifespan of an eddy, indicating how long an eddy process lasted.
The activity scope was defined as the maximum distance between any two points along a specific track,
indicating the maximum span within which an eddy was moving around. The number of activity
points was the number of different positions that an eddy may occupy over its life span. More activity
points suggested a more active eddy process.

125



Water 2019, 11, 1208

2.2.3. Community Detection

A geographic area could be delineated into a set of communities, each of which has similar
attributes and/or functions in a network graph [53]. Many partitioning methods have been developed
for community detection. This study used the fast unfolding method [54]. Eddy movement essentially
is inhomogeneous as eddies are more active in certain regions across the SCS [13]. From a GIS
perspective, any movement from one position to another could be represented as a connection
(i.e., an edge). Movements of a large number of eddies could be translated and represented as a
complex network consisting of nodes and edges. The network could then be delineated into different
communities (Figure 3). Within a specific community, the eddies were similar in terms of their
characteristics. The eddies’ characteristics showed homogeneity within a community but heterogeneity
among communities.

Figure 3. Community partition workflow.

The fast unfolding method includes two major steps in a sequence (Figure 3). The first step is to
construct the movement network. We generated tessellated square grids of 1◦ × 1◦ to cover the whole
study area and the center of each grid was represented as a node. We then counted the total number of
eddies within each grid (node), respectively. The connections between any two adjacent grid nodes in
the network were weighted using the total number of eddies that crossed their boundary. A network
thus was constructed with the nodes representing the grids and edges the total number of eddies that
crossed the boundary of two adjacent grids.

The second step was to partition the communities. Each node was regarded as a community and
would be grouped with its neighboring nodes (communities) one by one. A modularity gain ΔQ was
calculated as below [41].

ΔQ =
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where m represents the total connection weights across the entire network,
∑

in is the total connection
weights within a specific community,

∑
tot is the sum of all connection weights associated with nodes

within the specific community, ki is the sum of the weights of all the connections to node i, ki, in denotes
the sum of the connection weights between nodes i and all the other nodes in the community. If the
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maximum ΔQ was greater than 0, the node would be grouped with its neighboring node. Otherwise,
it stayed as it was. If a node was grouped into another community, a new network was constructed
and the afore-mentioned procedure was repeated until no more nodes shifted to another community.

3. Results and Analysis

Over the study period from 1993 to 2016, 5773 tracks were identified and stored in our database.
Among them, 2321 and 3452 were complex and simple eddy processes, respectively. The 2321 complex
processes included 1120 and 1201 anticyclonic eddies (CPAEs) and cyclonic eddies (CPCEs), respectively.
By contrast, 1682 and 1770 out of the 3452 simple processes were anticyclonic eddies (SPAEs) and
cyclonic eddies (SPCEs), respectively.

3.1. Feature Points Analysis

3.1.1. Kernel Density Analysis of the Simple and Complex Eddy Processes

The kernel density difference of the starting and ending points of the SPAEs (Figure 4a) and
SPCEs (Figure 4b) showed that the eastern SCS witnesses more births than deaths of SPAEs and SPCEs,
respectively. The death places of SPAEs and SPCEs were scattered across the whole SCS.

The kernel density difference of the starting and ending points of the CPAEs (Figure 4c) and CPCEs
(Figure 4d) showed that more CPAEs and CPCEs were born in the eastern SCS and disappeared mainly
in the western SCS. Such a finding is consistent with previous studies conducted by Wang et al. [11],
Xiu et al. [12], and Chen et al. [13], in which the simple and complex eddy processes were not
differentiated and studied as a whole. In this study, we examined the simple and complex eddy
processes separately and found that the complex processes mainly disappeared in the western SCS
whereas the simple processes disappeared almost everywhere across the SCS.
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Figure 4. The difference of the kernel density of the starting and ending points of simple processes of
anticyclonic eddies (SPAEs) (a), simple processes of cyclonic eddies (SPCEs) (b), complex processes of
anticyclonic eddies (CPAEs) (c), and complex processes of cyclonic eddies CPCEs (d).

3.1.2. Hot Spot Analysis of Simple and Complex Eddy Processes

Figure 5 shows the hot and cold spots of where the simple and complex eddy processes originated,
respectively. The hot spots were mainly located in the eastern SCS whereas the cold spots were mainly
located in the western SCS. Such a pattern indicates that the eastern SCS was where most eddies start
from. However, the hot spots of the complex eddy processes were more extensive and continuous
in the eastern SCS, covering the area from the southwest of Taiwan, west of Luzon Strait and Luzon,
Huangyan Island, Nansha Islands, northwest of the Kalimantan. By contrast, the hot spots of simple
eddy processes were more isolated in the eastern SCS and could only be found in the southwest and
northwest of Luzon and Palawan, southwest of Nansha Islands (7◦ N–9◦ N, 110◦ E–113◦ E). The same
pattern was also found for the cold spots. Extensive cold spots were found for the complex eddy
processes in the northwestern SCS. The cold spots of simple eddy processes were isolated and found in
only a couple of grids in the east of Hainan Island and the southwestern SCS.
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The difference between the hot and cold spots of the simple and complex eddy processes indicates
that the complex processes originated from an extensive area in the eastern SCS. Very few complex
eddy processes started from a quite extensive area in the northwestern SCS. By contrast, the simple
processes mainly originated from three concentrated regions in the eastern SCS as shown in Figure 5a.
There are only a couple of places in the western SCS that few simple processes originated from.

Both the kernel density and hot spot analysis indicated that the southwest of Taiwan Island,
the west of Luzon Strait (Luzon strait between Taiwan Island and the Luzon Island) and the northwest
of Luzon Island were where significant numbers of simple and complex processes started. Previous
studies have shown that the local wind stress curl and Kuroshio intrusion contributed to the generation
of both cyclonic and anticyclonic eddies in this area [33,55]. This study shows that origination of
complex processes in this region could also be attributed to the local wind stress curl and Kuroshio
intrusion. In Section 4.1.1, we discussed and analyzed how wind stress curl and Kuroshio intrusion
affect the eddy evolution processes.

Figure 5. The hot and cold spots of the simple (a) and complex eddy processes (b).

3.1.3. Splitting and Merging of Complex Eddy Processes

Unlike the simple eddy processes, the complex eddy processes split and merge. On average, the
complex eddy processes split and merged 75 and 45 times every year in the SCS (Figure 6a). The CPAEs
and CPCEs showed no significant difference between the numbers of merging and splitting events
(Figure 6a). However, the numbers of splitting and merging events varied significantly in different
seasons, with 908 (542), 898 (539), 1013 (612), and 809 (495) splitting (merging) events occurring in the
spring, summer, fall, and winter, respectively (Figure 6b). Fall was the most favorable season that the
complex eddy processes tended to split and merge.

Figure 6. The statistics of splitting and merging events of CPAE and CPCE by year (a) and season (b).
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The kernel density difference between the splitting and merging feature points shows that CPAEs
merged more in the southwest of the Taiwan Island and the east of Vietnam, whereas they split more
in the southeastern SCS (Figure 7a). By contrast, the CPCEs split more in the east of Luzon Island
and the southwest of Taiwan Island (Figure 7b). In the southern SCS, the CPCEs split more except
southeast of Vietnam. These regions were also where the eddies were concentrated, the differences in
splitting/merging events between different areas will be discussed in Section 4.1.2.

Figure 7. The kernel density difference between the splitting and merging feature points of CPAEs (a)
and CPCEs (b).

3.2. Line Analysis

Figure 8 shows the trajectory density of all (a), complex (b), and simple eddy processes (c) in the
SCS, respectively. There was no significant difference between the trajectory distribution of all and
complex processes, with higher density in the southwest of Taiwan and northwest of Luzon, west of
Mindoro, and east and south of Vietnam. The trajectories of simple processes also concentrated in the
southwest of Taiwan and northwest of Luzon. However, more trajectories of simple processes were
found across an extensive region in the southwestern SCS.

Figure 8. The grid-based trajectory density for all (a), complex (b), and simple (c) eddy processes.

The simple and complex eddy processes were also different in terms of the mobility indexes,
including the activity duration, activity scope, and the number of activity points (Table 1). The complex
eddy processes had a much longer activity duration (33.5 days) than that of the simple eddy processes
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(8 days). Both the activity scope and the number of activity points were over three times more extensive
than those of the simple eddy processes. About 90% of the simple eddy processes have less than
10 active points and the travel range was less than 150 km in a lifespan less than 28 days (Figure 9).
By contrast, about 90% of complex eddy processes had less than 43 active points and the travel range
was less than 503 km in a lifespan less than 123 days. More than 80% of the complex eddy processes
had a complexity index between 0.3 and 0.8 and the complexity index of the simple eddy processes, of
course, was 0. All the differences between the means of all three mobility indexes were statistically
significant (Table 1). However, there was no significant difference between the mobility indexes of
the SPAEs and SPCEs. There were significantly more CPCEs than CPAEs with a complex index of 0.5
(Figure 9).

Table 1. Comparison of the means between the simple and complex eddy processes. The last column
shows the significance test results of the Mann–Whitney U test for the mobility indexes.

Mobility Indexes Simple Processes Complex Processes Sig.

Activity duration (days) 8 35 0.000
Scope of activity (km) 71.36 224.3 0.000

Number of activity points 5 16 0.000

Figure 9. Statistics of the mobility indexes of CPAEs and CPCEs.

3.3. Network Analysis

The SCS beyond the 200-m bathymetry contour line could be divided into eight communities
based on the networks built from all, simple, and complex eddy processes, respectively (Figure 10).
The communities were roughly similar. Particularly, the community delineation results based on the
complex- and all-eddy networks were very similar (Figure 10a,c). Roughly, the northern, central,
and southern SCS could be divided into three, two, and three communities, respectively. However,
difference does exist. For example, only one community was partitioned from the all-eddy networks in
the southern part of the southern SCS (C8 in Figure 10a), whereas this region was divided into two
simple- and complex-eddy communities, separately. A community was identified in the east of Hainan
Island and Vietnam based on the simple-eddy networks (C3 in Figure 10c). This region was divided
into two communities based on the complex- and all-eddy networks.
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Figure 10. The community delineation results based on the all- (a), simple- (b), complex-eddy processes (c).

We then mainly focused on discussing how the SCS could be divided into different communities
based on the networks constructed with the CPAEs (complex processes of anticyclonic eddies) and
CPCEs (complex processes of cyclonic eddies) separately. The delineation results were very similar for
the northern and southern SCS (Figure 11) but not for the central SCS. For example, the communities
could be delineated for the central SCS based on the complex anticyclonic eddy networks (C4–C6 in the
Figure 11a). However, no such communities were identified in the central SCS based on the networks
of complex cyclonic eddy processes (Figure 11b). The complex cyclonic eddy processes-derived
communities (C6–C7 in Figure 11b) in the central SCS tended to extend into either the northern or the
southern SCS.

Eddy processes frequently migrated between adjacent communities. The interaction patterns
of the complex anticyclonic and cyclonic eddy processes shared many similarities yet also with a
significant difference. The CPAEs and CPCEs moved more frequently in the southwest of Taiwan
Island (CPAEs-C1, CPCEs-C1), northwest of Luzon Island (CPAEs-C3, CPCEs-C3) and southeast of
Vietnam (CPAEs-C7, C8, CPCEs-C6, C8) and much less in the southeastern SCS (CPAEs-C9, CPCEs-C7).

In the northern SCS, the CPAEs mainly migrated from C3 to C2 along the 18◦ N parallel from the
northwest of the Luzon Island to the east of the Hainan Island. The CPAEs processes also frequently
flowed from communities C1 to C2 along the shelf slope of the northern SCS from the southwest of
Taiwan to the southeast of Hainan [56,57].

In the central SCS, the CPAEs mainly migrated westward from communities C6 to C4 between
the 12◦ N and 16◦ N parallels (from the southwest of the Luzon Island to the northeastern Vietnam).
In the southern SCS, there were strong interactions of CPAEs between communities C7 and C8, and
from C9 to C7. In general, CPAEs showed strong interactions along the parallels between communities
in the northern (C3 and C2), central (C6, C5 and C4), and southern (C8 and C7) SCS. Stronger regional
interaction in the southeastern Vietnam Sea and the dominant westward migration across the central
SCS are consistent with what was reported in previous studies [12–14].

The CPCEs in the northern SCS (Figure 11b) showed a strong interaction between the communities
in the west of the Luzon Strait (C1) and the northwest of Luzon (C3). In the central SCS (C4, C5, C6,
C7), interaction was more notable between C5 and C7 in the southwest of Luzon. In the southern SCS,
interaction was more prominent in southeastern Vietnam between communities C6 and C8, C9 and C8.

Compared to the CPAEs, the CPCEs also showed significant interactions among communities
along the meridian direction in the eastern SCS (C1, C3, C5, C7), which accounted for about 36% of
the total CPCEs interaction in the SCS. Modeling results about how an island/seamount splits eddies
showed that, after splitting, CPAEs tended to propagate southwestward while CPCEs did so toward
the northwest [32]. The same patterns were not only observed in the splitting but also the merging
processes in this study.
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Figure 11. The community division results of CPAEs (a) and CPCEs (b). The numbers show the
percentages of the eddies that migrate along with the dominate flow directions, which are shown by
the blue arrows.

Within the community (Figure 12), both the CPAEs (a) and CPCEs (b) showed a dominant
westward propagation direction, mainly due to the beta effect [55]. In the northwest of Luzon, quite
large portions of the CPAEs and CPCEs (CPAEs-C3, CPCEs-C3) moved northward. In the southeast
of Vietnam offshore, there were slightly more north–south than east–west eddy migration, probably
because of the uneven Coriolis force [36].

Figure 12. The inter-community movement directions of CPAEs (a) and CPCEs (b).

4. Discussion and Summary

4.1. Discussion

4.1.1. The Generation and Extinction of Simple and Complex Eddy Processes

Our results show that both complex and simple eddy processes are mainly born in the eastern
SCS, including the southwest of Taiwan Island, the west of Luzon Strait, the northwest of Luzon Island.
This is mainly due to the strong wind stress curl variations and the intrusion of the Kuroshio in these
areas [33–55].

The local wind stress curl is mainly controlled by the Asian monsoon, which can be divided into
the winter (November to April) and summer (mid-May to mid-September) monsoon. Due to the
topographic and narrow tube effects, the winds in the southwest of Taiwan, west of Luzon Strait and
northwest of the Luzon Island are stronger than those in other regions in the SCS, especially during the
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winter monsoon period [34]. Under such a constraint, the surface water tends to move as a fast jet at the
place with stronger wind shear potential. The jet flow would be blocked once it reaches the edge of the
water and the water would reverse and move along the regions with weaker wind shear potential. Such
an unstable water flow field make this region an active place of eddy formation [11,13,26]. The local
wind stress curl may cause Ekman effect in this region [34]. The Ekman downwelling prevents the
deep cold water from advecting upward and is favorable for the formation of anticyclonic eddies. By
contrast, the Ekman upwelling is favorable for the formation of cyclonic eddies.

In addition to the local wind stress curl, the Kuroshio intrusion [33,58] is another significant
contributor to eddy generation in the Luzon Strait. Previous studies have shown that Kuroshio
intrusion can cause baroclinic instability and subsequently a horizontal density gradient. A large
enough horizontal density gradient would provide enough energy and mass for the generation of
mesoscale eddies in the SCS [33]. In the Luzon Strait, the Kuroshio may form a “current jacket”, which
could shear mesoscale eddies [58,59].

For the extinction of eddy processes, both simple and complex eddy processes mainly migrate
toward the west because of the beta effect [55]. The complex eddy processes, with a longer life span
than the simple eddy processes tend to travel longer toward the west (Table 1). As a result, they mainly
disappear in the western SCS. However, the simple eddy processes travel a shorter distance due to
their shorter life spans and smaller ranges of activity (Table 1) and consequently show no concentrated
extinction zones in the SCS.

4.1.2. Variations in Splitting and Merging Events in Different Regions in the SCS

Interactions among eddies through splitting and merging could be another factor that leads to new
eddy formation. Our study shows that the regions in the SCS with significant splitting and merging
events also witness the significant formation of eddies. The regions with significant eddy splitting and
merging tend to be packed with more eddies and therefore more frequent or even stronger interactions
among the eddies. Such interactions may form more new-born eddies.

Spatial distribution in eddy splitting and merging events probably indicate how the factors locally
impact the eddy evolution processes. More splitting in the western Luzon Island may be attributed
to the seabed topography, which is more complex in the west of Luzon Island [33]. Results from
this study are consistent with previous studies [31], showing that topography is the major factor the
triggers eddy splitting and merging events. This study also shows the west of Luzon Island probably
is an ideal place for scientists to model the relationship between the eddy splitting activities and the
topography, which, however, obviously is not the only factor leading to eddy splitting and merging.

We also found that, in the southwest of Taiwan, CPAEs tend to merge whereas CPCEs tend to
split more. It is likely that this phenomenon could also be attributed to wind stress and the Kuroshio
intrusion, which significantly affect the oceanic environment of this area [56]. Our knowledge about
the SCS is not enough to elaborate on why CPAEs and CPCEs are prone to merging and splitting in
this area, respectively. In fact, dense observation stations have been deployed in this area, providing
enough data for physical oceanographers to investigate the mechanism behind this phenomenon.
A more thorough discussion about the effects of topography and wind stress curl on eddy splitting
and merging is available in the discussion Section 4.1.3.

In the southeast of Vietnam, both CPAEs and CPCEs tend to merge more, though they both also
split. The strong eastward jet shooting away from the coast in this region pushes anticyclones to move
southward and cyclones move northward [27]. It also significantly disturbs the water masses in this
region, which forces CPAEs and CPCEs to either merge or split.

4.1.3. Topography and Wind Stress Curl Effects

Previous studies have shown that, in other oceans, seabed topography may cause an eddy to split
or merge and thus significantly affects the evolution and structure of eddies [28,29]. To understand
how the seabed topography in the SCS affects the eddy evolution, we used GIS spatial analysis tools to
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calculate the slope of the seabed topography in the SCS. Here the slope refers to the maximum rate of
change in elevation from a cell to its immediate neighbors. In this study, the cell was defined as a grid
of 1◦ × 1◦ (about 108 km × 108 km in the SCS). We chose this resolution as the radii of most eddies in
the SCS are between 100 km and 200 km, and the average moving distance is 74 km [12,14]. The slope
was calculated for each cell from the seabed topographic data that was obtained from National Centers
for Environmental Information. We then calculated the number of splitting and merging events within
each grid. The calculation results, including the total number of grids and the number of grids that
splitting and merging events occurred at least four times, were summarized by slope ranges (Table 2).

Table 2. The percentage of splitting and merging events in different slope ranges.

Slope Range Number of Grids
CPAEs CPCEs

Splitting Merging Splitting Merging

(0–10) 17 41.18% 47.06% 41.18% 41.18%
(10–20) 28 71.43% 71.43% 75.00% 78.57%
(20–30) 48 77.08% 64.58% 81.25% 65.75%
(30–40) 51 76.47% 58.82% 76.47% 52.94%
(40–50) 20 90.00% 75.00% 85.00% 75.00%
(50–60) 7 100.00% 100.00% 100.00% 100.00%

The eddies were more prone to splitting or merging in areas with a steeper slope. The percentages
of the CPAEs and CPCEs that merged or split increased four times and more significantly increased
with the increased seabed slopes, indicating the rugged seabed tends to disturb the eddies more
significantly (Table 2). All (100%) of the CPAEs and CPCEs passing through the grids with a slope over
50 degrees either split or merge at least four times over our study time period. By contrast, roughly
half (41%–47%) of the CPAEs and CPCEs merge or split four times within the cells with a seabed slope
less than 10 degrees. Eddies in the southwest of Taiwan and the west of Luzon Island were also prone
to splitting and merging as these two areas have an average slope of 37 and 39 degrees, respectively.

In addition to the topography, other factors such as wind stress, background currents, and Kuroshio
invasion may also influence eddy splitting and merging. Wang et al. [11] pointed out that the wind
stress curl formed by the interaction between wind and topography may be one of the important
mechanisms for the formation of mesoscale eddies in the SCS. The southwest of Taiwan and the
northwest of Luzon are the active areas of eddy formation, splitting, and merging. This study also
showed that the eddy splitting and merging events in the SCS more frequently occurred in autumn.
This is the reason when summer monsoon starts to weaken and winter monsoon starts to strengthen.
Under such an unstable wind field, multi-eddy structures frequently appear in the upper circulation.
The multi-eddy structure generally is a transitional state before eddy splitting, and/or merging. Once
the winter monsoon dominates the northern SCS, wind stress significantly increases in the southeast of
Taiwan and the west of Luzon Island due to the narrow tube effect [34]. The interaction between the
wind stress and the topography probably further enhances eddy splitting and merging in these areas.
However, further studies are needed to clearly illustrate how the topography and wind combine to
drive the eddies to split or merge.

4.1.4. The Interaction of Complex Eddy Processes among Communities in the SCS

In the northern and central SCS, both the CPAEs and CPCEs processes mainly propagate westward
and the CPCEs also northward and southward in the west of Luzon. The remarkable westward
migration trend is mainly due to the beta effect [55]. In the southern SCS, CPAEs and CPCEs show
no uniform propagation direction but the north–south interactions are more frequent in the regions
next to southeastern Vietnam. The strong eastward jet shooting away from the Vietnam coast pushes
anticyclones to move southward and cyclones move northward in the southeastern of Vietnam [27].
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Previous studies have also shown that significant poleward heat transfer occurs in the east of
Vietnam in summer and the west of Luzon Island in winter, whereas large equatorward heat transfer
occurs in Western Luzon Strait in winter [60]. However, it is not clear whether the same patterns of
heat transfer could be found in other areas in the SCS due to the limitation of time scale and space
range of the observation data [27,60]. Our results show that the interactions among communities
show very similar heat transfer patterns across the whole SCS, as reflected by the eddy migration
patterns (Figures 11 and 12). Further studies are needed to use the observation data, when they become
available, to confirm the heat transfer patterns in the other SCS regions except for the east of Vietnam,
west of Luzon Island, and Western Luzon Strait. Once the heat transfer patterns are identified for the
whole SCS, we may better unravel the underlying physical mechanisms that drive the eddy-induced
heat transfer in the SCS.

4.2. Summary

This study examined the mesoscale eddies in the SCS from a GIS perspective. As a real-world
phenomenon, eddies could be represented either as a point, a line, or a polygon. The point and line then
form a network, showing the connection and interactions among the eddies. In this study, we translated
the eddies in the SCS into points, lines, and networks. Different GIS analysis methods were used
to examine these three types of objects and unravel the kernel density and hotspots of the starting,
ending, splitting and merging points, eddy migration patterns, eddy exchange, and interactions among
communities in the SCS. We studied the difference of all the afore-mentioned aspects between the
simple and the complex eddy processes, as well as between the anticyclonic and cyclonic eddies in
the SCS.

Our results show that both the complex and simple eddy processes are mainly born in the
eastern SCS, including the west of Luzon Strait, the northwest and southwest of Luzon Island. This
is mainly due to the strong wind stress curl variations and the intrusion of the Kuroshio in these
areas [33,55]. Both simple and eddy processes mainly migrate toward the west due to the beta effect [55].
The complex processes mainly disappear in the western SCS whereas the simple processes disappear
almost everywhere across the SCS because of the different life span and scope of activity.

The CPAEs show more merging than splitting events in the southwest of Taiwan Island and the
east of Vietnam. By contrast, the CPCEs mainly split in the southwest of Taiwan Island and the west of
Luzon. Merging also frequently occurs in the southeastern SCS for both CPAEs and CPCEs. More
rugged topography tends to trigger more splitting and merging events, particularly when the slope is
more than 50 degrees (Table 2). However, it is not clear why the eddies merge or split more in some
specific regions and less in other regions. Temporally, most splitting and merging events occur in the
fall, when the wind direction starts to reverse in the SCS.

The SCS could be divided into the different number of communities based on the networks built
from all-, simple-, and complex-eddy processes, separately. The community delineation results, as well
as the eddy interaction and exchange among the communities share similarities but difference does
exist. The most active inter-community interactions are mainly found in the southwest of Taiwan
Island, the west of Luzon Island and the southeast of Vietnam. These are the regions where most
eddies were born and then start to travel westward. The interactions between adjacent communities
reveal the dominant migration pattern of both CPAEs and CPCEs from a totally different perspective.
In the northern and central SCS, both the CPAEs and CPCEs processes mainly propagate westward.
In the southern SCS, CPAEs and CPCEs show no uniform propagation direction but the north–south
interactions are more frequent in the regions next to southeastern Vietnam due to the strong eastward
jet shooting away from the Vietnam coast [27].

In short, multiple factors including the Kuroshio intrusion, local wind stress, topography, and the
beta effect could all affect the behaviors of complex eddy processes in the SCS. Contributions of these
factors tend to vary in different regions in the SCS. More comprehensive studies are needed to better
reveal their different contributions in different regions.
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Abstract: Based on the self-organizing map (SOM) method, a suite of satellite measurement
data, and Hybrid Coordinate Ocean Model (HYCOM) reanalysis data, the east branch of the
Kuroshio bifurcation is found to have four coherent patterns associated with mesoscale eddies in the
Pacific Ocean: anomalous southward, anomalous eastward, anomalous northward, and anomalous
westward. The robust clockwise cycle of the four patterns causes significant intraseasonal variation
of 62.2 days for the east branch. Furthermore, the study shows that the four patterns of the east
branch of the Kuroshio bifurcation can influence the horizontal and vertical distribution of local
sea temperature.

Keywords: Kuroshio bifurcation; Luzon Strait; SOM; temporal and spatial variation; sea surface
temperature; mesoscale eddy

1. Introduction

The Kuroshio, which is the strongest western boundary current in the Northwest Pacific (NWP),
originates from the North Equatorial Current (NEC). Encountering Luzon Island, the NEC bifurcates
into the northward Kuroshio Current and the southward Mindanao Current. Then the Kuroshio passes
to the east of the Luzon Strait (LS), flows northward along the Taiwan Island into the East China Sea,
and returns to the Pacific Ocean through the Tokara Strait. Because the Kuroshio transports a lot of
heat and matter from low latitudes to mid-latitudes, it plays an important role in regional and global
climate, and the marine ecosystem [1–5]. Meanwhile, the Kuroshio carries enormous amounts of
momentum and kinetic energy, so it strongly interacts with mesoscale eddies and influences regional
circulation such as the one in the LS [6–11].

The LS, located between Taiwan Island and Luzon Island, is an important gap in the
NWP (as shown in Figure 1). Affected by the Kuroshio, monsoon, mesoscale eddies, and
topography, the circulation in the LS is very complicated, and has been studied extensively in
previous literatures [8,9,12]. These studies have specifically discussed the interaction between the
Kuroshio and mesoscale eddies: (1) the Kuroshio can generate mesoscale eddies by its own
variation [11,13]; (2) the Kuroshio can affect mesoscale eddies in the NWP into the South China
Sea [7,9]; (3) mesoscale eddies can alter the Kuroshio current field [8,10,14]; (4) interaction between the
Kuroshio and mesoscale eddies can influence the local marine environment [14,15]. Although there
are many related studies, some questions involving small and moderate ocean phenomena in the LS
remain unclear.
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Figure 1. Climatology of geostrophic current and sea surface temperature (SST) around the LS.
The black line represents 27.2 ◦C, in order to emphasize the spatial patterns of two warm tongues.
The white box covers 20.3◦ N–22◦ N, 121.875 ◦E–123.125 ◦E. Geostrophic current (m/s, in vector);
SST (◦C, in color); TWI: Taiwan Island; BIS: Batanes Islands; LZI: Luzon Island; SCS: South China Sea.
The extent of the main map is shown as a black box in the inset.

The accumulation of high-resolution satellite remote sensing data enables us to better study
small and moderate ocean phenomena. Based on high-resolution satellite remote sensing data and
hydrological data along with numerical model simulations, the Kuroshio bifurcation phenomena in
the LS has been put forward: The Kuroshio in the LS bifurcates into two branches located on the
western and eastern sides of the Batanes Islands, and produces two warm tongues east of the LS [14].
The western branch is the main part of the Kuroshio, and its temporal and spatial variability has
been widely studied [16–19]. However, the temporal and spatial variability of the eastern branch has
hardly been studied and remains unclear, although its intensity is related to mesoscale eddies in the
NWP [14]. The Kuroshio transports warm water from low latitudes to middle latitudes, so it can cause
temporal and spatial variability of local sea temperature in most cases [14,16]. The east branch of the
Kuroshio bifurcation, as a part of the Kuroshio, can produce a warm tongue [1] (Figure 1). However,
it is unclear whether and how local sea temperature patterns are related to the patterns of the east
branch. The purpose of the present study is to assess the variability of the east branch of the Kuroshio
bifurcation and its effect on the local sea temperature. The rest of the paper is organized as follows:
Section 2 briefly introduces the data and methods. Section 3 shows the temporal and spatial variability
of the four patterns of the east branch and their effect on local sea temperature. Section 4 is a summary
of this paper.
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2. Data and Method

2.1. Data

Absolute dynamic topography (ADT) data and geostrophic current anomalies data were processed
by Ssalto multimission ground segment (SSALTO)/Data unification and Altimeter combination
system (DUACS) (AVISO, Ramonville Saint-Agne, France) and distributed by Archiving Validation
and Interpretation of Satellite Data in Oceanography (AVISO) with support from CNES (Centre
National d’Etudes Spatiales). The product is merged from Jason-1/2, Topex/Poseidon, Envisat, Geosat,
and other altimeter missions. The raw satellite measurements have applied atmospheric corrections
and a sea-land transition. The product is computed on a Cartesian 1/4◦ × 1/4◦ spatial resolution and
provides daily data from 1 January 1993 to the present [20,21].

Sea surface temperature (SST) is provided by Remote Sensing Systems (RSS, Santa Rosa, CA, USA).
The product combines the through-cloud capabilities of the microwave SST data with the high spatial
resolution and near-coastal capability of the infrared SST data. The microwave SST data is merged from
Advanced Microwave Scanning Radiometer for Earth Observing System, WindSat, Tropical Rainfall
Measuring Mission Microwave Images and Giant magnetoimpedance. The infrared SST data is merged
from Moderate Resolution Imaging Spectroradiometer and Visible Infrared Imaging Radiometer Suite.
The product has applied atmospheric corrections. It provides daily data from 1 July 2002 to present
and its spatial resolution is 9 km × 9 km.

Hybrid Coordinate Ocean Model (HYCOM) reanalysis data is provided by HYCOM organization,
which provides access to near-real-time global data-based ocean prediction system output.
The HYCOM organization provides four HYCOM data-assimilation product, and we choose the
product with the longest time span, which is from 2 October 1992 to 31 December 2012. The product
has uniform 0.08 degree latitude/longitude grid between 80.48 ◦S and 80.48 ◦N and is interpolated
to 40 standard z-levels. It provides sea surface height (SSH), temperature, salinity, meridional flow,
and zonal flow.

2.2. Method

SOM can be classified as a type of clustering technique [22], and is an effective method for feature
extraction and pattern classification [22,23]. A best-matching unit (SST), which records the category of
each pattern and can reflect the evolution of each pattern, is obtained based on the minimum Euclidean
distance from the input data. Previous studies have demonstrated that the SOM is more useful
than conventional EOF (Empirical Orthogonal Function) to extract nonlinear information [24–27],
and showed that the SOM has been applied in oceanography and atmosphere science [15,26,28–31].
It needs to be pointed out that the SOM can give the occurrence time of the patterns, which can be
used to calculate the period of the patterns [15,32].

Tunable parameters need to be specified in the process of SOM training. The parameters such
as training method, lattice, initialized weights, and map shape are chosen according to Liu et al. [27],
who gave a practical method for choosing parameters. The parameter of map size defines the number
of patterns and should be specified subjectively according to the variability of the shift and strength
of the east branch in the LS. The shift of the east branch can generally be classified into two types:
westerly or easterly, and the strength of the east branch can also be classified into two types: strong
or weak. Thus, a map size of 2 × 2 is chosen. The method we use to choose the map size is similar
to the one described in Jin et al. [22]. We run a series of tests with different map sizes such as 2 × 3,
3 × 3, 3 × 4 and 4 × 4. The east branch patterns with these larger map sizes are very similar to the
ones with the map size of 2 × 2 although the patterns in the larger SOM provide more details about
the east branch variability.

143



Water 2018, 10, 1822

3. Results

3.1. The Four Patterns of the East Branch of the Kuroshio Bifurcation

Applying the SOM method to the corresponding AVISO ADT data in the white box of
Figure 1, we can obtain the dominant variation patterns of the east branch. Figure 2 shows that
the east branch has four coherent patterns: anomalous southward (P1), anomalous eastward (P2),
anomalous northward (P3), and anomalous westward (P4), which correspond to a cyclonic eddy (CE),
CE-anticyclonic eddy (AE), an AE, and AE-CE to the east of the LS, respectively. Briefly, the four
patterns of the east branch are dominated by single and dipole eddy structure, which is very similar
to the SSH variability east of the Taiwan Island [33,34]. To the authors’ knowledge, the four patterns
of the east branch in the LS have not been previously reported. P1 shows significantly southward
velocity anomaly, which is caused by a CE to the east of LS. P2 shows significantly eastward velocity
anomaly, which is accompanied by an eddy pair consisting of a CE on the north side of 21.2 ◦N and an
AE on the south side of 21.2 ◦N. P3 is the opposite of P1, and is caused by an AE to the east of the LS.
P4 is the opposite of P2, and is accompanied by an AE on the north side of 21.2 ◦N and a CE on the
south side of 21.2 ◦N. The four patterns of the east branch also are identified in the HYCOM SSH data.
Figure 3 shows that, P1 (P3) corresponds to a CE (an AE), and P2 (P4) corresponds to a CE (an AE) on
the north side of 21.2 ◦N and an AE (a CE) on the south side of 21.2 ◦N, which corresponds well to
the ones in Figure 2, although the occurrence rate of corresponding pattern of Figures 2 and 3 is not
exactly the same, which may be related to HYCOM model bias.

144



Water 2018, 10, 1822

Figure 2. The 2 × 2 SOM patterns derived from the AVISO ADT fields for the east branch. Geostrophic
current anomaly (m/s, in vector). The number on each panel represents the occurrence rate of
corresponding pattern.
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Figure 3. The 2 × 2 SOM patterns derived from the HYCOM SSH fields for the east branch,
and corresponding sea temperature anomaly in 300 meters deep. Sea Surface Height Anomaly (SSHA)
(m, in contour); Sea temperature (◦C, in color). The number on each panel represents the occurrence
rate of corresponding pattern. The red dotted line represents meridional section of sea temperature,
and its longitude is 123.2 ◦E.

The temporal evolution of the four patterns can be seen from the time series of the BMU (Figure 4).
The cycle characterized as a clockwise trajectory in the SOM space is very noteworthy, which has been
marked by red lines in Figure 4. We take the cycle of P1, P2, P3, P4 and P1 as an example. First, a CE
approaches from the east and weakens the east branch (P1). Second, as the CE flows northward and
gradually weakens, an AE begins to form in the south (P2). Third, with the AE eddy strengthening,
it approaches and enhances the east branch (P3). Finally, as the AE moves northward and gradually
weakens, a CE in the south begins to form (P4). Note P1 as the initial pattern in the sequence is arbitrary.
We define the occurrence of the preferred cycle by counting occurrences of clockwise trajectories that
pass through all four patterns at least once. The percentage of time that follows the preferred cycle
(red lines) to the total time analyzed is 39.2%.

Power spectrum analysis shows that the most significant cycle of the BMU is 62.2 days (Figure 5),
which is consistent with the significant cycle of upper-layer and intermediate-layer transports based
on observation data in the LS [35], and Zhang et al. pointed out that the ~60 days of variability might
be attributed to the impinging mesoscale eddies from the Pacific [35]. The average consecutive days
are 19.2, 6.0, 18.8, and 6.5 for P1, P2, P3, and P4, respectively, causing the total time length of a cycle of
P1, P2, P3, and P4 to be between 56.5 days and 69.7 days, which is very close to 62.2 days. Therefore,
we think that the cycle of the 62.2 days of the BMU is mainly caused by the cycle of P1, P2, P3, and P4.
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Figure 4. Time series of the BMU for the four patterns, as shown in Figure 2. On the y axis, 1, 2, 3 and 4
correspond to P1, P2, P3, and P4, respectively. The subgraphs (a), (b), (c), and (d) correspond to the
period from 1993 to 1998, from 1999 to 2004, from 2005 to 2010, and from 2011 to 2015, respectively.

Figure 5. Power spectrum analysis of time series of the BMU for the four patterns. The red dotted line
represents the 95% significant level.

3.2. The Effect of the Four Patterns on the Local Sea Temperature

SST around the LS has obvious seasonal variability. Figure 6 shows that there is a good
correspondence between the Kuroshio and warm tongues in most months, especially in winter,
However, the Kuroshio fails to correspond well with warm tongues in some months such as in June
and August. The high temperature in June and August is not conducive to the formation of warm
tongue around the LS [32].
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Figure 6. Seasonal variability of SST and geostrophic current around the LS. SST (◦C, in color);
Geostrophic current (m/s, in vector).

We apply a 4◦ moving average for RSS SST field for the purpose of removing the background
state to highlight the effect of mesoscale process. Figure 7 shows that the four patterns of the east
branch have a significant effect on SST around the LS. Sun et al. used a mixed-layer model based on
temperature equation to demonstrate that the Kuroshio affects SST mainly through geostrophic thermal
advection in the LS [14]. Through thermal advection, the east branch of the anomalous southward
causes SST reduction in the location of the east branch (P1); the east branch of the anomalous eastward
causes an eastward warm tongue (P2); P3 is the opposite of the P1, and SST increases in the location of
the east branch (P3); P4 shows that the east branch of the anomalous westward causes a westward
cold tongue. Figure 7 embodies that mesoscale eddies can influence sea temperature distribution by
modulating the east branch of the Kuroshio of the western boundary current.
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Figure 7. The spatial pattern of high-pass-filtered RSS SST corresponding to 2 × 2 SOM patterns
derived from the AVISO ADT fields for the east branch. Geostrophic current anomaly (m/s, in vector);
SST (◦C, in color). The spatial filtering is done by subtracting a 4◦ moving average from the original
RSS SST data to remove the large-scale background state. The black line represents a zero contour line.

Besides affecting SST, the four patterns of the east branch can also affect deep sea temperature.
Figure 3 shows that there is a good correspondence between sea temperature in 300 meters depth
and the four patterns of the east branch: the CE (AE) corresponds to a cold (warm) center of
sea temperature anomaly because of the following reasons. When the CE (AE) exists, SSHA is
negative (positive) and upwelling (downwelling) occurs, and then the temperature in the deep ocean
correspondingly decreases (increases) [36], which indicates that the four patterns of the east branch
can affect the vertical distribution of sea temperature. Figure 8 gives vertical profile of sea temperature
anomaly along the 123.2◦E, which is marked as a red dotted line in Figure 3, and shows negative
(positive) temperature anomaly corresponding to a CE (an AE) can reach 5000 meters deep. Based
on Conductivity Temperature Depth (CTD) data, Zhang et al. found that mesoscale eddies can affect
sea temperature in 2530 meters depth [36], and the conclusion in this paper is consistent with it in
magnitude. However, based on HYCOM data in this paper, we found that the effect of the four patterns
of the east branch on sea temperature can reach 5000 meters in depth, or even deeper [37].
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Figure 8. The profile of HYCOM temperature anomaly corresponding to the four patterns of the east
branch. Subgraphs (a), (b), (c), and (d) correspond to P1, P2, P3 and P4 of the east branch patterns,
respectively. The black line represents the zero contour line. It is noted that the zonal mean has been
removed. Sea temperature (◦C, in color).

4. Summary

Spatial patterns of the east branch of the Kuroshio bifurcation in the LS are extracted from the
AVISO data and HYCOM data using the method of SOM. Four coherent patterns are used to summarize
the variation of the east branch: anomalous southward, anomalous eastward, anomalous northward,
and anomalous westward, which corresponds to a CE, CE-AE, an AE, and AE-CE to the east of the LS,
respectively. The robust clockwise cycle of the four patterns causes a 62.2 days cycle of the east branch.

The four patterns of the east branch modulated by mesoscale eddies can influence horizontal and
vertical distribution of local sea temperature. East branch of anomalous southward (northward) causes
SST reduction (increase) in the location of east branch. East branch of anomalous eastward causes
an eastward warm tongue while east branch of anomalous westward causes a westward cold tongue.
The effect of the four patterns of the east branch on sea temperature can reach 5000 meters deep.

The patterns of the east branch of the Kuroshio bifurcation and their temporal evolution, as
revealed by the SOM, provide new insights into the variability of the Kuroshio and their effect on the
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local sea temperature. Detailed dynamic mechanism studies with numerical models and more in situ
observations are warranted as part of future work.
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2 National Institute of Oceanography and Applied Geophysics, Borgo Grotta Gigante 42/c,

34010 Sgonico (Ts), Italy
3 University of Split, University Department of Marine Studies, Ruđera Boškovića 37, 21000 Split, Croatia
* Correspondence: segvic@izor.hr; Tel.: +385-21-408-006; Fax: +385-21-358-650

Received: 19 July 2019; Accepted: 8 August 2019; Published: 10 August 2019

Abstract: Southern Adriatic (Eastern Mediterranean Sea) is a region strongly dominated by large-scale
oceanographic processes and local open-ocean dense water formation. In this study, picoplankton
biomass, distribution, and activity were examined during two oceanographic cruises and analyzed in
relation to environmental parameters and hydrographic conditions comparing pre and post-winter
phases (December 2015, April 2016). Picoplankton density with the domination of autotrophic
biomasses was higher in the pre-winter phase when significant amounts of picoaoutotrophs were
also found in the meso-and bathy-pelagic layers, while Synechococcus dominated the picoautotrophic
group. Higher values of bacterial production and domination of High Nucleic Acid content bacteria
(HNA bacteria) were found in deep waters, especially during the post-winter phase, suggesting
that bacteria can have an active role in the deep-sea environment. Aerobic anoxygenic phototrophic
bacteria accounted for a small proportion of total heterotrophic bacteria but contributed up to 4% of
bacterial carbon content. Changes in the picoplankton community were mainly driven by nutrient
availability, heterotrophic nanoflagellates abundance, and water mass movements and mixing.
Our results suggest that autotrophic and heterotrophic members of the picoplankton community are
an important carbon source in the food web in the deep-sea, as well as in the epipelagic layer. Besides,
viral lysis may affect the activity of the picoplankton community and enrich the water column with
dissolved organic carbon.

Keywords: picoplankton community; deep-sea; Southern Adriatic; Mediterranean Sea

1. Introduction

Autotrophic members of the picoplankton community are important primary producers,
while bacteria are consumers of the dissolved organic matter that can originate from primary production,
thus transferring carbon towards higher trophic levels. Bacteria represent the main component of
plankton, which is involved in the degradation of organic matter and in transforming inorganic
compounds into the shapes adequate for primary producers. The role of the picoplankton community
has become more important in oligotrophic and phosphorus-limited (P-limited) areas, such as the
open sea area of the Adriatic Sea (Mediterranean Sea), where bacteria, Synechococcus, Prochlorococcus,
and picoeukaryotes play an important role in the production and flow of biomass and energy [1–3]
than in eutrophic areas. However, previous studies on picoplankton communities were mostly focused
on investigating the epipelagic layer (i.e., depths less than 200 m). The deep-sea is characterized by
the absence of light, i.e., conditions that are unfavorable for the primary production. Tanaka and
Rassoulzadegan [4] pointed out the importance of bacteria and their biomass in carbon flux in the
deep-sea. Moreover, Arístegui et al. [5] have highlighted that the deep ocean represents a key site
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for remineralization of organic matter and long-term carbon storage. The discovery of cyanobacteria
Synechococcus in the deep part of the Adriatic Sea revealed that they could be used to gain a better
understanding of the effects of deep-ocean convection, such as ventilation and renewal of deep waters [6].
Hence, the vertical distribution of the picoplankton in the open southern Adriatic Sea, below the
euphotic zone, has recently started to be investigated more intensively [7–10]. Aerobic anoxygenic
phototrophs (AAPs), a bacterial group recently discovered in the Adriatic Sea [11,12] and primarily
unknown in the investigated area, are up to 3 × bigger than other bacterial cells [13,14], and hence they
could represent a remarkable source of carbon in the marine environment. These photoheterotrophic
microorganisms can harvest light energy using pigment bacteriochlorophyll a to supplement their
primarily organotrophic metabolism only in the presence of oxygen [15].

The Adriatic Sea is an elongated semi-enclosed basin of the Eastern Mediterranean Sea. According
to its morphology and bathymetry, it can be divided into three sub-basins (northern, middle,
and southern). The Southern Adriatic Pit (hereafter SAP) is the deepest area, with a depth reaching
~1250 m. Adriatic is characterized by a cyclonic basin-scale circulation. Through the Strait of Otranto at
its southern end (~80 km wide, with a sill depth of ~800 m) [16,17], the Adriatic exchanges water and
mass with the adjacent Ionian Sea. The Eastern Adriatic Current (EAC) brings northward warm and
saline waters from the Ionian Sea and the Western Adriatic Current (WAC), transporting southward
colder and fresher waters [18]. Waters from the Ionian Sea enrich the P-limited Adriatic Sea [19,20]
with nutrients and organic substances, causing changes in the food web [21] and the distribution
of organisms [6,8,10,22]. The prevalent heat and salt import from the Ionian involve the surface
and intermediate layers of the Adriatic Sea, between the surface and 800 m depth. According to
Gačić et al. [23], periodical changes in the sense of the rotation between cyclonic and anticyclonic
phases of the North Ionian Gyre (NIG) deviate the branch of the Atlantic water, entering the Eastern
Mediterranean through the Strait of Sicily, towards the Adriatic (during anticyclonic phase) or towards
the Cretan and Levantine basins (during cyclonic phase). Under these two opposite conditions, changes
in the heat and salt content of the SAP may occur out of phase compared to those observed in
the Levantine basin [24]. Moreover, water masses flowing into the Adriatic along its eastern flank
have important ecological implications. Indeed, the pool of available nutrients in the SAP changes
according to the phases of the NIG [25–27]. The deep part of the SAP occasionally receives the North
Adriatic Dense Water (NAdDW), that ventilates the deepest layers after winter cooling [28,29]. Locally,
the open-sea winter convection triggers vertical mixing and produces dense water (Adriatic Deep
Water, AdDW) that reaches depths between 300 and 1000 m [30–32]. Subsequently, AdDW outflows
across the Strait of Otranto sinks into the Ionian Sea abyss and ventilates the deep layers of the eastern
Mediterranean [33].

The picoplankton community is exposed to sudden physical-chemical changes in a dynamic
environment. The ability of certain members to acclimate physiologically determine their presence and
activity or absence in the water column. Hence, environmental conditions (vertical convection, lateral
exchanges, long-term trends, and multiannual oscillatory signals) make the Southern Adriatic an ideal
laboratory to study vertical distribution and activity of picoplankton members in the deep zones
(below epipelagic layer), where they can represent a significant source of carbon through their biomass.

The primary goal of the ESAW (evolution and spreading of the Southern Adriatic Waters) cruise
was to assess and compare the pre-and post-winter hydrographic and environmental (physical,
biogeochemical) conditions in the middle and southern Adriatic basins. The objective of the present
study was to evaluate for the first time, the abundance of aerobic anoxygenic phototrophs (AAPs)
in the deep waters of the Southern Adriatic Pit (hereafter SAP). Beside the AAPs, we determined
the distribution of Synechococcus, Prochlorococcus, picoeukaryotes, and heterotrophic bacteria and
estimated their contribution to carbon budget from epipelagic to deep waters. Our study shows and
discusses results obtained from the analysis of picoplankton biomasses and their activity concerning
environmental parameters and hydrographic conditions and the effect of grazing and viral lysis.
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2. Material and Methods

2.1. Physical and Biochemical Sampling

In this study, we used data collected during the two ESAW cruises (Evolution and spreading
of the Southern Adriatic Waters), supported by the EUROFLEETS2 program. The first one was
conducted in December 2015 (10–15 December). The second one was conducted in April 2016
(5–10 April), when the hydrographic and environmental conditions were supposed to be changed after
the wintertime occurrence of vertical convection, and consequent dense water formation. The intention
was to measure the signals of a possible spread of dense water from the middle to the southern
Adriatic, because the former may be both an accumulation site and an occasional formation site
for dense waters [34]. Here, we focused only on data collected in the SAP, at hydrological stations
regularly spaced along a transect between Bari (Ba; Italy) and Dubrovnik (Du; Croatia, Figure 1).
A conductivity-temperature-depth (CTD) SBE 911plus probe (Sea-Bird Electronics, Bellevue, WA, USA)
measured vertical profiles of temperature (T), conductivity (C), dissolved oxygen (DO), fluorescence,
and turbidity. The sampling rate was set to 24 Hz. The T-C sensors were controlled and calibrated
before and after the cruise at the Calibration facility center at OGS (Trieste, Italy). For water sampling
purposes, the CTD probe was coupled with a rosette sampler, holding 12 Niskin bottles (8-L capacity).
Salinity (S), potential temperature (θ), and potential density anomaly (σθ) were calculated using the
MATLAB toolbox TEOS-10 (http://www.teos-10.org/software.htm) and Ocean Data View software [35].
The reference pressure for θ and σθ was 0 dbar. Data were processed and quality checked according to
MyOcean in situ quality control standards and methodology. The final vertical profiles consisted of the
data averaged every 1 dbar, with overall accuracies ±0.005 ◦C for T, and ±0.005 for S, and 2% of DO
saturation. Due to the malfunctioning of the SBE43 sensor for DO detection, these data were missing at
stations 8 and 9 during the April cruise. The missing profiles were substituted by the data from the
closest stations, namely, 7 and 10 (Figure 1), assuming that the main pattern of the vertical structure
was similar in the deep SAP region (as compared in Figure 2). Sampling depths for the nutrients and
dissolved organic compounds were 2, 45 (56 m in April), 84 (100 m in April), 220 (204 m in April), 400,
500, 662 (600 m in April), 800, 940 (900 m in April), 1000, 1100, 1140 m at station 8; 2, 50 (62 m in April),
96 (100 m in April), 193 (201 m in April), 400 (350 m in April), 520 (missing in April), 700, 800, 900,
1000, 1100, 1208 m at station 9. Dissolved organic carbon (DOC) samples were occasionally sampled
at a smaller rate. During sampling, there were no pieces of evidence on neither water leakage from
the Niskin bottles nor some other possible source of contamination of the water samples. Moreover,
there were no striking patterns among measured parameters which could have indicated such kind of
a problem. Therefore, we are confident that the samples were taken correctly.

Water samples for measuring dissolved inorganic nutrient concentrations (nitrite, NO2, nitrate,
NO3, ammonium, NH4, phosphate, PO4, and silicic acid, H4SiO4) were prefiltered through glass-fiber
filters (Whatman GF/F) immediately after sampling and stored at −20 ◦C in polyethylene vials
until performing analysis in the on-shore laboratory. The samples were defrosted and analyzed
colorimetrically with a QuAAtro Seal Analytical continuous segmented flow analyzer, according
to Hansen and Koroleff [36]. Detection limits for the procedure were 0.003 μM, 0.01 μM, 0.04 μM,
0.02 μM, and 0.02 μM for NO2, NO3, NH4, PO4, and H4SiO4, respectively. The accuracy and precision
of the analytical procedures at low concentrations were checked periodically through the quality
assurance program QUASIMEME, and the relative coefficient of variation for five replicates was
less than 5%. Internal quality control samples were used during each analysis. As in the case of
inorganic nutrients, samples for dissolved organic nitrogen and phosphorus analysis were filtered
through Whatman GF/F glass fiber filters, collected in acid-washed polyethylene vials rinsed with
seawater, and frozen immediately (−20 ◦C) until laboratory analysis. Total dissolved inorganic nitrogen
(TDN) and phosphorus (TDP) were determined after quantitative conversion to inorganic N and P
by persulfate oxidation [36] and subsequent analyses of nitrate + nitrites and phosphates. Dissolved
organic nitrogen (DON) and phosphorus (DOP) were computed from the relationship DON = TDN
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– (N-NH4 + N-NO2 + N-NO3) and DOP = TDP − P-PO4. DOC samples were filtered immediately
after collection through 0.2 μm membrane filters (Sartorius, Minisart, SM 16534, Goettingen, Germany)
and stored at 4 ◦C in the dark until analysis (within 3 months). DOC samples were analyzed using
a Shimadzu TOC-VCSN. Samples were acidified with 2N HCl and sparged for 3 min with CO2-free pure
air, to remove inorganic carbon before high-temperature catalytic oxidation. One hundred microliters
of the sample were injected into the furnace after a four-fold syringe washing. From 3 to 5, replicate
injections were performed until the analytical precision was within <2% (±1 μM). The calibration curve
was determined by using four different solutions of potassium phthalate, in the same concentration
range as the samples. The reliability of the measurements was checked daily using consensus reference
materials (CRM) kindly supplied by Prof. D. A. Hansell, University of Miami. At least two CRM and
two low carbon water (LCW) analyses were performed for each analytical day (measured value =
nominal value ± 0.5 μM).

Figure 1. The Adriatic Sea. Blue dots indicate CTD (conductivity-temperature-depth) stations of the
ESAW (Evolution and spreading of the Southern Adriatic Waters) cruises. Red line indicates the SAP
(Southern Adriatic Pit) transect. Biological sampling concerns stations 8 and 9.
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Figure 2. Vertical distribution of (a) potential temperature, (b) salinity, (c) dissolved oxygen, along
the Bari-Dubrovnik (Ba-Du) section during the ESAW1 cruise in December 2015. Grey dots indicate
locations of picoplankton sampling. Panels (d–f) show the vertical profiles of the same properties at
stations 8 and 9.

2.2. Picoplankton Analysis

Sampling depths for the picoplankton analysis were 2, 45 (56 m in April), 220 (204 m in April), 400,
662 (600 m in April), 800, 1000, 1140 m at station 8; 2, 50 (62 in April), 96 (100 m in April), 193 (201 m in
April), 400 (350 in April), 520 (missing in April), 700, 800, 1000, 1208 m at station 9. Flow cytometry was
used to determine the abundances of Synechococcus, Prochlorococcus, picoeukaryotes, and heterotrophic
bacteria [37]. Samples for autotrophic cells analysis (2 mL) were preserved in 0.5% glutaraldehyde,
frozen at −80 ◦C, and stored until analysis (5–10 days). Samples for analysis of bacteria were preserved
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in 2% formaldehyde and frozen until analysis (5–10 days). Autotrophic cells were divided into two
groups: cyanobacteria (Synechococcus and Prochlorococcus) and picoeukaryotes, distinguished according
to light scattering, cellular chlorophyll content, and phycoerythrin-rich cells signals, respectively.
Bacterial abundance was determined in scatter plots of particle side scatter versus Sybr Green I
fluorescence related to cellular nucleic acid content, to discriminate bacteria from other particles.
According to the cellular nucleic acid content, the bacterial population is divided into two sub-groups,
HNA (High Nucleic Acid content) and LNA (Low Nucleic Acid content) bacteria. Abundances of
Sybr Green-I-stained heterotrophic nanoflagellates (HNF) were also determined by cytometry [38].
For obtaining abundances, samples were processed on a Beckman Coulter EPICS XL-MCL with a high
flow rate from 1 to 1.2 μL s−1. AAPs were sampled only in April and were determined using the
protocol described by Mašìn et al. [39]. Cells were collected on 0.2-μm polycarbonate (PC) filters by
filtration and dyed with 4′,6-diamidino-2-phenylindole (DAPI) using 3:1 mixture of Citifluor™ AF1
and Vectashield® after drying. AAP bacteria were enumerated using an Olympus BX51 microscope
equipped with an Olympus UPlanSApo 100×/1.40 OIL, IR objective, and software for image analysis
(CellSens, Münster, Germany). The microscope was equipped with a Hg Lamp U-RFL-T, Olympus,
for excitation. Fluorescent images were taken using an XM10-IR camera. Three epifluorescent filter sets
were used, DAPI, IR, and chlorophyll, to create the composite image. These images were afterward used
for distinguishing between organisms that contain bacteriochlorophyll a and chlorophyll a, but also for
determining the number of heterotrophic bacteria, cyanobacteria, and AAP bacteria in each sample.
The abundance of virus-like particles (VLP) was determined, as described in Noble and Fuhrman [40].
Collected samples were preserved in formaldehyde (2%, final concentration), flash-frozen in liquid
nitrogen, and stored at −80 ◦C until analysis, which was performed in the laboratory immediately after
the end of the cruise. Preserved samples (2 mL) were filtered through 0.02-μm pore-size filters (Anodisc;
diameter: 25 mm; Al2O3, Whatman, Maidstone, UK) and stained with Sybr Green I (stock solution
diluted 1:300). Filters were incubated in the dark for 20 min and mounted on glass slides with a drop
of 50% phosphate buffer (6.7 mM, pH 7.8) and 50% glycerol, containing 0.5% ascorbic acid. Slides
were stored at a temperature of −20 ◦C until analysis. Viral counts were obtained by epifluorescence
microscopy (Olympus BX 51, 1250×magnification, equipped with a blue excitation filter, Tokyo, Japan)
and were expressed as the number of virus-like particles (VLP).

Bacterial cell production was estimated by measuring the incorporation of 3H-thymidine into
bacterial DNA [41]. Methyl-3H-thymidine was added to 10 mL samples at a final concentration of
10 nmol (specific activity: 86 Ci mmol−1). Triplicate samples, together with a formaldehyde-killed
adsorption control (final concentration: 0.5%), were incubated for one hour. The incubations were
stopped with formaldehyde (final concentration: 0.5%). The thymidine samples were extracted with
ice-cold trichloroacetic acid (TCA), according to Fuhrman and Azam [41]. Finally, the TCA-insoluble
fraction was collected by filtering the samples through 0.2 μm pore size polycarbonate filters.

The biomass of studied picoplankton groups was estimated using the following cell-to-carbon
conversion factors: 20 fgC cell-1 for heterotrophic bacteria [42,43], 36 fgC cell−1 for Prochlorococcus [44],
255 fgC cell−1 for Synechococcus [44], and 2590 fgC cell−1 for picoeukatyotes [44] and for AAPs [45].

An empirical model was used to examine the regulation of bacteria by predation [46]. Information
about coupling between the abundance of bacteria and heterotrophic nanoflagellates (HNF) would be
analyzed using a log-log graph. In particular, this graph included Maximum Attainable Abundance
(MAA) and Mean Realized Abundance (MRA) lines. The MAA line described the HNF abundance
reached at a given bacterial abundance (max log HNF=−2.47+ 1.07 log bacterial abundance). Data close
to the MAA line, thus, suggested a strong coupling between the bacteria and HNF abundance, likely
interpreted as strong predation on the bacteria [46]. Data positioned below the MRA line instead,
suggested that bacterial abundance was not controlled by HNF grazing.
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2.3. Statistical Analysis

Pearson’s correlation analysis was carried out to examine the relationship between picoplankton
community members and environmental variables. The response of the picoplankton community to
environmental conditions was analyzed using multivariate statistical analyses. Principal component
analysis (PCA) was performed using CANOCO software (http://www.canoco5.com/), v5 [47]. PCA is
a multivariate statistical method mainly used for data reduction. Analysis attempts were made to
identify a few components that explain the major variation within data. In our study, PCA was used to
better understand the relationships in multivariate data set between environmental and biological
parameters in the SAP. The data were centered and standardized to remove the large differences in
abundances between groups. Model results were reproduced in ordination biplots, summarizing the
main trends in the data.

3. Results

3.1. Environmental Parameters

The main physical characteristics observed throughout the water column in December 2015
(Figure 2) and April 2016 (Figure 3) were depicted from the distribution of θ, S, and DO concentration
along the transect crossing the SAP (roughly from Bari, Italy toward Dubrovnik, Croatia), and from
the vertical profiles of the stations 8 and 9, where picoplankton was sampled. Hereafter, we have
referred to the upper layer considering the water column between the surface and 100 m depth, to the
intermediate layer considering depths between 100 m and 800 m, and to the deep layer considering
depths between 800 m and the bottom (~1250 m depth).

In December 2015, the upper layer along the Ba-Du section was quite heterogeneous, which might
be due to the contrasting water masses transported into the SAP by the EAC along its eastern side [18],
and by the WAC along its western side (Figure 2). In particular, relatively warm and saline waters
moving along the eastern margin of the SAP protruded offshore, reaching the central zone of the pit
(Figure 2a,b) due to local cyclonic circulation. There, complex features, such as mesoscale eddies,
determine large thermohaline differences among close stations, especially between stations 8 and 9.
DO distribution (Figure 2c) in the upper layer showed a marked horizontal gradient, with values
diminishing from west to east. The upper intermediate layer, between 100 and 400 m, although more
homogeneous, was characterized by the presence of water with properties (θ > 14.30 ◦C and S up
to 38.95) typical of the Ionian surface water and the LIWs/CIWs (Levantine/Cretan Intermediate Waters).
In the central zone of the SAP, θ gradually decreased with increasing depth, while S had a structure
with alternating fresher and saltier layers. Moreover, between 200 and 300 m depth, a branch of
fresher water with local S minimum ~38.70 extended from the western flank towards the center of
the pit (Figure 2b). In the lower intermediate layer, between 400 and 800 m, instead, S increased up
to 38.84, while θ slightly decreased down to 13.60 ◦C. Overall, layers characterized by high S values
were also characterized by reduced DO values (Figure 2c). Notably, two relative oxygen minima were
found around 100 m and 500 m depth, in correspondence of relative S maxima (Figure 2e,f). However,
there were some differences between stations 8 and 9, concerning mostly S and DO. At station 8 between
100 and 300 m, S values were lower than at station 9 in the same layer. The origin of that fresher layer
might be attributable to a detachment of the western-coast vein of freshwater originating from the
northern/middle Adriatic, as hinted from the S transect. At station 8, there was a DO minimum at
700 m depth, which was not so evident at the nearby station 9. This seems to be connected with the
small scale recirculation of the “old” intermediate layers, associated with the LIW/CIW. The deep layer
(>800 m) of the SAP was occupied by relatively cold, less saline, and dense waters likely formed during
previous winters in the northern Adriatic. These waters would have been trapped in the deepest
part of the SAP, which lies below the depth of the Otranto sill [32,34]. Dense waters coming from the
northern Adriatic usually sink to the deep part of the SAP following bathymetric constraints over the
slope [48] and they reach their equilibrium depths according to their densities. At the time of the cruise
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(December 2015), θ and S in the deep layer had values of 13.10 ◦C and 38.71, respectively (Figure 2d,e).
As far as the oxygen content is concerned, higher values were found between 800 m and 1000 m depth
(Figure 2f), and lower values were found below 1000 m depth. This was a sign of water stagnation
and lack of ventilation of the deepest part of the SAP during winters before the oceanographic survey,
while, likely, relatively dense waters founded their equilibrium depths between 800 and 1000 m.

Figure 3. Vertical distribution of (a) potential temperature, (b) salinity, (c) dissolved oxygen, along the
Bari-Dubrovnik (Ba-Du) section during the ESAW2 cruise in April 2016. Grey dots indicate locations
of picoplankton sampling. Panels (d–f) show the vertical profiles of the same properties at stations 8
and 9, except the oxygen data, which were taken from stations 7 and 10 (data from station 8 and 9 are
missing, due to technical problems).
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In April 2016 (Figure 3), the largest differences with respect to the pre-winter conditions in
December 2015 (Figure 2) were found mainly in the upper layer temperature, due to the season signal.
The temperature differences between the western and eastern flanks, as well as between the surface
and bottom layers over the western shelf, diminished with respect to December 2015 (Figure 3a).
On the western slope, at depths between 300 and 500 m (stations 3 and 4), a branch of relatively cold,
fresh, and ventilated water (θ ~14.10 ◦C, S ~38.74, DO ~4.9–5.1 mL/L) pointed to a possible intrusion of
northern and/or middle Adriatic waters. However, data collected in the deepest layers revealed that
θ and DO did not change significantly with respect to the pre-winter period, while S values slightly
increased from 38.72 to 38.74 (Figure 3d–f). At the two nearby stations, 8 and 9, the thermohaline
properties were almost uniform. From the DO profiles at the stations 7 and 10 (close to 8 and 9,
where DO values were not recorded due to technical problems), we might guess that the vertical
convection and mixing, resulting in a homogenous vertical distribution of DO, reached 350 m at
station 9, and 250 m at station 8. In any case, the vertical distribution of the physical parameters
and DO (Figure 3) suggested that a weak vertical convection occurred during winter 2015–2016,
and it probably did not exceed 400 m in depth, as confirmed by time-series data recorded at E2-M3A
(http://nettuno.ogs.trieste.it/e2-m3a/), also located in the SAP (Figure 1). The highest S values (~38.94)
measured in April 2016, associated with the LIW influence, were slightly lower than those observed in
December 2015 (~38.95). From the physical parameters, we inferred that the doming structure, typical
of the cyclonic circulation in the SAP, was much more enhanced in April than in December. Moreover,
it was centered near station 7. This means that the sub-basin-scale cyclonic gyre was probably stronger
in April than in December, favoring lateral exchanges along the perimeter of the SAP. The lateral
exchange between both coastal flanks and the middle of the transect seemed less active with respect to
December 2015. Biogeochemical properties were obtained through chemical analyses performed on
water samples collected from discrete depths along the SAP transect. Here we reported the data from
stations 8 and 9, relevant for the biological sampling (Figure 1). The vertical distribution of nutrients
was similar at the two stations 8 and 9 (Figure 4), for both cruises. Nitrate, phosphates, and silicates
were depleted in the upper layer and increased with increasing depth. Highest values of nitrates
and phosphates were found between 400 and 600 m, whereas silicates increased almost uniformly
until 800 m, and then more rapidly between 1000 m and 1100 m, reaching the highest values in the
bottom waters, where turbidity (proportional to the suspended particle concentration) was also high
(Figure S1a,c). Ammonia concentrations were higher in December 2015 than in April 2016. Nitrites
were low, but local maxima were observed at depths between 50 and 100 m in both December and April,
corresponding to fluorescence maxima (Figure S1b,d). The DON and DOP concentrations throughout
the water column were higher in December 2015 than in April 2016 (Figure 5). On the contrary, DOC
concentrations were higher in April 2016 than in December 2015 (Figure 5a,b). High concentrations of
DOC, DON, and DOP were found in the upper layer, between the surface and 100 m. In the upper layer,
at 100 m depth, turbidity was relatively high in both periods, with apparently higher values in April
2016 (Figure S1a,c). Turbidity slightly increased also between 200 m and 600 m, where a prominent
LIW signal was found.
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Figure 4. Vertical profiles of nutrients. Station 8: panels (a–e) and Station 9: panels (f–j). Periods:
December 2015 ESAW1 (black line) and April 2016 ESAW2 (grey line). Symbols indicate sample locations.

Figure 5. Vertical profiles of dissolved organic nitrogen (DON), dissolved organic phosphorus (DOP),
and dissolved organic carbon (DOC). Station 8: panels (a–c). Station 9: panels (d–f). Periods: December
2015 ESAW1 (black line) and April 2016 ESAW2 (grey line). Symbols indicate sample locations.

3.2. Picoplankton Community

In both surveys, among the measured microbial community (heterotrophic bacteria, Synechococcus,
Prochlorococcus, picoeukaryotes), Synechococcus abundances (Table S1) were the highest in the autotrophic
fraction and reached values up to 93.93× 103 cells ML−1. Prochlorococcus and picoeukaryotes abundances
were up to 47.09 × 103 cells mL−1 and 2.96 × 103 cells mL−1, respectively. Bacterial abundance ranged
from 0.03 × 106 to 0.24 × 106 cell mL−1 with the highest values found above 100 m depth.

In December, the autotrophic biomass (an average of 13.6 μgCL−1) was almost six times
higher than heterotrophic (an average of 2.29 μgCL−1), with the domination of Synechococcus.
Vertical distribution revealed the prevalence of autotrophic biomass over heterotrophic in the epipelagic
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layer but also deep waters (Figure 6a,b). In April, the heterotrophic biomass was similar to that in
December (on average 2.90 μgCL−1) and slightly higher than the autotrophic biomass (on average
2.47 μgCL−1). The autotrophic biomass, mainly composed by picoeukaryotes, was slightly higher than
the heterotrophic biomass in the epipelagic layer, while in the deep waters, the heterotrophic biomass
dominated among the observed communities (Figure 6c,d).

Bacterial production ranged from 0.01 × 104 to 0.09 × 104 cells h−1 mL−1. The highest values
were found at the surface, but surprisingly high values were recorded at 800 m and 1200 m depth,
during April 2016 (Figure 7a). The ratio of nucleic acid content showed the domination of LNA cells
in all samples within the bacterial community throughout the euphotic zone (up to 200 m) and the
prevalence of HNA cells in the deeper layers (Figure 7b). The abundance of viruses ranged from
0.39 × 106 VLP mL−1 to 5.37 × 106 VLP mL−1 (Figure 7c). Overall, their vertical distribution revealed
a large abundance in the euphotic zone and low abundance below 300 m depth, at both sampling sites.
However, at both stations, values of VLP slightly increased in the layers below 800 m in December,
while at station 8, also increased in the deep layer in April. The average virus to bacteria ratio (VBR)
was higher in December (19 ± 10 at station 8 and 29 ± 12 at station 9) compared to April (8 ± 2 at
station 8 and 8 ± 4 at station 9).

AAPs were observed in all samples during April, with abundance ranging from 0.04 × 104 to
0.61 × 104 cells mL−1. In general, their vertical distribution showed similar patterns at both stations
8 and 9. Below 200 m, in correspondence of the nutricline and the minimum fluorescence layer
(Figure S1b,d) the abundances of AAPs started decreasing steeply (Figure 7d). The proportion of
AAPs abundances in total prokaryotes ranged from 0.65% to 2.48%, while the proportion of the AAPs
biomass ranged from 0.37% to 4.09%, respectively.

Figure 6. Vertical profiles of biomass for heterotrophic bacteria (BACT), Prochlorococcus (PRO),
Synechococcus (SYN), picoeukaryotes (PE), aerobic anoxygenic phototrophs (AAP) at stations 8 (a) and
9 (b) in December 2015 (ESAW1) and at stations 8 (c) and 9 (d) in April 2016 (ESAW2).
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Figure 7. Vertical profile of bacterial production (a), HNA % (High Nucleic Acid content) (b), viruses
(VLP) (c), and AAPs (d) at the station 8 and 9 in December 2015 (ESAW1) and in April 2016 (ESAW2).

3.3. Distribution of Picoplankton Community Members Concerning Environmental Variables

Relationship between environmental parameters and picoplankton was tested by Pearson’s
correlation analysis (Table S2). DOC, HNF, and temperature seemed to be the most important
environmental factors for bacterial abundance and production, exhibiting significant positive
correlations. Ammonium ion displayed a significant positive correlation with Prochlorococcus and
Synechococcus. During the investigation period, VLP significantly correlated with autotrophic members
of the picoplankton community.

Positive correlations of AAPs were found for temperature (r = 0.83; p < 0.05), for fluorescence
(r = 0.76; p < 0.05), and for nitrites, nitrates, phosphates, and total dissolved phosphates (r = 0.85;
r = −0.94; r = −0.90; r = −0.69; n = 14; p < 0.05). Furthermore, AAPs were also positively correlated
with picoeukaryotes and HNF (r = 0.74; r = 0.91; n = 14; p < 0.05).

PCA ordination of picoplankton groups concerning environmental variables was used to analyze
main factors affecting the abundances of the picoplankton groups (Figure 8a). PCA clustered the
samples corresponding to depth (E-epipelagic layer; D-deep layer) and period (Figure 8b). The first
principal component explained 44.83% of the variance and correlated positively with HNF and
temperature, negatively with a concentration of nitrates and phosphates. The second principal
component explained 17.75% of the variance and correlated positively with picoautotrophs and
abundance of VLP (Table S3). Picoplankton community members were distributed in two groups,
based on the correlation between them. On the one hand, bacteria, bacterial production, and LNA
bacteria were closely related, while on the other hand, this was also the case for Synechococcus and
Prochlorococcus. Bacterial cluster showed the strongest correlation with DOC, HNF, and temperature,
as indicated by the perpendicular projection of bacterial arrow-tips on the line overlapping the DOC,
HNF, and temperature arrow. Cyanobacteria were more related to ammonium, while HNA bacteria
showed a positive relationship with nitrates and picoeukaryotes with VLP.
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Figure 8. PCA (principal component analysis) of (a) biological (Synechococcus-SYN, Prochlorococcus-PRO,
picoeukaryotes-PE, total bacteria—HB, HNA HB, LNA HB, VLP, HNF, bacterial production BP) and
environmental parameters (Salinity—S, Temperature—T, nutrients). The arrow direction points out to
the steepest increase of the variable. The angle between arrows indicates correlations between variables
(an angle < 90◦ between two arrows of interest implies positive correlation), whereas the length of
an arrow depicts the strength of association between a variable and the ordination axes shown in the
biplot. (b) PCA clustering of the samples corresponding to depth (E-epipelagic layer; D-deep layer)
and period. LNA: Low Nucleic Acid; VLP: virus-like particle; HNF: heterotrophic nanoflagellates.

The relationship between HNF as the main predator of bacteria and the bacteria was described by
the Gasol model [46], which we used for our dataset. Most samples from the epipelagic layer were
placed above the MRA line, whereas most samples from deep waters were below MRA. This pattern
suggested a stronger coupling between bacteria and HNF in the epipelagic layer. In the deep waters
layer, HNF predation pressure on bacteria was lower, suggesting larger importance for bottom-up
control of bacteria and top-down control of HNF (Figure 9).

 

Figure 9. Relationship between bacterial and HNF abundance at study stations, plotted in a theoretical
model (Gasol, 1994) (MAA-maximum attainable abundance: max log HNF = −2.47 + 1.07 log bacterial
abundance; MRA-mean realized abundance: mean log HNF = −1.67 + 0.79 log bacterial abundance) in
epipelagic (epi-) and deep (deep-) water layers.
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4. Discussion

One of the main findings in this survey was the unusually high biomass of picoautotrophs
found in the epipelagic and deep layers in December 2015. Synechococcus dominated the picoplankton
community with a maximum value of 23.95 μgCL−1. Observed high value of Synechococcus biomass
agrees with those measured in the Levantine basin during the late summer-autumn period [49]. It is
well known that picophytoplankton tends to dominate autotrophic biomass and primary production
in oligotrophic waters, like those of the Mediterranean Sea [50–52]. Furthermore, picoeukaryotes
contributed significantly to the autotrophic biomass due to their larger size and carbon content,
compared to cyanobacteria.

Physical and biogeochemical measurements performed in December 2015 revealed the presence
of LIW in the intermediate layer and NAdDW at depths > 800 m. Our results also revealed the
presence, in the deep layers of the SAP, of Synechococcus, Prochlorococcus, and picoeukaryotic cells
coming from the Eastern Mediterranean and the North Adriatic Sea. Our findings agree well with
previous studies [6,53], which associated the high abundances of Synechococcus and bacterial cells in
the deep layers with water mass movement.

The results of this research showed the remarkably high autotrophic biomass in the deep waters,
which is not characteristic of that environment. We suggest that picoautotrophs, aside from their
important role in primary production, could be a significant carbon source for higher trophic levels
in the form of dead or live prey, or as sinking particles in upper [54–58] and deep ocean waters [59].
In this study, physical and biogeochemical measurements performed in the Southern Adriatic revealed
that weak vertical convection occurred during winter 2015–2016, which probably did not exceed 400 m
depth. Moreover, a strong heterogeneity of the physical properties distribution, both horizontally
and vertically, suggested the large influence of lateral exchanges due to the cyclonic circulation and
mesoscale activity, apparently stronger during spring.

In April 2016, the picoplankton community throughout the water column was dominated by
heterotrophic biomass (contrary to the December case), which is consistent with previous research for
the open Adriatic area [3]. Synechococcus, Prochlorococcus, and picoeukaryotes abundances fluctuate in
a range typical for the euphotic zone in the open Adriatic Sea [3,60,61]. In this survey, Synechococcus was
the most abundant autotroph. Synechococcus hold the advantage over genus Prochlorococcus and thrive
in P-depleted environments due to the high affinity for inorganic phosphorus and higher phosphate
uptake rates as reported recently [62,63]. Furthermore, both genera of cyanobacteria showed a positive
relationship with the concentration of ammonium, which is supported by the fact that Synechococcus can
exploit both the reduced and the oxidized forms of nitrogen. In oligotrophic environments, ammonium
represents the major nitrogen compound for primary production [64], and Prochlorococcus are effective
in consuming the same [65,66].

Our findings clearly showed that bacterial production and biomass values measured in the deep
waters were similar to the values for the epipelagic layer. La Ferla et al. [67] also found similar vertical
patterns of bacterial density and bacterial production in the Western and the Eastern Mediterranean
Sea. Additionally, we determined the dominance of HNA bacterial group in the deep-sea, while the
LNA bacterial group prevailed in the epipelagic layer. Recent research from the Adriatic Sea pointed
out the increase of HNA bacteria with depth, and together with LNA bacteria, they participated in the
bacterial activity [10,68]. It is well known that HNA bacterial cells are larger than LNA cells and that the
proportion of HNA bacteria increases with depth [69,70]. Larger cell size is reflected in a higher-level
cell-specific activity or higher metabolic versatility in the mesopelagic ocean [5,70,71]. So, we argue
that similar values of bacterial production measured in the deep water and epipelagic layer, together
with the dominance of HNA bacteria in deep water, showed bacterial activity in the deep waters of SAP.
We can conclude that the results of bacterial production as the measure of activity in this study support
the idea that deep ocean prokaryotes are active as those living in the epipelagic waters [4,72–75].
Beside the domination of HNA cells in the bacterial community, our data showed increased values of
DOC, phosphates, and bacterial production below 800 m during the post-winter period. This suggests
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that the bacterial activity increases with the supply of organic carbon, as Nagata et al. [76] previously
described for the deep-sea environment.

Bacterial abundance throughout the water column was approximately 105 cells mL−1, which is per
the recent data reported for the SAP [8,10] and with previous studies carried out in the Mediterranean
Sea [67,72,77–79]. Heterotrophic bacteria contribute at a high percentage in total picoplankton biomass,
acting as decomposers of organic matter and important producers of new biomass. Through grazing
by HNF or larger zooplankton, their biomass becomes available to higher trophic levels, in both the
epipelagic and deep waters of the Mediterranean Sea [5,46,59]. During our surveys, bacterial abundance
and productivity showed positive relationships with DOC concentration and HNF abundance.
Our results showed that the increase in bacterial abundance and cell production supported the increase
in the number of HNF, especially in the epipelagic layer. It revealed that bacteria constitute a potential
food resource for the nanoflagellate community and suggest a strong top-down control of bacteria.
These results confirm previous findings showing [2,80] that predators prefer active bacteria and remove
bacterial production, and that they can control the abundance of the bacterial community in surface
waters [46]. Some studies [21,81] suggested strong bottom-up control of bacteria, which is in accordance
with our results, showing a positive relationship between bacterial parameters and DOC concentration
through the water column.

Little is known about the role and distribution of AAPs in the Adriatic Sea, especially in its
deepest part. Šantić et al. [12] investigated AAPs abundances along the eastern Adriatic, in coastal
and transitional waters, and found that their proportion in total prokaryotes was 7.3% (±4.3%).
Celussi et al. [11] pointed out that the concentration of bacteriochlorophyll a, the main pigment of
AAPs, could be converted into abundance. Therefore, AAPs might represent up to 10% of total
prokaryotes in the open Adriatic Sea. In recent research of AAPs, the abundance, the proportion in total
prokaryotes, and biomass decreased along the trophic gradient [45]. Furthermore, these counts were
substantially low at the oligotrophic open sea station, especially under 70 m depth. Similar vertical
distribution was already noted [13,82–86] since these organisms inhabit the euphotic zone because of
their phototrophic nature. The results of this study are consistent with previous reports, which also
found lower abundances in the more oligotrophic area when compared to the more productive regions
or shelf seas [13,39,82,85–89].

The main environmental parameters that influenced the picoplankton community according to
the research conducted by Šantić et al. [12] were chlorophyll, followed by nitrates and temperature.

In this research, fluorescence, as a proxy of chlorophyll, nitrates, nitrites, phosphates, and total
dissolved phosphates, influenced the abundance of AAPs. Besides, the correlation found between
bacteria and AAPs, which has also been reported by Celussi et al. [11], could be explained by the fact that
both AAPs and heterotrophic bacteria rely on labile DOC, part of which is released by phytoplankton.
Secondly, AAPs and phytoplankton have a similar dependence on light [90], and this relationship may
reflect the same dependence on limiting nutrients, such as phosphorus or nitrogen [15]. The majority of
AAP surveys have shown that temperature, salinity, chlorophyll concentration, and carbon and nitrogen
compounds affect the dynamics and distribution of the AAP population [39,85–87,89]. The high positive
correlation between AAPs and HNF found during our study suggest that AAPs represent an important
prey for flagellates in the open Adriatic Sea, as documented in the Mediterranean Sea [91,92]. It is
a well-known fact that AAPs are larger than the average heterotrophic bacteria [13,14,86,93] and that,
consequently, their biomass contribution to total bacterial biomass is also high (up to 11% in this
survey). Cell size is an important parameter in feeding ecology, which provides a valuable insight into
the trophic significance of AAPs. It was previously observed that nanoflagellates preferentially ingest
the larger bacterial cells [94–96].

The number of viruses ranged between 0.39 × 106 VLP Ml−1 and 5.37 × 106 VLP mL−1, which is
in accordance with other studies for the Adriatic and Mediterranean Sea [97–101]. Their average
abundance was 16 ± 12× higher than the abundance of prokaryotes, as well as in previous studies on
oligotrophic deep waters [99]. Relatively high VBR determined in the deep waters could be a result
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of higher lytic activity caused by lysogenic viruses. Water mass sinking to the SAP could cause the
induction of lysogenic viruses and thus keep the viral abundance stable. Winter et al. [102] recently
pointed out that mixing in the deeper waters led to the induction of lysogenic viruses. Viruses positively
correlated with the members of the picoplankton community at the sampling sites, indicating their
involvement in shaping the picoplankton abundances in the oligotrophic waters of the SAP. The PCA
analysis revealed a close relationship between viruses and the picoautotrophic group. It is known that
viruses can be an important mortality factor for picoeukaryotes in oligotrophic oceanic waters [103].
Our results suggest that viruses are an important component of the microbial food web, but this topic
should be addressed in further studies.

5. Conclusions

The present study points out the importance of Synechococcus, Prochlorococcus, picoeukaryotes,
heterotrophic bacteria, AAPs, heterotrophic nanoflagellates, and viruses altogether in the carbon flux
through the microbial food web in the SAP for the first time, which depended largely on water mass
movements and mixing.

A significant amount of picoautotropic biomass was found in the epipelagic, as well as in the
deep layers, during the period under the influence of LIW inflow and NAdDW sinking, respectively.
After weak vertical convection during winter, heterotrophic bacteria dominated picoplankton biomass
throughout the water column. Furthermore, bacterial activity values in the deep layer were similar to
the ones obtained in the epipelagic layer. Besides the physical pump, the changes in the picoplankton
community in the SAP were mainly driven by nutrient availability, more specifically bacteria by DOC
and cyanobacteria by ammonium ion. Our results also reveal that bacteria represent an important
prey for nanoflagellates, especially in the epipelagic layer. Moreover, autotrophic and heterotrophic
members of the picoplankton community could be available prey and a source of carbon for the food
web below the epipelagic layer. Finally, AAPs contributed up to 4% of bacterial biomass, which can
be transferred through higher trophic levels by grazing. Viral lysis may affect the activity of the
picoplankton community and serve as an important source of DOC in the deep-sea.
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26. Batistić, M.; Garić, R.; Molinero, J.C. Interannual variations in Adriatic Sea zooplankton mirror shifts in
circulation regimes in the Ionian Sea. Clim. Res. 2014, 61, 231–240. [CrossRef]
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the deep-water thermohaline properties in the southern Adriatic Sea. J. Geophys. Res. Oceans 2016, 121, 4585–4600.
[CrossRef]
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Abstract: Tsunami waves become hazardous when they reach the coast. In South and Southeast
Asian countries, coastal forest is widely utilized as a natural approach to mitigate tsunami damage.
In this study, a depth-integrated numerical model was established to simulate wave propagation
in a coastal region with and without forest cover. This numerical model was based on a finite
volume Roe-type scheme, and was developed to solve the governing equations with the option
of treating either a wet or dry wave front boundary. The governing equations were modified by
adding a drag force term caused by vegetation. First, the model was validated for the case of solitary
wave (breaking and non-breaking) run-up and run-down on a sloping beach, and long periodic
wave propagation was investigated on a partially vegetated beach. The simulated results agree
well with the measured data. Further, tsunami wave propagation on an actual-scale slope covered
by coastal forest Pandanus odoratissimus (P. odoratissimus) and Casuarina equisetifolia (C. equisetifolia)
was simulated to elucidate the influence of vegetation on tsunami mitigation with a different forest
open gap. The numerical results revealed that coastal vegetation on sloping beach has significant
potential to mitigate the impacts from tsunami waves by acting as a buffer zone. Coastal vegetation
with open gaps causes the peak flow velocity at the exit of the gap to increase, and reduces the
peak flow velocity behind the forest. Compared to a forest with open gaps in a linear arrangement,
specific arrangements of gaps in the forest can increase the energy attenuation from tsunami wave.
The results also showed that different cost-effective natural strategies in varying forest parameters
including vegetation collocations, densities, and growth stages had significant impacts in reducing
the severity of tsunami damage.

Keywords: tsunami waves; numerical simulation; wave run-up; flow structure; coastal vegetation

1. Introduction

Tsunamis are generated by marine earthquakes, underwater volcanic eruptions, or submerged
landsides. Recent tsunami disasters (e.g., in the Indian Ocean in 2004, Samoa in 2009, Chile in 2010,
Tohoku in 2011, and Indonesia in 2018) have caused vast losses of life and property, destruction of
critical infrastructure in low-lying coastal areas, and massive damage to the coastal ecosystem [1–4].
These great threats demonstrate the need to mitigate tsunamis by using artificial obstacles including
wave-dissipating blocks, rock breakwaters, and large embankments. Recent studies investigated
tsunami waves in both laboratory experiments [5–8] and field investigations [9,10] with the ultimate
goal of mitigating their impacts and reducing natural disasters in coastal regions. Considering the
advantages of flexibility and repeatability in numerical models, many numerical simulations have
been carried out using different models to investigate the run-up heights and velocity processes of
tsunamis [11–16]. Typical models that were considered included depth-integrated Boussinesq-type
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models and depth-integrated non-linear shallow water models (NSWMs), with results showing that
NSWMs are more robust and efficient for tsunami predictions in real-scale basins.

Generally, coastal forests which act as natural obstacles are widely distributed in coastal areas.
They also effectively mitigate tsunami damage from economic, environmental, and aesthetically
pleasing points of view in concert with hard structures [17,18]. Currently, there is some literature on
the capability of coastal vegetation to attenuate wave energy in short-period waves [19,20]. While
tsunamis are categorically different from short-period waves, there have been an increasing number of
studies that address the role of vegetation in mitigating coastal natural disasters, which can include
the strategy of planting coastal vegetation as a bio-shield [21–23]. Recent research has calculated
the friction and drag force of vegetation in a tsunami, using mathematical equations. Real-scale
simulations of tsunami were performed to investigate the effectiveness of forests as a bio-shield
for tsunami protection, with results indicating that a forest with two layers in the vertical direction
including P. odoratissimus and C. equisetifolia was effective for attenuating the wave energy [24]. Based
on two dimensional nonlinear long-wave equations, Thuy et al. developed a numerical model to
estimate tree-breaking, the drag forces, and turbulence-induced shear force due to the presence of
vegetation (P. odoratissimus and C. equisetifolia) [25]. Considering the effects of the porosity of vegetation,
a one-dimensional numerical model using Boussinesq-type equations was developed to evaluate the
effects of the forest density distribution on tsunami-force reduction, including the drag and inertia
forces caused by vegetation [26]. Numerical investigations were conducted to study the impact of
patchy vegetation on tsunami dynamics based on Boussinesq model, and the results demonstrated that
patchy vegetation, with appropriate configuration, can be effective in mitigating tsunami hazards [27].
Based on a nonlinear long wave equation model that included the breaking or washout of trees,
numerical simulations were carried out to estimate the effects of coastal forest and sea embankments
on reducing the washout area and the tsunami mitigation function of the coastal forest [28].

Roads are perpendicular to the coast function as pathways that form gaps in the vegetation of
the coastal forest. Gaps in the coastal forest can increase risks and potential damage, as the water
flow from the tsunami accelerates as it moves through the gap into the densely populated block [29].
Tanimoto et al. studied it by changing the width of open gap and found that a specific gap with 15 m
width causes the highest flow velocity in their simulated conditions [30]. Thuy et al. numerically
simulated the effect of an open gap in coastal forests on tsunami run-up, and found that maximum
flow velocity greatly increased at the open gap exit, meaning that an open gap (like a road) in a coastal
forest had a negative effect on tsunami run-up behind the forest [31]. Nandasena et al. investigated
hydrodynamic parameters (flow velocity and depth) of tsunami waves and bending moment of
vegetation on Misawa, a site covered by pine forest with two gaps [32]. However, no studies have
discussed the effects of different open gaps in existing forests via the analysis of maximum tsunami
run-up and variations of velocity through the gaps using a model with shock capture capability.

In this paper, we numerically investigate the hydrodynamic processes on a vegetated sloping
beach and quantify the effects of a gap in forest vegetation on the run-up by solving the depth-averaged
2D model. The proposed model was tested for breaking and non-breaking solitary waves propagating
on a bare sloping beach, and long periodic wave propagation on a partially-vegetated sloping beach
to examine the accuracy of the numerical model. Then, the model was used to simulate tsunami
waves propagating on actual-scale forest-covered beach, and to study the mitigation effects of gap
arrangements and different vegetation parameters on tsunami waves.

176



Water 2018, 10, 1776

2. Numerical Method

2.1. Governing Equations

The depth-averaged 2D shallow water equations are formed by integrating the Navier–Stokes
equations which include continuity and momentum equations for depth-averaged free surface flows.
These are expressed as Equations (1)–(3):

∂h
∂t

+
∂uh
∂x

+
∂vh
∂y

= 0 (1)
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+
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+
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In the above equations, t is time, h indicates the local water depth, u and v stand for the
depth-averaged flow velocities in the x and y directions, respectively, η stands for the water surface
elevation from a reference datum, vt is defined as the eddy viscosity coefficient calculated by νt = αu∗h
where α is empirical constant and ranges from 0.3 to 1.0, u∗ means the bed shear velocity, τbx and τby

denote friction in the x and y directions, respectively, τbx = g n2u
√

u2 + v2

h
1
3

, τby = g n2v
√

u2 + v2

h
1
3

, where n

stands for Manning’s roughness coefficient, fc indicates the Coriolis parameter, and fx and f y stand for
the drag force caused by vegetation.

The conservative and vector form of 2D shallow water equations with vegetation effects are
expressed as follows:
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+ S (4)

The definitions of U, F, G, Fd and Gd are shown as follows:
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For notational convenience, Equation (4) is often rewritten as:

∂U

∂t
+ ∇ · Eadv

w = ∇ · E
di f
w + S (6)

where Eadv
w = Fi + Gj and E

di f
w = Fdi + Gd j.

2.2. Vegetation Drag Force

The resistance effects of vegetation on flow are added into the momentum equations as an internal
source of resistant force per unit fluid mass. The drag force exerted by vegetation per unit volume is
expressed as [33]:

fx =
1
2

NCD(h)bvmin(hv, h)u
√

u2 + v2, fy =
1
2

NCD(h)bvmin(hv, h)v
√

u2 + v2 (7)

Here, N stands for the vegetation density defined as the number of plants per square meter,
bv indicates the diameter, and hv indicates the height of the vegetation. CD (h) indicates the
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depth-averaged equivalent drag coefficient which considers the vertical stand structures of a tree,
defined by Tanaka et al. [1] as follows:

CD(h) = CD−re f
1
h

h∫
0

α
(
zg

)
β
(
zg

)
dzg (8)
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(
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(9)

β
(
zg

)
=

CD
(
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)
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where CD-ref is the reference drag coefficient of the trunk at zg (equal to 1.2 m in principle), α(zg) is
considered as an additional coefficient to express the effects of cumulative width on drag force at each
height zg, b(zg) means the projected width, and bref indicates the reference projected width. β(zg) is
expressed as an additional coefficient representing the effect of leaves or aerial roots on drag force, and
CD(zg) is drag coefficient of a tree at the height zg above the ground surface.

2.3. Finite Volume Method

The discretization of the governing equations is based on the finite volume method using an
unstructured triangular mesh. The conserved variables are defined at the cell centers and represent
the average value of each cell. The integral form of Equation (10) over the ith control volume can be
expressed as: ∫

Vi
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dV +

∫
Vi
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w dV =
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w dV +

∫
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In this expression, subscript i and j denote the element and the element side, respectively, while
Vi stands for the domain of the ith. Basing Green’s theorem. Equation (11) can be rewritten as:

ΔUi
Δt
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∮
Li
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Li

E
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w · ndl +
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Vi

SdV (12)

where Ui stands for the average value of the conserved variables over the ith cell, and Ui is stored at
the center of the ith cell, with Ui =

1
Ai

∫
Vi

UdV . Li means the boundary of the Vi. Ai denotes the area of

the ith cell, n is the outward surface normal vector of Li, with n = (nx, ny) = (cos φ, sin φ), and φ is
the angle included between the x direction and the outward normal vector.

In the 2D triangular grid system, the line integral term in the Equation (12) can be further
approximated and assessed as follows:
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where m denotes the number of total edges of the triangular cell (three in this model), the subscript j
means the index of the edge of a triangular mesh, nij stands for the outward normal flux vector, and lij
means the length of the arc.
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2.4. Evaluation of Numerical Fluxes

Variables are usually approximated as constant states within each control volume. Riemann
problems at the interface of the cell can be solved using various Riemann approximations for evaluating
the interface fluxes. The interface fluxes of Roe’s solver are expressed as follows:

Eadv
w · n =

1
2
[(F, G)R · n + (F, G)L · n − |J|(UR − UL)] (14)

where UR and UL are reconstructed Riemann state variables on the right and left sides of the cell
interface, respectively. The flux Jacobian matrix A can be assessed as:
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where nx and ny denote the components of the outward surface normal vector in the x- and y- directions,
respectively, and c indicates the wave velocity, with

c =
√

gh

where |J| = R|Λ|L, R and L stand for the right and left eigenvector matrices, and |Λ| denotes the
diagonal matrix of the absolute values of the eigenvalues of A.

Where |Λ| is defined as:
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where
λ1 = unx + vny, λ2 = unx + vny − c, λ3 = unx + vny + c (16)

The right and left eigenvector matrices are expressed as follows:
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where the Riemann state variables u, v, and c on the cell interface are necessary to deal with the fluxes
as calculated by Roe’s average:
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(18)

The subscripts + and − indicate the right and left sides of the cell edge, respectively. When
the drying-wetting interfaces exist in the computational domain, Roe’s average can be calculated by:
u = u+ + u−

2 , v = v+ + v−
2 .

2.5. Treatment of Wetting and Drying Fronts

A technique to treat both wet and dry boundaries was introduced to achieve zero mass
error [34,35]. A criterion, ε, was adopted to define and classify the following four types of edges:
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1. Wet edge (see Figure 1a): two adjacent cells are wet, in which water depth of left cell hL > ε and
water depth of right cell hR > ε.

2. Partially wet edge (with flux), as presented in Figure 1b: a wet cell (left) links to a dry cell on the
right, and the water level of the wet cell is higher than that of the dry cell, where hL > ε, hR ≤ ε

and water level of left cell ηL > water level of left cell ηR.
3. Partially wet edge (no flux), as shown in Figure 1c: a wet cell (left) links to a dry cell on the right,

and the water level of the wet cell is lower than that of the dry cell, where hL > ε, hR ≤ ε, and
ηL < ηR. To eliminate the non-physical flux problem produced in the interface, the water level
ηR and bed level ZbR for the dry cell were temporarily replaced by a value which equaled to the
water level ηL in the wet cell.

4. Dry edge, as presented in Figure 1d: two adjacent cells are dry, where hL ≤ ε and hR ≤ ε.

According to these four types of edges, cells were correspondingly divided into three types:

1. Wet cell: all the edges of this cell consisted of a wet or partially wet edges (with flux) and all the
nodes of the cell are flooded.

2. Dry cell: all the edges of this cell consist of dry or partially wet edges (no flux).
3. Partially wet cell: all other cells do not satisfy the criteria of either a wet or dry cell, as

defined above.

Figure 1. Schematic diagram of wet-dry edges.

3. Numerical Simulation and Experimental Validation

3.1. Solitary Wave Run-up on a Bare Sloping Beach

The depth-integrated shallow water model was run for experiment cases of breaking and
non-breaking solitary waves on a bare sloping beach conducted by Synolakis to validate the accuracy
of the numerical scheme for modeling wave run-up and run-down [36]. The topography consists of a
1:19.85 sloping beach adjacent to a constant depth region, as illustrated in Figure 2. A solitary wave
propagates from left to right in a wave flume; and according to first-order solitary wave theory, the
water surface elevation and velocity in initial time are defined as follows:
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η(x) = HWsec h2

(√
3HW
4h0

3 (x − X0)

)
(19)

u(x) = η(x)
√

g
h0

(20)

where Hw means wave height, h0 denotes initial water depth with a value of 1 m, X0 stands for the
position of initial wave crest and is located a half wave length from the toe of the sloping beach in the
computing domain, and u is wave velocity.

Figure 2. Sketch of the solitary wave propagation on a sloping beach.

In this case study, the numerical model used uniform triangular cells with a grid spacing of 0.02 m
and a time step of 0.001 s. The minimum water depth to define a “dry bed” was set as 0.0001 m, and the
Manning’s bed roughness coefficient was calibrated as 0.01 for the glassed flume in the present model.
The solitary wave was defined as non-breaking in this case, as Hw/h0 = 0.0185. For convenience, the

results are presented in non-dimensional forms: x∗ = x
h0

, η∗ = η
h0

and t∗ = t
√

g
h0

. Comparisons of
the simulated and experimental free-surface evolutions are presented in Figure 3. As illustrated, the
incident wave propagates on the sloping beach at the early stage (t∗ = 25, 30, 35, 40, 45, and 50), and
reaches maximum run-up height at about t∗ = 55, at which point backwash occurs. The maximum
run-down happens at around t∗ = 70. Simulated free surface profiles show good agreement with
experimental data. Figure 4 shows the comparison of simulated and experimental water surface
processes from a breaking solitary wave with Hw/h0 = 0.3. In Figure 4, wave breaking is not well
reproduced by the depth-averaged shallow model and the computed wave fronts are steeper and
slightly earlier than the experimental results at t∗ = 15 and t∗ = 20, as the model does not consider a
wave dispersion term [37,38]. However, the wave breaking is only in a small portion of the domain. At
the next step (t∗ = 25), wave breaking is reasonably simulated by the model as a collapse of the wave
near the shoreline approximately which can be explained that the wave breaking may be weakened and
become smaller portion of the domain. The breaking solitary wave reaches a maximum height around
t∗ = 45, and approaches the lowest position where a hydraulic jump is formed near the shoreline
around t∗ = 55. The simulated results agree with experimental data very well, which indicate that the
proposed model can accurately predict the propagation of breaking and non-breaking solitary waves
on a bare sloping beach.
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Figure 3. Run-up and run-down of Hw/h0 = 0.0185 non-breaking solitary wave on a 1:19.85
sloping beach.
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Figure 4. Run-up and run-down of Hw/h0 = 0.3 breaking solitary wave on a 1:19.85 sloping beach.
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3.2. Propagation of Long Periodic Waves on a Partially Vegetated Sloping Beach

A laboratory experiment exploring the propagation of long periodic waves in a wave channel with
a partially-vegetated sloping beach was conducted in Saitama University [31,32]. In this experiment,
the wave tank was 15 m long and 0.4 m wide for propagation, and the bed profile of the beach
consisted of several sections with various slopes (Figure 5a). The vegetation was modelled using
wooden cylinders with a diameter of 0.005 m at a still water depth of 0.44 m. The vegetation domain
was from x = 10.36 to 11.36 m, with different vegetation gap widths (Bg = 0, 0.07, and 0.4 m), while the
vegetation density was set as 2200 stem/m−2, and the drag coefficient CD of wooden cylinders was
calibrated as 2.5 in the present study. An incident sinusoidal wave with a period of T = 20 s and wave
height of 0.16 cm was propagated from a 0.52 m long constant bottom segment to a sloping beach.
In the current case, water surface elevations were measured using capacitance wave gauges at six
positions (G1–G6) along the center of the flume in cases of Bg = 0 and 0.4 m, and the flow velocities
were measured using electromagnetic current meters at locations in the cross section passing behind
vegetation domain G6 (see Figure 5b) in case of Bg = 0.07 m. The run-up height above still water
surface was measured by tracing the moving of water front by eyes with a scale on the slope. The
computational domain was represented by uniform triangular cells with a grid spacing of 0.01 m and
a time step of 0.002 s for the numerical model. The minimum depth criterion for a dry and wet bed
was considered as 0.001 m, and the Manning coefficient was set as 0.012.

Figure 5. Experimental setup of wave flume. (a) Longitudinal section, (b) plan view of vegetation zone
and measurement points.

A comparison of wave crests, heights, and troughs in Figure 6a,b demonstrates that for the case
of non-vegetated areas, wave heights increased due to shoaling as the long waves approached shallow
water, however, the increased amplitudes of wave heights were attenuated by the resistance effects of
vegetation at the sloping zone, with the attenuated rate reaching 38.96% at G6 (at the center behind
vegetation). The wave height at the front of the vegetated zone was also affected by the reflection
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of waves caused by the vegetation. Figure 7 shows the comparison of time series of velocities at the
center of the gap exit and the center of the end of the vegetation when Bg = 0.07 m, indicating that
the peak flow velocity at the center of the gap exit can reach 0.42 m/s and is 3.07 times more than the
peak flow velocity at behind the center of the vegetation zone. Figure 8 shows the distribution of the
peak velocities averaged from five wave periods at steady state in a cross-section of Gage 6, indicating
that vegetation plays an important role in the distribution of flow velocities. The results demonstrate
that the present model is an effective tool to predict long periodic wave propagation on a partially
vegetated sloping beach. Vegetation can effectively attenuate the wave propagation; however, an open
gap in vegetation zone generates large flow and adverse effect at gap exit.

 
(a) 

 
(b) 

Figure 6. Comparison of measured and calculated wave crests, heights, and troughs. (a) Case without
vegetation, (b) Case with full vegetation.
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(a) (b) 

Figure 7. Time series of velocities, (a) at the center of the gap exit, (b) at the center of the end of
the vegetation.

 
Figure 8. Transverse profiles of maximum velocity in a cross-section of Gage 6 (Bg = 0.07 m).

3.3. Effects of Forest on Tsunami Run-up at Actual Scale

3.3.1. Coastal Topography and Forest Conditions

Coastal forests are widely considered to mitigate tsunami damage on coastal beaches in some
countries and regions. In this case study, a numerical simulation was performed to investigate the
run-up of tsunami and the effects of forest vegetation on tsunami mitigation. A coastal topography
adopted for tsunami simulation is presented in Figure 9 [25,31]. The bed profile of the computed
domain consisted of four slopes: S = 1/10, 1/100, 1/50, and 1/500, while the offshore water depth with
a horizontal bed was 102 m below the still water level, all parameters for a tsunami wave simulation
can be seen in references [25,31].

P. odoratissimus is a representative tree of South and Southeast Asia with a complex aerial root
structure growing in coastal beach. In addition, C. equisetifolia is another representative species
that grows densely on sandy beaches. These two species are discussed in evaluating the resistance
of vegetation on tsunami propagation. The tree heights hv of P. odoratissimus and C. equisetifolia
are considered as 8 m and 11 m, respectively; the reference diameters bref of P. odoratissimus and
C. equisetifolia are set as 0.2 m and 0.15 m, respectively; and the density values N of P. odoratissimus
and C. equisetifolia are 0.22 trees/m2 and 0.4 trees/m2, respectively. The depth-averaged equivalent
drag coefficient CD(h) are variable with vegetation parameters and inundation depth h, and they are
modified by Tanaka et al. and Thuy et al. [22,26]. The coastal forest starts at a slope of 1/500 (see
Figure 9).

In this numerical simulation, the computational domain is discretized into 38,010 triangular
meshes, in which the coarsest grid spacing at the sea-side is 20 m, and the finest grid spacing is 2.5 m
at the nearshore area. The Manning’s roughness coefficient is set as 0.02 for the computational domain.
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By comparing the maximum water surface elevations in Figure 10, there is good agreement between
the simulated and Thuy’s results [31].

In non-vegetated areas, as the wave crest approaches a 1/50 slope, its energy compresses and
the maximum water surface elevations increase slightly because of shoaling. When the wave crest
approaches a slope of 1/500, the maximum water surface elevations decrease due to the accelerated
flow velocity on a mild slope. For fully vegetated areas, the maximum water surface elevations increase
significantly at the front of the forest due to the reflection of the waves caused by the vegetation. In the
forest zone, the maximum water surface elevations decrease drastically. The run-up height above the
still water level is 5.10 m with full vegetation, which is lower than the 6.86 m for non-vegetation areas.
The results indicate that P. odoratissimus effectively protects coastal communities from the destruction
by a tsunami wave by reducing wave energy.
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Figure 9. Schematic topography of a tsunami flume with vegetation effects.

 
Figure 10. Maximum water surface elevations of the first wave without vegetation and with
P. odoratissimus vegetation [26].

3.3.2. Effects of Forest with a Straight Open Gap on Tsunami Run-up

Figure 11 shows four types of gap arrangements (Cases 1, 2, 3, and 4) in P. odoratissimus forest
with the simulation conditions of LF = 200 m, BF = 200 m, and BG = 15 m. In this section, tsunami
run-up on the sloping beach is considered using a straight gap (Case 1) to investigate the effect on
tsunami run-up.
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Figure 11. Sketch of gap arrangements, (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4.

Figure 12a–c presents the predicted flow structure in Case 1 at different times (600, 660 and 700 s).
The flow velocity of the first wave is fast in an open gap zone, while the wave moves slowly in the
forest domain due to the resistance from vegetation. The first wave front quickly passes the open gap
and spreads out from the exit, and the flow behind the forest gradually becomes uniform, with the
exception of the areas close to the gap exit. Figure 13 shows the temporal variation of water surface
elevations and flow velocities at four predicted stations (G1, G2, G3, and G4) for Case 1. In this case,
the maximum water surface elevations in the presence of vegetation are higher at G1 (the middle of
the open gap) and G2 (the middle before the vegetation) than those in the absence of vegetation due
the reflection of tsunami waves caused by P. odoratissimus forest.

Figure 12. Cont.
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Figure 12. Flow structure in Case 1 at different times ((a) T = 600 s, (b) T = 660 s, (c) T = 700 s).

  
(a) 

  
(b) 

Figure 13. Cont.
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(c) 

  
(d) 

Figure 13. Temporal variation of water surface elevations and flow velocities at four predicted stations
of Case 1, (a) G1, (b) G2, (c) G3, (d) G4.

As the flow passes the forest, the maximum water surface elevations drastically decrease. The
maximum water surface elevation values at G3 (the middle behind the forest) and G4 (the middle
at the end of the open gap) in the presence of vegetation with an open gap decrease to 80.72% and
82.52% of that for the case of non-vegetation, respectively. The time delays in a tsunami arriving at
G3 and G4 are about 45 and 14 s, respectively, when the wave passes through forest with an open
gap compared to that of non-vegetated case. The P. odoratissimus forests slightly impact the peak
velocities at G1 and G2, which reach 4.36 and 4.35 m/s, respectively. Due the resistance effects of
P. odoratissimus, the flow velocities at G1 and G2 decrease dramatically after reaching their peak. The
peak velocity at G3 is decreased by 35.13% and the peak velocity at G4 is increased by 44.04%. The
open gap in forest vegetation amplifies negative effects on tsunami propagation even more than in the
non-vegetated case.

3.3.3. Effects of Arrangements of Vegetation Patches and Open Gaps

Four types of gap structures are discussed to investigate their potential to increase the energy
attenuation of tsunami waves on a vegetated beach. Figure 14 illustrates the structures of a flow
field at 660 s for three cases with different gap arrangements, and shows that the flow velocities are
larger in open gaps than those in vegetated zones, and the front of the first wave quickly passes the
open gap, and the maximum peak flow velocities appear around the gap exit. The furthest distance
that tsunami waves reach is variable, but there are differences in flow where structures occur. As
presented in Figure 15, the effects of the gap arrangements on the water surface elevations at G3 and
G4 are insignificant for four cases, while the different gap arrangements have important effects on flow
velocities of tsunami waves.

Compared to Case 1, the peak flow velocities at the G3 station are increased by about 0.15 m/s
(4.92%) and 0.21 m/s (6.71%) for Case 2 and Case 4, respectively, and the peak flow velocity is
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attenuated slightly by about 0.05 m/s (−1.46%) for Case 3. Compared to Case 1, the peak flow
velocities at G4 are decreased by about 0.47 m/s (−6.77%), 0.34 m/s (−4.87%) and 0.89 m/s (−12.88%)
for Case 2, 3, and 4, respectively. Figure 16 shows the comparisons of the run-up heights of the first
tsunami wave for different cases including fully vegetated, non-vegetated, and four types of vegetation
arrangements with different gaps. The results indicate that the slight differences of run-up heights
occur for different gap arrangements, however, the presence of vegetation significantly attenuates the
energy of tsunami waves compared to non-vegetated case. Therefore, it is reasonable to reduce the
disadvantages from open gaps by changing gap arrangements.

Figure 14. Flow structures at 660 s: (a) Case 2, (b) Case 3, and (c) Case 4.
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(a) 

  
(b) 

Figure 15. Temporal variation of surface water elevations and current velocities at (a) = G3 and (b) = G4.

Figure 16. The comparison of maximum run-up heights.

3.3.4. Effects of Forest Parameters on Tsunami Run-up

To investigate the effects of coastal forest parameters on tsunami run-up, a sensitivity analysis of
different tree configurations, densities, and growth stages was examined in the gap arrangement of
Case 4. In this section, Collocation 1 (pure P. odoratissimus), Collocation 2 (pure C. equisetifolia),
Collocation 3 (C. equisetifolia as the back vegetation layer of P. odoratissimus), and Collocation 4
(C. equisetifolia as the front vegetation layer of P. odoratissimus) are considered to analyze effects
of tree configuration on tsunami propagation. Figure 17 shows the variation of normalized run-up
heights (η/η0) and normalized peak flow velocities (V/V0) at simulated gauges (G3 and G4) with
different tree arrangements, respectively, where η0 and V0 denote the run-up height and the peak
flow velocity in the absence of vegetation. The results indicate that C. equisetifolia as a new vegetation
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layer at the back of existing P. odoratissimus (Collocation 3) can minimize the amplification of the
peak flow velocity through the open gap, while generating a slightly larger peak flow velocity at
the G3 station. The run-up height is higher than that of Collocation 1 (pure P. odoratissimus) and
smaller than that of Collocation 2. This is because the peak flow velocity is reduced significantly
due greater resistance of P. odoratissimus when it passes the P. odoratissimus vegetation layer, and
in back zone of C. equisetifolia vegetation with smaller drag force, the velocity increment in open
gap is smaller compared to that of other tree configurations.In Collocation 1 (pure P. odoratissimus),
Figure 18 indicates that normalized run-up height and normalized peak flow velocity at G3 decreased
monotonously with increased densities, while the normalized peak flow velocity of G4 first increased
(vegetation density ≤ 0.15 tree/m2) and then presented adverse variation. Figure 19 indicates that
the increased vegetation height and diameter at different growth stages of P. odoratissimus generate
positively correlated effects on normalized peak flow velocity at G4, and significant attenuation effects
on normalized run-up height and normalized peak flow velocity at G3. Generally, changing forest
parameters (e.g. vegetation collocations, densities and growth stages) could be a more cost-effective
way to mitigate tsunami damage.

  
(a) (b) 

Figure 17. Variation of normalized run-up heights and normalized peak flow velocities at G3 and
G4 with different tree collocations, (a) The normalized run-up heights, (b) The normalized peak
flow velocities.

  
(a) (b) 

Figure 18. Variation of normalized run-up heights and normalized peak flow velocities at G3 and G4
with different densities of pure P. odoratissimus. (a) The normalized run-up heights, (b) The normalized
peak flow velocities.
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(a)  (b)  

Figure 19. Variation of normalized run-up heights and normalized peak flow velocities at G3 and G4
with different heights of pure P. odoratissimus; (a) The normalized run-up heights, (b) The normalized
peak flow velocities.

4. Conclusions

Based on the shallow water equations of mass and momentum, an explicit depth-averaged 2D
numerical model was developed to simulate wave attenuation and tsunami wave mitigation in a
vegetated coastal region. The finite volume method was used to keep conservation of mass in this
model. The proposed model was well verified for both breaking and non-breaking solitary wave
propagations on a bare sloping beach, and long periodic wave propagation on a partially-vegetated
sloping beach, as shown by comparison of experimental data. Overall, the present numerical model
has been shown to accurately account for wave propagation and transformation in vegetated and
non-vegetated sloping beaches.

In the case of full P. odoratissimus forest on an actual-scale beach, the water surface elevations at
the front of the forest belt increased due to the effect of reflected waves caused by vegetation. Here,
P. odoratissimus forest played a positive role in reducing maximum water surface elevations through
the vegetated zone, and as such the maximum wave run-up height of the tsunami was effectively
reduced. When a forest has an open gap, the negative effects can be reduced by choosing a beneficial
arrangement of vegetation and open gaps. Sensitivity analysis was also carried out by changing tree
collocation, tree densities, and growth stage, with results showing that they had important impacts in
reducing the peak flow velocity of the tsunami wave at the open gap exit.

Overall, these study findings provide cost-effective natural strategies to improve the effectiveness
of P. odoratissimus forests with an open gap by changing vegetation arrangements and vegetation
parameters (collocations, tree densities, and growth stage), which are important in the design and
establishment of vegetated bioshields against tsunami hazards.
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