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Preface to ”Sonic and Photonic Crystals”

This Special Issue on “Sonic and Photonic Crystals” is focused on broad applications of the

results involving characterizations of the sonic and photonic crystal properties.

Various applications of photonic crystals are presented. The gradient cavity, waveguide, switch,

and spatial beam filtering with autocloned photonic crystals are studied and discussed [Huang et al.,

Wang et al., Jao et al., Francis et al., Azizpour et al., Ren et al.]. Studies of the metamaterial of crystal

structures can be found in [Luan, Nguyen et al., Li et al., Chang et al.], in which the negative effects

of star-shaped structures were investigated and also discussed with respect to application.

Elastic wave propagations in phononic crystals is also an interesting topic. Elastic wave

propagations in metamaterials, elastic piezoelectric phononic crystals, and energy harvesting

phononic devices are also covered in [Le et al., Lv et al., Liang et al., Deng et al.].

Additional studies examining various photonic crystal applications also form part of this

collection. The deterministic insertion of KTP nanoparticles into polymeric structures, flexible

photonic nanojets with cylindrical graded-index lens, and photonic crystal fiber investigations are

presented [Nguyen and Lai, Liu, Zhang et al., Yang et al.]. The design of a polarization splitter

and converter based on square lattice photonic crystal fiber is investigated in [17, 18] and includes a

discussion of the polarization characteristics of photonic crystals. Finally, a review paper of the recent

advances in colloidal photonic crystal-based anticounterfeiting materials is included [Ren et al.].

This Special Issue presents and discusses the work of scientists studying a wide range of

sonic/photonic crystal applications toward advancing this field.

Lien-Wen Chen, Jia-Yi Yeh

Editors
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Abstract: Particle trapping and sensing serve as important tools for non-invasive studies of individual
molecule or cell in bio-photonics. For such applications, it is required that the optical power to trap
and detect particles is as low as possible, since large optical power would have side effects on
biological particles. In this work, we proposed to deploy a nanobeam photonic crystal cavity for
particle trapping and opto-mechanical sensing. For particles captured at 300 K, the input optical
power was predicted to be as low as 48.8 μW by calculating the optical force and potential of
a polystyrene particle with a radius of 150 nm when the trapping cavity was set in an aqueous
environment. Moreover, both the optical and mechanical frequency shifts for particles with different
sizes were calculated, which can be detected and distinguished by the optomechanical coupling
between the particle and the designed cavity. The relative variation of the mechanical frequency
achieved approximately 400%, which indicated better particle sensing compared with the variation
of the optical frequency (±0.06%). Therefore, our proposed cavity shows promising potential as
functional components in future particle trapping and manipulating applications in lab-on-chip.

Keywords: optical force; photonic crystal cavity; particle trapping; optomechanical sensing

1. Introduction

Optical force is regarded as an ideal tool for trapping and manipulating vulnerable particles due
to its contactless and nondestructive properties [1]. A photonic crystal cavity, formed by introducing
a defect into a periodic arrangement of different materials, is able to build an optical potential
around the defects and traps of the manipulated particles with the advantage of the cavity-enhanced
optical force [2–4]. Therefore, the enlarged optical force via a high-quality factor photonic crystal
cavity is promising for trapping and manipulating various vulnerable particles. Compared with
two-dimensional photonic crystal structures [5–8], one-dimensional nanobeam photonic crystal cavities
have attracted considerable attention due to their compact nanobeam structures [9], ease of integration
of coupling waveguides [10], high quality factors [11] and small mode volumes [12]. The relationship
of the optical gradient force between the quality factor, mode volume and transmission has been
systematically analyzed in the nanobeam photonic crystal cavities [13]. Among these works on
cavity enhanced optical forces, the primary target is to trap and manipulate particles with optical
power as low as possible, since the enhanced optical absorption by the high-quality-factor cavities
would have side effects on biological particles such as bacteria, proteins, and viruses due to a severe
increase in temperature [14]. X. Serey et al. have compared several photonic crystal cavities and
showed that polystyrene particles with different diameters could be trapped with the input optical
power of 10 mW [15]. N. Descharmes et al. have presented 500-nm dielectric particles with low
intracavity powers of only 120 μW for long-time optical trapping [16]. Despite these advances, optical
trapping power still needs to be further lowered to reduce the influence on biomolecules. Furthermore,

Crystals 2019, 9, 57; doi:10.3390/cryst9020057 www.mdpi.com/journal/crystals1
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the optomechanical coupling between the cavity and the particle due to the self-induced back-action
optical trapping is expected to isolate, analyze, or sort different particles depending on their mechanical
performances [1,16–18].

In this work, we proposed to utilize a larger-center-hole nanobeam photonic crystal cavity [19,20]
in silicon for trapping and opto-mechanical sensing particles. The radius of air holes increases in the
center of the defect region in the designed cavity so that large optical force can be obtained. For the
calculation of optical force, a polystyrene particle was introduced and located at the center above the
cavity, while the trapping cavity was set in an aqueous environment. The optical force and potential on
the introduced particle with radius of 150 nm were calculated at a temperature of 300 K. For particles
captured at this condition, the input optical power is required to be as low as 48.8 μW to generate
an optical potential of 4.14 × 10−20 J (10 kBT). We additionally calculate the optical and mechanical
frequency shift for the particles with radius ranging from 100 nm to 500 nm. Accordingly, the change
of the mechanical frequency shift can be detected and analyzed based on the optomechanical coupling
between the particle and the designed cavity.

2. Results

2.1. Design of a Photonic Crystal Cavity

We designed a larger-center-hole nanobeam photonic crystal cavity fabricated on
silicon-on-insulator for particle trapping and sensing. The structure of the cavity is shown in Figure 1a.
The radius of air holes, rn, linearly increases from the mirror region to the center of the cavity defect
region, where rn = r0 + 4 × n (nm). Here, r0 is fixed at a radius of 100 nm in the whole mirror region,
and the largest hole in the center of the cavity defect region is set with a radius of r7 = 128 nm. For the
entire structure, the lattice constant a, the distance between two adjacent holes, is kept as 365 nm.
The width and the thickness of the nanobeam are 480 nm and 220 nm, respectively.

Figure 1. (a) Top-view and (b) Side-view of the structure of the larger-center-hole nanobeam photonic
crystal cavity, above which a polystyrene particle is introduced. The position of the polystyrene particle
deviates from the center of the largest hole of the cavity in the x direction is denoted as Δx. The distance
between the center of the polystyrene particle and the top surface of the nanobeam cavity in the z
direction is denoted as Δz.

For particle trapping and sensing, the cavity was simulated in an aqueous environment with a
polystyrene particle located above the center of the cavity, as shown in Figure 1b. The position of
the polystyrene particle deviated from the center of the largest hole of the cavity in the x direction is
denoted as Δx. The distance between the center of the polystyrene particle and the top surface of the
nanobeam cavity in the z direction is denoted as Δz. The optical trapping force and the optical potential
on the manipulated polystyrene particle were analyzed by varying its position based on the designed
larger-center-hole nanobeam cavity. In the simulation, the material of the designed cavity and the
particle are silicon and polystyrene, respectively, with the corresponding refractive index of 3.42 and
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1.59. The whole cavity is set in aqueous environment, whose refractive index is 1.33. The Young’s
modulus of the polystyrene is 3300 MPa.

The optical frequency of the defect mode in the photonic band structure of the designed cavity
is presented in Figure 2a. The photonic band structure is calculated by plane wave expansion (PWE)
method. It can be seen that the optical resonant mode is confined in the photonic band gap of the
mirror structure. And the optical wavelength of the resonant cavity mode is calculated to be 1.5477 μm
without the polystyrene particle. The optical transmission spectra of the designed cavity are simulated
by finite-difference time-domain (FDTD) method and presented in Figure 2b. The optical quality factor
(Q) of the cavity can be calculated from the transmission spectra and the Q factor for the designed
cavity is 3968.

  
(a) (b) 

Figure 2. (a) The photonic band structure of the larger-center-hole nanobeam photonic crystal cavity.
The optical frequency of the defect mode of the designed cavity is also presented in the photonic
band gap with dash line. (b) The optical transmission spectra of the designed cavity calculated by
finite-difference time-domain (FDTD) simulation with resonant wavelength of 1.5477 μm and Q factor
of 3968.

To study the optical trapping force and the optical potential on the polystyrene particle, the optical
fields in x and z direction of the designed cavity with the polystyrene particle located at different
positions were simulated and given in Figure 3. Here, the location of the polystyrene particle is set
as (a) Δx = 0 nm, Δz = 5 nm and (b) Δx = 190 nm, Δz = 5 nm, respectively. It can be seen that the
particle is located at the position of the largest optical field with Δx = 190 nm, Δz = 5 nm in Figure 3b.
Accordingly a strong optical trapping can be achieved for the polystyrene particle at this position. This
result can also be obtained by the calculation for the optical force and potential being applied on the
polystyrene particle in the following, where a strong optical trapping potential for the polystyrene
particle is located at Δx = 190 nm, Δz = 5.

  
(a) (b) 

Figure 3. The optical fields in x and z direction of the designed cavity with polystyrene particle located
at different position (a) Δx = 0 nm, Δz = 5 nm, and (b) Δx = 190 nm, Δz = 5 nm.
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2.2. Optical Force and Potential on a Particle

The optical force on the particle was calculated by the distribution of the electric field and magnetic
field with Maxwell Stress Tensor [21]. In our calculation, the optical field of the designed cavity with
the introduced polystyrene particle was first simulated by finite element analysis. Then, the optical
force (f ) on the particle was calculated by integrating the Maxwell stress tensor over the surfaces of
the particle:

f =
∫

s
T·d⇀n , (1)

Where S is the surface of the particle, d
⇀
n is the surface normal and T denotes the Maxwell stress tensor

given as:

Tij ≡ ε

(
EiEj − 1

2
δijE2

)
+

1
μ0

(B iBj − 1
2
δijB2

)
, (2)

Where ε is the electric constant and μ0 is the magnetic constant, E is the electric field, B is the magnetic
field, and δij is Kronecker’s delta function.

It should be noted that the potential is affected by the presence of the particle, since the refractive
index of the polystyrene particle is larger than that of water. Thus, the optical force and potential
were calculated with the particle located above the cavity. In the simulation, the light is input from
one port of the nanobeam waveguide. Its frequency is set as the optical resonant frequency of the
optical cavity with the particle located 5 nm above the cavity for the x direction (Δx is changed with
Δz = 5). The calculated results are presented in Figure 4a. The calculation of optical force and potential
on the particle in the z direction, in which the particle is located at a fixed Δx = 190 nm and a varied
Δz, is shown in Figure 4b. Here, the negative and positive optical force refer to the direction of the
force on the particle. For example, in the x direction, the negative or positive optical force refers to the
force direction opposite or along the x axis, respectively. For the z direction, the negative optical forces
indicate that the direction of the force is opposite the z axis, so that the particle will be trapped just
above the cavity.

  
(a) (b) 

Figure 4. The optical force and potential on the particle (a) in the x direction and (b) in the z direction
with the input light power of 100 μW.

Since dielectric particles are attracted in the region of strongest electric field, a strong optical
trapping can be realized in an optical cavity. When the light is input into the cavity, an optical potential
in the x direction and the z direction around the cavity defect can be built for trapping the polystyrene
particle with radius of 150 nm. For particle capturing, the minimum potential of 4.14 × 10−20 J (10 kBT)
is required at temperature of 300 K. For x direction, the potential well depth is 8.48 × 10−20 J when
the input power is 100 μW, as shown in Figure 4a. Since that the potential well depth increases
linearly with the input light power, the input power is required to be 48.8 μW when the well depth
reaches 4.14 × 10−20 J (10 kBT). In addition, we also calculated the optical force and potential in the z
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direction while the particle is located at the strongest trapping of the potential well with Δx = 190 nm.
As shown in Figure 4b, when the input power is 100 μW, the potential well depth is 9.17 × 10−20 J.
Thus, when the well depth reaches 10 kBT, the input power is required to be 45.1 μW. Taking the
required input power for both x and z direction into consideration, it can be concluded that the input
optical power is predicted as low as 48.8 μW for particles captured at 300 K. It should be mentioned
that the coupling loss between the input light and the trapping cavity has been considered in our
simulation. Thus, the input power for particle trapping using this proposed cavity is much lower
compared with other reported work (120 μW–10 mW) [15,16], which benefits to mitigate the side
effect on biological particles. In addition, it is possible to attract more than one particle from the water
dispersion. It can be seen from Figure 4a that there is more than one potential well in the x direction.
If the input optical power goes up, more potentials can be built for trapping multiple particles by the
nanobeam photonic crystal cavity.

2.3. Optomechanical Sensing

Optomechanical coupling between cavity and particle inherently exists due to the mechanism
of self-induced back-action optical trapping [16]. Based on optomechanical coupling, when we
distinguish different particles, both the optical and mechanical frequency shift can be read out by the
light output from the cavity. Here, the optical and mechanical frequency shift for the polystyrene
particles with different radiuses ranging from 100 nm to 500 nm are calculated and shown in Figure 5a
and 5b, respectively. The inset of Figure 5a shows the configuration for the detected nanobeam cavity
with the particle located above the cavity.

When the particles with different radiuses, ranging from 100 nm to 500 nm, appear near the cavity,
the surrounding refractive indices of the designed cavity change with a small variation, accordingly.
Therefore, the optical resonant frequency of the cavity will shift dependent of the particles with
different sizes. The changing percent of the optical resonant frequency of the cavity, Δf /f o, was
also calculated and presented in Figure 5a. Here, the polystyrene particle is located at Δx = 190 nm,
Δz = 5 nm. It can be seen that there is only a relative variation of ±0.06% approximatively for the
optical frequency when the particle enlarged with radius from 100 nm to 500 nm.

  
(a) (b) 

Figure 5. (a) The optical frequency shift for the particle with different radius, ranging from 100 nm to
500 nm. The relative changing percent of the optical resonant frequency of the cavity, Δf /f o, was also
calculated. Here, the polystyrene particle is located at Δx = 190 nm, Δz = 5 nm. The inset shows the
configuration for the detected nanobeam cavity with the particle above the cavity. (b) The mechanical
frequency shift and the relative changing percent of the mechanical frequency of the cavity, Δf /f m for
the particle with a different radius. The inset shows the strain for the vibrated particle with a radius of
200 nm.

On the other hand, the mechanical frequency of the particle decreases from 4.6 GHz to 0.9 GHz
with the increasing size of the particles from 100 nm to 500 nm in radius. Here, the mechanical
mode of the particle is the lowest order mechanical mode with the symmetric strain in the x, y, and
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z axes, which can be detected by the optomechanical coupling between the cavity and the particle
due to the self-induced back-action optical trapping. The corresponding changing percent of the
mechanical frequency of the cavity, Δf /f m, achieves approximately 400%. This is because the particle
size significantly affects its mechanical frequency. Here, the strain for the vibrated particle with a
radius of 200 nm is also given in the inset of Figure 5b. Therefore, compared with the optical frequency
shift of ±0.06%, the mechanical frequency shift shows a better performance for particle sensing, which
can be used to distinguish or analyze different particles with great potential.

3. Discussion

In this work, we calculated optical force and potential on an introduced polystyrene particle with
radius of 150 nm generated by a larger-center-hole nanobeam photonic crystal cavity. The introduced
polystyrene particle located over the cavity was simulated in an aqueous environment. For particles
captured at a temperature of 300 K, the input optical power is required to be as low as 48.8 μW in the
x direction and 45.1 μW in the z direction within the designed cavity. We also studied the sensing
performance of the polystyrene particle dependent on different size by the resonant frequency shift of
the optical cavity mode and mechanical mode. These results show a great potential of the designed
nanobeam cavity for future lab-on-chip trapping and sensing applications.
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Abstract: In this study, a novel polarization converter (PC) based on square lattice photonic crystal
fiber (PCF) is proposed and analyzed. For each square unit in the cladding, two identical circular
air holes are arranged symmetrically along the y = x axis. With the simple configuration structure,
numerical simulations using the FDTD analysis demonstrate that the PC has a strong polarization
conversion efficiency (PCE) of 99.4% with a device length of 53 μm, and the extinction ratio is
−21.8 dB. Considering the current PCF fabrication technology, the structural tolerances of circular
hole size and hole position have been discussed in detail. Moreover, it is expected that over the
1.2∼1.7 μm wavelength range, the PCE can be designed to be better than 99% and the corresponding
extinction ratio is better than −20 dB.

Keywords: polarization converter; photonic crystal fiber; square lattice

1. Introduction

With the rapid development of Internet, high frequency communication systems have been widely
studied to realize the next-generation advanced communication system. Among several means of
communication, the optical communication system attracts a lot of attention since it can achieve a
high-speed and large-capacity data transmission. In recent years, studies on special optical fibers and
high-performance optical devices promote the performance of optical communication system. Photonic
crystal fiber (PCF) [1,2] is a newly emerging optical fiber with a periodic arrangement of microscopic
air holes running along the fiber axis in the cladding region. For this kind of fiber, the refractive
index of cladding can be easily controlled by adjusting the geometry and distribution of the holes.
In comparison to conventional optical fiber, PCF shows basic properties like birefringence, nonlinearity
and single-polarization transmission that can be tailored to achieve extraordinary outputs [3–5].

Polarization converters (PCs) [6–20] plays an important role in the modern communication
systems and photonic integrated circuits, such as polarization division multiplexing systems [21],
polarization diversity systems [22], and polarization switches [23]. Until now, several approches
have been used to design PCs, which can be classified into two types. The first type is using the
mode interference. The waveguide has a high birefringent core by using asymmetrical cross section,
liquid crystal or with hybrid plasmonic. Two orthogonal guided modes are excited and beat together
rhythmically with the light propagation. Polarization conversion can be achieved when the two guided
modes accumulate a π-phase shift after undergoing each beat length. The second type of approach
is on the basis of mode coupling. In this approach, at least two waveguides are used. Utilzing the
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birefringence of the input waveguide, the specified polarization mode is coupled and converted into
the adjacent output waveguide by satisfying the phase matching condition. In contrast, another
polarization mode in the input waveguide will keep propagating along because of the significant
effective index difference between the two waveguides, resulting in very weak coupling. According
to these two design mechanisms, plenty of PCs have been proposed based on waveguides or fibers.
So far, several kinds of PCF based fiber type PCs have been designed by using a liquid crystal
core [11–14], asymmetric core [15,16], plasmonic core [18] and elliptical hole core [19], etc. M. Hameed
et al. proposed two kinds of PCs using a liquid crystal core [12–14] and an asymmetric core [15,16],
respectively. Although these PCs can achieve a high polarization conversion efficiency (PCE) and a
low extinction ratio (ER), the temperature dependence of liquid crystals and the non-Gaussian field
distribution caused by the asymmetric structures limit the application of these PCs. L. Chen et al.
designed a PC based on hybrid plasmonic PCF in 2014. The PC offers a 93% PCE with a device length
of 163 μm. However, the PC suffers from a quite high insertion loss due to the use of metal copper.
After then, in 2016, Z. Zhang et al. proposed a cross-talk free PC with a symmetric distribution using
several tilted elliptical air holes in the core region [19]. Almost 100% PCE is achieved with a compact
device length of only 31.7 μm. Whereas, it suffering a low structural tolerance due to the difficulty of
producing elliptical holes in the PCF. Consequently, the use of different air hole shapes or multiple
materials increases the manufacturing difficulties and leads to a low structural tolerance. Therefore,
in designing a fiber type PC, in addition to achieve a high PCE and a low ER, a Gaussian-like field
distribution and a large structural tolerance are also essential.

In this study, a novel PC element based on a square lattice PCF with a simple configuration
structure is reported and analyzed. Since only one type of circular air hole is adopted to consist the PC,
it can be easily fabricated with the method of stack and draw [24]. The setting of geometric parameters
and the light propagation behavior are illustrated in the next section. After that, considering the current
PCF fabrication technology, the structural tolerances of the circular air hole size and air hole position
have been discussed in detail. Moreover, the wavelength dependence of the proposed PC has also
given in Section 3. In this study, the full-vectorial finite-element method (FV-FEM) and finite-difference
time-domain (FDTD) method have been used to estimate the modal effective index and the light
propagation, respectively.

2. Square Lattice PC with Double-Hole Unit

2.1. Design of Square Lattice PC

In this section, a PC with double-hole unit cells in the cladding is illustrated. Figure 1 shows
the cross section of our proposed PC based on a square lattice PCF. The light blue region and white
circular area represent the background material SiO2 and air holes, respectively. The square lattice
pitch refers to Λ. For each unit cell, which is represented with red wire frame, two air holes (with the
diameter dc) are arranged symmetrically along the diagonal. The distance between the center of two
air holes is represented by ΔD. The angle θ is 45 degrees. In the periodic lattice component, one defect
is introduced to confine the light as the core region. Due to the symmetrical distribution along y = x,
the polarization conversion can be achieved using two excited hybrid modes that are polarized in the
±45◦ directions with respect to the x axis.

According to the phase matching condition, the conversion length Lπ is defined as

Lπ =
0.5λ

neff,1 − neff,2
, (1)

where λ is the operation wavelength and neff,1 and neff,2 are the effective indices of fundamental and
1st-higher-order modes, respectively. As an incident light travels to L along the z direction, the PCE of
a PC, which is an important performance indicator, is defined as follows [10]:
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PCE = sin2(2ϕ)sin2
(

πL
2Lπ

)
× 100%, (2)

where the rotation angle ϕ is defined by the fundamental mode field:

tan ϕ = R =

∫∫
n2(x, y)H2

x(x, y)dxdy∫∫
n2(x, y)H2

y(x, y)dxdy
. (3)

Here, n(x, y) is the refractive-index distribution, and Hx(x, y) and Hy(x, y) are the non-domain
and domain magnetic fields of the fundamental mode, respectively. The modal hybrid, which is
represented by R in Equation (3), is a quantity between 0 and 1. Therefore, R = 1 results in a PCE of
100% at L = Lπ .

Figure 1. Cross-section view of square lattice PC with double-hole unit in the cladding.

The variation of conversion length with different geometric parameters is investigated at a
wavelength of 1.55 μm, as illustrated in Figure 2. Here, the refractive indices of SiO2 and air are 1.45
and 1, respectively, the lattice pitch is set to Λ = 1 μm. Simulation results using FV-FEM demonstrate
that under these conditions, only two modes (the fundamental mode and the 1st-higher-order mode)
are excited to dominate the polarization behavior. The parameter ΔS represents the horizontal distance
between the center of air hole and the lattice for each unit cell. It is revealed that the PC has a shorter
conversion length with a larger cladding hole size. Additionally, the variation of parameter ΔS has
a small effect on the PC conversion length with a large hole size. In particularly, for dc/Λ = 0.6,
the conversion length is almost unaffected by the ΔS. In this case, considering that adjacent air holes on
the same diagonal direction cannot overlap with each other, therefore, the parameter ΔS between 0.22
to 0.28Λ has been investigated to make the PC manufacturable. In this paper, the ΔS is fixed to 0.25Λ,
i.e., the hole gap ΔD =

√
2/2Λ. Moreover, the modal hybrids of fundamental and 1st-higher-order

modes with different hole sizes have also been discussed. From Figure 3, as increasing the dc/Λ
from 0.4 to 0.6, the conversion length decreases from 384 μm to 53 μm, while the fundamental and
1st-higher-order modes have almost the same modal hybrid which are increasing from 0.914 to almost
1.000. It is evident from this figure that the values of R are better than 0.999 for dc/Λ > 0.48.

Figure 4a–d show the magnetic field distributions of Hx and Hy components for fundamental and
1st-higher-order modes with dc/Λ = 0.6 at a wavelength of 1.55 μm. It is apparent that each mode has
almost the same magnetic field distributions, and the numerical results reveal that the modal hybrid is
0.999995 for the fundamental mode and 0.999996 for the 1st-higher-order mode. The light propagation
behavior through the PC with Lπ = 53 μm is shown in Figure 5. The 3D FDTD method with a grid
size of Δx = Δy = 0.015 μm and Δz = 0.05 μm has been adopted in this investigation. The obtained
normalized power against the propagation length is given in Figure 6. It is obvious that with a TM
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mode launched into the PC, it can be completely converted into the TE mode at z = 53 μm. In addition,
the calculated PCE is better than 99.4% and the ER is better than −21.1 dB.

Figure 2. Conversion length as a function of ΔS with different cladding hole diameters at λ = 1.55 μm.

Figure 3. Conversion length as a function of dc and the corresponding modal hybrids of fundamental
and 1st-higher-order modes at λ = 1.55 μm.

Figure 4. Magnetic field distributions of (a) Hx and (b) Hy components for the fundamental mode, and
(c) Hx and (d) Hy components for the 1st-higher-order mode with dc/Λ = 0.6 and ΔD/Λ =

√
2/2.
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Figure 5. Propagation behavior of a TM mode incident light in the PC along z direction at λ = 1.55 μm.
(a) Hx (b) Hy components.

Figure 6. Normalized power variation of the TM mode incident light against the propagation distance.

2.2. Gaussian-Like Field Distribution of the PC

Considering the connection between a PC element and a conventional single-mode fiber (SMF),
a Gaussian-like field distribution of a PC is necessary to suppress the insertion loss. Unlike previous
studies using the asymmetric core distributions, our proposed PC can easily offer a Gaussian-like
electromagnetic field distribution. In this study, we measure the mode matching ratio (MMR) between
the fundamental mode of the PC and a Gaussian field distribution using the following overlap integral:

MMR =

∣∣∫ φ(x, y)g(x, y)dxdy
∣∣2∫ |φ(x, y)|2 dxdy

∫ |g(x, y)|2 dxdy
, (4)

where φ(x, y) is the field distribution of fundamental mode. The Gaussian field distribution is
represented by the g(x, y) as follows,

g(x, y) = exp(−(x2 + y2)/δ2), (5)

where δ is the standard deviation of g(x, y). Moreover, the spot size of a Gaussian field distribution,
which is illustrated by w, is the diameter at which the light intensity |g|2 drops to 1/e of its maximum
value. The spot size is calculated by w = 2

√
2δ. The maximum value of MMR between an excited

fundamental mode of the PC and an appropriate Gaussian field distribution can be obtained by
adjusting the value of δ. Table 1 illustrates the maximum MMR of each fundamental mode with an
appropriate Gaussian field distribution (the corresponding spot size w/Λ is illustrated under each
MMR). According to the calculated results, the excited modes of the proposed PC show quite a great
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agreement with Gaussian field distributions. Therefore, we believe our proposed PC has a great
potential to be used with a low insertion loss.

Table 1. MMR of Each Fundamental Mode with an Appropriate Gaussian Field Distribution
(w represents spot size for each Gaussian distribution).

dc/Λ 0.45 0.5 0.55 0.6

MMR 95.52% 96.43% 97.03% 97.45%
(w/Λ) (3.05) (2.63) (2.35) (2.15)

3. Structural Tolerance and Wavelength Dependence

So far, the propagation property of the PC with double-hole unit has been investigated. Compared
to the previously proposed PCF based PCs [11–20], the optical device in this study has almost the same
level of a high PCE and a low ER. However, the PC element with only one kind of circular air holes is
the most prominent feature of this study. The simple structure distribution reduces the manufacturing
difficulty and enlarges the structural tolerance simultaneously. Considering the current PCF fabrication
technology, the structural tolerance should be discussed. In this study, we discuss the tolerances of hole
size and hole position by investigating the variation of PCE, respectively. Additionally, the wavelength
dependence of the PC has also been discussed. According to the calculation formula of the PCE
in Equation (2), for a designed PC element, the modal hybrid (R) and the difference between the
fixed device length (L) and the conversion length (Lπ) are two primery factors affecting the final PCE.
Therefore, the variation of parameters R and L − Lπ with different conditions (the deviation of hole
size, change of hole position or variation of operation wavelength) should be taken into account.

3.1. Tolerance of Cladding Hole Size

Firstly, the structural tolerance of hole size in the PC has been investigated. The variations of
parameters L − Lπ and R against the hole diameter with different deviation levels have been discussed
and illustrated in Figure 7. Here, we claim that the fixed device length for each case is the completely
conversion length of the PC with designed air hole sizes, i.e., L = 199 μm for dc/Λ = 0.45, L = 119 μm
for dc/Λ = 0.5, L = 77 μm for dc/Λ = 0.55, and L = 53 μm for dc/Λ = 0.6. It is revealed from Figure 7
that with the deviation of dc from −1.5% to 1.5%, the modal hybrids for dc/Λ =0.5, 0.55, and 0.6 remain
almost 1.000. Therefore, the final PCEs are mainly dependent on the value of L − Lπ . On the contrary,
for the dc/Λ = 0.45, the parameter R increases from 0.991 to 0.996, and the variation of difference
between the fixed device length and the conversion length is also relatively large. Consequently,
the PCE is effected by the modal hybrid and the difference between L and Lπ simultaneously.

Figure 7. The variation of difference between a fixed device length and the corresponding conversion
length (L − Lπ) and the modal hybrid (R) against the hole diameter with different deviation levels at
λ = 1.55 μm.
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Figure 8 is the contour map of the PCE as a function of the deviation of hole diameter with different
hole sizes from 0.4Λ to 0.6Λ. The contour line with a PCE of 99% is represented by a dash-dotted line.
Simulation results reveal that within the deviation range of ±1.5%, the PC with a larger cladding hole
size has a wider tolerance range to achieve the PCE better than 99%. In particularly, for dc/Λ =0.6,
the corresponding tolerance range is ±1.5% (±9.0 nm), which is 7 times as larger as that of the PC
in [19]. Therefore, we believe that a simple structure PC with a relative large tolerance is achieved.

Figure 8. The variation of the PCE as a function of the deviation of hole diameter with different
hole sizes.

3.2. Tolerance of Cladding Hole Position

Then, the tolerance of circular hole position in each unit cell is investigated. The square lattice PC
with a symmetric structure along y = x axis makes the angle between the modal optical axis and the
horizontal axis to be 45 degrees. In this study, two circular air holes are arranged symmetrically along
the diagonal for each unit cell to achieve the highest PCE. However, the positions of the circular holes
will be slightly varied during the actual production process. The slight asymmetrical distribution of
cladding holes results in a decrease of the modal hybrid. Here, we investigated the variation of PCE
against the parameter θ with a constant hole gap of ΔD =

√
2/2Λ. The variations of the two major

factors have been investigated with different rotation angles from 40 to 50 degrees, as illustrated in
Figure 9. The fixed device length for each hole size is the same as previously. For the variation of
L − Lπ , the differences increase as the angle θ deviates from 45 degrees. Additionally, for the variation
of modal hybrid, the parameter R reaches the maximum value at θ = 45◦ for dc/Λ =0.5, 0.55 and 0.6,
and the value gradually decreases as the angle varied. It is worth noting that the PC with a larger
hole size has a stronger angle dependence. This is because the light is mainly confined in the core,
and a larger cladding hole size leads to a stronger light confinement. Therefore, the light confinement
region in the core has a strong dependence on the positions of first layer air holes in the cladding.
A slight angle variation of the first layer holes may lead to a change in modal hybrid of excited modes.
On the other hand, for a PC with dc/Λ =0.45, the light confinement is relatively weak. Moreover, as
the result shown in Figure 3, the corresponding modal hybrid is lower than 1.00 at θ = 45◦. While for
the simulation result in Figure 9, it is noted that the maximum value of modal hybrid exists at θ = 46◦.
Therefore, for PC with a small hole sizes, the maximum value of the PCE will shift in the direction of θ

larger than 45 degrees.
Considering the two major factors, the variation of PCE against the parameter θ has been discussed

and illustrated in Figure 10. The contour line with a PCE of 99% is represented by a dash-dotted line.
It is evident that the PCE of a PC with a cladding hole size around 0.5Λ is better than 99% for θ from
40 to 49 degrees. For the PC hole size larger than 0.5Λ, the corresponding angle range decreases, and
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the maximum value of PCE remains at 45 degrees. While for the dc/Λ < 0.5, the maximum value of
PCE gradually shifts to a large rotation angle, which is in agreement with the aforementioned analysis.

Figure 9. The variation of difference between a fixed device length and the corresponding conversion
length (L − Lπ) and the modal hybrid (R) against the angle θ with different values at λ = 1.55 μm.

Figure 10. The variation of the PCE as a function of the deviation of angle θ with different hole sizes.

3.3. Wavelength Dependence

In order to confirm the wide-band transmission, the wavelength dependence of our proposed PC
has also been discussed in detail. It is worth to note that more than two modes are excited for the PC
with a short operation wavelength. Although other higher-order modes appear at a short wavelength
(such as a wavelength range of 1.2∼1.45 μm for the PC with dc = 0.6Λ), the incident light of the FDTD
simulation is only using the fundamental and the 1st-higher-order modes. Simulation results show
that the other higher-order modes are not excited during the light propagation. Therefore, the effect
of other modes on the polarization behavior is negligible. The variations of the difference between
device length and conversion length, and the modal hybrid with different operation wavelengths
are respectively illustrated in Figure 11. According to the simulation results, since the conversion
length of the PC increases with wavelengths, the value of L − Lπ varies from positive to negative as
the wavelength changes from 1.2 to 1.8 μm. Moreover, the modal hybrid of each case decreases as the
wavelength increases. Consequently, the variation of PCE against the wavelength for different hole
sizes is shown in Figure 12. It can be seen that the PCE is better than 99% for dc/Λ = 0.5 within a
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wavelength range of 1.45 to 1.62 μm (about 170 nm). For dc/Λ = 0.6, the corresponding wavelength
bandwidth reaches 500 nm (from 1.2 to 1.7 μm), which is covering the O-band to the U-band. This is a
great advantage for the wide application in the future.

Figure 11. The variation of difference between a fixed device length and the corresponding conversion
length (L − Lπ) and the modal hybrid against different operation wavelengths.

Figure 12. The wavelength dependence of the PC with different hole sizes.

4. Conclusions

In this paper, we focused on designing a novel square lattice PCF based PC element which has a
simple construction and a large structural tolerance. Considering the fabrication technology of the PCF,
only one type of circular air hole is adopted to consist the PC. In the periodic square lattice, one unit cell
is defected to form the core, which allows the PC to achieve a Gaussian-like field distribution. FDTD
simulation results reveal that a high PCE of 99.4% is achieved with a short device length of 53 μm,
and the corresponding ER is lower than −21.8 dB. Large structural tolerances and low wavelength
dependence have been demonstrated through our proposed PC. Therefore, we believe that this kind of
PC has a great practical potential for optical communication systems in the future.
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Abstract: We propose a new polarization splitter (PS) based on Ti and liquid infiltrated photonic
crystal fiber (PCF) with high birefringence. Impacts of parameters such as shape and size of the
air holes in the cladding and filling material are investigated by using a vector beam propagation
method. The results indicate that the PS offers an ultra-short length of 83.9 μm, a high extinction ratio
of −44.05 dB, and a coupling loss of 0.0068 dB and at 1.55 μm. Moreover, an extinction ratio higher
than −10 dB is achieved a bandwidth of 32.1 nm.

Keywords: extinction ratio; polarization splitter; dual-core photonic crystal fiber; coupling
characteristics

1. Introduction

Photonic crystal fiber (PCF) consists of a solid core and holes arranged in the cladding region
non-periodically or periodically along the axis [1]. According to the mechanism of light transmission,
PCF can be divided into refractive index guided PCF and photonic bandgap PCF. The refractive index
guided PCF is similar to total internal reflection in the mechanism of light transmission. At present,
refractive index guided PCF is the most mature and widely used optical fiber. PCF technology has
made great progress in pharmaceutical drug testing, astronomy, communication, and biomedical
engineering and sensing [2–8]. In recent years, the PCFs filled with materials have attracted great
interests, because PCFs could provide excellent properties by filling different functional materials into
the air holes [9–14]. Metal wire was filled into the air holes of PCFs for polarization splitting (PS) by
Sun et al. and Fan et al. [10,11]. PCFs present high-quality channels that can be controllably filled
with ultra-small volumes of analytes (femtoliter to subnanoliter), such as water [12], alcohol [13], and
nematic liquid crystal [14].

The dual-core PCF is constructed by introducing two defect states in the periodic arrangement of
air holes. When a polarized light beam is projected into the dual-core PCF with high birefringence,
the coupling strength of two vertical polarization modes is weakened by the high birefringence [15].
Therefore, high birefringence could increase the difference in coupling length of the x-polarized
mode and y-polarized mode of PCF, which is also beneficial to the miniaturization of PS. In general,
high-birefringence fiber can be gained by breaking the symmetry implementing asymmetric defect
structures, such as dissimilar air holes and elliptical holes along the two orthogonal axes, and
asymmetric core design [16–18]. Another kind of high-birefringence fiber can also be manipulated by
filling liquid into the air holes or hollow core [19]. At present, the dual-core PCF has a very mature
application in polarization beam splitters.

Crystals 2019, 9, 103; doi:10.3390/cryst9020103 www.mdpi.com/journal/crystals21
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The polarization handling devices based on PCFs filled with material, such as polarization
splitters (PS) [20–22] and polarization rotators (PR) [23,24], have important applications in optical
fiber sensing [25,26]. The PS could be divided into two fundamental modes (HEx

11 and HEy
11) and

propagate them in different directions. Its characteristics allow for significant applications in optical
sensing, storage systems, communication systems, and integrated circuit systems [23,27]. In recent
years, various PS structures based on PCFs have been reported in the literature [28–35]. These PS
structures show good performance (see Table 1), such as an ultra-short length [31–33], a high extinction
ratio [32], a low coupling loss [30,34], and an ultra-broad bandwidth [20,24,34], but these PS structures
do not present these excellent properties at the same time. It is critical to design high-performance
PS with ultra-short length, high extinction ratio, and low coupling loss [23]. In order to obtain a
high-performance PS, we decided to use PCF filled with functional materials. It is well known that
Ti demonstrates outstanding physical and chemical properties, such as light weight, anti-corrosion,
biocompatibility, high melting point, durability, and high strength in extreme environments [36–38].

Table 1. Comparison of our proposed PS with earlier works.

References Length/mm Bandwidth/dB Coupling loss/dB

[28] 1.7 40(<−11 dB) not mentioned
[29] 4.72 190(<−20 dB) not mentioned
[30] 8.7983 20(<−20 dB) 0.02
[31] 0.249 17(<−20 dB) not mentioned
[32] 0.401 140(<−20 dB) not mentioned
[33] 0.1191 249(<−20 dB) not mentioned
[15] 14.662 13(<−10 dB) not mentioned
[34] 4.036 430(<−20 dB) 0.011
[35] 0.775 32(<−20 dB) not mentioned

Our work 0.0839 32.1(<−10 dB) 0.0068

In this paper, a novel ultra-short PS with low coupling loss and high birefringence is proposed
based on the idea of material filled PCFs by using a vector beam propagation method (BMP) [39–41].
The numerical results present a 0.0839 mm-long PS with a coupling loss of 0.0068 dB and a high
extinction ratio of −44.05 dB at the wavelength of 1.55 μm. Moreover, an extinction ratio higher than
−10 dB is achieved at a bandwidth of 32.1 nm.

2. Physical Modeling

The physical modeling of the proposed PS is shown in Figure 1. The BPM-based commercially
state-of-the-art software RSoft (Synopsys Inc., Mountain View, CA, USA) can be used to design and
analyze optical telecommunication devices, optical systems and networks, optical components used in
semiconductor manufacturing, and nano-scale optical structures. Figure 1 shows the structure of PS,
where d, d1, d2, and d3 represent the diameters of various air holes, respectively; a and b are the major
and minor axes of the elliptical air hole; Λ represents distance of hole and hole (period); the ellipticity
is expressed as η = b/a; and the air-filling ratio is d/Λ. The refractive index of background material is
set as 1.45. Ti is filled into the two yellow air holes, and liquid (ethanol) is filled into the six blue holes.
For ethanol (C2H5OH), variation of refractive index as a function of wavelength at a temperature of
20 ◦C is given by Reference [42].

n2 − 1 =
0.0165λ2

λ2 − 9.08
+

0.8268λ2

λ2 − 0.01039
(1)

where λ represents wavelength of the propagating light. The refractive index of ethanol is set as 1.35 at
1.55 μm. Figure 2 shows the refractive index function of Ti versus wavelength [43].
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Figure 1. The cross-section of the proposed dual-core photonic crystal fiber (PCF).
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Figure 2. Refractive index of Ti as a function of wavelength [43].

The vector wave equation, which is the basis of BPM [39–41], can be expressed by

∇2E + k2E = 0 (2)

∇2H + k2H = 0 (3)

where k ≡ ω
√

με. These two equations are known as the Helmholtz equations.
The electric field E(x, y, z) can be separated into two parts: the fast change term of exp(-ikn0z)

and the envelope term of φ(x, y, z) of slow change in the axial direction; n0 is a refractive index in the
cladding. Then, E(x, y, z) is stated as

E(x, y, z) = φ(x, y, z) exp(ikn0z) (4)

Substituting Equation (4) in Equation (1) results in

∇2φ − 2ikn0
∂φ

∂z
+ k2(n2 − n2

0) = 0 (5)
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Assuming the weakly guiding condition, we can approximate n2 − n2
0
∼= 2n0(n − n0). Then

Equation (5) can be rewritten as

∂φ

∂z
= −i

1
2kn0

∇2φ + jk(n − n0)φ (6)

A similar expression can be written for H. We find that n �= n0 if the fields vary in the transverse
direction to propagation. Light propagation in various kinds of waveguides can be analyzed by the
above method.

There are four modes of dual-core PCF on the basis of the principle of coupling mode, namely,
even-mode of x-polarization, odd-mode of x-polarization, even-mode of y-polarization, and odd-mode
of y-polarization. The coupling length has been defined by Reference [44] as

Lx,y
c =

λ

2
∣∣∣nx,y

even,λ − nx,y
odd,λ

∣∣∣ (7)

where nx,y
even, nx,y

odd denote the effective indexes of even-mode of x-polarization, odd-mode of
x-polarization, even-mode of y-polarization, and odd-mode of y-polarization, respectively. When
the coupling length of dual-core PCF satisfies L = m Lx

c = n Ly
c , the x-polarization and y-polarization

launched into core A or B can be divided [33]. Hence, the coupling ratio (CR) can be defined as

CR =
Lx

c

Ly
c
=

n
m

(8)

Assuming that the incident power is coupled into a certain core, the output power of x- or
y-polarized light in the core can be expressed by the following equation [45]:

Px,y
out = Px,y

in cos2(
π

2
· z

Lx,y
c

) (9)

where the transmission distance is denoted by z.
The extinction ratio is an important index to evaluate the performance of polarization splitter,

which is expressed as

ER = 10 log10

(
Px

out

Py
out

)
(10)

where Px
out, Py

out represent the output energy of x-polarization and y-polarization, respectively [16,46].
The coupling loss of the PS can be described by

Loss = −10 log10(
Pout

Pin
) (11)

where Pin is the fundamental mode power at the input core [30].
Birefringence can be expressed as

B =
∣∣nx − ny

∣∣ (12)

where nx and ny are the effective refractive index of x-polarized and y-polarized fundamental
modes [29].

3. Results and Discussion

First, the Lc and CR are examined for different period Λ, where d1 = 0.8 μm, d/Λ = 0.7,
d2 = 0.7 μm, η = 0.8, and d3 = 0.6 μm. The results are shown in Figure 3a, in which it is observed that
the Lc is decreased when wavelength is increased for a constant period Λ. We also noticed that the Lc

decreases with decreasing period Λ. Moreover, the coupling length of y-polarization is longer than the
coupling length of x-polarization. As the period increases, the coupling between the cores becomes
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difficult. Hence, the Lc increases with the increase of the period. Interestingly, from Figure 3b, we
noticed that when Λ ≤ 1.1 μm, the size of the CR is higher for higher period Λ; when Λ ≥ 1.1 μm,
the size of the CR is higher for lower period Λ. According to Equation (8), when the CR is 3/4, the
effective separation of the two orthogonal polarized lights can be achieved, so we choose the period
value of 0.9 μm.
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Figure 3. Coupling length (a) and coupling length ratio (b) as a function of wavelength for different
period Λ.

Next, we analyze the Lc and CR as a function of wavelength for different air-filling ratio d/Λ,
when η = 0.8, d2 = 0.7 μm, Λ = 0.9, d3 = 0.6 μm, and d1 = 0.8 μm. From Figure 4a, it is observed that Lc

is decreased when wavelength is decreased for the same value of air-filling ratio d/Λ. Moreover, we
can find that the Lc decreases as the value of air-filling ratio increases, when air-filling ratio d/Λ ≤ 0.6.
This is owing to the restriction of the outer cladding to the light wave being enhanced as air-filling ratio
increases. However, when d/Λ ≥ 0.6, the result is opposite to the above. Meanwhile, the coupling
length of y-polarization is longer than the coupling length of x-polarization. According to Figure 4b, it
is found that when air-filling ratio d/Λ ≤ 0.6, the size of the CR is higher for higher air-filling ratio
d/Λ; when air-filling ratio d/Λ ≥ 0.6, the size of the CR is higher for lower air-filling ratio d/Λ. When
we choose an air-filling ratio d/Λ of 0.7, the CR is approximately 3/4 at 1.55 μm.
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Figure 4. Coupling length (a) and coupling length ratio (b) as a function of wavelength for different
air-filling ratio d/Λ.

Additionally, from Figure 5a, Lc is shown as a function of d1, in which it is observed that the
coupling length is increased if d1 is increased. This phenomenon can be interpreted as the following: as
the value of d1 increases, the cores of PS can be compressed in the vertical direction, and fundamental
modes in the horizontal direction will expand. Figure 5a also indicates that x-polarized coupling
length is lower than y-polarized coupling length. As seen in Figure 5b, the size of the CR increases
with increasing wavelength. According to the above discussed results, we determine that d1 is 0.8 μm.
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Figure 5. Coupling length (a) and coupling length ratio (b) as a function of wavelength for different d1.

Figure 6 shows d2 dependence on the Lc (Figure 6a) and CR (Figure 6b). From Figure 6a, it is
evident that the Lx

c decreases with increasing the value of d2. This result can be attributed to the
following process: as the value of d2 increases, the cores of PS can be compressed in the vertical
direction, resulting in the increase of coupling length of y-direction. The Ly

c is shown as a function of
d2 in Figure 6a, in which it is observed that for d2 ≤ 0.5 μm, the value of CR is higher for higher d2; for
d2 ≥ 0.5 μm, the value of the CR is higher for lower d2. This phenomenon is probably related to the
ratio of compression. According to Figure 6b, we can clearly see that the size of the CR increases with
a decrease of d2. When the CR is 3/4, the effective separation of the two orthogonal polarized lights
can be achieved, so we choose the d2 value of 0.7 μm.
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Figure 6. Coupling length (a) and coupling length ratio (b) as a function of wavelength for different d2.

The Lc and CR with the variation of wavelength are demonstrated in Figure 7, when η = 0.65,
0.7, 0.75, and 0.8. It can be found that the Lc reduces with respect to wavelength. Figure 7a indicates
that Ly

c is higher than Lx
c . It can also clearly be seen that the four y-polarized curves are extremely

close to each other. This result can be explained that as the ellipticity η increases, the cores of PS can
be compressed vertically, and the fundamental mode in the horizontal direction will expand, which
makes the coupling of two cores easier. According to Figure 7b, the size of the CR increases with
decreasing ellipticity η. According to the above discussed results, we determine that η is 0.8.
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Figure 7. Coupling length (a) and coupling length ratio (b) as a function of wavelength for different η.

Finally, we found that the Lc and CR can both be impacted by d1, d2, d3, d/Λ, Λ, and η. Hence,
there exist optimized structural parameters, namely, d1, d2, d3, Λ, d/Λ, and η is 0.8 μm, 0.7 μm, 0.6 μm,
0.9 μm, 0.7 and 0.8, respectively. Although the PS has many parameters, it can be easily influenced by
the bulk polymerization process of polymers [47]. The optimized coupling length of x- and y-polarized
direction are Lx = 20.91 μm and Ly = 27.96 μm at 1.55 μm, respectively. Figure 8 shows coupling
characteristics of the PS. We observed that the separation of x- and y-polarized mode is achieved at
the distance of 83.9 μm at 1.55 μm. Figure 9 shows the relationship between the birefringence and
filling material for the optimized structural parameters. It is observed that birefringence of PS filled
with liquid and Ti is higher than birefringence of PS filled with Ti. Meanwhile, the birefringence of
PS filled with liquid and Ti can attain the order 10−2 at the wavelength of 1.55 μm, and the value of
birefringence is about two orders of magnitude higher than that in References [29,48].
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Figure 8. Normalized power as a function of propagation distance at optimized structural parameters.

Figure 10 shows the variation of coupling length with filling material for the optimized structural
parameters. It can be seen that the coupling length of the PS with filled Ti is higher the coupling length
of the PS with filled liquid and Ti. For the PS with filled Ti, coupling length of x- and y-polarized
direction are Lx = 29.25 μm and Ly = 48.28 μm at 1.55 μm, respectively. According to Equation (8), the
length of the PS with filled Ti is about 234 μm, which is much longer than the PS with filled liquid and
Ti. Therefore, the PS filled with liquid and Ti has a shorter length and higher birefringence than the PS
filled with Ti.
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Figure 9. Birefringence as a function of wavelength for different filling materials.
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Figure 11 shows the extinction ratio of PS with respect to wavelength at optimized structural
parameters. The extinction ratio is measured in dB according to Equation (10). The PS has an extinction
ratio of −44.05 dB at 1.55 μm, an extinction ratio better than −10 dB, and a bandwidth of 32.1 nm from
1567 nm to 1535 nm. Figure 12 shows the coupling loss of PS as function of wavelength. We observe
that the PS has a coupling loss of 0.0068 dB at 1.55 μm. Performances in factors such as the length,
coupling loss, and bandwidth are better than or at the same order of magnitude as those of the early
works mentioned above (see Table 1).
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Figure 11. ER of PS as a function of wavelength at optimized structural parameters.
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Figure 12. Coupling loss of PS as a function of wavelength at optimized structural parameters.

Figure 13 shows the mode field distribution of odd- and even-mode in x- and y-polarization
direction. When a PS is incident upon core A or core B, both the odd- and even-mode of that
polarization can be generated [49].

( ) ( )

( ) ( )

Figure 13. (a) Even-mode of x-direction, (b) odd-mode of x-direction, (c) even-mode of y-direction, and
(d) odd-mode of y-direction for PS.

4. Conclusions

In conclusion, a novel ultra-short PS based on Ti and liquid infiltrated PCF with high birefringence
have been demonstrated by using a vector beam propagation method. The designed PS shows an
ultra-short length of 83.9 μm, a coupling loss of 0.0068 dB, a high extinction ratio of −44.05 dB, and a
bandwidth of 32.1 nm at a wavelength of 1.55 μm. In addition, the birefringence of PS can attain the
order 10−2 at the wavelength of 1.55 μm. The ultra-short PS with highly birefringent and low coupling
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loss properties is suitable for optical sensing, communication systems, storage systems, and integrated
circuit systems.
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43. Rakić, A.D.; Djurišic, A.B.; Elazar, J.M.; Majewski, M.L. Optical properties of metallic films for vertical-cavity
optoelectronic devices. Appl. Opt. 1998, 37, 5271–5283. [CrossRef] [PubMed]

44. Saitoh, K.; Sato, Y.; Koshiba, M. Coupling characteristics of dual-core photonic crystal fiber couplers.
Opt. Express 2003, 11, 3188–3195. [CrossRef]

45. Eisenmann, M.; Weidel, E. Single-mode fused biconical coupler optimized for polarization beam splitting.
J. Lightw. Technol. 1991, 9, 853–858. [CrossRef]

46. Saitoh, K.; Sato, Y.; Koshiba, M. Polarization splitter in three-core photonic crystal fibers. Opt. Express 2004,
12, 3940–3946. [CrossRef]

31



Crystals 2019, 9, 103

47. Zhang, Y.; Li, K.; Wang, L.; Ren, L.; Zhao, W.; Miao, R.; Large, M.C.J.; Eijkelenborg, M.A.V. Casting preforms
for microstructured polymer optical fibre fabrication. Opt. Express 2006, 14, 5541–5547. [CrossRef]

48. Chen, X.; Li, M.; Koh, J.; Nolan, D.A. Wide band single polarization and polarization maintaining fibers
using stress rods and air holes. Opt. Express 2008, 16, 12060–12068. [CrossRef]

49. Zhang, S.; Yu, X.; Zhang, Y.; Shum, P.; Zhang, Y. Theoretical study of dual-core photonic crystal fibers with
metal wire. IEEE Photonics J. 2012, 4, 1178–1187. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

32



crystals

Article

Elastic Wave Propagation of Two-Dimensional
Metamaterials Composed of Auxetic Star-Shaped
Honeycomb Structures

Shu-Yeh Chang 1, Chung-De Chen 1, Jia-Yi Yeh 2 and Lien-Wen Chen 1,*

1 Department of Mechanical Engineering, National Cheng Kung University, University Road,
Tainan City 701, Taiwan; ccpp993113@gmail.com (S.-Y.C.); cdchen@mail.ncku.edu.tw (C.-D.C.)

2 Department of Digital Design and Information Management Chung Hwa University of Medical Technology,
Tainan City 717, Taiwan; yeh@mail.hwai.edu.tw

* Correspondence: chenlw@mail.ncku.edu.tw

Received: 29 January 2019; Accepted: 25 February 2019; Published: 26 February 2019

Abstract: In this paper, the wave propagation in phononic crystal composed of auxetic star-shaped
honeycomb matrix with negative Poisson’s ratio is presented. Two types of inclusions with circular
and rectangular cross sections are considered and the band structures of the phononic crystals are
also obtained by the finite element method. The band structure of the phononic crystal is affected
significantly by the auxeticity of the star-shaped honeycomb. Some other interesting findings are also
presented, such as the negative refraction and the self-collimation. The present study demonstrates
the potential applications of the star-shaped honeycomb in phononic crystals, such as vibration
isolation and the elastic waveguide.

Keywords: phononic crystal; auxetic structure; star-shaped honeycomb structure; wave propagation

1. Introduction

Phononic crystals are artificial crystals composed of a periodic alternation of at last
two different materials. These materials were first studied by Sigalas and Economou et al. [1] and
Kushwaha et al. [2,3], in which one of the most important properties in the crystals, the band gap,
was investigated. They found that for some periodic arrangement, the waves could be stopped by
phononic crystals. This unique property was found to have potential to be applied in isolating incident
waves, acoustics and vibrations in many studies [4–6]. Sigalas [7] studied the elastic wave propagation
in phononic crystals by using the plane wave expansion method. They investigated the defect effects
inside the crystal system. The analysis of the band gaps suggested that the wave propagation in
phononic crystals can be controlled by the defect states. Other research regarding the defect effects on
the wave propagation in phononic crystals was also presented in the literature [8,9]. These studies
suggested that their design of defect modes can be used as high-Q narrow band pass acoustical filters.

The concept of locally resonant phononic crystal was first proposed by Liu et al. [10]. The materials,
based on the simple realization and composited with locally resonant structural units, can exhibit
effective negative elastic constants at certain frequency ranges in their study. The model and
experiments showed the spectral gaps with lattice constants two orders of magnitude smaller than
the relevant sonic wavelength. Their findings suggested that the locally resonant crystal is the key
factor to control the wave propagation with large wave length by small-size phononic crystals. Liu [11]
and Wang [12] performed systematic studies to analyze the factors that affect the locally resonant
phononic crystals. They also found that the band gap can be manipulated by tuning the elastic modulus.
The suitable range of the elastic modulus can be obtained through the design of the local structures
in the periodic crystal [13–15]. For the locally resonant phononic crystals, the wave length is much
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larger than the lattice constant. Therefore, the crystals can be modelled as a homogeneous medium
with effective elastic modulus and effective Poisson’s ratio [16,17].

Some of the above mentioned phononic crystals are the cellular structures, which have
properties such as high stiffness and low density. Some cellular structures have unique properties,
such as negative Poisson ratio. The material with the negative Poisson ratio is called the auxetics.
Gibson et al. [18] investigated that some cellular structures, such as re-entrance honeycomb, have a
negative effective Poisson ratio. Then, Almgren [19] proposed a 3D structure composed of honeycomb
structure with a Poisson ratio of −1. The negative poisson’s ratios in composites with star-shaped
inclusions by numerical homogenization approach was presented by Panagiotopoulus et al. [20].
The wave propagations in the auxetic materials were also investigated. Gonella and Ruzzene [21]
considered the plane wave propagation in re-entrant and hexagonal honeycomb structures.
Two-dimensional dispersion relations were analyzed to reveal peculiar properties of the re-entrant
honeycomb structures. Liebold-Ribeiro and Körner [22] performed the eigenmode analysis to various
periodic cellular materials. Then, the star-shaped honeycomb with varied Poisson ratio as presented
by Meng et al. [23] and the wave propagation behaviors and the band gaps were also analyzed in
their studies. Wojciechowski et al. [24] presented some investigations about the auxetics and other
systems of anomalous characteristics. The abovementioned papers showed that the auxetic material
with negative values of Poisson ratio have significant effects on the wave motion in elastic solid.

Self-collimation is another important phenomenon of wave propagation in phononic crystals.
Qiu et al. [25] proposed a design of a highly-directional acoustic source, formed by placing a line acoustic
source inside a planar cavity of two-dimensional phononic crystals. The propagation characteristics of
elastic transverse waves emitted by line sources embedded inside two-dimensional phononic crystals were
studied by Liu and Su [26]. Cicek and his co-workers [27,28] studied numerically the wave propagation
characteristics and self-collimation phenomenon of phononic crystals. Besides this, some experimental
results have been performed to validate this phenomenon [29–31].

Recently, we published some research regarding wave propagation in phononic crystals [32,33],
in which we performed the wave propagation analysis and had some interesting findings, including
self-collimation and negative reflection. In this paper, we propose a novel auxetic material composed of
star-shaped honeycomb structure. The Poisson’s ratio with various negative value of the structure can
be obtained by adjusting the star angle θ. The dispersion of the phononic crystal composed of auxetic
star-shaped honeycomb will be analyzed by eigenmode analysis. The self-collimation characteristic of
the star-shaped honeycomb is also investigated.

2. Materials and Methods

The dynamic equilibrium equations for an isotropic elastic solid are expressed as [34]:

(λ + μ)uj,ji + μui,jj = ρ
..
ui (1)

where ui is the displacement vector component, λ and μ are the Lame constant, and ρ is the mass
density, respectively. The Lame constants can be written in terms of Young’s modulus E and Poisson’s
ratio ν, i.e., λ = Eν/(1 + ν)(1 − 2ν) and μ = E/2(1 − ν). The constitutive equation for a linear
isotropic elastic material is denoted as:

τij = λεkkδij + 2μεij (2)

in which, τij, εij, and δij are stress, strain tensor, and the unitary tensor, respectively.
Then, the strain-displacement relation is as follows:

εij =
1

2

(
ui,j + uj,i

)
(3)
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The phononic crystal composed of square lattice of steel cylinder in an auxetic matrix is a
periodic medium. The displacement field of the periodic structure can be expressed as follows by
applying the Bloch theorem.

u(r) = uk(r)ei(ωt−k·r) (4)

where u(r) is the displacement vector, ω is the natural frequency, r is the position vector, k is the
wave vector in the first Brillouin zone, and uk(r) is the periodic vector function of r, respectively.
The phononic crystal lattice and uk have the same periodicity. The wave propagation in the periodic
structure can be solved by using Equations (1) and (2). In this paper, the solution procedures are done
by the finite element method. The boundary conditions of the unit cell is:

u(r + a) = ei(k·a)u(r) (5)

Thus, we can obtain the discrete from of finite element eigenvalue system in the unit cell as
following form by applying the boundary conditions:

(
K − ω2M

)
u = 0 (6)

where K and M are stiffness and mass matrix of the unit cell and a is the lattice constant, respectively.

3. Results

In this section, numerical results will be presented to demonstrate the band structure of the
phononic crystal composed of auxetic materials. The two types of phononic crystal systems in this
paper are shown in Figure 1a,b, respectively. The lattice constant of phononic crystal is a = 0.8 m.
The material used for the inclusion is steel with material properties Es = 200 GPa, ρs = 7850 kg/m3

and νs = 0.33. Two shapes of the cross sections of the inclusion, the circular shape with radius r = 0.3a
and rectangular shape with width w = 14a/15 and height h = a/5, are considered, as shown in
Figure 1a. For rectangular shaped cross section as shown in Figure 1b, the incline angle φ of the
inclusion with rectangular cross section is also considered as a parameter. Therefore, we can realize
an auxetic material by using the star-shaped honeycomb structure. The effective Young’s modulus
and effective Poisson’s ratio of the star-shaped honeycomb structure are considered as the material
properties of the auxetic matrix.

Figure 2 presents band structures of the elastic wave in the phononic crystals with cylinder
inclusions and auxetic matrix, of which three different Poisson’s ratios, ν = −0.5, −0.7, and −0.9,
are considered. The numerical results show that as the absolute value of the Poisson’s ratio, |ν|,
increases, the center frequencies of the band gaps increase. The materials with negative Poisson’s ratio
are rare in the natural materials, especially for high strength materials. Thus, the re-entrant and
star-shaped honeycomb structures as shown in Figure 3 are proved to have negative values of
Poisson’s ratio [23]. In this study, the shar-shaped honeycomb structure is adopted as the matrix
in the phononic crystals. The scheme of the phononic crystal, composed of periodic steel inclusion
with circular cross section and the star-shaped honeycomb matrix, is shown in Figure 3a. Figure 3b
shows the unit cell of the star-shaped honeycomb, the material properties of which is steel, same
as the material used for inclusions. The length of the ligament of the star is 0.05 m, the width of
the beam is one-tenth of the length, and lattice constant of the star shaped unit cell is L = 0.16 m.
Then, the effective material properties of the matrix are listed in Table 1 [35] and it can be observed
that the Poisson’s ratio varies with star angle θ. For star angles smaller than 65◦, the Poisson’s ratio is
negative, and the matrix can be considered as an auxetic material.
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Figure 1. The illustration of phononic crystal. Two cross sections of the inclusions are considered.
They are (a) circular cross section and (b) rectangular cross section.

 

 

Figure 2. Cont.
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Figure 2. The band structure of the elastic wave in the phononic crystal with auxetic matrix (a) ν = −0.5
(b) ν = −0.7 (c) ν = −0.9.

Figure 3. The scheme of the auxetic phononic crystals. (a) The unit cell of the phononic crystals
composed of star-shaped honeycomb structure and circular shaped inclusion; (b) the unit cell structure
of the star-shaped honeycomb. The parameter of star-shaped honeycomb is l = 0.05 m, e = 0.05 m,
tl = 0.005 m and ta = 0.005 m. The filling ratio of cylinder are r = 0.3a.

Table 1. The effective material properties of steel star-shaped honeycomb, calculated by COMSOL
FEM software [35].

STAR ANGLE θ 55◦ 60◦ 65◦ 70◦

Young’s module E (Gpa) 0.5124 0.3123 0.2305 0.1806
Poisson’s ratio ν −0.53 −0.35 −0.15 0.05

Mass density ρ
(
kg/m3) 921 921 921 921

Figure 4 shows the effects of the star angles on the band structures of the phononic crystal
composed of steel cylinders in the star-shaped honeycomb matrix. Three different star angles, θ = 55◦,
60◦, and 70◦ are calculated and the corresponding effective Poisson’s ratios are −0.53, −0.35 and
−0.15, respectively. The band structures of the phononic crystal system are computed and obtained
by the finite element software COMSOL(r). Three band gaps are found in the frequency range
from 0 Hz to 1.3 kHz. The frequency of the band gap increases if the absolute value of Poisson’s
ratio decreases. Additionally, it is also observed that the widths of the band gap increase with the
decrease of Poisson’s ratio. According to the figure, it is evident that the band structures strongly
depend on the auxeticity of the matrix.
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Figure 4. The band structure of phononic crystals composed of steel cylinders and star-shaped honeycombs.
(a) θ = 55◦, ν = −0.53 (b) θ = 60◦, ν = −0.35 (c) θ = 65◦, ν = −0.15.

Then, the equi-frequency contour (EFC) of the third band of the star-shaped unit cell for the case
of θ = 55◦ and ν = −0.53 is plotted in Figure 5. The dashed black line denotes the construction line
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and the red arrow indicates the gradient of the contour, which is the direction of the elastic wave
propagation in the phononic crystal. It indicates that the negative refraction occurs at this band.
The full wave finite element simulation result is shown in Figure 6. A plane elastic wave of 500 Hz is
incident from the left side of the phononic crystal composed of star-shaped honeycomb matrix with
star angle θ = 55◦. The width of the plane wave and the incident angle are 4a and 30◦, respectively.
The simulation of the phononic crystal system is also computed and obtained by the finite element
software COMSOL(r).The negative refraction is shown clearly in Figure 6. The refraction angle is
about −45◦ and the refraction ratio is about −0.707.

Figure 5. The equi-frequency contour of the third band in Figure 4a. The star angle and the effective
Poisson’s ratio are θ = 55◦ and ν = −0.53, respectively.

Figure 6. The simulation of wave propagation for negative refraction. A plane elastic wave of 500 Hz
is incident from the left side of phononic crystal. The width of the wave and the incident angle are
4a and 30◦, respectively. The refraction angle is about −45◦ and the refraction ratio is about −0.707.
The material on both sides of the structure is steel.

Figure 7 presents the numerical results of wave propagation of the phononic crystal, composed
of inclusion with rectangular shape and the star-shaped honeycomb as the matrix. The star angle is
θ = 55◦, and Poisson’s ratio of the matrix is ν = −0.53, respectively. The geometric parameters of the
inclusions are w = 14a/15, h = a/5, and φ = 0◦. Figure 7a is the band structure, in which the X − M
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region exhibit approximately horizontal lines. The equi-frequency contours are shown in Figure 7b
by taking the 8th band as an example. The frequency range of the 8th band is from 820 Hz to 900 Hz.
In the case that the eigen-frequency is greater than 870 Hz, the equi-frequency contours are more like
the vertical straight lines. It suggests that the self-collimation phenomenon occurs with the wide range
of the wave incident into the phononic crystal. After that, the simulation of the wave propagation for
three different orientation angles of the rectangular inclusions is presented in Figure 8 and the finite
element model is a 50 × 40 array of lattices. The incident wave with 885 Hz is from the left boundary
and the incident angle is fixed horizontally for all cases. It is obvious that the wave propagation
direction aligns the orientation angle φ. In addition, Figure 9 shows that the simulation of the wave
propagation for the model consists of gradually varied orientation angles. The orientation angle is
φ = 0◦ at the left boundary, x = 0, and linearly increases to φ = 50◦ at the right boundary, x = 100a.
The simulation results reveal that when the wave is horizontally incident from the left boundary to the
phononic crystal, the wave propagation direction is automatically collimated along the orientation
angles of the rectangular inclusions, resulting in a curved path of the wave propagation. The numerical
results shown in Figures 7 and 8 validate the self-collimation phenomenon of the phononic crystal
with star-shaped honeycomb matrix and rectangular inclusions.

 

Figure 7. The numerical results of the wave propagation of the phononic crystals composed of
inclusions with rectangular cross section and star-shaped honeycomb matrix. (a) the band structures;
(b) the equi-frequency contour of the 8th band. The star angle is θ = 55◦, Poisson’s ratio of the matrix
is ν = −0.53. The geometric parameters of the inclusions are w = 14a/15, h = a/5 and φ = 0◦.

 

(a) 

Figure 8. Cont.
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(b) 

(c) 

Figure 8. The displacement field simulations of the wave propagation in phononic crystals composed
of star-shaped honeycomb and rectangular inclusions for (a) φ = 0◦, (b) φ = 25◦ and (c) φ = 60◦.
The star angle of the matrix is θ = 55◦ and the dimensions of the rectangular inclusions are w = 14/15a,
h = a/5.

Figure 9. The displacement field simulation of the wave propagation in the phononic crystal composed
of star-shaped honeycomb matrix and rectangular inclusions with gradually varied orientations in the
x-direction. The orientation angle is φ = 0◦ at the left boundary, x = 0, and linearly increases to φ = 50◦

at the right boundary, x = 100a. The orientation angles φ are linearly varied by φ(x) = (x/100a)50◦.

4. Discussion and Conclusions

In this paper, the elastic wave propagations in phononic crystals composed of steel inclusions and
auxetic material matrix are investigated. The star-shaped honeycomb structures are utilized and have
been proven to have negative Poisson’s ratio. Two types of inclusions with circular and rectangular
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cross sections are considered and discussed. The band structures of the phononic crystals are calculated
and obtained by the finite element method.

The auxeticity of the star-shaped honeycomb is found to have significant effect on the band
structure of the phononic crystal. The bandwidths and the mid-frequencies of the band gap increase as
the Poisson’s ratio decreases. In addition to this, the negative refraction is also found in the phononic
crystals for the star-shaped honeycomb as the matrix. The self-collimation phenomenon is also studied.
The wide angle and wide band collimation are observed in the phononic crystal with rectangular
inclusions. The present study demonstrates the potential applications of the star-shaped honeycomb
in phononic crystals, such as vibration isolation and the elastic waveguide.
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Abstract: Orbital angular momentum modes in optical fibers have polarization mode dispersion.
The relationship between polarization mode dispersion and the birefringence vector can be deduced
using an optical fiber dynamic equation. First, a mathematical model was established to formulate
mode dispersion caused by stress-induced birefringence. Second, in the stress-induced birefringence
simulation model, the finite element method was used to analyze the transmission characteristics of
the hollow-core circular photonic crystal fiber. Finally, mode dispersion caused by stress-induced
birefringence was obtained using theoretical derivation and simulation analyses. The results showed
that the new fiber type has good transmission characteristics and strong stress sensitivity, which
provide key theoretical support for optimizing the structural parameters of optical fiber and designing
stress sensors.

Keywords: orbital angular momentum; modal dispersion; stress-induced birefringence; finite
element method

1. Introduction

With the development of 5G—Internet of things, big data, and real-time data—optical fiber
communication systems, it is imperative to expand their capacity, improve transmission stability, and
network intelligence [1–3]. Current communication systems’ capacity expansion technologies, such
as time division multiplexing, frequency division multiplexing, polarization division multiplexing,
and high-order modulated, cannot meet future information communication demands [4,5]. Therefore,
space division multiplexing, a new capacity expansion technology, is emerging as a solution for this
problem both in free space communication and optical fiber communication. Moreover, mode division
multiplexing (MDM), a space division multiplexing technology, has been a hot area of research for
several years.

Orbital angular momentum (OAM) multiplexing is a MDM technology. When transmitting
information independently, it utilizes different modes as transmission channels based on the
orthogonality of different OAM modes, and it can therefore spread in the optical fiber at the same
time. In 1984, to obtain analytical solutions of some uniform geometrical shape, fiber birefringence—a
thermal elastic model of gradient function—was developed by Chu et al. [6]. For fiber composed of
uniformly-shaped stress zones, Tsai et al. [7] proposed the idea of superposition in 1991, whereby total
stress field distribution is obtained by stress zone superposition. In [8], Yu et al. studied stress field
distribution and the size of birefringence from stress microelements, and concluded that stress size
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and birefringence at the core’s center are completely unrelated to the shape and placement direction of
stress microelements. Since the first photonic crystal fiber (PCF) was successfully sketched in 1996,
nonlinear effects were found to effectively improve with the variety of the cladding structures [9].
In [10], Yang Yue et al. first proposed that PCF can be used for supercontinuum generation of optical
vortex modes, but PCF cladding of hexagonal symmetrical structures is only to support two groups
of OAM modes, which would cause the problem of large loss and dispersion. Subsequently, Wong
et al. twisted photonic crystal fiber to adjust dispersion and nonlinearity of OAM transmission [11].
Then a new type, C-PCF, designed by Zhang et al. was able to transmit OAM mode with low
transmission loss and flat dispersion [12]. PCF is of great potential in the optical fiber communication
field because it has the characteristics of low loss, small dispersion, and low nonlinear effect, especially
for long-distance communication systems. Compared with circular fiber, a series of C-PCFs proposed
by our research [13], can achieve a high refractive index difference of fiber cross-section without
a complicated doping process. Continuous progress in PCF design methods and manufacturing
processes are slowly perfecting it. Therefore, PCF is of great practical value for the future.

The fiber cross-section should be ideally a circle. The propagation constants of two degenerate
modes in the orthogonal direction are equal, and the two polarization directions are perpendicular
to each other, so that the OAM mode can stably transfer without a birefringence problem. However,
residual birefringence exists in optical fiber, which can be divided into two categories: intrinsic and
extrinsic birefringence [14]. Extrinsic birefringence is caused by fiber bending, external stress, torsion,
environmental temperature change, external electromagnetic field, and vibration, which may occur
during fiber cable manufacturing and laying. In the same OAM mode, propagation speeds of odd
and even modes are different, leading to the birefringence modal dispersion (MD) effect [15]. Recently,
in [16,17], Wang et al. analyzed the phenomenon of birefringence MD based on the polarization
mode dispersion of single-mode fibers in OAM fiber. Stress-induction is a key influential factor in
birefringence MD; however, to the best of our knowledge, it is rarely considered. Therefore, it is
necessary to further research the problem of stress-induced birefringence.

In view of most approaches addressing SMFs birefringence, it can still be used for birefringence
MD. The main contribution in this paper is that the transmission characteristics and stress-induced
birefringence of the new designed C-PCF. For multiple modes in the OAM fibers, an improved
method of dynamic equation is used to solve the problem for birefringence MD. In this article,
the solid mechanics module in the COMSOL Multiphysics software, which is based on the finite
element method [18], was used to analyze OAM modes the propagation properties supported by our
hollow-core C-PCF. The results indicate that the new type hollow-core C-PCF fiber can realize effective
segregation and stable transmission of OAM modes. The theoretical derivation of stress-induced
birefringence in this paper is based on the cross-section of the fiber with an irregular shape in the stress
region. Therefore, the designed hollow-core C-PCF in the application of MDM fiber communication
systems might greatly improve channel capacity and spectral efficiency.

2. Theoretical Model

With the rapid development of optical fiber communication networks, the communication capacity
of the existing SMFs is close to its Shannon limit, which gradually fails to meet the growing demand
for information. The OAM multiplexing technology can solve increasing channel congestion problems
of fiber communication. Due to the orthogonality of OAM modes with different topological charges in
space—it is theoretically considered that the number of topological charges is infinite—research
using OAM modes as information carriers in communication systems has aroused wide public
concern [2,3,19]. In this part, we first provide the electric field distribution of the OAM mode in
optical fiber. Then, the mode dispersion of birefringence is given. Finally, the mathematical formula on
the stress-induced birefringence model is obtained.

46



Crystals 2019, 9, 128

2.1. OAM Modes in PCF

According to [19,20], the OAM mode electric field distribution in optical fiber can be expressed
as follows:

⇀
E(r, φ, z, t) =

⇀
E(r)ejlφej(ωt−βz) (1)

where ejlφ is the phase distribution of mode field in the radial direction, ej(ωt−βz) is the mode solutions,

and
⇀
E(r) is radial mode profile.
OAM modes in optical fiber are composed of the linear combination of vector eigenmodes [20].

The OAM mode in optical fiber is specifically expressed in the following configuration:

{
OAM±

±l,m = HEeven
l+1,m ± jHEodd

l+1,m
OAM∓

±l,m = EHeven
l−1,m ± jEHodd

l−1,m
l > 1{

OAM±
±l,m = HEeven

l+1,m ± jHEodd
l+1,m

OAM∓
±l,m = TM0,m ± jTE0,m

l = 1
(2)

where “±” represents the polarization direction of the OAM mode. In OAM fiber, OAM mode can be
regarded as the superposition of even and odd modes of HE or EH, and there is π/2 phase difference
between the even and odd modes. When the value of l is larger than 1, there are four OAM modes
to compose a OAM mode group for a given l and m, but when l equals 1, only two OAM modes
form a OAM mode group. Because TE0,m and TM0,m modes have different propagation constants,
which cannot form OAM modes, only even and odd HE2,m modes could be used to form an OAM
mode. For the even and odd modes in the same OAM mode, the absolutes of topological charge
number are both degenerate. In other words, their effective refractive indices are almost the same,
and the electric field distribution of odd and even modes in Equation (2) can be expanded as⎧⎨

⎩ HEeven
l,m =

⇀
E(r)ej(ωt−βez) cos lφ

HEodd
l,m =

⇀
E(r)ej(ωt−βoz) sin lφ

(3)

2.2. Birefringence Mode Dispersion

A dynamic equation is an effective method for analyzing the polarization mode dispersion (PMD)
vector with the variation of transmission distance [21,22]. For multiple modes of transmission in OAM
fiber, there exists not only inter-mode dispersion but also intra-mode dispersion. In order to facilitate
the analysis, we split the fiber into numerous segments, and each segment of birefringence can be
considered uniform, specifically {

dŝ±|l|
dz = β̂±|l| × ŝ±|l|

dŝ±|l|
dω = τ̂±|l| × ŝ±|l| (4)

where β̂±|l| is the birefringence vector, τ̂±|l| is the OAM-PMD vector, and ŝ±|l| is the polarization state.
Assuming that the frequency ω and distance z are invariable, we computed the input polarization state
ŝ partial derivatives about ω and z, respectively. The relationship between the PMD and birefringence
vectors can be simplified as:

dτ̂±|l|

dz
=

dβ̂±|l|

dω
+ β̂±|l| × τ̂±|l| (5)

when fiber is disturbed by an external force or electromagnetic effect, its cross-section becomes slightly
deformed, and the propagation constant of two linear polarization modes changes. Meanwhile,
the state of the two polarization modes is not degenerate as before. The study on OAM-PMD vector τ
can be started with the birefringence vector β.

As birefringence exists in the OAM fiber, and the refractive index of odd and even modes is
different, and, therefore, the propagation constant is different. Generally speaking, stress-induced
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birefringence is much larger than that caused by fiber core manufacturing errors of noncircular
deformation. Since fiber is a type of good elastic medium, and the photoelastic effect occurs under
the action of external force, which will cause refractive index changes. In order to study fiber stress
distribution under external forces, fiber stress distribution is obtained as follows:

As shown in Figure 1, stresses in each direction can be decomposed into the sum of the stresses in
the three axes. Hence, the stress distribution matrix under external force is as follows:⎡

⎢⎣ σx τxy τxz

τyx σy τyz

τzx τzy σz

⎤
⎥⎦ (6)

According to the equivalent theory of shearing stress [23], the above matrix is symmetric. Optical fiber
changes are described by positive and shear strains. A positive strain is indicated by ‘ε’, shear strain is
indicated by ‘γ’, and the strain matrix is expressed as follows:

⎡
⎢⎣ εx γxy γxz

γyx εy γyz

γzx γzy εz

⎤
⎥⎦ (7)

where the x component of strain εx is related to the x component of displacement u, and the y
component strain εy is related to the y component displacement v.

⎧⎪⎨
⎪⎩

εx = ∂u
∂x

εy = ∂v
∂y

γxy = ∂u
∂y + ∂v

∂x

(8)

The size of z direction is considered much larger than that of the other two directions, and the vertical
external force on the cross-section of optical fiber. We only compute displacement vectors at all points
parallel to the x and I planes. Since any optical fiber cross-section that can be treated is symmetric,
Equation (7) can be transformed into a plane strain problem.

Figure 1. Diagram of stress decomposition.

⎧⎪⎨
⎪⎩

εx = εx(x, y)
εy = εy(x, y)
γxy = γyx = γxy(x, y)

(9)

In the case of complete elasticity and isotropy, the above equation of physical properties is conformed
to Hooke's law within the range of elastic response.

⎧⎪⎨
⎪⎩

εx = 1+μ
E

[
(1 − μ)σx − μσy

]
εy = 1+μ

E
[
(1 − μ)σy − μσx

]
γxy = 2(1+μ)

E τxy

(10)
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where E is the modulus of elasticity in stress direction, and μ is the ratio of Poisson, which indicates
the coefficient of shrinkage. We can introduce Airy's stress function F to solve this equation as follows:

⎧⎪⎪⎨
⎪⎪⎩

σx = ∂2F
∂y2

σy = ∂2F
∂x2

τxy = − ∂2F
∂x∂y

(11)

where σx and σy are the x and y components of stress distribution in the homogeneous fiber, respectively.
The Airy stress function is the solution for the biharmonic Equation [23]:

∇4F = 0 (12)

To achieve the calculation of the Airy stress function, we used Fourier series expansion of
polar coordinates to denote F, and the expansion coefficients an and bn were determined from
boundary conditions.

F = b0r2 + a0 + ∑
(

anrn + bnrn+2
)

cos nθ (13)

The stress components of Equation (11) were transformed into polar coordinates as follows:

⎧⎪⎪⎨
⎪⎪⎩

σr =
−E
1+μ

1
r

(
∂F
∂r + ∂2F

r∂θ2

)
σθ = −E

1+μ
∂2F
∂r2

τrθ = E
1+μ

∂
∂r

(
1
r

∂F
∂θ

) (14)

The corresponding stress-induced birefringence B is given using the stress distribution formula:

B = C
(
σx − σy

)
(15)

where C is the stress-optic coefficient of the fiber, which depends on the wavelength and material.
The stress-optic coefficient is proportional to the difference in the material’s refractive index.
The electric field distribution depends on the normalized frequency, which can be defined as:

v =
2π

λ
na

√
2Δ (16)

where λ is the wavelength, n is the refractive index, a is the fiber core radius, and Δ is the relative index
difference between core and cladding, respectively. Equation (15) can be rewritten as:

B = C

∫ 2π
0

∫ ∞
0

[
σx(r, θ)− σy(r, θ)

]|E(r, θ, v)|2rdrdθ∫ 2π
0

∫ ∞
0 |E(r, θ, v)|2rdrdθ

(17)

where E(r, θ, v) is the electric field’s intensity distribution, while σx(r, θ) and σy(r, θ) represent
anisotropic stress distributions in the fiber. The stress-induced birefringence formula can be used to
calculate the cross-section of any photonic crystal fiber with an irregular shape.

3. Simulation and Analysis

Hollow-core circular photonic crystal fiber (C-PCF) can support 26 OAM modes, and the
numerical analysis shows that the proposed fiber possesses very good fiber parameter values.
In Reference [24], a novel ring-core photonic crystal fiber was fabricated, which supports four groups
of OAM modes with 2.13 × 10−3 minimum difference of effective indices at 1550 nm. The realized
fiber is expected to be a good platform for OAM mode transmission. In this section, we analyzed
the stress distribution of hollow-core C-PCF. Then, the transmission characteristics and the resulting
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birefringence of OAM modes were analyzed using finite element methods. Finally, the simulation
results were obtained using the solid mechanics module in the COMSOL Multiphysics software.

3.1. Model of Stress-Induced Field

We used [25,26] hollow-core C-PCF as the stress field model. The simulation parameters are
given in Table 1. This structure’s adjustable parameters in Figure 2(a) include: center air hole radius
r, the cladding inner radius R, outer air hole diameter dn (n = 2, 3, 4, 5. . .), the distance between
two consecutive circles Λ, and the number of outer air hole rings N. In this paper, we set r = 4.4 μm,
R = 6 μm, Λ = 2.2 μm, N = 4, dn/Λ = 0.8, and d = 1.76 μm. Figure 2b,c indicate that hollow-core C-PCF
deformed under external force, the deformation not only included air hole spacing but also change in
air hole shape. Therefore, photonic crystal fiber symmetry changed, Figure 2b,c are oriented toward
qualitative analysis and have little quantitative analysis on the deformation of the stress field [27,28].
Due to fiber symmetry, only the propagation characteristics simulation results of stress in the vertical
direction are given.

Table 1. Main parameter settings in the simulation.

parameter Value Units

Refractive index 1.444 —
Young’s modulus 7.8×1010 Pa

Poisson's ratio 0.17 —
wavelength 1.55 μm

(a)                         (b)                                  (c) 

Figure 2. (a) Hollow-core C-PCF cross section without stress; (b) hollow-core C-PCF deformed under x
direction external force; (c) hollow-core C-PCF deformed under y direction external force

Effective Refractive Index

Considering the actual situation of pressure in the process of optical fiber production and laying,
we chose a 1–200 MPa pressure range in the simulation calculation. Figure 3a shows an effective
refractive index as a function of stress for different modes, and Figure 3b shows the effective index
difference between even and odd modes as a function of stress. Compared to the effective refractive
index difference of fiber under no stress, we obtained the effective refractive index difference of odd
and even modes due to stress. The effective refractive index increased with stress, as did the effective
index difference between even and odd modes. The difference of effective refractive index between
different modes was much larger than that between odd and even modes within the same mode with
different stress. When external stress was applied to fiber, the fiber’s cross-section was not symmetrical.
The index difference between even and odd modes in the lower order modes was larger than that
in the higher order modes. Electric field distribution of fiber depends on the normalized frequency
defined by effective index difference between even and odd modes.
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(a) (b) 

Figure 3. (a) Effective refractive index as a function of stress for different modes; (b) effective index
difference between even and odd modes as a function of stress.

Since the stress-optic coefficient of fiber was determined by the wavelength of the transmitted
beam, analyzed the change of effective refractive index with wavelength. Figure 4a shows that the
effective refractive index changed with wavelength variation for different modes under 100 MPa stress
in the y direction. Figure 4b shows that the effective refractive index difference between even and
odd modes changed with wavelength variation. The difference of effective refractive index between
different modes was much larger than that between odd and even modes within the same mode with
different wavelengths. The effective refractive index decreased with wavelength variation, and the
difference between even and odd modes in the lower order modes was larger than those in the higher
order modes. Although these changes were small, it may be very important that they impact the value
of modal birefringence.

 
(a) (b) 

Figure 4. (a) Effective refractive index as a function of wavelength for different modes; (b) effective
index difference between even and odd modes as a function of wavelength under 100 MPa stress in the
y direction.

3.2. Transmission Characteristics of OAM Modes

This section simulates the transmission characteristics of hollow-core C-PCF under longitudinal
pressure, including intensity, phase, polarization, and loss. There are two ways to compose an OAM
mode in Equation (2), which can be obtained by the linear superposition of the odd and even modes of
HE mode or EH mode. In Figure 3, the effective refractive index difference between EH mode and
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HE mode that make up the same mode group is much larger than that between the odd and even
mode within the same mode, so we only consider the dispersion effect within the mode. Here we use
the transmission characteristics of HE mode to represent the transmission characteristics of an OAM
mode. When the pressure was less than 1 MPa, transmission characteristics changes are unobvious,
and the maximum pressure in the fiber’s practical application was less than 200 MPa. Therefore,
we exerted 1–200 MPa stress. The intensity distribution of each OAM mode transmitted in optical fiber
was annular, and the phase distribution was related to the topological charge. Here we only selected
the HE31 mode as an example to reflect the transmission characteristics of each mode.

3.2.1. Intensity and Phase

Figure 5 shows the normalized intensity distribution of HE31 under 1–200 MPa stress in the
y direction. The xy plane represents the fiber core’s cross-section, and the z-axis represents the
normalized intensity of the HE31 mode. Figure 6 illustrates the intensity distribution of the axis
cross-section in HE31 mode under the same situation. The intensity distribution of HE31 under the
different stresses were almost the same, but the peak value of intensity distribution in the middle
cross-section changed with increasing stress. Since the ringlike energy distribution changed with
increasing stress, the ringlike intensity distribution of any single-mode vortex beam was no longer
regular, and it generated distortion.

Figures 7 and 8 illustrate the normalized intensity distribution for even and odd modes of HE31
under 1–200 MPa stress in the y direction. The intensity distribution for even and odd modes have
the same shape for the one OAM mode, but the peak value in the middle of the even and modes’
cross-section changed in opposite tendency with increasing stress. The strength lobes of odd and
even modes were complementary, thus the strength distribution of the OAM mode was comprised
by superposition, which presented a ring distribution. Figure 9 shows the intensity distribution in
the axis cross-section of HE31 under the same situation, HE31e and HE31o are even and odd modes,
respectively. The abscissa represents the fiber’s core scale, and the ordinate represents mode intensity.
As stress is impacted in the vertical direction, HE31e surface strength was no longer flat. The quartered
petal-shaped distribution gradually separated with increasing stress, and the top of the quartered
distribution became irregular.

Figure 5. The normalized intensity distribution of HE31 under 1–200 MPa stress in the y direction.
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Figure 6. Intensity distribution of the axis cross-section in HE31 mode under the 1–200 MPa stress in
the y direction.

Figure 7. The normalized intensity distribution for the even mode of HE31 under 1–200 MPa stress in
the y direction.

Figure 10a–f shows the phase distribution of HE31 mode under 1–200 MPa stress in the y direction.
As the pressure increases, the isophase line becomes gradually irregular. However, phase distribution
of HE31 satisfied phase characteristics of the OAM mode, and we concluded that the phase is insensitive
to stress disturbances. Figure 11a–f shows the phase distribution of HE31 even and odd modes under
the same situation. The first row represents even mode phase results, and the last row represents odd
mode phase results. Figure 11 shows that phase distortion of HE31 even and odd modes worsened
with increasing stress, and the phase difference between odd and even modes was π/4. The isophase
lines in phase distribution were no longer smooth. With stress increase, the phase ambiguity of
optical fiber became gradually serious, indicating that phase distortion was more serious. The phase
distribution diagram shows that optical fiber can maintain stable OAM mode transmission within the
selected stress range.
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Figure 8. The normalized intensity distribution for the odd mode of HE31 under 1–200 MPa stress in
the y direction.

Figure 9. The intensity distribution of the axis cross-section in even and odd modes of HE31 under
1–200 MPa stress in the y direction.

(a) 1 MPa                        (b) 40 MPa                      (c) 80 MPa 

(d) 120 MPa                       (e) 160 MPa                       (f) 200 MPa 

Figure 10. Phase distribution of HE31 under 1–200 MPa stress in the y direction.
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(a) 1 MPa      (b) 40 MPa        (c) 80 MPa        (d) 120 MPa     (e) 160 MPa       (f) 200 MPa 

Figure 11. Phase distribution of HE31 even and odd modes under the stress from 1 MPa to 200 MPa in
the y direction.

3.2.2. Polarization

Figure 12 shows the polarization distribution of HE31 mode under stress from 1MPa to 200 MPa in
the y direction. In Figure 12, ellipticity represents polarization intensity [29], and change of polarization
intensity in the vertical direction was faster than that in the horizontal direction. In Figure 12a,
the ellipse shapes were almost perfect circles, indicating that the OAM mode synthesized by HEe
± iHEo in the fiber was almost only LCP light (or the RCP light). However, the ellipticities of the
ellipses in Figure 12b were slightly larger, meaning that the light synthesized by HE31e ± iHE31o in
the fiber was composed of both LCP light and RCP light. Thus, this synthesized light contains SAM
and OAM. Ellipticities in Figure 4c–f are obvious, and were even larger, meaning that polarization of
the synthesized OAM mode in fiber gradually increased with stress.

 
(a) 1 MPa       (b) 40 MPa       (c) 80 MPa       (d) 120 MPa      (e) 160 MPa       (f) 200 MPa 

Figure 12. Polarization distribution of HE31 mode under stress from 1MPa to 200 MPa in the y direction.

3.2.3. Loss Characteristics

Dispersion is an important factor causing optical fiber transmission signal distortion, which
leads to communication quality decline and limited communication capacity. In optical fiber design,
dispersion characteristics of optical fiber should be as flat as possible. According to [30], dispersion
can be calculated using the following formula:

D = −λ

c

d2Re
[
ne f f

]
dλ2 (18)

Figure 13 shows dispersion as a function of wavelength for different modes under different stress
values. Dispersion of the new type C-PCF increased with stress variation, and the higher order
mode was larger than the lower order mode. Dispersion is insensitive to pressure changes (the same
color represent the same mode under different stress), so the designed optical fiber could keep good
dispersion properties.
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Figure 13. Dispersion as a function of wavelength for different modes.

In the PCF structure, due to transverse distribution limitation, there is confinement loss in fiber
structure, which is mainly determined by the imaginary part of the effective refractive index [31,32].
The calculation formula is as follows:

L =
2π

λ

20
ln(10)

106Im(ne f f )(dB/m) (19)

Figure 14a shows confinement loss as a function of stress for different modes, and Figure 14b
shows confinement loss as a function of length for different modes under 100 MPa stress in the y
direction. Confinement loss increases with stress variation, and increases with wavelength variation.
The loss in the lower order mode was smaller than that in higher order mode, indicating that the lower
order mode was more stable. In Figure 14, the solid line shows fiber confinement loss without stress,
while the dotted line shows confinement loss under 100 MPa stress. Fiber has a low confinement loss
and can provide good quality OAM modes.

  
(a) (b) 

Figure 14. (a) Confinement loss as a function of stress for different modes, and (b) confinement loss as
a function of length for different modes under 100 MPa stress in the y direction.

The nonlinear effect in optical fiber is also one of the main factors affecting the quality of mode
transmission. A large effective mode field area is conducive to restraining the nonlinear effect in optical
fiber. Therefore, it is necessary to generate fiber structure with a large effective mode field area as far
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as possible, so as to improve the quality of mode transmission. The area of the effective mode field can
be obtained by the following formula [33]:

Ae f f =

(∫ ∫ ∣∣∣∣⇀E(x, y)
∣∣∣∣
2
dxdy

)2

∫ ∫ ∣∣∣∣⇀E(x, y)
∣∣∣∣
4
dxdy

(20)

The formula for calculating the nonlinear coefficient is:

γ =
2πn2

λAe f f
(21)

Figure 15a shows effective mode area as a function of stress for different modes, and Figure 15b
shows an effective mode area as a function of wavelength for different modes under 100 MPa stress in
the y direction. Effective mode area decreased with increasing stress, and increased with increasing
wavelength. Compared to the higher order mode, the effective mode area of the lower order mode
was not sensitive stress. Figure 16a shows the nonlinear parameter as a function of stress for different
modes, and Figure 16b shows the nonlinear parameter as a function of wavelength for different
modes under 100 MPa stress in the y direction. Nonlinear parameter increased with increasing stress,
while it decreased with increasing wavelength. The variation trend of the nonlinear parameter was the
opposite to that of the effective mode area. Higher order modes were more sensitive to wavelength.

  
(a) (b) 

Figure 15. (a) Effective mode area as a function of stress for different modes, and (b) effective mode
area as a function of wavelength for different modes under 100 MPa stress in the y direction.

3.3. Stress-Induced Birefringence

The modal birefringence is an important parameter for reflecting OAM fiber performance.
Figure 17 shows the stress-induced birefringence of the vector modes as a function of stress. It shows
that stress-induced birefringence increased with increasing stress. Birefringence in the lower order
mode was larger than that in the higher order mode. The difference of effective refractive indices
between even and odd modes decides the stress-induced birefringence. The higher order model
had smaller birefringence compared to the lower order model, so it had better stress resistance.
Birefringence curves of the same mode group were close to each other, while birefringence curves of
different mode groups were separated. Therefore, the effect of stress-induced birefringence should be
considered in MDM systems.
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(a) (b) 

Figure 16. (a) Nonlinear parameter as a function of stress for different modes, and (b) nonlinear
parameter as a function of wavelength for different modes under 100 MPa stress in the y direction.

Figure 17. Modal birefringence of vector modes as a function of stress in the y direction.

4. Conclusions

In this article, a complete numerical dispersion theory framework, in relation to processing
PCF fiber birefringence patterns, is established. We deducted the mathematical model for the OAM
mechanism, which can now be used to calculate stress birefringence of any irregularly shaped fiber
core. Furthermore, the model was simulated by structural mechanics and wave optics modules using
the COMSOL software. Considering that fiber core symmetry changed due to fiber force, conclusions
can be drawn through the above theoretical calculation and simulation analysis, and verified by the
transmission characteristics of hollow-core C-PCF. At first, the intensity and phase of the OAM modes
remain relatively stable within the range of actual stress. For another, this kind of new designed
hollow-core C-PCF could keep a low loss under stress. Modal birefringence for the hollow-core
C-PCF is sensitive to stress. The study of transmission characteristics provides basic theoretical
research for mode division multiplexing, and improves the quality and performance of optical fiber
communication systems.
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Abstract: Orbital angular momentum (OAM) mode-division multiplexing (MDM) has recently been
under intense investigations as a new way to increase the capacity of fiber communication. In
this paper, a two-layer Erbium-doped fiber amplifier (EDFA) for an OAM multiplexing system is
proposed. The amplifier is based on the circular photonic crystal fiber (C-PCF), which can maintain a
stable transmission for 14 OAM modes by a large index difference between the fiber core and the
cladding. Further, the two-layer doped region can balance the amplification performance of different
modes. The relationship between the performance and the parameters of the amplifier is analyzed
numerically to optimize the amplifier design. The optimized amplifier can amplify 18 modes (14
OAM modes) simultaneously over the C-band with a differential mode gain (DMG) lower than 0.1
dB while keeping the modal gain over 23 dB and noise figure below 4 dB. Finally, the fabrication
tolerance and feasibility are discussed. The result shows a relatively large fabrication tolerance in the
OAM EDFA parameters.

Keywords: mode-division multiplexing; Erbium-doped fiber amplifier; photonic crystal fibers; orbital
angular momentum

1. Introduction

Optical communication technology has developed rapidly in the past decades. All kinds of
multiplexing and high order modulation technological have greatly increased the capacity of single
fibers. The transmission capacity is gradually reaching the limit in that a standard single-mode fiber
(SMF) cannot carry more than about 100 Tbit·s−1 of data in the C + L band [1]. To meet the stupendously
increasing demands for transmission capacity, mode-division multiplexing (MDM), which is one of
space-division multiplexing (SDM), has been proposed. MDM utilizing the orthogonality among
different orbital angular momentum (OAM) states as the multiplex method has exhibited promising
prospects in recent years. An OAM beam is characterized by a helical phase front exp (ilϕ) (in
polar coordinates, l is the topological charge, and ϕ is the azimuthal angle), which is an optical
vortex beam [2–4]. Theoretically, l can be any integer value (that is, OAM has an infinite number
of orthogonal eigenstates), which means that OAM has great potential to increase the transmission
capacity in a MDM system [5]. For communications using OAM beams, there are two key problems
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to be solved. One is the optical vortex generation, which is the most fundamental technique to
implement OAM multiplexing. The optical vortex can be generated by a variety of schemes, such as
spatial light modulator [6] and modified interference of different modes [7]. A liquid-crystal spatial
light modulator is another promising scheme for generating OAM modes, which exhibits some good
properties including simplicity, high efficiency, and reconfiguration [8–10]. Another is the optical
vortex beam transmission, which needs the fiber supporting OAM modes. In current research, the
ring fiber was designed mostly to transmit OAM modes [11–15]. The circular photonic crystal fiber
(C-PCF) was also proposed as a potential OAM fiber structure [16–19]. One fiber can transmit several
dozens of mutually orthogonal modes. To date, terabit data transmission based on an OAM fiber has
been demonstrated [20]. The transmission distance of the OAM mode in fibers has already reached
50 km [21]. However, many techniques are still needed for handling the implementation of long-haul
MDM systems based on OAM modes. OAM carrier signal amplification is one of the critical techniques.

The Erbium-doped fiber amplifier (EDFA) not only allows the light signal to be amplified
online directly but also possesses the same range between amplification wavelength and the low
loss wavelength of optical fibers, which is suitable for MDM systems based on OAM modes. However,
unlike the single-mode fiber amplifier, there are tens (even dozens) of modes in the OAM fiber amplifier.
The transverse distribution of each mode is different. The biggest difference of these mode gains was
defined as differential mode gain (DMG) [22]. DMG should be low enough to ensure approximately
equal amplification of the multimode in the fiber.

In recent studies, most designs of OAM-EDFA are based on the ordinary circular air-core fiber with
a one-layer doped region [23–26]. These OAM-EDFAs perform well in the modal gains but the DMG
still needs to be improved. A new design of a two-layer Erbium-doped fiber amplifier transmitting
OAM modes was introduced in reference [27] and provides a feasible way to deal with the DMG. They
reduce DMG by adjusting the concentrations in the two doped regions. In addition, a one-layer doped
region OAM fiber amplifier based on the C-PCF has also been presented by our research team. The
amplifier can provide DMG lower than 0.2 dB, which is lower than that of the ordinary circular air-core
fiber amplifier [28]. Naturally, the C-PCF structure combined with a two-layer doped region would be
a more optimal design for OAM-EDFA. Compared with previous work, this OAM-EDFA can provide
better performance in both modal gain and DMG. In addition, our design exhibits a higher tolerance
for application.

In this paper, we propose and design a new OAM-EDFA with two-layer Erbium doped based on
the C-PCF. The intensity distribution of OAM modes is studied to adjust the doped regions reasonably.
The widths and the doped concentrations of the two layers are considered. The performance of the
OAM-EDFA with different parameters is analyzed to get an optimal design. All 14 OAM modes are
amplified as equally as possible to achieve long-haul transmission.

2. Theory

Erbium ion has a unique three-level system, as shown in Figure 1. It includes a ground state,
metastable state, and excited state, which is suitable to realize the population inversion between the
metastable state and ground state to amplify a signal light whose wavelength is around the 1550
nm window (C-band). We used the Giles and Desurvire model to carry out the analyses upon the
population conversion, which is widely used in simulations for fiber amplifiers [29–33]. Owing to
the lifetime of the Erbium ion in the metastable state, which is much larger than that in the excited
state, the particles of the excited state can be ignored; therefore, the model is considered as a two-level
system. Then, we can describe the changing rate of the Erbium ion concentration in the metastable
state by the following equations:

dn2(r, ϕ, z)
dt

= ∑
k

Pkikσak
hνk

n1(r, ϕ, z)− ∑
k

Pkikσek
hνk

n2(r, ϕ, z)− n2(r, ϕ, z)
τ

(1)

nt(r, ϕ, z) = n1(r, ϕ, z) + n2(r, ϕ, z) (2)
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where n1 and n2 are the Erbium ion concentrations of the ground state and the metastable state,
respectively; Pk is the power of light; k = s,p,a corresponds to the light power of the signal and pump
as well as the amplifier spontaneous emission (ASE) noise, respectively; ik is the normalized light
intensity; σak and σek are the absorption and emission cross-sections (which are the attributes of Er3+)
respectively; h is Planck constant; and τ is the lifetime of the metastable state. Equation (2) denotes the
particle conservation in the two-level system, where nt is the total Erbium ion concentration. When
the EDFA is in a stable state, the number of particles in the metastable state remains unchanged, and
Equation (1) is equal to zero. Then, the particle inversion can be given by:

n2(r, ϕ, z) = nt

∑
k

τPkikσak
hνk

1+∑
k

τPkik(σak+σek)
hνk

(3)

The transmission equation in the optical fiber can be expressed by the following propagation equation:

dPk
dz = σek(Pk(z) + mhνkΔνk)

∫ 2π
0

∫ ∞
0 ik(r, Φ) n2(r, Φ, z)rdrdΦ

−σak Pk(z)
∫ 2π

0

∫ ∞
0 ik(r, Φ) n1(r, Φ, z)rdrdΦ

(4)

Figure 1. Three-level diagram of Erbium ion.

In the EDFA, the amplification occurs in the process of energy exchange between the pump light
and Erbium ions. Therefore, the overlap of the pump light and the doped region determines mainly
the performance of EDFA. Therefore, we define the overlap factor as the dimensionless integral overlap
between the normalized optical intensity distribution and the normalized Erbium ion distribution:

Γk =

∫ 2π
0

∫ b
a ik(r, ϕ)n2(r, ϕ, z)rdrdϕ

n2
(5)

where a and b are the inner and outer radius of the fiber doped region. To obtain efficient amplification,
it is necessary to make the signal light and the doped area perfectly overlapped, and the signal light
and pump light matched greatly. Thus, a correction factor η is presented to evaluate the overlap
between the signal light and the pump light [28]:

η =

∣∣� E∗
s · Epdxdy

∣∣2
|� Es · E∗

s dxdy|
∣∣∣� Ep · E∗

pdxdy
∣∣∣ (6)
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where Es and Ep is the signal and pump electric field, respectively. For an accurate description, the
overlap factor is modified as Γk’ = Γk × η. The noise figure is another property of EDFA and can be
calculated by:

Fn = 2nsp(G − 1)/G (7)

where nsp and G represent the spontaneous emission factor and the mode gain, respectively. The
Equations (1)–(7) are combined to analyze the performance of the amplifier based on the OAM fiber.

3. Modeling of the OAM-EDFA

The light intensity distributions of OAM modes transmitted in fiber are ring-shaped. Therefore,
the circular fiber structure, such as C-PCF, is a good choice for an OAM fiber. The OAM modes are
formed by linearly combining orthogonal even and odd vector modes with a π/2 phase shift by the
following equations: {

OAM±
±l,m = HEeven

l+1,m ± jHEodd
i+1,m

OAM∓
±l,m = EHeven

l−1,m ± jEHodd
i−1,m

}
(l > 1){

OAM±
±1,m = HEeven

2,m ± jHEodd
2,m

OAM∓
±1,m = TM0m ± jTE0m

}
(l = 1)

(8)

where l is called the topological charge representing the number of the azimuthal period, and m is the
radial order giving the number of concentric rings. The superscript “±” denotes the polarization state
of the OAM mode. OAM modes combined of eigenmode HE possess a circular polarization in the
same direction as the OAM rotation, while OAM modes formed of eigenmode EH exhibit a circular
polarization in the opposite direction as the OAM rotation [12]. For a given topological charge (l > 1)
and radial order, four OAM modes form an OAM family. The OAM1,1 family composed of even and
odd mode of HE2,1 have two OAM modes because the OAM1,1 composed by TE0,m and TM0,m mode
is unstable [34].

The C-PCF fiber structure without the two doped regions in Figure 2a was proposed by our
group [17]. It supports the 14 OAM mode transmission and exhibits some good features, such as
wide bandwidth, flat dispersion, and low confinement loss. The C-PCF is formed by a large air-hole
located at the fiber center, solid circular ring region, and four rings of air-hole arrays as the photonic
crystal cladding. The substrate material is pure silica with a refractive index of 1.444 (at 1.55 μm),
and the air region contributes to the refractive index of 1. Thus, the refractive index of the cladding
constituted by the period photonic crystal structure is determined by the weight of the two materials,
which can be changed by tailoring the air-filling fraction of the photonic crystal cladding [35]. Between
the central air-hole and the cladding air-hole arrays is a ring-shaped area, which acts as the high index
fiber ring-core to confine the OAM modes well within it. If we arrange the two-layer Erbium-doped
regions as shown in Figure 2a, it would be a good OAM-EDFA structure for both transmission and
amplification. The spatial lattice positions on the x–y plane are given by:

x = ΛN cos
(

2nπ

6N

)
, y = ΛN sin

(
2nπ

6N

)
, n = 1 − 6N (9)

where Λ and N are the lattice constant and number of concentric lattice periods, respectively; r denotes
the inner radius of the ring-shaped area with a high index (that is the radius of a large air-hole in the
fiber center), and d2 to d5 are the diameters of the cladding air holes, ϕ is the azimuthal angle. We
set the lattice constant of Λ = 2 μm, the diameter of a large air hole of d0 = 2.4 μm, and parameters
dn/Λ = 0.8, d2 = d3 = d4 = d5 = 1.6 μm.
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(a) (b) 

 
(c) 

Figure 2. (a) Schematic of a cross-section and the Erbium-doped region of the circular photonic crystal
fiber (C-PCF); (b) the refractive index and Erbium concentration profile of the fiber; (c) normalized
intensity profile of the modes in the C-PCF.

The schematic of the two doping regions of EDFA is shown in Figure 2a covered with a red grid.
The refractive index and Erbium concentration profile of the fiber is shown in Figure 2b and the two
doping regions correspond to the two grey areas in Figure 2c. The normalized intensity distribution of
the 14 OAM modes is shown in Figure 2c. We can see that the low order OAM modes tend to distribute
in the inner area of the high index region, while the high order OAM modes fall in the outer area.
According to Equation (5), the amplification of different OAM modes is determined by the overlapping
region between the doped region and the mode field distributions, which will cause different DMGs.

To reduce this difference, we arranged two-layer doped Erbium regions at the inner and outer
sides of the high index region. The inner doped region overlaps more with the low order OAM modes,
while the outer doped region overlaps more with the high order OAM modes. Therefore, this two-layer
Erbium-doped arrangement balances the amplification difference between the lower and higher order
OAM modes, and hence minimizes the DMG. Then, the doped widths and Erbium ion concentrations
in the two regions should be optimized to obtain the optimal performance.

In the one-layer structure, the design can only be adjusted at the boundary of the doped region
where the difference among the intensity of modes is the biggest, which means that the tolerance for
application is low. Little doped boundary unconformity will cause a big difference for the performance.
However, in the two-layer structure, the design is adjusted where intensities of different modes are
very close. The tolerance of our design will be much higher.

4. Analysis and Optimization

To design an OAM-EDFA with good features, we need to study the influence of the parameters
on the performance of the amplifier. The equilibrium amplification of different OAM modes and
the conversion efficiency should be considered to realize low DMG and high gain. Figure 2a shows
the structural parameters of the proposed OAM-EDFA, where w1 and w2 are the widths of the inner
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and outer ring doped region, respectively, which defines the performance of the amplifier. d denotes
the spacing of the two-layer doped region, which provides the total effective amplifier area of the
EDFA, and, furthermore, determines the conversion efficiency. Next, we investigate the selection of
the parameters. First, w1 and w2 are set as equal, and d is swept from 0.8 μm to 0.2 μm with a step of
0.2 μm. Figure 3 shows the gains of different order modes versus d at 1550 nm wavelength. When d is
equal to 0.4 μm, the gains of different order modes are almost identical, so the DMG is the lowest.

Figure 3. Gain as a function of spacing d at 1550 nm.

Figure 2c shows that the overlap between the field distribution of the lower order modes and
the doped region is larger than that of higher order modes when w1 is increased. Thus, the gain of
lower order modes will increase faster than that of higher order modes. On the contrary, when w2

is increased, the increases in the gain of lower order modes will be slower than that of higher order
modes. We can balance the amplification of different modes by increasing w1 and decreasing w2;
accordingly, the DMG can be reduced. The final parameters are tailored to w1 = 0.9 μm and w2 = 0.7 μm
while d = 0.4 μm through further optimization, where the w1 is nearly at the point of the intersection of
different modes in Figure 2c.

Besides the widths of the doped regions, the doping concentrations and the length of the EDFA
also affect the performance. The relationship between the two concentrations of the doped regions and
DMG (Erbium-doped profile is assumed uniform in each area) is shown in Figure 4a. The concentration
in the circle can be set with an acceptable DMG. However, when the doped concentration is higher than
the value of 1.8 × 1025 m−3, the noise figure is higher than 4dB, as shown in Figure 4b. Considering to
balance the DMG and noise figure, N1 is set at 1.5 × 1025 m−3 and N2 is set at 1.6 × 1025 m−3 as shown
in Figure 2b, providing a great result for both low DMG and noise. The length of EDFA is swept from
0 m to 15m as shown in Figure 4c. The mode gains increase rapidly and then gradually saturates with
the increase in fiber length, while the noise figure (NF) increases slowly and then rises rapidly. To
compromise the mode gains and the noise figure, the length is set to 7 m.
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(a) (b) 

 
(c) 

Figure 4. (a) Differential mode gain (DMG) as a function of the doping concentration N1 and N2,
(b) Gain and noise figure (NF) as a function of the doping concentration N; (c) Gain and NF versus
fiber length.

When the parameters of the structure are settled, the mode gains and DMG as functions of
the pump power and signal power are shown in Figure 5. The signal wavelength and the pump
wavelength are set to 1550 nm and 980 nm, respectively. The pump power is swept from 50 mW to
300 mW. The gain first increases rapidly and then gradually becomes saturated, and the DMG changes
similarly, as shown in Figure 5a. To get a relatively high gain and low DMG, the pump power is
chosen as 150 mW by a trade-off method where the gain is close to saturation and the DMG is low
enough. Figure 5b shows the gain and DMG as the function of input signal power. Considering the
trade-off between gain and DMG, we can take the value of the input signal power to be −15 dBm,
which provides the gain is larger than 20 dB, and DMG is less than 0.05 dB.

  
(a) (b) 

Figure 5. (a) Gain and DMG versus pump power; (b) Gain and DMG versus signal power.
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Figure 6 exhibits the performance of the OAM-EDFA with optimal parameters. The parameters
within the doped region are set to w1 = 0.9 μm, w2 = 0.7 μm, d = 0.4 μm, N1 = 1.5 × 1025 m−3, and N2 =
1.6 × 1025 m−3. The length of OAM-EDFA is selected as 7 m. The pump power and signal power are
set to 150 mW and −15 dBm, respectively. The DMG of 14 OAM modes is lower than 0.1 dB, and the
noise figures are below 4 dB over the whole C-band, as shown in Figure 6a. As well, over 23 dB gain
across the C-band is obtained for the OAM-EDFA, as shown in Figure 6b, which can meet the need of
MDM systems well.

 
(a) (b) 

Figure 6. (a) DMG and NF versus wavelength; (b) Gain versus wavelength.

In Figure 4a, we can see that the DMG would be acceptable when the doping concentrations are in
the marked area, which means a large range for concentration tolerance. To obtain a balance between
avoiding the radially higher order modes and achieving a good quality of OAM modes, a value of d0
can be selected from 2.2 μm to 3.6 μm, whose large range indicates a large fabrication tolerance [17].
Besides the concentration and the diameter of a large air-hole, the doped width tolerance should
also be considered. Owing to the two-layer structure, OAM-EDFA can equalize the gain of the high
order OAM modes and the lower order OAM modes. Therefore, the width between w1 and w2 can
be tolerated within a larger range. At present, the fabrication of PCF and the doping process of the
ion have been matured. A fiber similar to the C-PCF structure has been drawn and experimented
on [36–38]. Therefore, it is feasible to manufacture the OAM-EDFA based on C-PCF.

5. Conclusions

We have presented a new design of OAM-EDFA with a two-layer doped profile to stably maintain
18 eigenmodes (14 OAM modes) for the MDM system. The amplifier is based on the C-PCF supporting
OAM modes and adopts the core-pumping scheme. Parameters that affect the amplifier performance,
such as the width of the two doped regions, the doping concentrations, the length of the amplifier fiber,
and the pump power and signal power, are optimized by a trade-off scheme. The fabrication tolerance
of the EDFA is also discussed, and the results show a relatively large tolerance. The two-layer doped
region can balance the amplification performance of different modes to minimize the DMG of 14 OAM
modes below 0.08 dB. The optimal OAM-EDFA designed will theoretically achieve a gain over 23 dB
and a noise figure less than 4 dB for all 14 OAM modes across the full C-band.
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Abstract: Photonic nanojets formed in the vicinity of the cylindrical graded-index lens with different
types of index grading are numerically investigated based on the finite-difference time-domain
method. The cylindrical lens with 1600 nm diameter is assembled by eighty-seven hexagonally
arranged close-contact nanofibers with 160 nm diameter. Simulation and analysis results show that it
is possible to engineer and elongate the photonic nanojet. Using differently graded-index nanofibers
as building elements to compose this lens, the latitudinal and longitudinal sizes of the produced
photonic nanojet can be flexibly adjusted. At an incident wavelength of 532 nm, the cylindrical lens
with index grading = 2 can generate a photonic nanojet with a waist about 173 nm (0.32 wavelength).
This lens could potentially contribute to the development of a novel device for breaking the diffraction
limit in the field of optical nano-scope and bio-photonics.

Keywords: cylindrical lens; photonic nanojet; graded-index

1. Introduction

Optical super-resolution has become significant for many applications including optical
imaging [1,2], optical trapping and manipulation [3,4], nano-patterning and lithography [5,6],
spectroscopy [7], and data storage [8]. Because the traditional objective lens has a diffraction-limited
light spot, many investigations have been devoted to finding a practical way to obtain a small focusing
spot beyond the diffraction limit [9]. One of the practical ways is the photonic nanojet (PNJ). The PNJ
generated by an illuminated dielectric microcylinder is introduced and numerically demonstrated
by Chen et al. in 2004 [10]. The mechanism of super-resolution imaging by dielectric microcylinders
and microspheres have been increasingly attractive to researchers [11–15]. The PNJ is a high-intensity
narrow focusing spot in the near-field of transparent microcylinder. When the diameter of transparent
microcylinder is larger than the incident wavelength, the PNJ is generated due to the interferences
between the scattering and illuminating fields. The main property of the PNJ is that it is a non-resonant
phenomenon with low divergence and a small waist on the sub-wavelength scale. To generate a
PNJ, it has been investigated that the refractive index contrast between the single microcylinder
and its surrounding medium performs a critical role in the characters of PNJ [16]. This feature of
microcylinder-based PNJ restricts the selection of transparent materials.

In order to optimize key parameters (focal length, waist, and intensity) of the PNJ, several
studies indicate that the PNJ distributions depend on the geometric shape and refractive index of
the microcylinder [17–24]. Moreover, the microcylinder or microsphere consisted of a concentric
core-shell structure with different refractive indices for adjusting the propagation length and width
of the PNJ [25–33]. The PNJ phenomenon can be changed significantly by applying shell materials
with refractive index > 2. The PNJ length formed by the core-shell microcylinder is increased to
approximately 20 wavelengths. However, the price for this PNJ elongation is the waist widening and
the intensity attenuation. The fabrication process of layered inhomogeneous core-shell microcylinder is
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very difficult and rather costly. Therefore, the new and simple procedure is an interesting research issue
for PNJ shaping. The transparent medium in other geometries, such as micro-cuboids, micro-axicons,
nanofibers, and optical fiber tips, are presented for the formation of PNJ [34–39]. These novel structures
of transparent medium cause special features of PNJ-like intensity distributions and are highly probable
to develop new applications.

In this paper, the combination of the metamaterial concept with the PNJ by plane wave
illumination is proposed and numerically investigated. The graded-index nanofibers are used as
building blocks to assemble the artificial cylindrical lens. By varying the graded-index type of the
compositional nanofibers, the focusing properties of the lens are able to modulate according to our
requirements. Using the finite-difference time-domain (FDTD) method, we simulated the optical field
propagation of a plane wave passing through the cylindrical lens assembled by hexagonally arranged
nanofibers in the air medium. The physical modeling is given in Section 2 for cylindrical graded-index
lens. The effects of the graded-index types on the shape, focal length, full-width at half-maximum
(FWHM), and intensity of PNJs are presented and discussed in Section 3. Finally, the conclusions of
this investigation are summarized in Section 4.

2. Physical Modeling

Several numerical methods have theoretically studied optical intensity distribution in the vicinity
of a transparent core-shell microcylinder or microsphere illuminated by a light source [26–29]. These
studies suggest that the refractive index contrast between different shells plays a critical role in the
formation of a PNJ. In order to verify the influence of the graded-index nanofibers, we performed
FDTD calculations for modeling computational electromagnetics [40]. The schematic diagram of a PNJ
generated by the cylindrical graded-index lens is shown in Figure 1. Geometrically, this cylindrical lens
is constructed by multiple hexagonally arranged close-contact nanofibers which fully fill a cylindrical
area with a particular diameter of 1600 nm. The number and diameter of these nanofibers are 87 and
160 nm. The proposed cylindrical lens is normally illuminated by a transverse electric plane wave
propagating along x direction with the electric field polarized along the z direction. The length of
this lens along the z direction is defined as infinitely long for guaranteeing the accuracy and speed
of FDTD calculation. The grid size of the FDTD mesh is chosen to be 10 nm after the convergence
verification. The boundary conditions at the x and y directions added enough space to deliver the
power flow distributions of optical beam in the background medium. The background medium is air
with a refractive index of 1.

Figure 1. Schematic diagram of the cylindrical graded-index lens for photonic nanojet.
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Since the location and the intensity of PNJ depend on the refractive index contrast between
each nanofiber layer, we consider a micrometer size cylindrical lens consisting of several concentric
nanofibers with equal diameter. Figure 2a shows the graded-index model of the hexagonally arranged
nanofibers. Every nanofiber layer with a number s is a homogeneous material and is defined by the
refractive index ns (s = 0 to N). In order to specify the refractive index variation from layer to layer,
the refractive index contrast of the cylindrical lens is expressed as ns/n0 = (nN/n0)(s/N)t [26]. The
index grading type parameter is t and the dielectric central core is s = 0. The t > 0 indicates that the
refractive index grading starts from the central nanofiber and terminates in the outermost nanofiber,
which has the lowest value of the refractive index. Figure 2b shows the different index grading types of
refractive index ns in the graded-index lens. The t value defines the variety of refractive index grading
including linear (t = 1), concave (t = 0.2 and t = 0.5), and convex (t = 1.5 and t = 2) types. In the present
lens, the refractive index grading is realized with N = 5 distinct concentric nanofibers. When the t
value is 1, the refractive index grading is the linear layer-by-layer variation with the constant contrast.
The maximum value of refractive index at the central nanofiber is 1.5 and it decreases in the radial
direction to a minimum value of 1.05 at the outer nanofiber. This choice of index values is based on the
practicability of modern micro-scale coating technology of objects with a thin film that has adjustable
refractive indices [41,42]. The refractive indices in the range of 1.05 to 2.0 for material synthesis have
been realized by controlling the porosity of silica glass. This manufacturing process is also possible to
use for the graded-index photonic crystal structure and fiber.

 
Figure 2. (a) Graded-index model of the hexagonally arranged nanofibers; (b) Different index grading
types of refractive index ns in the graded-index lens.

3. Results and Discussion

The PNJ produced by a microcylinder has been found to present several important properties.
First, the PNJ intensity is several hundred times higher than the incident light power. Second, the PNJ
has a smaller waist than the classical diffraction limit. Using high-resolution FDTD calculation, we
have simulated the intensity distributions of the cylindrical lens at different index grading types. The
incident beam is linearly polarized with a wavelength of 532 nm. Figure 3 shows the spatial intensity
distributions of PNJs formed in the vicinity of cylindrical graded-index lens with homogeneous
material (n = 1.5), t = 0.2, t = 0.5, t = 1, t = 1.5, and t = 2. Figure 3a represents the reference model at
the same modeling conditions, which are the cylindrical lens with all homogeneous nanofibers. It
demonstrated that an optical beam propagates from the top of the lens and the significant near-field
focusing effect is observed at the bottom of the lens. Accordingly, an intensity peak of the electric field
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is known as the PNJ. The intensity peak in Figure 3a is 3.6 compared to the incident intensity of 1, and
the FWHM of PNJ is 165 nm smaller than the incident wavelength of 532 nm. The similar intensity
distributions representing a cylindrical lens with nanofibers of five different index grading types are
shown in Figure 3b–f. We could see that the PNJ gradually shifts from the outside to the inside of
the lens when the index grading type parameter t increases from 0.2 to 2. The focusing effect plays a
significant role in the propagation of the light wave in the lens and the PNJ is located at the interior
of the nanofibers. Compared to the homogeneous model, PNJs created by different graded-index
nanofibers assembled lens have stronger modulation of intensity peak and FWHM.

Figure 3. Spatial intensity distributions of photonic nanojets formed in the vicinity of cylindrical
graded-index lens with (a) homogeneous material (n = 1.5), (b) t = 0.2, (c) t = 0.5, (d) t = 1, (e) t = 1.5,
and (f) t = 2.

Figure 4a shows the normalized intensity distributions of PNJ for cylindrical graded-index
lens along the propagation axis (x axis). The longitudinal profile in Figure 4a is acquired as a
two-dimensional cross-section of the intensity distribution by the straight line located at the center
of the lens. The dashed line is the edge of the lens. According to Figure 4a, the position of intensity
peak for PNJ decreases from 1035 nm to 603 nm as the index grading type parameter increases. The
transversal profiles at the highest intensity peak are plotted along the y axis in Figure 4b. The FWHMs
are 326 nm, 261 nm, 213 nm, 177 nm, and 173 nm corresponding to t = 0.2, 0.5, 1, 1.5, and 2, respectively.
The FWHM of the PNJ monotonically increases with the growth of the index grading type parameter
as well. These indicate that the graded-index nanofibers are able to focus a light spot smaller than
the Abbe diffraction limit. The smallest FWHM (173 nm) of the PNJ achieved by the model at t = 2 is
35% smaller than the half of incident wavelength. Meanwhile, the highest intensity peak of the PNJ
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is delivered by the same graded-index nanofibers at t = 2. These graded-index lens can be used in
combination with a traditional objective lens for super-resolution imaging applications.

 
Figure 4. Normalized intensity distributions of photonic nanojet for cylindrical graded-index lens
along (a) the propagation axis (x axis) and (b) the transversal axis (y axis). The dashed line is the edge
of the lens.

If the PNJ is focused inside the lens, a magnified real image is formed as in the cases of Figure 3d–f.
It can be noted that the cylindrical graded-index lens produces a one-dimensional super-resolution
image along the nanofiber axis. Therefore, we may obtain a complete two-dimensional super-resolution
image in a large area by rotating the cylindrical lens in a circular mode. It is clear that the improved
PNJ properties in the proposed graded-index lens originate from the introduced inhomogeneity of
the refractive index. This graded-index lens is essentially a compact compound scattering media
with altering refractive index along the propagation direction. Figure 5 shows the focal length and
FWHM as a function of the index grading type parameter for cylindrical lens. Apparently, decreasing
grading parameter t results in elongated PNJ, accompanied by an expanded FWHM and decreased
peak intensity. The evolution of the FWHM with the intensity peak with grading parameter t increasing
from 326 nm to 173 nm. Therefore, the key way to manipulate PNJ is to find an optimum graded-index
configuration. If the grading parameter is t > 1, the optical contrast of the serial nanofiber layers
increases with their layer number. The central nanofiber plays the major function in the transformation
of the PNJ inside the lens. When the grading parameter is t >> 1, the graded-index lens according to
its optical properties becomes similar to a homogeneous lens with high refractive index.
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Figure 5. Focal length and full-width half-maximum as a function of the index grading type parameter
for a cylindrical graded-index lens.

It can be seen from Figure 5 that the PNJ length decreases as t value increases. The intensity peak
is placed inside the nanofibers at the value of t = 2. Combining basic properties of the PNJ, a modified
quality criterion Q is expressed as Q = (L × I) / FWHM [25]. The effective length, maximum peak
intensity, and FWHM of the PNJ are L, I, and FWHM, respectively. The usability of a PNJ can be
estimated by using this quality criterion in the solution of practical problems. When the Q value is high,
the peak intensity of nanojet is high, its FWHM is small, and the effective length is long. Figure 6 shows
the quality criterion as a function of the index grading type parameter for cylindrical graded-index
lens. At the value of t = 0.2, the cylindrical graded-index lens optimally combines the high spatial
localization with high intensity. The super-resolution and the relationship between the nanofibers and
the light beam in the graded-index lens may have a physical connection with photonic crystal [43]. An
individual nanofiber operates like a single nanolens. Due to the hexagonal arrangement, the grading
refractive index is capable of guiding the intensity flow to the bottom nanofiber and generating a
strong focus with a high-intensity peak. The nanofiber-assembled graded-index lens has some singular
points which could be used to focus more power on the same phase. Therefore, this graded-index lens
with the selected refractive index is suitable for nano-scale imaging.

 
Figure 6. Quality criterion as a function of the index grading type parameter for the cylindrical
graded-index lens.
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In order to compare the PNJ properties of our lens assembly to those of a single uniform-index
microcylinder, we also performed FDTD calculation for a single microcylinder. The refractive index of
a single microcylinder is 1.5. Spatial intensity distribution, normalized intensity distributions along
the propagation axis and the transversal axis for PNJ formed by a single microcylinder with 1600 nm
diameter are shown in Figure 7. In comparison with PNJ formed by cylindrical graded-index lens, it is
noted that maximal intensity for the graded-index lens along the propagation axis is larger than peak
intensity for uniform single microcylinder. Moreover, the FWHM for uniform single microcylinder is
277 nm, but the FWHM for the graded-index lens at t = 0.2 is 173 nm. The focal length for uniform
single microcylinder is 65 nm and the normalized peak intensity is 0.76. The location of PNJ is close to
the surface of the microcylinder.

 
Figure 7. PNJ formed by a single microcylinder with 1600 nm diameter: (a) spatial intensity
distribution, (b) normalized intensity distribution along the propagation axis, and (c) normalized
intensity distribution along the transversal axis. The dashed line is the edge of the microcylinder.

4. Conclusions

In conclusion, the cylindrical graded-index lens assembled by hexagonally arranged transparent
nanofibers is reported. The effective refractive index of the nanofibers can be changed by tuning the
index grading type parameter. We are able to modulate the PNJ by varying the graded-index type of
the compositional nanofibers. Using high-resolution FDTD calculation, we indicate that the PNJ is
dynamically switched by the graded-index lens. Moreover, we present an optimization demonstration
which pursues better focusing characters of the PNJ. The cylindrical graded-index lens can successfully
achieve lateral resolution beyond the diffraction limit under the plane wave illumination of 532 nm
wavelength. The hexagonal arrangement of the graded-index nanofibers leads to an alternating change
of refractive index that effectively collects evanescent waves accompanied by near-field coupling of
scattering light. Such a mechanism for PNJ manipulation may bring about new applications for optical
imaging with super-resolution.
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Abstract: In this work, an innovative vibration energy harvester is designed by using the point
defect effect of two-dimensional (2D) magneto-elastic phononic crystals (PCs) and the piezoelectric
effect of piezoelectric material. A point defect is formed by removing the central Tenfenol-D
rod to confine and enhance vibration energy into a spot, after which the vibration energy is
electromechanically converted into electrical energy by attaching a piezoelectric patch into the area
of the point defect. Numerical analysis of the point defect can be carried out by the finite element
method in combination with the supercell technique. A 3D Zheng-Liu (Z-L) model which accurately
describes the magneto-mechanical coupling constitutive behavior of magnetostrictive material is
adopted to obtain variable band structures by applied magnetic field and pre-stress along the z
direction. The piezoelectric material is utilized to predict the output voltage and power based on the
capacity to convert vibration energy into electrical energy. For the proposed tunable vibration energy
harvesting system, numerical results illuminate that band gaps (BGs) and defect bands of the in-plane
mixed wave modes (XY modes) can be adjusted to a great extent by applied magnetic field and
pre-stress, and thus a much larger range of vibration frequency and more broad-distributed energy
can be obtained. The defect bands in the anti-plane wave mode (Z mode), however, have a slight
change with applied magnetic field, which leads to a certain frequency range of energy harvesting.
These results can provide guidance for the intelligent control of vibration insulation and the active
design of continuous power supply for low power devices in engineering.

Keywords: vibration energy harvester; phononic crystal; defect bands; piezoelectric material;
magnetostrictive material; output voltage and power

1. Introduction

With the ever-increasing development of self-powered wireless transmitters and embedded
systems, the demands of independent power supply and extended lifespans become more and more
intense [1,2]. In fact, energy harvesters of renewable and clear resources have attracted increasing
attention of worldwide research communities with the increase of environmental issues caused by
traditional resources. The various forms of those resources include sunlight, waste heat, flowing water,
wind, and mechanical vibration, etc. [3–5]. Vibration energy especially, as a broad-distributed source,
is the most prevalent within energy harvesting research [4], with numerous vibration energy generators
of piezoelectric [6], electromagnetic [7], and electrostatic [8] conversion having been investigated.
The piezoelectric generator, as one of the most effective collection devices, can harvest higher output
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power owing to a better capability of electrical-mechanical coupling and higher strain for a given size.
Considering the intrinsic advantage of high energy density in point defected phononic crystals (PCs),
vibration energy can be accurately localized and enhanced at the point defect area, which can provide
an excellent capability to achieve energy conversion through the direct piezoelectric effect.

As a typical composite material, PCs have different periodic structures, which can generate
elastic/acoustic wave band gaps (BGs) where the wave propagation is forbidden in some ranges of
wave frequency. With the introduction of some defects into perfect PCs, much attention has been
concentrated on defect modes of PCs. Based on the characteristics of defect bands trapped in the BGs,
where the elastic/acoustic wave can be localized and enhanced in the defect or propagate along the
defected direction, defected PCs have extensive applications in engineering, such as being vibration
isolators and noise suppressors [9], acoustic filters [10], and waveguides [11]. In recent years, a great
deal of effort has been paid to obtain the formation mechanisms and influence factors of the point
defected PCs. Khelif et al. [12,13] have theoretically and experimentally studied the characteristics of
band structures and the localization effect of a 2D point-defected elastic PC. An accurate interferometric
setup has been used by Romero-García et al. [14] for observing the symmetric and antisymmetric
vibrational patterns in sonic crystals with double-point defects. Additionally, the bending wave
propagation characteristics of a 2D point-defected PC thin plate have been discussed by Yao et al. [15].
Wu et al. [16] have reported the effects of superlattice configuration and defect shapes (square, circular,
and rectangular) on defect bands of PCs. In fact, the control of defect bands for PCs with elastic
materials has a significant dependence on not only the shapes of inclusions, lattice arrangement,
and filling fraction, but also the different physical properties of components.

With the swift development of technology, considering the rich physics characteristics and
extraordinary capabilities of smart materials and that their geometric and physical parameters can be
changed greatly by external stimuli (magnetic field, pre-stress, temperature, and electric field, etc.),
it is desirable and inevitable to construct dynamic tunable PCs with smart materials (magnetostrictive
materials and piezoelectric materials, etc.) [17–21]. Regarding PCs with magnetostrictive material,
researchers have experienced compelling interest in the modulation of elastic wave propagation
and band structures in perfect magneto-elastic PCs by extrinsic motivation [22–25]. For example,
Bou Matar et al. [22] have studied the wave propagation characteristics of 2D Terfenol-D/epoxy PCs,
in which the BGs are tuned by adjusting the orientation and magnitude of the magnetic field.
Considering the mechanical-magnetic coupling effect, Ding et al. [23] have presented longitudinal
wave propagation characteristics in 1D Ni6/Terfenol-D PC rods. Zhang et al. [24] have found that
the maximum width of BGs can reach an optimal orientation angle of 45◦ in the magnetic field for a
magneto-elastic PC thin plate. However, for magneto-elastic PCs with defect modes, only a few studies
have been reported in the existing literature. Gu and Jin [25] have explored the band structure of a 2D
point-defected PC composed of Terfenol-D rods embedded in a polymethyl methacrylate (PMMA)
matrix tuned by an applied magnetic field and pre-stress along the z-axis. The numerical results
indicated that an applied suitable magnetic field can enlarge the first band gap (FBG) and capture a
new band gap (NBG) in the in-plane modes (XY modes).

Owing to the wave localization and enhancement phenomena on account of point defect modes
inside the BGs, vibration energy can be easily converted into electric energy by placing a ceramic
piezoelectric patch within the defect state. There is considerable interest in the research of vibration
energy harvesting by point-defected PCs [26–31]. Wu et al. [26] primarily used a polyvinylidene
fluoride (PVDF) beam to harvest acoustic energy through a point-defected PC consisting of PMMA
cylinders within the air background, and found that the maximum energy is collected at the resonance
frequency of the point-defected PC and piezoelectric beam. In addition, when considering a 2D
point-defected PC with a solid-solid system, Lv et al. [27] demonstrated experimentally that the output
voltage and power harvesting efficiency are 421 and 177241 times larger than that in a rubber block,
respectively. Based on the characteristics of wave focusing and energy localization, Carrara et al. [28]
have demonstrated that acoustic wave energy harvesting can be produced by stub-plate acoustic
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metamaterials. Yang et al. [29] studied a coupled resonance structure between two PC resonators in
order to expand the acoustic wave localization and enhancement effects, with the experimental results
revealing that the maximum pressure magnification of a coupled structure is three times larger than
that of an individual PC. For the vibration energy harvester with point-defected PCs consisting of with
elastic materials, the frequency of the defect band is a certain value. In fact, it is necessary to explore
ways to enlarge the BGs and adjust the position of the defect bands, allowing the broad-distributed
vibration energy to be converted into electrical energy. Hence, considering the magneto-electro-elastic
coupling interaction and introducing smart materials (i.e., magnetostrictive material and piezoelectric
material) into point-defected PCs is a good way to realize broad-frequency energy harvesting.

The aim of this paper is to present a way to modulate the range of vibration energy harvesting
using magneto-elastic point-defected PCs with piezoelectric material, considering the tunability of the
BGs and defect bands via an applied magnetic field and pre-stress. Two analytical approaches (band
structure and vibration energy conversion) are proposed to quantitatively discuss magneto-electric
conversion efficiency and further obtain the optimized output voltage and power of a vibration
energy harvesting system. More specifically, a 3D nonlinear magneto-elastic coupling constitutive
relationship in combination with the supercell technique is adopted to calculate band structure,
and the direct piezoelectric effect is used to predict output voltage and power for energy harvesting
by the finite element method (FEM) implemented by COMSOL Multiphysics 5.3a. [32]. These results
provide a feasible way to broaden BGs and expand the frequency range of vibration energy harvesting
simultaneously. This paper is organized as follows: In Section 2, the setup of the magneto-electro-elastic
coupling theoretical model and calculation method are briefly presented. In Section 3, two schemes, i.e.,
the in-plane modes and the out-plane mode, are discussed. Finally, in Section 4 we give a conclusion.

2. Theoretical Model and Calculation Method

We consider a vibration energy harvester by inserting piezoelectric material into a 2D
magneto-elastic PC with point defect from a 5 × 5 supercell. As shown in Figure 1a, the square
lattice assumes that the lattice constant is a and the radius of rod is r. The corresponding regions of rod,
matrix and piezoelectric patch, indicated by A, B, and C, represent the magnetostrictive phase, elastic
phase, and the piezoelectric phase. Figure 1b shows the first irreducible Brillouin zone of the supercell
(the triangular area Γ −X −M− Γ) in the square lattice. A diagram of the magnetostrictive rod with
applied pre-stress and magnetic field is shown in Figure 1c. The center of the rod is at the origin of the
Cartesian coordinate system (o-xyz), with the x-y plane being located on the cross section of the rod
and the z-axis being parallel to the length direction. Note that the pre-stress and magnetic field are
applied along the z-axis of the Terfenol-D rod to tune the range of energy harvesting. The piezoelectric
phase connecting to an electric circuit is shown in Figure 1d, where the piezoelectric patch is deformed
by pressure difference p, so that the mechanical strain energy can be converted into electrical energy.

For the magnetostrictive phase, the Terfenol-D rod was chosen as the inclusion because it is widely
used in high-precision actuators and smart devices due to their complex nonlinear magneto-mechanical
coupling effect and sensitivity to external stimuli (magnetic field and pre-stress). The 3D Z-L nonlinear
magneto-mechanical coupling constitutive equation is written as [33]:
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Figure 1. (a) Schematic of a 5 × 5 defected supercell of a 2D magneto-elastic PC with a piezoelectric patch.
(b) The first irreducible Brillouin zone (triangular area Γ−X−M− Γ). (c) The Terfenol-D rod is affected by
applied pre-stress and the magnetic field. (d) The structure and circuit connection of a piezoelectric patch.

In our study, by assuming that the Terfenol-D rod is infinite in magneto-elastic PCs,
the demagnetization effect of the magnetostrictive material was able to be neglected [23].
Hence, the pre-stress and magnetic field were applied easily along the z-axis, that is,
σx = 0, σy = 0, Hx = 0, Hy = 0. The corresponding constitutive relationship from Equation (1) is⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
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where σi j and εi j represent the elastic stress and strain tensors, respectively, and G = E/2(1 + υ)
represents the shear modulus with E and v being Young’s modulus and Poisson’s ratio. M =

√
MkMk

is the magnetization intensity, and λs, Ms, and σs represent, respectively, the saturation magnetostrictive
coefficient, magnetization, and magnetostrictive stress. Hz and Mz represent the magnetic field and
magnetization intensity along the z-axis, respectively. k = 3χm/Ms is the relaxation factor, where χm is the
susceptibility in the initial linear region. For I2

σ − 3IIσ = 2̃σij̃σij/3, σ̃ij = 3σij/2− σkkδij/2 represents 3/2
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times the deviatoric stress σij, and δij is the Kronecker delta. μ0 = 4π× 10−7(H/m) represents the vacuum
permeability. The nonlinear scalar function f (x) = coth(x)− 1/x represents the Langevin function, which
is based on Boltzmann statistics and can give a better calculation for the magnetization curve [33].

It is difficult to directly incorporate the nonlinear constitutive equations into the mechanical
equations because the equations contain inverse functions and implicit expressions. For simplicity,
we can rewrite the above nonlinear constitutive equations of magnetostrictive material as the general
form of the linear-like constitutive equations with variable equivalent coefficients, which are widely
used in much magneto-elastic PCs research and reflect the nonlinear constitutive relations effectively
in macroscopic scenarios [17–19].

εm
kl = sm

ijkl(σ, H)σm
ij − dm

mkl(σ, H)THm
m, (3a)

Bm
n = dm

nij(σ, H)σm
ij + μ

m
nm(σ, H)Hm

m, (3b)

where the right superscript m denotes the magnetostrictive phase. Bm
n = μm

0 (H
m
m +Hm

n ) represents the
magnetic induction vector, and sm

ijkl(σ, H), dm
mkl(σ, H) , and μm

nm(σ, H) represent, respectively, the flexibility
matrix, the piezomagnetic coupling matrix and the magnetic permeability matrix, which are the functions of
the magnetic field and pre-stress. (.)T denotes the transposition of the matrix. σ and H represent, respectively,
the stress and magnetic field intensity vectors, which are the independent variables. The effective material
coefficients and exact expressions can be found in Ref. [25].

For the piezoelectric phase, piezoelectric material as the vibration energy generator has received
wide attention in research because of its high efficiency of electrical-mechanical conversion and high
output voltage. The 31 piezoelectric mode is adopted for electricity generation of piezoelectric patches,
and the pressure difference p applied across the two sides of the patch acts as the external force to
drive the vibration of the piezoelectric patch, which converts the vibration energy into electrical energy.
Because the load resistance of the external loading circuit has a significant effect on the piezoelectric
energy harvesting, the electrical impedance is in series at the two sides of the piezoelectric patch to
find the optimal output voltage and power [31]. In the development of the generator structure for the
piezoelectric patch, the established 3D linear piezoelectric constitutive equation in reduced-matrix
form is [34] [

Dp

σp

]
=

[
εs ep

−(ep)T cp

][
Ep

εp

]
(4)

where the right superscript p denotes the piezoelectric phase. σp and Dp are the stress and electric
displacement vectors, respectively. εp and Ep are the strain and electric field vectors, respectively. cp, ep,
and εs are the elastic coefficient at constant electric field, piezoelectric stress coefficient, and dielectric
constant at constant stress field, respectively. (.)T denotes the transposition of the matrix.

According to the [31], both output voltage and power are functions of the external load resistance.
It can be found that the maximum value of output power can be reached when the optimal loading
resistance is yielded as

Ropt =
1
ωCp

2ζ√
4ζ2 + k4

(5)

where ω, ζ, k, and Cp are the forcing frequency of the piezoelectric patch, damping radio, piezoelectric
coupling coefficient, and capacitance of the piezoelectric patch, respectively.

In order to obtain the band structure of point defected PCs, a periodic boundary condition based
on the Bloch-Floquet theorem was applied on the interfaces of both the x and y directions between the
adjacent supercell systems.

ui = (x + a1, y + a1) = ui(x, y)ei(kxa1+kya1), (i = x, y, z) (6)

where ui represents the elastic displacement vector, a1 = 5 × a denotes the lattice constant of the
supercell, and kx and ky are the Bloch vectors. The supercell can be meshed by the quadratic Lagrange
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triangular element, and a group of eigenvalues and eigenmodes are obtained by scanning the Bloch
wave vector k from the first irreducible Brillouin zone along the path of Γ−X−M− Γ. Hence, the defect
bands of magnetic-elastic PCs can be obtained by applying different magnetic fields and pre-stress.

In this study, the FEM is utilized to analyze and calculate the system of vibration energy harvesting
based on magneto-elastic PCs with point defects. The structural mechanics and AC/DC modules
are used to model the coupling problems of the mechanical, magnetic, and electrostatic fields and to
estimate the output voltage and power from the piezoelectric generators. The relationship between
the magnetic-electro-mechanical coupling is displayed in Figure 2. The structural mechanics module
is used to calculate the band structure of the 5 × 5 supercell with a point defect under a different
magnetic field and pre-stress. The Partial Differential Equation (PDE) module is adopted to solve the
implicit function problem in the effective material parameters of magnetostrictive material. Using the
AC/DC module, the piezoelectric patch connecting to an electric circuit can be utilized to convert the
mechanical vibration into electrical energy, and then the series resistance is added in the circuit module
to obtain the maximum output power. Thus, the output voltage and power can be harvested from
point defected magneto-elastic PCs with piezoelectric material.

 
Figure 2. The relationships between the magnetic-electro-mechanical coupling of each module.

3. Numerical Results and Discussion

3.1. Verification of Point-Defect Bands

In this section, we adequately investigate the tunable vibration energy harvesting system of a 2D
magnetic-elastic (M-E) PC including point defect modes (in-plane modes and out-plane modes) under
different magnetic and stress fields. It is noteworthy that the magneto-elastic system in this paper
can be degenerated directly to the study of a conventional point-defected PC with elastic material by
excluding the magnetostrictive material. The band structure of the point-defected PC consisting of a
steel rod and rubber matrix is calculated in Figure 3 and compared with the results of Ref. [35] in order
to validate the accuracy of the proposed model. The results show the BG occurred in the frequency
range of 564–1038 Hz and two defect bands appeared at 648.2 and 648.5 Hz in the frequency range of
0–1100 Hz. It can be seen that the results of the PC with elastic material (black lines) are consistent
with the previous results (red dots) qualitatively and quantitatively, which verifies the accuracy of the
current numerical model. As a specific case, the M-E PC material parameters of Terfenol-D [36] and
PMMA [37] are listed in Table 1. The physical parameters of the piezoelectric patch (PZT-5A) [38] are
shown in Table 2. The length (l), width (b), and thickness (t) of the piezoelectric patch are set as 20 mm,
7 mm, and 0.7 mm, respectively. The damping ratio ξ is chosen to be 0.025. The lattice constant a and
the radius of scatter cylinder r are 15.5 mm and 5.5 mm, meaning the corresponding filling fraction is
f = πr2/a2 = 39.6%.
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Table 1. Material parameters of Terfenol-D [36] and polymethyl methacrylate (PMMA) [37].

Materials ρ
(
kg/m3

)
E(GPa) υ C11 (GPa) C44 (GPa) λs (ppm) χm σs (GPa) μ0Ms (T)

Terfenol-D 9200 60 0.3 ___ ___ 1950 20.4 200 0.96
PMMA 1200 ___ ___ 7.11 2.03 ___ ___ ___ ___

Table 2. Physical parameters of the piezoelectric patch (PZT-5A) [38].

Physical
Parameters

Elastic Coefficient (GPa)
Piezoelectric Coefficient

(10−12 C/m2)
Dielectric Constant

(10−9 F/m)

cp
11 cp

12 cp
13 cp

33 cp
44 ep

31 ep
33 ep

15 εs11 εs33

PZT-5A 121 75.40 75.20 111 21.1 -5.4 15.8 12.3 8.107 7.346

Figure 3. Comparisons of elastic PC of steel/rubber between the results of this paper (black lines) and
those of Ref. [35] (red dots).

3.2. Output Voltage and Power for in-Plane Modes (XY Modes)

The effects of the magnetic field, pre-stress, and the piezoelectric patch on the band structure (XY
modes) of the M-E PC with point defect are depicted in Figure 4. The transverse coordinate represents
the reduced wave vector and the vertical coordinate represents the normalized frequency (ωa/2πct).
ω represents the frequency and ct = 1300 m/s represents the transverse wave velocity of PMMA.
It can be observed in Figure 4a that one BG appears in the band structure and no defect band exists in
the PC without the point defect mode being σz = 0 MPa, Hz = 0 kOe. It can be seen from Figure 4b
that the range of the first band gap (FBG) is 0.545006–1.050319, where three defect bands (original
defect bands) are observed when σz = 0 MPa, Hz = 0 kOe. Figure 4c shows the band structure of the
M-E PC with a point defect computed by considering the structural effect of the piezoelectric patch.
By comparing Figure 4b,c, we can confirm that the piezoelectric patch has no obvious effect on the
BGs and defect bands. When the stress is set to 0 MPa, and the magnetic field changes from 0 to
1 kOe, as shown Figure 4d, the lower edge of the FBG is slightly changed, while the upper edge FBG
increases to 1.177729, and three new defect bands appear above the original defect bands, meaning
that the width of the FBG increases by 0.127410. Note that a new band gap (NBG) appears in range
1.337568–1.450522, in which the four defect bands are trapped. When Hz = 1 kOe, the compressive
pre-stress changes from 0 to 20 MPa, as shown Figure 4e, and the range of the FBG is 0.545954–1.061739.
In comparison with Figure 4d, the upper edge of the FBG decreases, and new defect bands of FBG and
NBG are closed. Some displacement fields of the eigenmodes (NBG1st, NBG2nd, NBG3rd, and NBG4th)
display the vibration confinement and the double degenerate modes on the point defect states of the
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M point, as shown in Figure 5, when the σz = 0 MPa and Hz = 1 kOe. Hence, it can be concluded
that under the action of the magnetic field and pre-stress, the material parameters of Terfenol-D are
changed, which leads to change in the BGs and the appearance of new defect bands; similar results can
be found in Ref. [25]. In the following calculation, we will pay more attention to the investigation of
the tunable vibration energy harvester used by the M-E PC with point defect.

 
Figure 4. The band structure (XY modes) of a magnetic-elastic (M-E) PC with point defect under
different magnetic fields and pre-stress values. (a) perfected M-E PC at σz = 0 MPa, Hz = 0 kOe.
(b) σz = 0 MPa, Hz = 0 kOe without PZT-5A. (c) σz = 0 MPa, Hz = 0 kOe with PZT-5A. (d) σz = 0 MPa,
Hz = 1 kOe with PZT-5A. (e) σz = −20 MPa, Hz = 1 kOe with PZT-5A.

Figure 5. Displacement distributions of the point defect at the M point for σz = 0 MPa, Hz = 1 kOe.
(a) NBG1st is at ωa/2πct = 1.385799, (b) NBG2nd is at ωa/2πct = 1.388351, (c) NBG3rd is at
ωa/2πct = 1.439993, and (d) NBG4th is at ωa/2πct = 1.447252.

Figure 6 displays the variation of BGs and defect bands with the magnetic field in an M-E
point-defected PC as σz = 0 MPa and σz = −20 MPa, respectively. The lower and upper edge of the
FBG represent the start and cut off frequency, respectively, of the first band gap. The six defect bands
trapped in the FBG are expressed as 1st, 2nd, 3rd, 4th, 5th, and 6th, respectively. The NBG and those
corresponding to defect bands have the same representation. When the magnetic field increases from
0 to 4 kOe and σz = 0 MPa, Figure 6a shows that the position of the lower edge of the FBG and the
original defect bands of the FBG (FBG1st, FBG2nd, and FBG3rd) stay nearly unchanged, and the upper
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edge of the FBG increases and tends to a stable state as Hz increases. It is noteworthy that the new
defect bands of the FBG are opened at Hz = 0.3 kOe, and then gradually increase and tend to a fixed
value with the increase of Hz. Moreover, the NBG and corresponding defect bands are opened up
when Hz = 0.5 kOe, and the width and more defect bands of NBG increase with the rise of Hz. It is
interesting that the defect bands in the frequency ranges 1.07–1.19 and 1.31–1.47 gradually separate and
become flatter. When increasing the compressive pre-stress to 20 MPa, by comparing Figure 6a,b, it can
be seen that the new defect bands of the FBG and NBG open in the higher magnetic field (1.1 kOe),
and the edges and width of all these BGs and defect bands increase gradually and finally reach a certain
constant at the saturated magnetic field. These results show that not only does the magnetic field have
a great effect on the BGs and defect bands, but that pre-stress also has a significant effect on them.
From the viewpoint of the magnetic domain, when Hz is in the low and intermediate field, the physics
mechanism for these changes is that the magnetic domain rotation of the Terfenol-D rod is along the
direction of easy magnetization with the rise of the magnetic field, resulting in the expansion range of
the FBG and the generation of the NBG. Then, the magnetization of the magnetostrictive material is
up to saturation, resulting in the BGs and corresponding defect bands remaining constant when Hz

reaches the high field. In addition, when Hz is in the low and intermediate field, the applied pre-stress
can make the magnetic domain rotate toward the direction of hard magnetization. In order to achieve
the same magnetization intensity under larger pre-stress, a larger magnetic field must be applied. It is
difficult for pre-stress to affect the saturation magnetization when Hz reaches the high field.

 
      (a)       (b) 

Figure 6. The variation in defect band frequency (XY modes) as a function of magnetic field.
(a) σz = 0 MPa and (b) σz = −20 MPa. Legend: NBG, new band gap; FBG, first band gap.

Figure 7 presents the output voltage of defect bands in the FBG and NBG as a function of magnetic
field in which σz = 0 MPa and R = 20 kΩ. Here, the output voltages at the defect bands of the FBG
are expressed as FBG1st, FBG2nd, FBG3rd, FBG4th, FBG5th, and FBG6th, respectively. Output voltages
at the defect bands of NBG are expressed as NBG1st, NBG2nd, NBG3rd, and NBG4th, respectively.
The vibration energy can be converted into electrical energy by applied acceleration of 1 m/s2 on the
left-hand side of the supercell, incident from the x-axis. It can be seen from Figure 7a that the output
voltage of the FBG1st is 11 mV and that the output voltages of the FBG4th, FBG5th, and FBG6th begin to
appear simultaneously in Hz = 0.3 kOe. The output voltages of FBG2nd and FBG3rd become constant
at 0.2 mV with the increases of the magnetic field. The output voltages of FBG4th are approximately in
the range of 1.1–1.5 mV when Hz is in the low and intermediate field and tend to 1.1 mV in the high
field. The output voltages of the FBG5th and FBG6th tend to 0.2 mV with the rise of the magnetic field.
It is shown in Figure 7b that the output voltage of the defect bands in the NBG are opened up with the
magnetic field at 0.5 kOe, and the output voltages of NBG1st, NBG2nd, and NBG3rd rapidly decrease

89



Crystals 2019, 9, 261

with the magnetic field in the low and intermediate field. The output voltages of NBG1st and NBG2nd

reach a steady state of about 5 mV, and those of NBG3rd reach a plateau of about 10 mV in the high field.
The output voltage of NBG4th gradually increases to a maximum value of 52 mV as the magnetic field
increases. Hence, we can conclude that the magnetic field changes the displacement field distributions
of the defect bands, which leads to variation of the collected voltage in the magnetic field in the low and
intermediate field. However, the displacement field of the defect bands is unchanged at the high field,
which results in the stability of the output voltage. It can be concluded that the higher output voltage
of 52 mV can be collected in the NBG compared to the FBG. In order to find the larger output voltage
and power, in the following work we focus on the vibration energy harvesting range of the NBG.

       (a)       (b) 

Figure 7. The output voltage of defect bands (XY modes) versus the magnetic field when σz = 0 MPa,
R = 20 kΩ. (a) The output voltage of the FBG. (b) The output voltage of the NBG.

Figure 8 illustrates the dependence of the output voltage of the NBG on the frequency under
different magnetic fields and pre-stress values. The effect of the magnetic field on the output voltage
for the defect bands is illustrated in Figure 8a. The voltage can hardly be collected at Hz = 0 kOe.
The output voltage has three peak values when Hz = 1.1 kOe, with the corresponding frequencies
being 1.388752, 1.445999, and 1.456722, respectively. As a result of the frequencies of NBG1st and
NBG2nd being very close, there is an output voltage peak in the voltage-frequency curve, and other
frequencies corresponding to the peak voltage are consistent with the frequencies of the defect
bands. The frequencies of the three peaks output voltage for Hz = 2 kOe can be found at 1.392721,
1.455566, and 1.462921, respectively, which also agree well with the defect band frequencies in the
NBG. The output voltage versus the frequency of the defect bands in NBG at σz = −20 MPa is shown
in Figure 8b. The voltage can hardly be collected at Hz = 0 kOe, the output voltage only has one
peak with the frequency of 1.412125 at Hz = 1.1 kOe, and the output voltage has three peak values at
Hz = 2 kOe, with the corresponding frequencies being 1.387582, 1.444213, and 1.448955, respectively,
in agreement with the frequencies of the defect bands. In order to express more clearly and intuitively
the effect of pre-stress on the output voltage, a curve of the output voltage with frequency under
different pre-stress values at Hz = 2.5 kOe is given in Figure 9. The results show that the frequency
corresponding to the peak voltage moves to the lower frequency region and that the highest peak
voltage of the NBG gradually decreases with the incensement of compressive pre-stress. On the other
hand, these phenomena show that the localized and enhanced characteristics of point-defected PC can
be used to harvest the highest voltage of the piezoelectric patch.
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          (a)             (b) 

Figure 8. Output voltage versus the normalized frequency in NBG with R = 20 kΩ. (a) At σz = 0 MPa.
(b) At σz = −20 MPa.

Figure 9. The influence of pre-stress on the output voltage in the NBG when the magnetic field is
2.5 kOe.

Figures 9 and 10 show the output voltage spectrum as a function of frequency under different
magnetic fields and pre-stress values, respectively. Hence, quality factor can be introduced in this study,
where the quality factor is defined by the ratio of the frequency in the defect band over the bandwidth
between the half-voltage point (Δω) [39]. Note that the frequency of defect band corresponds to the
highest peak voltage and the Δω can be easily obtained from the output voltage spectrum to calculate
the quality factor. Hence, the quality factor of the M-E PC with point defect under different magnetic
fields and pre-stress values is presented in Table 3. We can see that when the pre-stresses are 0 and
−20 MPa, the quality factor decreases gradually with a rise in magnetic field, which is opposite to the
highest peak voltage. In particular, the quality factor reaches the lowest value because of the lower
frequency corresponding to a higher bandwidth at Hz = 1.1 kOe, σz= −20 MPa. Moreover, under the
high magnetic field, the quality factor increases gradually with the increases of pre-stress.

Figure 10 shows the output voltage and power as a function of load resistance at defect band
frequencies of the NBG (NBG1st, NBG2nd, NBG3rd, and NBG4th) when σz = 0 MPa, Hz = 1 kOe. It is
shown in Figure 10a that the output voltage at defect band frequencies increases rapidly to reach a
fixed value with an increasing of load resistance initially. It can be easily seen in Figure 10b that the
output power at defect band frequencies gradually increases with a rise of load resistance until an
extreme value, followed by a decrease and finally a stabilization. It is demonstrated that there is an
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optimal load resistance of R = 11 kΩ corresponding to a maximum output power of P = 17 nW when
the frequency is in NBG4th. Note that the optimal load resistance agrees with the result of Equation (5).

Table 3. The achieved Δω and quality factor results from different magnetic fields and pre-stress values.

Magnetic Field Hz (kOe) Pre-Stress σz (MPa) Frequency of Defect Band (Hz) Bandwidth (Δω) Quality Factor

1.1 0 121,410 809 150.074
2 0 122,384 960 127.483

2.5 0 122,579 1215 100.888
1.1 −20 118,401 1838 64.418
2 −20 120,948 739 163.664

2.5 −20 122,078 920 132.693

(a)    (b) 
Figure 10. The output voltage (a) and power (b) versus the load resistance at the frequencies of the
defect bands in the NBG at σz = 0 MPa, Hz = 1 kOe.

Figure 11 illustrates that the output voltage is a sinusoidal function of time at defect bands of
the NBG when σz = 0 MPa, Hz = 1 kOe, R = 20 kΩ. The period (T) of the defect band frequency
can be represented by T = 1/ω. It can be verified that the values of T are 8.61 μs, 8.60 μs, 8.27
μs, and 8.24 μs, which correspond to the frequencies of the four defect bands in the NBG, the 1st,
2nd, 3rd and 4th, respectively. It is shown that the corresponding amplitudes of the output voltage at
the four defect band frequencies are 4.5 mV, 4.6 mV, 10.5 mV, and 22.5 mV, respectively, which is in
agreement with the result of Figure 10a at R = 20 kΩ. Furthermore, Figure 12 presents the output
voltage and power as a function of the load resistances at the fourth defect band (NBG4th) for the
piezoelectric patch placed in three different positions. The positions 1, 2, and 3 are shown in Figure 12a,
with the position in the y direction of the gravity center for the piezoelectric patch being located at
6.25 mm, 5.25 mm, and 4.25 mm above that of the supercell, respectively, and the position along the x
direction of the gravity center adhering consistently with that of the supercell. It can be found from
Figure 12b,c that the different positions of the piezoelectric patch lead to different output voltage and
power. Hence, the harvesting of vibrational energy using point defect modes is highly dependent
on the position of the piezoelectric patch because of the distribution of the maxima and minima of
the localized displacement field, where the displacement field structure of point defects is extremely
complex. The different position of the localized field is distributed with different pressure, so the
different positions produce a different pressure difference p between the two sides of the patch with
different degrees of deformation when the piezoelectric patch is placed in different positions of the
localized displacement field. Finally, the greater the pressure difference applied, the larger the output
voltage harvested. However, the position of the piezoelectric patch does not influence the optimal
load resistance corresponding to the maximum power. Because we can see from Equation (5) that the
optimal load resistance is determined by vibration frequency, capacitance of the piezoelectric patch,
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the piezoelectric coupling coefficient, and the damping ratio, the external stimuli do not affect the
value of the optimum resistance, although only if the material parameters are not varied.

Figure 11. The output voltage from the piezoelectric material versus the time at defect bands of the
NBG at σz = 0 MPa, Hz = 1 kOe, R = 20 kΩ.

  
   (a)    (b) 

 
(c) 

Figure 12. (a) Diagram of the piezoelectric patch placed in three different positions of the M-E PC with
point defect. (b,c) show the output voltage and power of NBG4th versus the load resistance for different
positions of the piezoelectric patch at σz = 0 MPa, Hz = 1 kOe.
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3.3. Output Voltage for Anti-Plane Mode (Z Mode)

Figure 13 depicts the effects of the magnetic field and piezoelectric patch on the band structure
(Z mode) of the M-E PC with point defect. It can be observed in Figure 13a that two BGs appear in the
band structure and no defect band exists in the BGs of the PC without a point defect, as σz = 0 MPa,
Hz = 0 kOe. It can be seen in Figure 13b that the ranges of the FBG and second band gap (SBG) are
0.333796–0.790031 and 1.128115–1.365773, respectively. When a perfect PC is transformed into a point
defect PC, three defect bands are trapped in the FBG and five defect bands are trapped in the SBG as
σz = 0 MPa, Hz = 0 kOe. By comparing Figure 13b,c, it can be found that the piezoelectric patch has no
obvious effect on the BGs and defect bands. As magnetic field Hz increases from 0 to 1 kOe, we can see
from Figure 13d that the lower edge of the FBG has slightly changed, while the upper edge of the FBG
decreases to 0.736598, but that the corresponding defect bands of the FBG are invariant. Note that the
positions of the lower and upper edge in the SBG decline obviously but that the width of the SBG is
almost unchanged and the corresponding defect bands of the SBG decline significantly.

 
Figure 13. The band structure (Z mode) of the M-E PC with point defect under different magnetic
fields. (a) perfected M-E PC at σz = 0 MPa, Hz = 0 kOe. (b) σz = 0 MPa, Hz = 0 kOe without PZT-5A.
(c) σz = 0 MPa, Hz = 0 kOe with PZT-5A. (d) σz = 0 MPa, Hz = 1 kOe with PZT-5A.

Figure 14 presents the relation between the frequency of the defect bands and magnetic field in
the M-E PC (Z mode) with point defect for the magnetic field changing from 0 to 4 kOe. The lower and
upper edge FBG represent the start and cut off frequency of first band gap, respectively. Three defect
bands trapped in the FBG are expressed as the 1st, 2nd, and 3rd respectively. The SBG and those
corresponding to the defect bands have the same representation. We can easily find that the upper edge
of the FBG declines clearly and then tends to a stable value at the saturated magnetic field, but that the
lower edge FBG is unchanged with a rise in Hz, which leads to the width of the FBG decreasing in
the low and intermediate magnetic field. Differently from the case of the XY modes, the defect bands
of the FBG for the Z mode are nearly unchanged, and new BG cannot be opened up as Hz increases.
It is noteworthy that the positions of the lower and upper edges of the SBG and the corresponding
defect bands decrease dramatically in the low and intermediate magnetic field and then tend to remain
constant in the high field. The physical mechanism of these phenomena is determined by the certain
effective material parameters of magnetostrictive material given in Ref. [25], where those parameters
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show a complicated variation when the magnetic field is in the low and intermediate field, and then
tend to a fixed value in the high field.

Figure 14. Variation in defect band frequency (Z mode) as a function of the magnetic field with given
σz = 0 MPa.

Figure 15 presents the output voltage of the defect bands (Z mode) as a function of the magnetic
field when σz = 0 MPa, R = 20 kΩ. The output voltages at the defect bands of the FBG are expressed
as FBG1st, FBG2nd, and FBG3rd, respectively. Output voltages at the defect bands of the SBG are
expressed as SBG1st, SBG2nd, SBG3rd, SBG4th, and SBG5th, respectively. The acceleration excitation
agrees with the XY modes. One can find that the output voltage does not change significantly with the
increasing magnetic field due to a slight effect of the magnetic field on the defect bands. It can be seen
that when the Terfenol-D is not applied to the magnetic field, the piezoelectric patch can collect the
highest voltage of 19.2 mV in SBG5th, meaning the output voltages of FBG3rd and SBG4th are 3.4 mV
and 7.2 mV, respectively. The output voltages of other defect bands are less than 1mV. The output
voltage corresponding to the defect bands rapidly decreases in the low and intermediate magnetic
fields and finally remains at a stable value in the high field. Hence, we can conclude that the SBG5th for
the Z mode harvests the highest voltage of 19.2 mV at σz = 0 MPa, Hz = 0 kOe. Because the magnetic
field has very little effect on the output voltage of the Z mode and the maximum energy is harvested
when the magnetic field is not applied on the Terfenol-D rod, increasing efforts have been expended
on the vibration energy harvesting of the point-defected M-E PC in XY modes by applying different
magnetic fields and pre-stress values.
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Figure 15. The output voltage of defect bands (Z mode) versus the magnetic field when σz = 0 MPa,
R = 20 kΩ.

4. Conclusions

In summary, a tunable vibration energy harvesting generator based on a 2D point-defected PC with
magnetostrictive material and piezoelectric material under different magnetic fields and pre-stress values
has been investigated. Owing to the fact that the elastic wave can be localized and enhanced in the point
defect of PC, higher efficiency vibration energy conversion can be realized by attaching a piezoelectric
patch to the point defect area. It has been found that the piezoelectric patch has no obvious influence on
the band structure of point defect modes when BGs are in the higher region. However, the locations of
the piezoelectric patch at the point defect position have a significant effect on energy harvesting. For the
in-plane modes (XY modes), the intelligent tunability of the output voltage of the defect band is realized
by applied magnetic field and pre-stress, which not only achieves vibration isolation and noise control at
different frequencies, but also increases the frequency range of vibration energy harvesting simultaneously.
Moreover, it is easy to expand the bandwidth of energy conversion and seek the optimal output voltage and
power, which makes available higher energy harvesting efficiency. The tunability effect of the magnetic field
on the output voltage of defect bands is unremarkable for the anti-plane mode (Z mode). The introduction
of magnetostrictive material into a point-defected PC expands the intelligent regulation of elastic wave
propagation behavior in complex multi-field environments. This tunable energy harvester used by a M-E
PC provides an efficient method for active collection of broad-distributed vibration energy, which will
present an important approach to apply to self-powered and low-powered devices in engineering, such as
wireless sensors, medical implants, and the Internet of Things.
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Abstract: The differential quadrature method has been developed to calculate the elastic band gaps
from the Bragg reflection mechanism in periodic structures efficiently and accurately. However, there
have been no reports that this method has been successfully used to calculate the band gaps of locally
resonant structures. This is because, in the process of using this method to calculate the band gaps of
locally resonant structures, the non-linear term of frequency exists in the matrix equation, which makes
it impossible to solve the dispersion relationship by using the conventional matrix-partitioning method.
Hence, an accurate and efficient numerical method is proposed to calculate the flexural band gap
of a locally resonant beam, with the aim of improving the calculation accuracy and computational
efficiency. The proposed method is based on the differential quadrature method, an unconventional
matrix-partitioning method, and a variable substitution method. A convergence study and validation
indicate that the method has a fast convergence rate and good accuracy. In addition, compared with
the plane wave expansion method and the finite element method, the present method demonstrates
high accuracy and computational efficiency. Moreover, the parametric analysis shows that the width
of the 1st band gap can be widened by increasing the mass ratio or the stiffness ratio or decreasing
the lattice constant. One can decrease the lower edge of the 1st band gap by increasing the mass
ratio or decreasing the stiffness ratio. The band gap frequency range calculated by the Timoshenko
beam theory is lower than that calculated by the Euler-Bernoulli beam theory. The research results
in this paper may provide a reference for the vibration reduction of beams in mechanical or civil
engineering fields.

Keywords: phononic crystal; locally resonant; band gap; differential quadrature method

1. Introduction

Phononic crystals (PCs) are periodic composites or structures which modify the band structure in
some way. The band gap is a frequency range in which the propagation of elastic waves in phononic
crystal structures is suppressed. By adjusting the parameters of the artificial periodic structure,
the position and width of the band gap and its ability to suppress wave propagation can be artificially
regulated. In engineering practice, structures can be designed as phononic crystals, and then the band
gap characteristics can be used in vibration and noise reduction.

There are two formation mechanisms of the elastic band gap in PCs: one is the Bragg scattering
mechanism [1–18], and the other is the locally resonant mechanism. The wave length corresponding to
the elastic band gap formed by Bragg scattering is generally equal to the lattice size or lattice constant,
which restricts its application in engineering practice. In 1999, Liu et al. [19] proposed the locally
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resonant mechanism of the elastic band gap. It was found that the corresponding wave length of this
locally resonant phononic crystal is far larger than the lattice size, which breaks through the limitation
of the Bragg scattering mechanism and opens up a wide potential for application in low-frequency
wave band. Since then, investigations on the locally resonant mechanism of phononic crystals have
been carried out continuously [20–23].

The study of the band gap mechanism of PCs depends on the solving methods of elastic
wave band gaps. At present, computational methods of vibration band gaps mainly include the
transfer-matrix method (TM), multiple-scattering theory (MST), finite difference time-domain method
(FDTD), lumped-mass method (LM), plane wave expansion method (PWE), differential quadrature
method (DQM), finite element method (FEM), extended plane wave expansion method (EPWE) [24],
wave finite element method [25], and boundary element method (BE) [26]. The transfer-matrix
method [27,28] is widely applied to calculate the band gap characteristics of 1-D PCs. Although the
analytical solution can be obtained quickly, it is not suitable for the study of the vibration dispersion
relations of 2-D and 3-D periodic structures, since the transfer matrix can usually only be transmitted
in one direction. The PWE method [29,30] is the most basic and common method to calculate the band
gap characteristics of phononic crystals. It can be used to solve the elastic band gap of all-dimensional
PCs. However, when the material parameters vary greatly, or the filling rate is too high or too low, it is
difficult to achieve convergence [31]. It is worth mentioning that in order to overcome the limitation
of the convergence of PWE, the improved plane wave expansion (IPWE) method [26] is proposed.
The FDTD method [32,33] can calculate the transmission, reflection, and energy band characteristics
of infinite structures. However, the computational amount is large, and the large elastic constant
difference may lead to numerical instability and divergence. The multiple scattering theory [34,35]
can not only calculate the dispersion curves of periodic structures, but also disordered structures.
It has fast convergence and high accuracy and is easy to deal with the problem of elastic mismatch,
but only some kinds of scatterers with regular shape can be dealt with. At present, only phononic
crystals composed of cylindrical (two-dimensional) and spherical (three-dimensional) scatterers can
be calculated. The lumped mass method [36,37] converges fast, but there are some difficulties in
dealing with multi-field coupling problems. The FEM method [38–40] is a commonly used method in
engineering with good applicability, wide application range, and good convergence. There are various
kinds of mature commercial software, such as Comsol, ANSYS, etc., which facilitate the modeling and
analysis of complex periodic structures. The finite element method can be used to accurately calculate
the band gap characteristics of PCs of various dimensions and various shapes of scatterers.

The differential quadrature method can approximate the value of each derivative of the function
at the node with the weighted sum of the function values at all nodes in the domain and transforms
the problem of the continuous system into a discrete problem. It has strong convergence and high
precision. To the authors’ knowledge, the DQM was only applied to solve the elastic wave band gap of
a beam or plate structure with the Bragg scattering mechanism [8,9]. However, the Bloch boundary
conditions for locally resonant structures lead to nonlinear fundamental equations when using DQM,
which causes difficulties in solving. Hence, numerical solutions of band gaps in LR structures based
on DQM have not been reported up to now.

In this work, through applying an unconventional matrix-partitioning method and a variable
substitution method, we transform the problem of solving the dispersion relation into a quadratic
eigenvalue problem and propose a numerical method based on the differential quadrature method
to calculate the bending vibration band gap of locally resonant beams. The purpose is to improve
calculation accuracy and computational efficiency. Moreover, a parametric study is undertaken to
investigate the effects of shear deformation and rotary inertia, the lumped mass, the spring stiffness
coefficient, and the lattice size on the 1st band gap. Some major novelties of the contribution are
pointed out as follows:

100



Crystals 2019, 9, 293

(1) Based on the differential quadrature method, we propose a numerical method for calculating the
flexural vibration band gaps of a locally resonant beam. In this paper, the differential quadrature
method is applied to calculate the band gaps of locally resonant structures for the first time.

(2) By using an unconventional matrix-partitioning method and a variable substitution method,
we can transform the problem of solving the dispersion relation into a standard quadratic
eigenvalue problem, and the problem of the non-linear term after using the DQM method can be
solved easily.

(3) Compared with the plane wave expansion method and the finite element method, the high
accuracy and computational efficiency of the present method are demonstrated.

(4) The proposed method has high precision and a rapid speed of convergence.

2. Method

2.1. Differential Quadrature Method

The basic idea of the differential quadrature method is to use the sum of the weighted values at all
discrete points in the computational domain to approximate the unknown function values and their
derivatives at any discrete points, so that the continuous system can be transformed into a discrete
system for solving as follows.

f (ε) =
Nx∑
j=1

pj(ε) f j, (1)

∂r f (εi)

∂xr =

Nx∑
i=1

A(r)
i j · f (εi), (2)

where Nx is the total number of discrete points in the calculation domain; i, j = 1, 2, . . . , Nx; f (ε j) = f j;
pj(ε) are the Lagrange interpolation polynomials, and Ar

ij is the weight coefficient of the rth derivative
defined by [41]:

A(1)
i j =

Nx∏
r=1,r�i

(εi − εr)

(εi − ε j)
Nx∏

r=1,r� j
(ε j − εr)

, (3)

A(r)
i j = r

⎛⎜⎜⎜⎜⎜⎜⎜⎝A(r−1)
i j A1

i j −
A(r−1)

i j

xi − xj

⎞⎟⎟⎟⎟⎟⎟⎟⎠, (4)

where r = 1, 2, . . . , Nx−1; i,j = 1, 2, . . . , Nx, (i � j); and A(r)
ii are defined as:

A(r)
ii = −

Nx∑
j=1, j�i

A(r)
i j , (5)

In order to obtain higher accuracy and faster convergence, the non-uniform mesh partition
(Gauss-Lobatto-Chebyshev pattern) [42] is adopted in this paper. The coordinates of discrete points
are as follows:

εi = − cos
(
π(i− 1)
Nx − 1

)
, i = 1, 2, . . . , Nx, (6)

2.2. Unconventional Matrix-Partitioning Method & Variable Substitution Method

In the process of using the DQM method to calculate the band gaps of a locally resonant structure,
a non-linear term of frequency exists in the matrix equation, which makes it impossible to solve the
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dispersion relationship by using the conventional matrix-partitioning method. Hence, we propose an
unconventional matrix-partitioning method and a variable substitution method to calculate the flexural
band gap of a locally resonant beam. The idea is to separate the nonlinear term from the matrix by
unconventional matrix partitioning and variable substitution, and then transform the matrix equation
into a quadratic eigenvalue problem. The proposed method is applicable to both the Euler–Bernoulli
beam model and the Timoshenko beam model. The detailed application process is shown in Section 3.2.
The following is a concise and general formulation of the proposed method.⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Kqq(ω) Kqb Kqd
Kbq Kbb Kbd
Kdq Kdb Kdd

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

Uq

Ub
Ud

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠−ω2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0

0 0 0

0 0 Mdd

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

Uq

Ub
Ud

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = 0, (7)

where U is a vector of independent variables. Subscripts “q”, “b”, and “d” refer to the shear boundary
condition, other boundary conditions, and the domain, respectively. Kqq(ω) is a scalar with the
non-linear term. By variable substitutions and matrix operations, Equation (7) can be transformed into
a quadratic eigenvalue problem.

r2
zH2 ·Ud + rzH1 ·Ud + H0 ·Ud = 0, (8)

H f = −
[

0 H2

−I 0

]−1

·
[

H0 H1

0 I

]
, (9)

ω2 = (−1/mzc4)rz + (kz/mz + c1/mzc4), (10)

For any given wave vector k in the first Brillouin zone, rz can be obtained by calculating the
eigenvalue of matrix Hf. One can get the circular frequency ω due to Equation (10), thus the dispersion
relation and bending vibration band gaps can be plotted.

3. Locally Resonant (LR) Beam Models and Solutions

Figure 1 shows the configuration of a straight elastic metamaterial beam with periodical locally
resonant (LR) oscillator structures. Harmonic locally resonant oscillators are periodically connected
along the x-axis to the infinite Euler beam. Each oscillator is formed by a lumped mass mz and a spring
with stiffness kz, taking the distance between two adjacent LR oscillators as lattice size a. By extending
the Euler-Bernoulli beam theory and the Timoshenko beam theory, one can obtain the theoretical model
of the LR beam. Since the structure has infinite periodicity, we can apply the Floquet-Bloch theorem to
simplify the whole model into a unit cell.

Figure 1. (a) Configuration of a straight elastic metamaterial beam with locally resonant (LR) oscillators.
(b) Diagram of the force equilibrium of the (n + 1)th LR oscillator.

3.1. Euler–Bernoulli Model & Solution Procedures

When the length of each beam unit cell is much larger than its height and width, the Euler-Bernoulli
approximation is satisfied, thus the influences of shear force and rotary inertia can be ignored.
The governing equation for the bending vibration of the nth cell is shown below [43]:
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EI
∂4wn(x, t)
∂x4

+ ρA
∂2wn(x, t)
∂t2 = 0, (11)

where ρ is the density; E is Young’s modulus; A is the cross-section area; I is the area moment of inertia
with respect to the axis perpendicular to the beam axis, and w(x, t) is the lateral displacement at x.
By assuming w(x, t) = W(x) exp(−iωt), where W(x) is the vibration amplitude of the beam at x, and ω
is the circular frequency, Equation (11) can be rewritten as follows:

EI
∂4Wn(x)
∂x4

−ω2ρAWn(x) = 0, (12)

For the (n + 1)th locally resonant oscillator, consider the balance of forces in the y-axis direction,
we can get:

fn+1(t) −mz
..
Zn+1(t) = 0, (13)

where fn+1(t) is the interaction force between the beam and the oscillator at node xn+1,
Zn+1(t) = Vn+1 exp(−iωt) is the displacement of the lumped mass of the (n + 1)th oscillator, and the
vibration amplitude of the (n + 1)th oscillator is denoted by the absolute value of Vn+1.

According to Hooke's law, fn+1(t) can be expressed as follows:

fn+1(t) = kz[w(xn+1, t) −Zn+1(t)] = kz[Wn+1(0) −Vn+1] exp(−iωt) � Fn+1 exp(−iωt), (14)

Substituting Equation (14) into Equation (13), one can get:

Vn+1 =
kz

kz −mzω2 Wn+1(0), (15)

Ignoring the stress concentration between two adjacent units, the following boundary conditions
can be listed according to the continuity of displacement, angle of rotation, bending moment, and shear
force at the node xn+1.

Wn+1(0) = Wn(a), (16)

W′n+1(0) = W′n(a), (17)

EIW′′
n+1(0) = EIW′′

n (a), (18)

EIW′′′
n+1(0) − Fn+1 = EIW′′′

n (a), (19)

According to the Floquet-Bloch theorem [44], Equations (16)–(19) can be rewritten as follows:

eikaWn(0) = Wn(a), (20)

eikaW′n(0) = W′n(a), (21)

eikaEIW′′
n (0) = EIW′′

n (a), (22)

eikaEIW′′′
n (0) − eikaFn = EIW′′′

n (a), (23)

where k is the Bloch wave vector, also known as the wave number.
To facilitate the application of DQM conveniently, the computational domain of each cell needs to

be converted to a standardized computational domain [[−1,1] by the reversible transformation below:

ε =
x− xl

n
Lx

− 1, (24)

where n is the number of the cell; xl
n represents the coordinates of the left side of the nth beam unit; Lx

is equal to 0.5a, and ε is the local coordinate in the normalized computational domain.
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Substituting Equation (24) into Equation (12) and Equations (20)–(23), the governing equation and
boundary conditions in the normalized computational domain can be obtained.

EI
L4

x

∂4Wn(ε)

∂ε4
−ω2ρAWn(ε) = 0, (25)

eikaWn(−1) −Wn(1) = 0, (26)

eikaW′n(−1) −W′n(1) = 0, (27)

eikaW′′
n (−1) −W′′

n (1) = 0, (28)

eikaW′′′
n (−1) −W′′′

n (1) − eika L3
x

EI
· mzkzω2

kz −mzω2 Wn(−1) =0, (29)

Substituting Equations (1)–(6) into Equations (25)–(29), the boundary conditions and governing
equations discretized by DQM can be obtained as below:

EI
L4

x

Nx∑
j=1

A(4)
i j Wj −ω2ρAWi = 0, i = 3, 4, . . . , Nx − 2, (30)

eikaW1 −WNx = 0, (31)

eika
Nx∑
j=1

A(1)
1 j Wj −

Nx∑
j=1

A(1)
NxjWj = 0, (32)

eika
Nx∑
j=1

A(2)
1 j Wj −

Nx∑
j=1

A(2)
NxjWj = 0, (33)

eika
Nx∑
j=1

A(3)
1 j Wj −

Nx∑
j=1

A(3)
NxjWj − eika L3

x
EI
· mzkzω2

kz −mzω2 W1 = 0, (34)

Equations (30)–(34) can be expressed as a matrix equation form as shown below. Because the
third term on the left side of Equation (34) is the non-linear term of ω2, it is impossible to solve the
relationship between wave vector k and ω by using the conventional matrix-partitioning method. Next,
we use the proposed unconventional matrix-partitioning method and the variable substitution method
to solve this problem.⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Kqq(ω) Kqb Kqd
Kbq Kbb Kbd
Kdq Kdb Kdd

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

Uq

Ub
Ud

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠−ω2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0

0 0 0

0 0 Mdd

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

Uq

Ub
Ud

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = 0, (35)

Mdd = ρAI, (36)

where Uq = W1; Ub = (W2, WN−1, WN)
T; Ud = (W3, W4, . . . , WN−2)

T; Kqb is a 1 × 3 vector; Kqd is a
1 × (N − 4) vector; Kbq is a 3 × 1 vector; Kbb is a 3 × 3 matrix, which is always invertible; Kbd is a
3 × (N − 4) matrix; Kdq is a (N − 4) × 1 vector; Kdb is a (N − 4) × 3 matrix; Kdd is a (N − 4) × (N − 4)
matrix; Mdd is a (N − 4) × (N − 4) matrix; Kqq is a scalar as shown below:

Kqq =
c1

pz
+ c2, (37)

where pz = kz −mzω2; c1 = −eikak2
zL3

x/EI; c2 = eikaA(3)
1,1 −A(3)

N,1 + eikakzL3
x/EI; Performing a partitioned

matrix operation on Equation (35), the following three matrix equations can be obtained:
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(
c1

pz
+ c2

)
Uq + Kqb ·Ub + Kqd ·Ud = 0, (38)

KbqUq + Kbb ·Ub + Kbd ·Ud = 0, (39)

KdqUq + Kdb ·Ub + Kdd ·Ud −ω2ρAI ·Ud = 0, (40)

Performing matrix operation and simplification on Equation (39), and using Ud and Uq to
represent Ub.

Ub = S1 ·Uq + S2 ·Ud, (41)

where S1 = −K−1
bb ·Kbq; S2 = −K−1

bb ·Kbd, substituting Equation (41) into Equation (38) for calculation
and simplification, the following equation can be obtained:

Uq =
( 1

rz
S5 + S6

)
·Ud, (42)

where S5 = (c1/c4)S4; S6 = (−1/c4)S4; rz = c4pz + c1; c4 = c2 + Kqb · S1; and S4 = Kqd + Kqb · S2.
Substituting Equation (42) into Equation (41), one can get:

Ub =
( 1

rz
S7 + S8

)
·Ud, (43)

where S7 = S1 · S5; and S8 = S1 · S6 + S2. Substituting Equation (42) and (43) into Equation (40), one
can obtain a standard quadratic eigenvalue equation after simplification.

r2
zH2 ·Ud + rzH1 ·Ud + H0 ·Ud = 0, (44)

H f = −
[

0 H2

−I 0

]−1

·
[

H0 H1

0 I

]
, (45)

ω2 = (−1/mzc4)rz + (kz/mz + c1/mzc4), (46)

where H2 = (ρA/mzc4)I; H1 = Kdq · S6 + Kdb · S8 + Kdd − ρA(kz/mz + c1/mzc4)I; and H0 = Kdq · S5 +

Kdb · S7. For any given wave vector k in the first Brillouin zone, rz can be got by calculating the
eigenvalue of matrix Hf. One can get the circular frequency ω due to Equation (46), thus the dispersion
relation and bending vibration band gaps can be plotted.

3.2. Timoshenko Model & Solution Procedures

For deep beams, the effects of transverse shear deformation and rotary inertia must be considered.
Based on the Timoshenko beam theory, the governing equation for the bending vibration of the nth cell
is shown below [8]:

ksGA
(
∂ϕn(x)
∂x

− ∂
2Wn(x)
∂x2

)
−ω2ρAWn(x) = 0, (47)

ksGA
(
ϕn(x) − ∂Wn(x)

∂x

)
− EI
∂2ϕn(x)
∂x2 −ω2ρIϕn(x) = 0, (48)

where ks is the shear coefficient; G is the shear modulus, and ϕ is the rotation of the cross-section.
Ignoring the stress concentration between two adjacent units, the following boundary conditions can
be listed according to the continuity of displacement, angle of rotation, bending moment, and shear
force at the node xn+1.

Wn+1(0) = Wn(a), (49)

ϕn+1(0) = ϕn(a), (50)
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EIϕ′n+1(0) = EIϕ′n(a), (51)

ksGA
[
ϕn+1(0) −W′n+1(0)

]
− Fn+1 = ksGA[ϕn(a) −W′n(a)], (52)

According to the Floquet–Bloch theorem [44], Equations (49)–(52) can be rewritten as follows:

eikaWn(0) = Wn(a), (53)

eikaϕn(0) = ϕn(a), (54)

eikaEIϕ′n(0) = EIϕ′n(a), (55)

eikaksGA[ϕn(0) −W′n(0)] − eikaFn = ksGA[ϕn(a) −W′n(a)], (56)

Substituting Equation (24) into Equation (47), (48) and Equations (53)–(56), the governing equation
and boundary conditions in the normalized computational domain can be obtained.

ksGA
(

1
Lx

∂ϕn(ε)

∂ε
− 1

L2
x

∂2Wn(ε)

∂ε2

)
−ω2ρAWn(ε) = 0, (57)

ksGA
(
ϕn(ε) − 1

Lx

∂Wn(ε)

∂ε

)
− EI

L2
x

∂2ϕn(ε)

∂ε2 −ω2ρIϕn(ε) = 0, (58)

eikaWn(−1) −Wn(1) = 0, (59)

eikaϕn(−1) −ϕn(1) = 0, (60)

eikaϕ′n(−1) −ϕ′n(1) = 0, (61)

eika
[
ϕn(−1) − 1

Lx
W′n(−1)

]
−
[
ϕn(1) − 1

Lx
W′n(1)

]
− eika 1

ksGA
mzkzω2

kz −mzω2 Wn(−1) = 0, (62)

Substituting Equations (1)–(6) into Equations (57)–(62), the boundary conditions and governing
equations discretized by DQM can be obtained as below:

ksGA
Lx

Nx∑
j=1

A(1)
i j ϕ j−ksGA

L2
x

Nx∑
j=1

A(2)
i j Wj −ω2ρAWi = 0, i = 2, 3, . . . , Nx − 1, (63)

ksGAϕi − ksGA
Lx

Nx∑
j=1

A(1)
i j Wj−EI

L2
x

Nx∑
j=1

A(2)
i j ϕ j −ω2ρIϕi = 0, i = 2, 3, . . . , Nx − 1, (64)

eikaW1 −WNx = 0, (65)

eikaϕ1 −ϕNx = 0, (66)

eika
Nx∑
j=1

A(1)
1 j ϕ j −

Nx∑
j=1

A(1)
Nxjϕ j = 0, (67)

eika

⎡⎢⎢⎢⎢⎢⎢⎣ϕ1 − 1
Lx

Nx∑
j=1

A(1)
1 j Wj

⎤⎥⎥⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎢⎢⎣ϕNx −

1
Lx

Nx∑
j=1

A(1)
Nx jWj

⎤⎥⎥⎥⎥⎥⎥⎦− eika 1
ksGA

mzkzω2

kz −mzω2 W1 = 0, (68)

Equations (63)–(68) can be expressed as a matrix equation form as shown below. Because the
third term on the left side of Equation (68) is the non-linear term of ω2, it is impossible to solve the
relationship between wave vector k and ω by using the conventional matrix-partitioning method. Next,
we use the proposed unconventional matrix-partitioning method and the variable substitution method
to solve this problem.
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Kqq(ω) Kqb Kqd

Kbq Kbb Kbd
Kdq Kdb Kdd

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

Uq

Ub
Ud

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠−ω2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0

0 0 0

0 0 Mdd

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

Uq

Ub
Ud

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = 0, (69)

Mdd =

[
ρAI 0

0 ρII

]
, (70)

where Uq = W1; Ub = (WN,ϕ1,ϕN)
T; Ud = (W2, W3, . . . , WN−1,ϕ2,ϕ3, . . . ,ϕN−1)

T; Kqb is a 1 × 3
vector; Kqd is a 1 × (2N − 4) vector; Kbq is a 3 × 1 vector; Kbb is a 3 × 3 matrix; Kbd is a 3 × (2N − 4)
matrix; Kdq is a (2N − 4) × 1 vector; Kdb is a (2N − 4) × 3 matrix; Kdd is a (2N − 4) × (2N − 4) matrix;
Mdd is a (2N − 4) × (2N − 4) matrix; Kqq is a scalar as shown below:

Kqq =
c1

pz
+ c2, (71)

where pz = kz −mzω2; c1 = −eikak2
z /ksGA; c2 = −eikaA(1)

1,1 /Lx −A(1)
Nx,1/Lx + eikakz/ksGA; Performing a

partitioned matrix operation on Equation (69), the following three matrix equations can be obtained:(
c1

pz
+ c2

)
Uq + Kqb ·Ub + Kqd ·Ud = 0, (72)

KbqUq + Kbb ·Ub + Kbd ·Ud = 0, (73)

KdqUq + Kdb ·Ub + Kdd ·Ud −ω2Mdd ·Ud = 0, (74)

The following procedure is similar to the Euler model. Substituting Equations (41)–(43) into
Equations (72)–(74), one can obtain a standard quadratic eigenvalue equation after simplification.

r2
zH2 ·Ud + rzH1 ·Ud + H0 ·Ud = 0, (75)

For any given wave vector k in the first Brillouin zone, rz can be got by calculating the eigenvalue
of matrix Hf. One can get the circular frequency ω from the Equation (46), thus the dispersion relation
and bending vibration band gaps can be plotted.

4. Numerical Results and Discussions

In this section, we first gave a study on the convergence of the proposed method. Next, the correctness
and accuracy of the present method were verified by comparing the results with the existing literature. It is
worth mentioning that, compared with the plane wave expansion method and the finite element method,
the present method demonstrated high accuracy and computational efficiency. Finally, the parameter
analysis was carried out to discuss the effects of shear deformation and rotary inertia, the lumped mass
mz, the spring stiffness coefficient kz, and the lattice size a on the band gap.

Yu et al. [45] used the transfer-matrix method to calculate the bending vibration band gap of a
LR beam. For the convenience of comparison and analysis, Yu et al.’s [45] geometry and material
parameters of the LR beam are adopted. Figure 2 illustrates a straight beam with locally resonant
oscillators. The material of the LR beam is aluminum, and the shape of the cross-section is a ring with
outer radius and inner radius r1 = 1 × 10−2 m and r0 = 7 × 10−3 m, respectively. Each locally resonant
oscillator consists of a rubber ring and a copper ring coated on the outside, and their outer radii are
r2 = 1.5 × 10−2 m and r3 = 1.95 × 10−2 m, respectively. Both rings have the same width lz = 1 × 10−2 m,
and the lattice constant of the LR beam is taken as a = 7.5 × 10−2 m. Material parameters of the LR
beam are listed in Table 1. Unless otherwise specified, values of the parameters in the following studies
are consistent with those here.
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Figure 2. (a) Illustration of a straight beam with locally resonant oscillators. (b) The sketch of the locally
resonant oscillator.

Table 1. Material parameters.

Parameters Items Values

ρAl Aluminum density (kg/m3) 2600
EAl Elastic modulus of aluminum (Pa) 7 × 1010

ρrubber Rubber density (kg/m3) 1300
Erubber Elastic modulus of rubber (Pa) 7.7 × 105

Grubber Shear modulus of rubber (Pa) 2.6 × 105

ρCu Copper density (kg/m3) 8950

For a ring rubber, the radial equivalent stiffness can be expressed as follows:

kz =
π(3.29H2

z + 5)Grubberlz
ln(r2/r1)

, (76)

where Hz = 1/(r1 + r2)ln(r2/r1) is the shape coefficient.

4.1. Convergence Study

To study the convergence of the present method proposed in this work, Table 2 shows the
fundamental frequencies of the locally resonant beam. We give a series of results corresponding to
various numbers of discrete points Nx. It is found that when the number of sampling points Nx ≥ 8,
the frequency converges rapidly. In the rest part of this paper, 15 discrete points are selected to
calculate and analyze the bending vibration band gap characteristics of LR beams in order to ensure
good accuracy.

Table 2. Fundamental frequency of a locally resonant (LR) beam.

Wave Vector k
Present Frequency (Hz)

Nx = 6 Nx = 7 Nx = 8 Nx = 9 Nx = 15

0.0 0.000 0.000 0.000 0.000 0.000
0.3 277.547 277.635 277.638 277.638 277.638
0.5 304.968 304.972 304.973 304.973 304.973
0.7 308.056 308.057 308.057 308.057 308.057
1.0 308.722 308.722 308.722 308.722 308.722

4.2. Validation

As Figure 3 shows, the curves and scatters represent the dispersion relationship of a straight
beam with LR oscillator structures. The dispersion relationship curve does not cover the full frequency
range and the frequency range through which no dispersion curve covers are represented by a shadow
zone, which is the band gap. The bending wave in the band gap frequency range cannot propagate
through the beam. The 1st band gap locates between 308.722–478.943 Hz, and the range obtained by
Yu et al. [45] is 309.1–479.4 Hz. From a qualitative point of view, the scatter points are all on the curve.
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From a quantitative point of view, the relative error between the present results and Yu et al.’s is within
0.13%. The above proves that our numerical solutions match well with those in the existing literature.

Figure 3. Dispersion relationship and band gaps for a locally resonant (LR) beam.

Consider a finite locally resonant beam consisting of eight preceding periodic cells, in which a
harmonic displacement excitation in the y-direction between 0 and 800 Hz is applied at one end and
the frequency response function (FRF) at the other end is shown in Figure 4a. The solid line represents
the frequency response function and the dashed line represents the input spectrum (0 dB). Within the
frequency range marked by a double arrow, the FRF has a maximum attenuation of more than 60 dB.
For infinite structures, the imaginary part of k causes attenuating vibration. The larger the absolute
value of the imaginary part, the stronger the spatial attenuation of the evanescent wave. As shown in
Figure 4b, the band gap frequency range of the infinite structure is in good agreement with that of the
finite structure, which also proves the correctness of the present method from the perspective of the
evanescent modes.

Figure 4. Transmission properties of the finite locally resonant (LR) beam and band gap characteristics
of the corresponding infinite beam in the range of 0–800 Hz: (a) Frequency response function of the
finite beam. (b) The imaginary part of wave vectors of the infinite beam.
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4.3. Method Advantages

To demonstrate the advantages of the present approach, the following case is compared with the
PWE method and the FEM method. Han et al. [11] used the modified transfer matrix method (MTM)
and the PWE method to calculate the band gaps of a PC beam. The frequency ranges of the first three
band gaps obtained by MTM, PWE, FEM, and the present method are listed in Table 3. As with the TM
method, the MTM obtains an analytical solution; therefore, the closer the results of the other three
numerical methods to the results obtained by the MTM, the higher the accuracy. The relative errors
between FEM and DQM are within 0.014%, and both methods show higher accuracy than the PWE
method. The following compares the methods from the perspective of computational efficiency. A total
of 40 wave vectors are selected at equal intervals in the first Brillouin zone, and the same computer and
software are used for the calculation. Both the number of the DQM discrete points and the number of
the FEM nodes are taken as 30. The relevant simulation times and computational resources (memory)
are listed in Table 4. It can be seen that the present method has a shorter simulation time and requires
less memory than the FEM method. Therefore, by comparing with two classical, widely-used methods,
the high accuracy and computational efficiency of the present method are demonstrated.

Table 3. The first three band gaps in a phononic crystals (PC) beam.

Method

Band Gaps (Hz)

First Second Third

Lower Upper Lower Upper Lower Upper

Present 616.378 1097.33 3038.92 6334.27 9601.44 11929.7
FEM 616.379 1097.33 3038.94 6334.57 9602.36 11931.3
MTM 616 1098 3038 6335 9601 11930
PWE 617 1103 3053 6358 9662 11931

Table 4. Simulation times and memory required of the present method and finite element method
(FEM) (Intel (R) Xeon(R) E5620 CPU, Mathematica 11.1, simulation time is in second, memory is in KB).

Method Present FEM

Simulation time 8.8438 17.0781
Memory 154584 160380

4.4. Parameter Studies

In this part, we conducted a parametric analysis to investigate the effect of shear deformation and
rotary inertia, the lumped mass mz, the spring stiffness coefficient kz, and the lattice size a on the 1st band
gap of the locally resonant beam. The emphasis is on changes in the lower edge as well as the width of
the 1st band gap. Since most of the vibrations presented in the project are low-frequency vibrations, for
engineering purposes, the following research focuses on ways to decrease the corresponding frequency
and widen the band gap.

4.4.1. Effects of Shear Deformation and Rotary Inertia

In this case, the material and geometric parameters of a LR beam are as follows: E = 4.35 × 109 Pa,
ρ = 1180 kg/m3, G = 5 × 108 Pa, A = 1 × 10−4 m2, I = 8.333 × 10−10 m4, ks = 0.8333, a = 0.075 m. Both the
Euler-Bernoulli beam model (EB) and the Timoshenko beam model (TB) are used to calculate the
band structure of the LR beam. The results of the two models are plotted in Figure 5. The 1st band
gap locates between 260.301–743.608 Hz by EB, and 253.44–734.597 Hz by TB, respectively. The shear
deformation will reduce the stiffness of the beam, and the rotary inertia will increase the inertia of the
beam, both of which will reduce the natural frequency of the beam. Therefore, the band gap frequency
range calculated by TB is lower than that calculated by EB.
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Figure 5. Dispersion relationship and band gaps for a locally resonant (LR) beam calculated by
Timoshenko beam model (TB) and Euler-Bernoulli beam model (EB). Half of the dispersion relationship
is plotted because of its symmetry.

4.4.2. Effects of Lumped Mass mz

The mass ratio mz/m is introduced here to characterize the relative magnitude of the lumped mass,
where m = ρAa is the mass of the LR beam per period. Figure 6 manifests the changes in the lower
edge and width of the 1st band gap over the mass ratio mz/m from 0 to 500. As is demonstrated in
Figure 6a that the lower edge falls considerably when the mass ratio (mz/m) is small. Since then, it
remains more or less stable and finally tends to 0 Hz. According to Figure 6b, the width of the 1st band
gap grows rapidly when the mass ratio (mz/m) is small. After that, it reaches a plateau and tends to be
stable. According to the above, we have found that it may be possible to simultaneously decrease the
corresponding frequency range and widen the band gap by increasing the lumped mass mz within a
certain range.

Figure 6. Effects of lumped mass mz on the 1st band gap: (a) Lower edge of the 1st band gap. (b) Width
of the 1st band gap.

4.4.3. Effects of the Spring Stiffness Coefficient kz

In order to facilitate the description of the relative magnitude of the spring stiffness coefficient
kz, a stiffness ratio kz/k is introduced here, where k = EI/a is the equivalent stiffness of the LR beam in
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a period. Figure 7 illustrates the changes in the lower edge and width of the 1st band gap over the
stiffness ratio kz/k from 0 to 250. It is apparent from Figure 7 that both the width and the lower edge
experience a steady growth with the stiffness ratio kz/k increasing. Therefore, we can conclude that it
is hard to simultaneously decrease the corresponding frequency range and widen the band gap by
merely changing the stiffness coefficient of the LR oscillator.

Figure 7. Effects of the spring stiffness coefficient kz on the 1st band gap: (a) Lower edge of the 1st
band gap. (b) Width of the 1st band gap.

4.4.4. Effects of the Lattice Constant a

When propagating in the locally resonant beam, the elastic wave is reflected at the nodes,
which satisfies the Bragg band gap mechanism. Thus, there are also Bragg band gaps in the LR beam.
In the case of small lattice constant, the LR band gap is separated from the Bragg band gap frequency
range. Here, we mainly focus on the effects on the 1st LR band gap, so the lattice size a selected here
is between (0, 0.075], which can separate the LR band gap from the Bragg band gap. As is shown in
Figure 8, with the lattice constant a increasing, the band gap width decreases gradually, showing an
inverse correlation (Figure 8b), but the lower edge always levels off at about 309 Hz (Figure 8a). It shows
that the starting frequency of the locally resonant band gap is independent of the lattice constant
because its frequency is determined by f0 =

√
kz/mz/(2π) [46], which is the resonant frequency of the

locally resonant oscillator. Altering the lattice constant can only affect the band gap width.

Figure 8. Effects of the lattice constant a on the 1st band gap: (a) Lower edge of the 1st band gap.
(b) Width of the 1st band gap.
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5. Conclusions

The differential quadrature method has been developed to calculate the elastic band gaps from the
Bragg reflection mechanism in periodic structures efficiently and accurately. However, there have been
no reports on the successful use of this method to calculate the band gaps of locally resonant structures.
Hence, this paper proposes a numerical method to calculate and study the flexural vibration band gap
of a locally resonant beam. The proposed method is based on the DQM method, an unconventional
matrix-partitioning method, and a variable substitution method. According to the analysis and research
in this work, the following conclusions can be obtained.

(1) The governing equation and periodic boundary conditions are discretized by the DQM method.
The matrix equation is transformed into a standard quadratic eigenvalue problem by the
partitioned matrix operation and variable substitution. Thus, the dispersion relationship and the
band gap characteristics of a locally resonant beam can be solved. By extending the proposed
method further, it can also be suitable for 2-dimensional or 3-dimensional LR structures.

(2) By comparing with the results of the existing literature, the validity of the proposed method is
developed from both propagation modes and evanescent modes. Convergence studies indicate
that accurate enough results could be got when the number of discrete points Nx ≥ 8.

(3) By comparing with the plane wave expansion method and the finite element method, the high
accuracy and computational efficiency of the present method are demonstrated.

(4) The parametric analysis shows that the width of the 1st band gap can be widened by increasing
the mass ratio or the stiffness ratio or decreasing the lattice constant. In addition, one can decrease
the lower edge of the 1st band gap by increasing the mass ratio or decreasing the stiffness ratio.
The starting frequency of the LR band gap has nothing to do with the lattice constant because it is
defined by the resonant frequency of the LR oscillator. The band gap frequency range calculated
by the Timoshenko beam theory is lower than that calculated by the Euler–Bernoulli beam theory.

Referring to the method and solving process in this paper, future research can apply the proposed
method to study the band gap characteristics of 2-D or 3-D locally resonant structures.
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Abstract: We investigate theoretically and experimentally the creation of virtually any polymer-based
photonic structure containing individual nonlinear KTiOPO4 nanoparticles (KTP NPs) using low
one-photon absorption (LOPA) direct laser writing (DLW) technique. The size and shape of polymeric
microstructures and the position of the nonlinear KTP crystal inside the structures, were perfectly
controlled at nanoscale and on demand. Furthermore, we demonstrated an enhancement of the
second-harmonic generation (SHG) by a factor of 90 when a KTP NP was inserted in a polymeric
pillar. The SHG enhancement is attributed to the resonance of the fundamental light in the cavity.
This enhancement varied for different KTP NPs, because of the random orientation of the KTP NPs,
which affects the light/matter interaction between the fundamental light and the NP as well as the
collection efficiency of the SHG signal. The experimental result are further supported by a simulation
model using Finite-Difference Time-Domain (FDTD) method.

Keywords: direct laser writing; KTP; nonlinear optics; photonic coupling

1. Introduction

Second-harmonic generation (SHG) allows the generation of new photons with a double frequency
(2ω) [1]. This is a second-order nonlinear optical process, thus does not provoke any absorption.
Therefore, the SHG can avoid a bleaching effect and allows observations over long durations with no
decrease in the signal quality, which is usually observed with fluorescent and luminescent nanoparticles
(NPs) [2,3]. Moreover, the SH spectrum (2ω) is separated from the fundamental spectrum (ω), allowing
spectrally filtering out the fundamental beam, resulting in an excellent contrast in nonlinear microscopy.
In SHG process, a large range of excitation wavelengths can be used, depending on the nonlinear
material used. Thus, for many applications, the fundamental wavelength can be selected in ranges
where the absorption and scattering effects are low to avoid the losses and the photodegradation. This
allows SHG to be observed in thick materials, which are very useful for bio-applications [4–8].

SHG could be performed with nonlinear materials at macro and micro scales. For some
applications, such as biomarkers and nanosensors, nonlinear NPs should be used [4,8]. Several
works have been devoted to fundamental studies of nonlinear properties of NPs, such as NPs of
CMONS (Cyano-MethOxy-Nitro-Stilbene) [9–11] and hybrid organic/inorganic-based MnPS3 NPs [12].
Recently, Le Xuan et al. [2] have investigated KTiOPO4 (KTP) NPs, with the size in the range of 30
and 100 nm. This nonlinear crystal is commonly used due to its important nonlinear response and
its transparency in visible and infrared ranges [13]. The nonlinear analyses of these NPs show that
the SH signal is very high as compared to a massive KTP crystal and perfectly stable. The SHG of
nonlinear NPs in general is efficient because no phase-matching is required, and those NPs could
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be easily functionalized with other materials, suggesting numerous applications particularly in the
biology domain.

Direct laser writing (DLW) is an excellent method allowing fabrication of any one-, two-, and
three-dimensional (1D, 2D, and 3D) structures at a sub-micrometer scale [14,15]. In this method,
a femtosecond laser beam is usually used. The laser beam strongly focused into a photoresist by
using a large numerical aperture (NA) objective lens (OL). Only the photoresist located inside the
focusing spot is polymerized/depolymerized thanks to the multi-photon absorption (MPA) effect. An
arbitrary structure then can be created by moving the focusing spot inside the photoresist. However,
the MPA-based DLW is rather expensive and complicated since it requires a femtosecond laser and a
complex optical system. Recently, a very simple and inexpensive technique called low one-photon
absorption (LOPA) DLW is demonstrated as a robust technique [16,17], allowing realization of
multidimensional structures as what realized by MPA-based DLW. In the LOPA setup, a simple
and low-cost, continuous-wave (cw) and low power laser is used as an excitation laser, similar to the
case of conventional OPA. However, this laser wavelength is located in an ultralow absorption range
of the photoresist, thus can penetrate deeply inside the material. This LOPA effect is then compensated
by the high intensity at the focusing spot, resulting in a compressed polymerized spot. By moving
the focusing in 3D, any structure can be created as in the case of MPA-based DLW. Moreover, it
was demonstrated that LOPA DLW technique enables the creation of desirable polymeric structures
containing a single gold NP [18], that cannot be obtained by a standard MPA-based DLW.

In this work, we demonstrate the use of a modified LOPA system to embed a single KTP NP in a
polymeric photonic structure in order to enhance the SHG of KTP NP as well as to manipulate the
SH propagation.

2. Fabrication Procedure and Characterization of KTP NPs

2.1. Lopa-Based Dlw Setup

We added a pulsed 1064 nm laser (1 ns, 24.5 kHz) into the LOPA DLW setup. This laser allowed
us to investigate the SHG signal of KTP NPs, before and after coupling to the photonic structure. This
infrared laser is aligned with the 532 nm laser before being focused into the sample (see Figure 1a). The
system can work with the 1064 nm laser or with the 532 nm laser by switching the mirror M1. Another
half-wave plate for 1064 nm–wavelength was inserted after the PBS to adjust the polarization of the
fundamental laser. To measure the SH signal (532 nm), a KG5 filter is used to cut off the fundamental
beam (1064 nm). The SH signal was detected by either the APD to produce a SH image, or by a
spectrometer to obtain a SH spectrum. This flexible setup allows both fabrication of desired structure
containing a single KTP NP at LOPA regime and characterization of SHG enhancement. The whole
process is illustrated in Figure 1b.

2.2. Shg Experimental Setup

In order to measure and to characterize the SHG signal of KTP NPs, we added a pulsed 1064 nm
laser (pulse duration of 1 ns and repetition rate of 24.5 kHz) into the LOPA DLW setup. This second
laser is aligned so that the laser beam coincides with that of the 532 nm laser (see Figure 1a). A flip-flop
mirror allows us to switch easily from one laser to the other. A half-wave plate (not shown in the Figure)
for 1064 wavelength can be placed after the polarizer to control the polarization of the fundamental
laser beam. To collect SHG signal at 532 nm, an infrared filter is used to cut off the fundamental light
at 1064 nm. The signal is then detected by either the APD which gives a SHG image, or a spectrometer
which gives a SHG spectrum of the KTP NPs. This home-built setup is very flexible for signal detection
as well as structure fabrication at LOPA regime, as illustrated in Figure 1b.
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Figure 1. (a) Experimental setup of the integrated optical system for fabrication of desired polymeric
structures and for characterization of SHG of a single KTP NP. PZT: piezoelectric translator, OL: oil
immersion microscope objective, λ/4: quarter-wave plate, λ/2: half-wave plate, BS: unpolarizing beam
splitter, PBS: polarizing beam splitter, M1,2,3,4: mirrors, S: electronic shutter, L1,2: lenses, F: infrared
filter, APD: avalanche photodiode. (b) Fabrication process of polymeric structures containing single
KTP NPs. (1) Identification of KTP NPs positions by 1064 nm laser (SHG mapping); (2) Fabrication
of photonic structures containing single KTP NP by 532 nm laser; (3) Development of samples; (4)
Characterization (SHG by 1064 nm laser or fluorescence by 532 nm laser) of coupled structure.

2.3. Ktp Nps Preparation

KTP NPs were obtained from KTP powders, which were extracted from the polishing process of a
bulk KTP crystal. The synthesis process of KTP NPs can be described as follows [2]: The KTP powders
were first mixed with a polyvinylpyrrolidone polymer (PVP) using a propanol solvent (PrOH) at a
controlled concentration. The solution is then placed in an ultrasonic bath for 20 min in order separate
KTP NPs assembly and to create a thin layer of PVP polymer around them, which then avoiding the
particles aggregation. To obtain particles with a uniform size, the solution was first passed through
a filter having a hole diameter of 0.45 μm, in order to eliminate big particles, and then centrifuged
with a typical speed of 11,000 rpm for 15 min. This allowed obtaining a quasi-monodisperse solution
with particles size between 30 and 100 nm. We dispersed these particles again in the 0.1% PVP/PrOH
mixture, which was again placed in an ultrasonic bath to obtain the final colloidal KTP solution.

2.4. Sample Preparation and Fabrication Process

To obtain a monolayer of individual KTP NPs for SHG characterization or for fabrication, we
mixed the colloidal KTP solution with ethanol with a solution/ethanol ratio of 1:5 using ultrasonication
for 30 min. The solution was then spin-coated on a clean glass substrate (for SHG characterization) or
on photoresist thin films (for coupling), resulting in a monolayer of well separated KTP NPs.

For fabrication of coupled structures, the photoresist sample was prepared as following. First, a
thin layer (500 nm or 5000 nm) of SU8 was spin-coated on a cleaned cover glass. Then, a well dispersed
KTP NPs solution was spin-coated on the surface of the first SU8 layer. Finally, a second thin layer
(500 nm) of SU8 was deposited on top of the KTP NPs monolayer. To remove the solvents, the sample
was placed on a hot plate at 65 ◦C for 3 min and at 95 ◦C for 5 min. We note that SU8 2000.5 photoresist
was used to obtain a film of 500 nm thickness and SU8 2005 photoresist for a film of 5000 nm thickness.
The choice of each thickness depends on the desired structures, 2D or 3D.

The fabrication of photonic structures containing a single KTP NP is shown in Figure 1b and
consists of two main steps:
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- Determination of the position of a single KTP NP by detecting SHG signal using a pulsed
1064 nm laser.

- Fabrication of the polymeric structure containing a single NP by LOPA-based DLW using a cw
532 nm laser.

We note that the two lasers have been perfectly aligned before the OL so that their focusing
spots have the same transverse position, i.e., x and y coordinates. However, these spots are slightly
different along the axial axis, due to the difference in wavelength. Practically, this was overcome by
adjusting the z position in between the mapping (by 1064 nm laser) and the fabrication (by 532 nm
laser) programs. After developing the sample to wash away all un-exposed photoresist, the fabricated
structures were then placed again on the LOPA system in order to characterize the SH signal of KTP
NPs and to compare it with that obtained before fabrication.

2.5. SHG of a Single KTP NP

We first characterized the SHG of individual KTP NPs spin-coated on glass substrate, by using the
1064 nm laser with a typical average laser power of 0.3 mW. The SH signal is very intense with respect
to background noise (signal-to-background ratio of about 100), and a SHG image of an individual KTP
NP is shown in Figure 2a. The intensity profile in the x-direction (Figure 2b) shows a full width at half
maximum (FWHM) of approximately 500 nm, which agrees with the diffraction limit of the focusing
spot at the 1064 nm wavelength (numerical calculation is about 480 nm). This allowed us to identify an
individual KTP NP with a great precision. Figure 2c shows the spectral analysis of the SHG of a single
KTP NP, obtained by adding an infrared filter to cut off the fundamental wavelength. A clear peak at
532 nm confirms the SHG of the 1064 nm laser. Figure 2d shows the temporal tracking of the SH signal.
It shows a perfect stability of the SH signal for a long duration. The small variation of the SH signal is
probably due to the mechanical instability of the optical setup. This excellent SHG stability allows
us to optically address the same KTP NP at different moments, separated by several months, and to
perform different types of measurements.

y

x

Figure 2. (a) Second-harmonic image of a KTP NP with a size of about 100 nm, obtained by scanning
with a pulsed 1064 nm laser. (b) The SHG intensity profile in the x-direction, extracted from (a),
showing a FWHM of 500 nm. (c) SHG spectrum. (d) Time evolution of the SHG signal obtained by an
average power of 0.3 mW. The signal is stable for a long duration.
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3. Deterministic Coupling of a Single KTP Particle into a Polymeric Structure

In order to fabricate a desired photonic structure containing a single KTP NP, we first determined
the position of a KTP NP by scanning the sample with the 1064 nm laser as explained above.
Experimentally, the position of a KTP NP was determined with a precision of about 10 nm. Then, the
fabrication of desired polymeric structures containing the NP with well-known position was realized.
For fabrications, the 1064 nm laser was off and the cw 532 nm laser was turned on. We demonstrated
that the modified LOPA-based DLW technique allowed a full control of the coupling of a single KTP
NP and an arbitrary polymeric structure.

3.1. Control of Shape of Structures

We first investigated the introduction of KTP NPs to structures having different shapes.
Figures 3a,d show scanning electron microscope (SEM) images (top view) of a square and a triangular
structures, fabricated by a laser power of 9 mW and a writing velocity of 3 μm/s. These structures were
fabricated by scanning the laser spot through the SU8 film, point by point to form square/triangular
structures. The distance between two adjacent points was set at 150 nm, which is smaller than the
diffraction limit, resulted in continuous photoresist lines/films. Figures 3b,e show the fluorescence
images of the square and triangular shapes, respectively, obtained by 532 nm laser scanning
(P532 = 50 μW). Figures 3c,f represent the SHG images obtained by scanning with the 1064 nm pulsed
laser. A bright spot at the center of the structure corresponds to the SHG signal emitted by the KTP NP.

μ

μ

Figure 3. (a) SEM image of a square structure containing a KTP NP at the center. Fluorescence image
(b) and SHG image (c) of the corresponding structure, obtained by scanning with 532 nm laser and
1064 nm laser, respectively. The SHG image shows clearly that the polymeric square structure contains
a KTP NP at the center. (d–f): similar SEM, fluorescence et SHG images of a triangular structure
containing a KTP NP.

The first conclusion is that the LOPA-DLW allowed us to realize any structure on demand
containing a single nonlinear NP. Secondly, as compared to metallic NPs [18], the nonlinear NPs
do not induce a thermal effect, which may influence the structure size and shape. This is an
excellent advantage which can be further exploited to embed this KTP NP to different kinds of
polymeric structure.

3.2. Control of NP Position in Polymeric Structures

The control of position of the KTP NP in photonic structures is very importance, because the light
intensity is usually not uniform in a resonant photonic structure. We therefore also demonstrated that
LOPA based DLW allowed precisely controlling and manipulating the NP position in any polymeric
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structures. Several polymeric structures (e.g., triangle and circular disk) containing KTP NPs at
different positions have been fabricated. Figure 4 shows fluorescence and SHG images of a series of
polymeric microdisks embedding KTP NPs at different positions, from center to edge. The KTP NP
position was experimentally controlled with a precision of 10 nm, that is mainly due to the diffraction
limit of the optical system.

Figure 4. Top row: Fluorescence images of microdisk structures, obtained by scanning with a 532 nm
cw laser. Bottom row: SH images of corresponding structures obtained by scanning with 1064 nm laser.
The bright spots correspond to the SHG of KTP NPs, which are embedded at different positions of the
microdisk, from center to edge. Scale bars: 1 μm.

3.3. Control of Structure Size

It was also demonstrated that by controlling the exposure dose, the size of the structure containing
single KTP NPs is adjusted on demand. We fabricated various two-dimensional (2D) structures
consisting of individual pillars among them the central one contains a single NP. Each pillar was
fabricated by scanning the laser spot along the z–axis and through the photoresist film thickness (total
scanning distance of 2 μm). Figure 5 shows the SEM images of fabricated structures. All pillars were
fabricated with the same exposure dose (P = 6 mW, v = 5 μm/s), except the central one containing
the KTP NP. For that, the doses were adjusted as: (top row) P = 6 mW, v = 4 μm/s; 3 μm/s; 2 μm/s;
v = 1 μm/s; (bottom row) P = 9 mW, v= 4 μm/s; 3 μm/s; 2 μm/s; and 1 μm/s, respectively. In
this example, the diameter of the central pillars increases with a step of about 50 nm. This can be
controlled with a smaller step by finely controlling the laser power or the scanning speed, thanks to
the non-explosion effect of the KTP NP in LOPA regime.

Thus, the second conclusion is that the LOPA DLW is a powerful technique to embed a single
nonlinear NP into any PS with controlled size and shape, without any thermal effect. The position
of the NP is also adjusted on demand inside the polymeric structures, which is a great advantage for
photonic coupling.

3.4. Coupling of KTP NP to 3D Structures

Furthermore, we demonstrated that LOPA DLW enables the fabrication of three-dimensional (3D)
structures containing a single KTP NP. For that, we used SU8 2005 (5 μm–thickness) as the structure
material. Figure 6a shows the SEM image of a hexagonal air-hole membrane containing a KTP NP
at the center. To support the membrane, six polymeric legs were fabricated as shown in the inset
of the Figure 6a. The membrane was fabricated (laser power of 10 mW; scanning speed of 3 μm/s)
by scanning the laser spot in a xy-plane with some missing exposures in a hexagonal configuration.
Figures 6b,c show the fluorescence and SHG images of the center part of the membrane. The bright
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SHG spot confirms the presence of the KTP NP in the 3D membrane structure. It is worth mentionning
that it is more challenging for fabrication of 3D structures containing NPs as compared to the case
of 2D structures, because the 3D structure is thicker and therefore it is more difficult to find out the
position of the NPs. For this moment, we didn’t find any SHG enhancement of the coupled KTP NP.
This is due to the fact that the refractive index of the SU8 material is low and the periodicity of the
3D photonic membrane is not optimized to open a photonic bandgap, which is important to have a
photonic coupling. This requires a long investigation and is out of the scope of this paper. However,
the success of embedding a KTP NP into a 3D photonic structure is very encourageable, which suggests
further investigations for fascinating applications.

Figure 5. SEM images of pillars structures containing single KTP NPs. All pillars were fabricated by
the same exposure dose, except the central one, which was fabricated by the following parameters. Top

row: from left to right: P = 6 mW, v = 4 μm/s; 3 μm/s; 2 μm/s; and 1 μm/s, respectively. Bottom row:
from left to right: P = 9 mW, v = 4 μm/s; 3 μm/s; 2 μm/s; and 1 μm/s, respectively.

Figure 6. 3D hexagonal membrane structure containing a KTP NP. (a) SEM image; Inset: full side view.
(b) Fluorescence image obtained by scanning with a 532 nm laser with low power. (c) SHG image,
obtained by scanning with 1064 nm laser, showing the existence of a KTP NP at at center of structure.
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4. SHG Signal Enhancement

In this section, as a demonstration of the coupling, we present our experimental investigation on
the enhancement of the SH signal of a single KTP NP embedded in a polymeric submicropillar. This is
further confirmed by a simulation model based on the FDTD method.

4.1. Experimental Measurement

In order to demonstrate the coupling effect of the fabricated structure, we have compared the
SH signal of the same KTP NP obtained before and after being inserted into a polymeric pillar. The
comparison was done by using the same experimental conditions, such as excitation power and
measurement time.

Figure 7a shows the SH images (by a pulsed 1064 nm laser) of a single KTP NP obtained before
(with polymeric film) and after fabrication (with polymeric pillar), and a fluorescence image (by a cw
532 nm laser) of the fabricated structure. It can be seen from the images that the NP exists well inside
the micropillar. We note that SU8 does not emit fluorescent or SH signal when excited by 1064 nm laser,
therefore only the SH signal of the KTP NP was detected. Comparing the SH signal obtained before
and after fabrication, we can clearly see a great enhancement. Figure 7b shows the comparison of the
SHG intensities of the same KTP NP located in a polymeric film (red curve) and in a polymeric pillar
(green curve). When embedded in a pillar (diameter = 800 nm; height = 1.3 μm), the SHG intensity
is enhanced up to 90 times. We have also realized many similar structures with the same fabrication
parameters but containing different KTP NPs to verify the orientation dependence of the KTP NP
inside the polymeric pillar. Indeed, while a bulk KTP crystal has a unique and well-defined orientation,
a KTP NP is randomly oriented in space. This first affects the nonlinear interaction between the
fundamental light and the nonlinear crystal, which depends strongly on the relative angle between
the electric field of the fundamental beam and the main axis of the KTP crystal. Also, the amount of
SH light collected by the microscope objective strongly depends on the orientation of the SH dipole
and the surrounding medium. The detected SH signal is therefore the result of the photons number
emitted by the nonlinear dipole and the collection efficiency of the optical system, which is defined
as the ratio of the photons collected by the microscope to the total photons emitted by the dipole.
Clearly, the polymeric pillar strongly enhanced the SHG emission towards the detection system thus
enhancing the detected SHG signal. But the enhancement value varied from this NP to the other due
to the random orientation of the KTP NP inside the pillar cavity.

4.2. Numerical Simulations

We have then performed different simulations using FDTD method to find out the answers for
different questions: How the polymeric pillar cavity enhanced the incident fundamental light (at
1064 nm); How the polymeric pillar guided out the SH signal (at 532 nm) emitted from the embedded
NP, and if the coupling out is affected by the NP’s orientation. For these simulations, we assumed that
the SH signal is emitted from an electric dipole.

We first investigated the enhancement of the fundamental light in the polymeric pillar cavity.
Figure 8a shows a model used for simulation. The polymeric pillar cavity was placed on a glass
substrate and a plane-wave light source was inserted inside the glass substrate, which emits a
1064 nm–wavelength in upward direction (z-axis). This incident light field was monitored in the
(xz)– or (yz)–plane. Similar simulations were also realized for a thin SU8 film deposited on a glass
substrate to verify the field enhancement in polymeric cavity. The cavity parameters such as diameter
and height are swept in a large range to find out the optimum configuration of the cavity. We found
that the pillar possessing parameters similar to experimental structures induces a strong enhancement
of the fundamental light. Figure 8b shows the intensity of the fundamental light inside a polymeric
pillar with a diameter of 800 nm and a height of 1.3 μm. Figure 8c shows the field intensity when the
1064 nm light passed though a thin film with a thickness of 1.3 μm. It is clear that, the fundamental
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field is amplified and localized inside the pillar cavity, resulting in an amplification of 7 to 13 times, as
compared to that inside the thin film. Therefore, when a KTP NP is embedded inside the polymeric
pillar, the SHG will be enhanced by a factor in between 49 and 169. Furthermore, it was observed that
a small change of NP position inside the cavity leads to a significant change of the SHG signal due to
the modulation of the fundamental light field inside the cavity, as seen in Figure 8b. This suggests that
the experimental determination of the NP position in the structures is very importance to obtain an
optimum SHG enhancement.

Figure 7. (a) SHG images of a KTP NP obtained before and after fabrication, and a fluorescence image
of the fabricated structure. In the right: SEM of corresponding fabricated structure. (b) Comparison of
the SHG spectra intensities of the same KTP NP showing an enhancement factor of about 90; Inset:
zoom-in of the SHG spectrum before fabrication.

Figure 8. (a) Illustration of the model used to simulate the coupling of a light beam and a polymeric
pillar. A light beam at 1064 nm–wavelength is emitted from the source and sent towards the cavity
(nglass = 1.5, nSU8 = 1.58). (b) Simulation of light intensity inside a polymeric pillar (diameter =
800 nm, height = 1.3 μm). (c) Simulation of light intensity at 1064 nm–wavelength propagating through
a polymeric film (thickness = 1.3 μm).

We then investigated how the SH light is coupled out of the cavity. For simplification, we
considered the nonlinear NP as a single oscillating electric dipole. Naturally, we found that the best
orientation of the emitting dipole should be parallel to the glass substrate surface. We have then
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compared the two particular configurations: a single KTP NP embedded in a polymeric film (thickness
= 1.3 μm) and a polymeric pillar (diameter = 800 nm; height = 1.3 μm). Furthermore, the emitting
dipole is assumed to be embedded in polymeric material at center of the thin film or of the pillar, i.e.,
at 650 nm from the glass interface. The SHG detector is placed inside the glass substrate. Figure 9a
shows the SH intensity distribution in the (xz) and (yz)–planes of a single emitting dipole embedded in
a polymeric film (top) and in a polymeric pillar (bottom). It is evident that, thanks to the pillar cavity,
the emitted light is compressed in a small cone and mostly directed towards the detector (downward
direction). In contrast, in the case of the film, the light is generated in a large angle, which cannot be
totally detected by the detector. To be more precise, we have numerically evaluated the collection
efficiency of the emitted light as a function of the microscope objective, a main component of the
detection system. Figure 9b shows the simulation result of the collection efficiency as a function of
the half angle, defined as arcsin(NA/n), where NA is the numerical aperture of the objective lens
and n is the refractive index of the immersion oil. In case of an objective lens with NA = 1.3 (half
angle = 58.8◦), 55% of the photons emitted by the NP embedded in a polymeric pillar can be collected
while this is only 11% in the case of polymeric film. The polymeric pillar cavity thus does not only
amplify the fundamental light intensity, resulting in an enhancement of the nonlinear optical process,
but also guide the emitted signal into the detection angle, hence enhancing the collection efficiency.
Theoretically, when the KTP NP is embedded at the middle of the pillar, the best collection efficiency is
obtained with a pillar having a diameter of 800 nm and a height of 1300 nm, which is quite consistent
with the experimental result.

Figure 9. (a) Simulation of radiation patterns, in (xz) and (yz)–plane, of a single dipole embedded in
different configurations. Top: emission diagram of a single dipole embedded in a thin film. Bottom:
emission diagram of a single dipole embedded in a polymeric pillar. For both cases, the dipole was
assumed to be in x-axis. (b) Calculation of the collection efficiency of the SHG signal as a function of
the half angle of the objective lens for two cases. An enhancement factor of 5 is obtained.

5. Conclusions

In this work, we have first investigated the SHG of individual KTP NP with a size of about
100 nm, under a pulsed laser excitation at 1064 nm. The KTP NP shows a high nonlinear coefficient, as
compared to a bulk one, and the SHG is perfectly stable at room temperature. Its transparency for both
wavelengths of the fundamental and SH wavelengths leads to a high signal to noise ratio. We then
demonstrated the LOPA-based DLW as an excellent technique to realize desired polymeric photonic
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structures containing a single KTP NP. Thanks to its transparency at 532 nm, KTP NPs did not induce
explosion or damage during fabrication. Different kinds of 2D and 3D polymeric structures containing
individual KTP NPs were successfully demonstrated. The size and shape of the polymeric structures
and the position of the KTP NP inside the structure were demonstrated to be controlled at nanoscale.
When the KTP NP is embedded in a polymeric pillar, the SHG is enhanced by a factor of 90. The SHG
enhancement was varied for different KTP NPs, because of the random orientation of the NP inside
the cavity. This affects the nonlinear interaction between the fundamental beam and the KTP crystal as
well as the collection efficiency of the optical system. Different simulations using FDTD method have
been done and shown very good agreement with the experimental results.
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Abstract: We study energy harvesting in a binary phononic crystal (PC) beam at the defect mode.
Specifically, we consider the placement of a mismatched unit cell related to the excitation point.
The mismatched unit cell contains a perfect segment and a geometrically mismatched one with a lower
flexural rigidity which serves as a point defect. We show that the strain in the defect PC beam is much
larger than those in homogeneous beams with a defect segment. We suggest that the defect segment
should be arranged in the first unit cell, but not directly connected to the excitation source, to achieve
efficient less-attenuated localized energy harvesting. To harvest the energy, a polyvinylidene fluoride
(PVDF) film is attached on top of the mismatched segment. Our numerical and experimental results
indicate that the placement of the mismatched segment, which has not been addressed for PC beams
under mechanical excitation, plays an important role in efficient energy harvesting based on the
defect mode.

Keywords: energy harvesting; defect modes; phononic crystals (PCs)

1. Introduction

With the growing need for portable, wireless, or wearable electronic devices, highly efficient
alternative power generation has increasingly become a necessity. In the past decade, harvesting
ambient energy from environmental sources, such as vibrations, fluid flow, or thermal gradients has
gained much attention. Up to now, broadband energy harvesting using piezoelectric materials from
ambient vibrations based on cantilever configurations have been the main focus because they can
produce high dynamic strain and are compatible to microelectromechanical systems fabrication [1–4].

Energy harvesting using sonic crystals, phononic crystals (PCs), or acoustic/elastic metamaterials
based on wave focusing or wave localization have attracted increasing attention [5–9]. PCs are periodic
composite structures with frequency band gaps capable of forbidding elastic wave propagations [10,11].
Elastic metamaterials are generally structures with periodic local resonators designed to achieve
sub-wavelength band gaps and non-traditional manipulations of wave propagations [12–14]. Energy
harvesting using PCs or metamaterials has been achieved at the defect modes through a resonant cavity
(or an inclusion) in the airborne sound configuration or under mechanical excitation [15–18]. Here,
the defect mode stands for a bandgap resonance mode which comes from the presence of mismatched
unit cells. Recently, energy harvesting using a finite phononic crystal beam with a point defect was
investigated considering thermal effects, but without experimental validations [9]. In fact, defect
modes are one of the important characteristics of imperfect periodic structures that have the potential
to be used for energy harvesting due to their capability of localizing sound or elastic waves around the
defects [19–22]. However, contrary to the airborne sound configuration, placement of the point defect in
finite PCs or metamaterials under mechanical excitation has not been addressed [15]. Placement of the
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mismatched unit cell should play an important role in energy harvesting for minimizing the influence
of wave attenuation inside the frequency band gaps. Since PC beams have received great attention due
to their engineering importance, the proposed energy harvesting configuration will provide another
practical application for PC beams, and the experimental validations will provide useful information
for future related studies of energy harvesting using sonic or phononic crystals [14,23–27].

Although propagation of elastic waves is completely forbidden inside the band gaps in ideally
infinite PC beams, it is only attenuated away from the excitation point in practical finite ones. Thus,
most of the flexural wave energy is locally confined in the neighborhood of the excitation point. In this
work, we simultaneously combine this fact (i.e., wave confinement near the excitation source) with the
characteristics of the defect modes (i.e., wave localization around the point defect) in a PC beam to
achieve highly efficient bandgap energy harvesting. One of the unit cells in the PC beam has a perfect
segment that is connected to the excitation source and a geometrically mismatched flexible one that is
connected to the rest of the PC beam. We mainly focus on the placement of the mismatched unit cell
related to the mechanical excitation point and the associated energy harvesting at the defect modes.
Thus, we note that the energy harvesting is not carried out at ordinary passband resonance frequencies
or compared to those of general straight beam-type energy harvesters.

In this work, energy harvesting using a typical but representative binary PC beam inside the
band gaps is investigated. A polyvinylidene fluoride (PVDF) film is bonded on the mismatched
flexible segment as an energy harvester. A point-wise fiber Bragg grating (FBG) displacement sensing
system is set up in advance to detect the displacement transmission and determine the defect-mode
frequencies. We will demonstrate that the combination of wave confinement near the excitation point
and the localization of the flexural waves at the defect modes enable highly localized, less attenuated,
and efficient energy harvesting.

2. Piezoelectric Energy Harvesting

Figure 1 shows a finite binary PC beam containing 10 unit cells made of two different materials (1)
and (2). The material of the segment marked as (3) is the same as that of the segment (2), but segment (3)
has a lower height to represent a geometrically mismatched segment. We considered three placement
conditions of the mismatched unit cell with respect to the excitation point.

Figure 1. Schematic diagram of the phononic crystal (PC) beam with a mismatched segment
(color online).

We attached the easily-deformed PVDF film on the mismatched segment close to the excitation
point as an energy harvester, as shown in Figure 1. The electrical displacement (i.e., charge density) is
expressed by the piezoelectric constitutive relations as follow:

D3 = d31Yεx + ε33E3, (1)
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where εx is the strain on the mismatched segment along the beam, d31 is the piezoelectric constant in
the 31 coupling direction, Y is Young’s modulus of the PVDF film, ε33 is the dielectric constant, and E3

is the transverse electric field in the PVDF. The collected electric charge on the electrode surface can be
expressed as the integral of the electrical displacement over the area of the surface as follows:

Q =

∫
A

D3dA = bt

∫ l1

l0
(d31Yεx + ε33E3)dx, (2)

where bt is the width of the PVDF. Assuming a uniform electrical field, the charge collected on the
electrode surface can be expressed as [28]

Q = btltd31Yεx −CpU, (3)

where U is the potential difference, lt is the length of the PVDF film, εx is the average strain over the
surface of the piezoelectric layer, and Cp is the capacitance expressed by

Cp =
btltε33

Δ
, (4)

where Δ is the thickness of the piezoelectric layer. The root mean square amplitude of the output
harmonic steady-state voltage can be determined as

U =
1√
2

ωbtltd31Yεx

1 +ωbtltεT
33RL/Δ

RL, (5)

where RL is the external load resistance. The time-average of the output power of the PVDF film
dissipated in the resistive load can be expressed by multiplication of the voltage and current flow (i.e.,
I = ωQ) as

Pav =
1
2

(
ωbtltd31Yεx

1 +ωCpRL

)2
RL. (6)

Clearly, the output power is a function of the external load resistance RL, the excitation frequencyω,
the average dynamic strain εx of the mismatched segment, the piezoelectric constants, and dimensions
of the energy harvester. The maximum value of the output power can be obtained by selecting the
external load resistance as [16].

R∗L = 1/ωCp, (7)

which is related to the excitation frequency and the capacitance of the PVDF film.
In our modeling for energy harvesting, PVDF is assumed to have weak electromechanical coupling,

in which converse coupling is neglected. The generated power is a quadratic function of the dynamic
strain. Thus, the optimum placement of the PVDF film is related to the distribution of the dynamic
strain field. It should be noted that the optimal size of the PVDF is not the focus in this work since for
the considered defect mode, it only vibrates in the first bending mode and the harvested power will
not be averaged out.

As shown in Figure 1, a PC beam having a mismatched unit cell (i.e., containing a perfect and a
geometrically mismatched segment) placed in three different locations is considered. Each unit cell has
two segments made of 6061 aluminum (i.e., material (1)) and acrylic (PMMA, material (2)). Each of
the two materials has a size of 0.08 m (length) × 0.015 m (width) × 0.015 m (height). The height of
the point defect (i.e., marked as (3) with the same material as (2), PMMA) is 0.008 m, and the other
dimensions of the point defect are the same as the other segments. The local mismatched segment
with a lower flexural rigidity serves as a perturbation to a perfect PC beam. For convenience, we,
respectively, name the three PC beams as EHPC1, EHPC2, and EHPC3, in which “E” denotes energy
and “H” denotes harvesting. A PVDF film energy harvester is attached on the top surface of the
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mismatched segment near the boundary between it and another segment in the first, second, and third
unit cells of EHPC1, 2, and 3. The attachment of the PVDF film on EHPC1 is illustrated in Figure 1.

To validate the defect mode-based wave localization in the three PC beams, we calculate the flexural
displacement transmission (denoted as frequency response function (FRF) in the following figures)
using the finite element method (FEM). The displacement transmission is obtained by calculating
T(ω) = 20 log10

∣∣∣Wout(ω)/Win(ω)
∣∣∣, where Wout(ω) and Win(ω) are, respectively, the line-average

(along the width of the beam) displacement amplitudes at the two ends of the PC beam. In FEM
simulations, the elastic constants of the materials are ρ1 = 2735 kg/m3, E1 = 74.7 GPa, ρ2 = 1142 kg/m3,
and E1 = 4.5 GPa. The Poisson’s ratios of the two materials are both 0.33. The damping is modeled in
terms of a structural loss factor of 0.001 for aluminum and 0.01 for PMMA. A 1.74 μm vertical excitation
(along the width of the beam) is given in the simulation.

From Figure 2a we can see that, after arranging a mismatched segment, the defect mode occurs in
the band gaps. The passband resonance modes are in general larger than 0 dB in the displacement
transmission. Although the considered PC beam is also truncated from an ideally infinite PC beam,
we note that the defect modes are different from the truncation modes or surface modes in that wave
will be localized around the mismatched unit cell at the frequency of the defect mode [29–31]. The insets
in Figure 2a show the predicted output voltage around the two band gaps when an external load
resistance of 500 kΩ is applied in the FEM simulation using the module “Piezoelectric Devices” in
COMSOL MULTIPHYSICS. The PVDF film has a size of 0.0147 m (length) × 0.01 m (width) × 28 μm
(thickness). To understand the behavior of the PVDF, the material constants of the PVDF are taken
from the COMSOL database. We can see that, even compared with the resonance frequencies at the
edges of the band gaps, the harvested voltage reaches the maximum when the PC beam is excited
at the defect mode. The most efficient energy harvesting is obtained using the EHPC1 beam, where,
in addition to the defect-mode wave localization, the elastic wave is less attenuated. To further gain
insights into the less-attenuated defect-mode based energy harvesting, full-field strain distribution
at the two defect modes of the defect and perfect PC beam are shown in Figure 2b,c, respectively.
A non-smooth strain field distribution is observed due to the material discontinuities (i.e., impedance
mismatch). The strains in the softer PMMA segments are larger than those in the harder aluminum
segments. We can see that the mismatched segment possesses the largest dynamic strain compared to
the other segments when the PC beam is excited at the defect modes.

One might think that the introduced mismatch segment acts as a local damage, and the variation
of strain distribution must be sensitive according to the concept of damage detection. It is true that the
strain mode shapes are sensitive to local damages. However, in PC beams, the mismatched flexible
segment possesses higher strain mainly due to the confinement of flexural waves at the defect modes
and the conditions of Bragg scattering. As an illustration, the displacement vibration shape and the
strain distribution of the three PC beams (i.e., EHPC1, 2, 3) and two homogeneous beams with a
thinner segment as that of the mismatched segment in the PC beam are simulated using the FEM,
and the results are shown in Figure 3. All the strain responses are obtained at the same point on the
mismatched segment, which is one third the length of the PVDF film and close to the discontinuity
boundary. Although the strain responses are all obtained at the same point, the strain responses
obtained from the PC beam are much larger than those obtained from the homogeneous beams,
as shown in Figure 3. In addition, as the mismatched segment moves away from the excitation point
(i.e., EHPC2 and EHPC3), the strain magnitude and their difference between the first and the second
defect modes become significantly smaller compared to that of EHPC1. The difference of the strain
magnitude between the defect mode and the passband resonance modes also becomes less obvious
when the mismatched segment moves away from the excitation point. The strain magnitude shown in
Figure 3 agrees with the predictions of the output voltage shown in Figure 2a.

In Figure 3 we observe that the defect modes behave similarly (e.g., similar larger local displacement
shapes and strain distribution) and the vibrations in the other end of the PC beam are strongly attenuated
because the defect modes still lie in the band gaps. In addition, from Figure 3, we can see that the
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magnitude of the dynamic strain distribution in the second defect mode around the mismatched
segment is much larger than that in the first defect mode. This is because the second defect mode lies
in a band gap deeper and wider than the first band gap where the first defect mode exists, as shown
in Figure 2a. Thus, under the same vibration excitation condition, the input energy is more highly
localized in the second defect mode. Figure 3 also suggests higher harvested power from the second
defect mode, which will be confirmed later by our experiment results on energy harvesting. Note that
for higher-order defect modes with even shorter wavelengths, the harvested voltage or power on the
PVDF film might not be high since the short-wavelength strain might be averaged out in the PVDF film.

Figure 2. (a) Displacement transmission of the three PC beams and simulated output voltage in the
band gaps. (b) Full-field strain distribution at the frequency of the first defect mode of the defect and
perfect PC beam. (c) Full-field strain distribution at the frequency of the second defect mode of the
defect and perfect PC beam.

Figure 3. Strain responses in the (a): homogeneous beam with a mismatched segment, (b): EHPC1
beam, (c): EHPC2 beam, and (d): EHPC3 beam with the dynamic displacement vibration shapes and
the strain field distribution at the defect modes (color online).
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We further study the dependence of the harvested voltage. Figure 4a shows the simulated output
voltage when the mismatched segment has different thicknesses. We see that the harvested voltage
first increases then decreases when the thickness is varied from 12 mm to 6 mm. Thus, a moderate
perturbation in the segment, instead of large impedance mismatching, is beneficial to the energy
harvesting. The proposed PC beam has a thickness of 8 mm. In fact, a defect mode caused by a
low-rigidity mismatched segment in a binary PC beam is in essential a shift of a resonance frequency
from the upper (or lower for a high-rigidity mismatched segment) bandgap edge [32]. If the impedance
difference of the constituent segments in the mismatched unit cell increases, the defect mode might
largely shift to be close to the lower edge of the band gap and the wave localization at the defect mode
might thus be minimized. Since the damping of the bonding material might affect the harvested output
voltage, we further introduce damping at the bottom of the PVDF, and the damping is modeled as a loss
factor ξ, as shown in Figure 4b. We see that the damping of the bonding layer will decrease the output
voltage when the PC beam is excited at the defect mode. In Figure 4c, for EHPC1 beam, we change the
external load resistance and observe the variation of the output power and voltage. The results indicate
that the harvested voltage increases as the external load resistance increases. The harvested power first
increases and then decreases after passing the optimized external load resistance 750 kΩ, where the
trend and the optimized resistance agree with the theoretical predictions in Equations (6) and (7).

Figure 4. (a) Output voltage from the PC beams with different defect conditions. (b) Influences of
the damping of the bonding layer. (c) Influences of the external load resistance to the output power
and voltage. (d) Influences of the sequence of the defect segment in the first unit cell on displacement
transmission and energy harvesting.

The possible combination of the wave confinement in the neighborhood of the excitation point and
the wave localization around the point defect might cause the misunderstanding that the best placement
of the geometrically mismatched segment is exactly at the excited point of the PC beam, where the
excited flexural wave always reaches the largest magnitude without being strongly attenuated by Bragg
scattering. However, if the mismatched segment is the first segment being excited by the excitation
source, it only serves as a dissipative material that weakens the excitation magnitude instead of a part
of the PC beam and does not contribute to the formation of the defect modes. To show the wrong idea
of placing segment (3) adjacent to the excitation source, we compare the location of segment (3) in
displacement transmission and energy harvesting as shown in Figure 4d. When segment (3) is located
adjacent to the excitation, despite being less attenuated by Bragg scattering, segment (3) only serves
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as a part of the weakened excitation, and the PC beam behaves as defect-free because segment (3) is
softer than the adjacent segment (1). Thus, when considering the placement of the point defect and
the localization of flexural waves at the defect modes, the lower rigidity segment is suggested to be
arranged as the second segment in the first unit cell that is connected to the excitation source.

3. Experimental Validations

Before validating the defect mode-based energy harvesting experimentally, we employed a
high-sensitive fiber Bragg grating (FBG) displacement sensing system (as shown in Figure 5) to directly
detect the defect modes in the displacement transmission [32]. The FBG displacement sensing system
contains two FBG displacement sensors, located at the two extreme ends of the PC beam. White noise
random signals, generated by the Simulink (The MathWorks, Natick, MA) and the dSPACE DS1104
system, are sent to a piezoelectric multilayered actuator through a power amplifier with a sampling
frequency 50 kHz to excite flexural wave propagation. The displacement transmission is then obtained
using a stochastic spectral estimation. The experimental transmissions of the three PC beams (i.e.,
EHPC1, 2, and 3), extracted from the responses of FBG2 (output sensor) and FBG1 (input sensor), are,
respectively, shown in Figure 6a–c. The experimental results are compared with those obtained by the
FEM simulations, where for clear observation the experimental transmission is shifted by −10 dB.

Figure 5. Experimental setup (including a fiber Bragg grating (FBG) displacement sensing system and
the energy harvesting system) (color online).

From Figure 6, we can see that the regions of the band gaps and the pass bands are almost the
same for the three PC beams with different placements of the mismatched segment. The simulated and
measured band gaps and the defect modes in the three PC beams are listed in Table 1. The experimentally
identified defect modes in the first two band gaps are indicated in the corresponding displacement
transmission in Figure 6. From Figure 6 and Table 1, we can see that the displacement transmissions
obtained from the FBG experiments and FEM simulations agree well with each other. Note that the good
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agreements between the trends of the resonance peaks in the pass bands, band gaps, and defect modes
also indicate an excellent dynamic measurement capability of the FBG displacement sensing system.

Figure 6. Displacement transmission of the PC beam: (a) EHPC1 beam, (b) EHPC2 beam, and (c)
EHPC3 beam (color online).

Table 1. Comparisons of the band gaps and defect modes obtained by the finite element method (FEM)
and fiber Bragg grating (FBG) 1.

Method FEM FBG

EHPC1 beam Frequency Frequency (Error %)

Band gap1
Band gap2

478–766
2180–3630

497–778
2148–3601

Defect mode1
Defect mode2

607
2725

615 (1.32)
2688 (–1.36)

EHPC2 beam Frequency Frequency (Error %)

Band gap1
Band gap2

480–775
2170–3650

493–780
2192–3653

Defect mode1
Defect mode2

604
2783

588 (–2.65)
2707 (–2.73)

EHPC3 beam Frequency Frequency (Error %)

Band gap1
Band gap2

478–788
2160–3660

492–771
2190–3655

Defect mode1
Defect mode2

604
2794

590 (–2.32)
2732 (–2.22)

1 Unit: Hz

From Table 1 we see that, despite different locations of the mismatched segment, the frequency
ranges of the band gaps and the frequencies of the defect modes are close to each other in the three
PC beams. For example, in the experimental results, the first defect modes in the three PC beams
are, respectively, 615 Hz, 588 Hz, and 590 Hz. As for the second defect modes, they are, respectively,
2688 Hz, 2707 Hz, and 2732 Hz. The discrepancies between the experimental drifts of the band gaps
(or the defect modes) and the numerical results are within 3%.

Then, the defect mode-based wave localization was applied for energy harvesting using PVDFs
(LDT0-028K, Measurement Specialties, Inc., Wayne, PA), having the same dimensions as those in the
previous simulations. As illustrated in Figure 5, the PVDF film is attached to the mismatched segment
near the edge. We will compare the harvested voltage and power using the three PC beams.

The harvested output power is related to the external load resistance. According to Equation (7),
the optimal external load resistances for obtaining maximum output power using EHPC1 for the first
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defect mode (i.e., 615 Hz) is 517.6 kΩ. We experimentally compared the harvested output voltage and
output power using the three designed PC beams by adjusting the optimized external load resistance
through a resistance box (as shown in Figure 5) at different frequencies around the first defect mode.
The results are shown in Figure 7a for output voltage and Figure 7b for output power, respectively.
Since the highest output power can be obtained in EHPC1 compared to that in EHPC2 and EHPC3,
the less-attenuated defect mode-based wave localization is validated.

Figure 7. Experimental energy harvesting results around the first defect mode: (a) output voltage and
(b) output power (color online).

According to Equation (6), under the same strain distribution, the harvested output power
increases as the operational frequency increases. However, maximum output power (i.e., 55.4 nW)
can be obtained in Figure 7 at the first defect mode at 615 Hz. It is interesting to point out that the
defect mode-based wave localization might enable efficient energy harvesting even being compared
to that operated at passband resonance frequencies (i.e., see resonance peaks outside the gray region
in Figure 7). At the first defect mode, the maximum harvested power using EHPC2 and EHPC3
are, respectively, 20.1 nW and 14.1 nW. The decreasing of the harvested power at the defect modes,
when the harvesting cell moves away from the excitation point, is expectable because the defect modes
are inside the band gaps and waves are still attenuated as they propagate along each unit cell. They are,
respectively, only 36.3% and 25.5% of the maximum harvested power using EHPC1. On the other
hand, the harvested voltage or power at the resonance frequencies is less related to the location of the
mismatched unit cell. From the experimental results in Figure 7, we can see that the defect modes
behave quite differently from the passband resonance modes in that elastic waves are highly localized
but globally and spatially decay along the unit cells. Thus, the defect-mode wave localization with the
consideration of the placement of the mismatched segment in finite PC beams for energy harvesting is
required. In this work, we only compare the optimal placement of the harvesting cell that contains the
geometrically mismatched segment. The optimal placement and size of the energy harvester on the
harvesting segment are not considered. Although not being considered, we note that at the considered
two defect modes, the PVDF film only vibrates in its first bending mode, and thus the strain averaging
effect needs not to be considered.

Finally, we validate the optimal load resistance for energy harvesting application. The harvested
output power and voltage as a function of the external load resistance are shown in Figure 8. Figure 8a
are the results obtained at the first defect mode (i.e., 615 Hz) and Figure 8b are those obtained at the
second defect mode (i.e., 2688 Hz) using EHPC1. From Figure 8, we can see that the trends of the
experimental results agree well with the theoretical predictions. It should be noted that the theoretical
results derived through Equations (5) and (6), based on the experimental voltage with the corresponding
calculated optimal load resistance, agreed with the theoretical predictions for the first defect mode
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at 615 Hz. The maximum output voltage and output power are, respectively, 169.4 mV and 55.4 nW.
The corresponding experimental and theoretical (according to Equation (7)) optimal load resistance
are, respectively, 465 kΩ and 517.6 kΩ. For the second defect mode at 2688 Hz, the maximum output
voltage and output power are, respectively, 303.4mV and 777.5 nW. The corresponding experimental
and theoretical optimal load resistance are, respectively, 110 kΩ and 118.4 kΩ.

Figure 8. Experimental energy harvesting results at (a) the first defect mode (i.e., at 615 Hz) and (b) the
second defect mode (i.e., 2688 Hz) using EHPC1 (color online).

Modeled as a single-degree-of-freedom (SDOF) harvester, the conversion efficiency of energy can
be described as [28]

ηme =
RLkme

RLkme + c + cω2C2
pR2

L

=
kme

kme + c
(

1
RL

+ω2C2
pRL

) , (8)

where kme is the modal piezoelectric coupling stiffness, and c is the modal mechanical damping.
According to Equation (8), when the external load resistance is the optimal resistance R∗L, the highest
energy conversion efficiency can be obtained for weakly electromechanical coupling with the PVDF.
The conversion efficiency at low resistance is smaller than the highest efficiency, which agrees well
between the theoretical and experimental results. The cross-sensitivity between the drawn and
transverse directions of the PVDF film due to the anisotropy of the piezoelectric effect might attribute
to the discrepancies at high frequencies.

Our experimental investigation has validated that, for a normal PC beam, one can possibly
perform energy harvesting by arranging a geometrically mismatched harvesting unit cell with a lower
flexural rigidity between the PC beam and the excitation point. Although the PVDF is used in this
work for demonstrating energy harvesting, higher power can be achieved in practice by using the
piezoceramics (PZTs) with a higher value of d31 and with larger ambient vibration source.

4. Conclusions

By introducing a mismatched unit cell between the ambient vibration source and a PC beam
operating in band gaps, we address a less-attenuated defect mode-based wave localization and apply
it to energy harvesting. According to the wave confinement near the excitation point, the placement of
the mismatched segment can be determined. From the wave localization at the defect mode, optimal
ambient excitation frequencies can be decided.

A high-sensitive point-wise fiber Bragg grating (FBG) displacement sensing system is set up
beforehand to obtain the displacement transmission of the PC beam for determining the frequencies of
the defect modes. The harvested power at the defect mode is significant when the energy harvester is
located on the mismatched segment in the first unit cell. In addition, the harvested voltage and power
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are higher when the PC beam is excited at the second defect mode that lies in the wider and deeper
second band gap.

We have shown that energy harvesting in PC beams is feasible by introducing an imperfect
segment to the original PC beams even when they are operated in suppressing unwanted ambient
vibrations (i.e., operating inside the band gaps). It should be noted that the defect mode frequency,
related to the dimensions of the mismatched segment, can be designed in practical PC beams to match
the target known environmental, mechanical (or acoustic) excitation.
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Abstract: Colloidal photonic crystal (PC)-based anti-counterfeiting materials have been widely studied
due to their inimitable structural colors and tunable photonic band gaps (PBGs) as well as their
convenient identification methods. In this review, we summarize recent developments of colloidal
PCs in the field of anti-counterfeiting from aspects of security strategies, design, and fabrication
principles, and identification means. Firstly, an overview of the strategies for constructing PC
anti-counterfeiting materials composed of variable color PC patterns, invisible PC prints, and several
other PC anti-counterfeiting materials is presented. Then, the synthesis methods, working principles,
security level, and specific identification means of these three types of PC materials are discussed in
detail. Finally, the summary of strengths and challenges, as well as development prospects in the
attractive research field, are presented.

Keywords: colloidal photonic crystals; tunable photonic band gaps; anti-counterfeiting

1. Introduction

Photonic crystals (PCs) are a kind of artificial microstructure composed of periodic arrangements
of materials with different dielectric constants [1–3]. Due to the periodic modulation of the dielectric
constant, PCs exhibit photonic band gaps (PBGs) that can exclude the propagation of photons with
a specific frequency range in a lattice [1,4,5]. When the energy of visible light is located in the PBG,
the PCs show bright and iridescent reflected colors, which are well-known structural colors [6]. Based
on their unique photonic band-gap properties and tunable structural colors, PCs have shown great
application potential in developing optical waveguides, lasers, optical fibers [7–12], displays [13–16],
sensors [17–19], and anti-counterfeiting materials [20–23]. When PCs are used as anti-counterfeiting
materials, their stable and iridescent structural colors cannot be imitated by pigments or dyes [23].
Moreover, their distinctive reflection spectra are also useful for anti-counterfeiting [21,24,25]. Therefore,
anti-counterfeiting materials based on PCs have attracted extensive attention in recent years.

In the past three decades, PCs have been prepared using various methods, such as mechanical
drilling [26], layer-by-layer stacking technique [27], photolithography [28], and reactive ion beam
etching [29]. The PCs prepared by these micro-fabricated approaches have precise structures but
complex and time-consuming preparation processes. In addition, it is difficult to realize the band gap
located in a visible light band for three-dimensional PCs fabricated by these methods [4]. Therefore,
an alternative approach to overcome these limitations has been studied, which is to self-assemble
colloidal nanoparticles into order colloidal PC structures. Common self-assembly methods include
sedimentation [30], spray coating [31,32], spin-coating [33], electrodeposition [34], centrifugation [35],
vertical deposition [36], and inkjet printing [6,16,37]. Compared to the micro-fabricated approach,
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the self-assembly approach is always simple and inexpensive [29]. Moreover, through careful selection
of assembly methods and conditions, the colloidal PCs with different dimensions (1D, 2D, 3D) and
geometry shapes (film, dots, lines, sphere, stars) can be easily realized [4,38]. These colloidal PCs
show bright structural colors due to band gaps in the visible region [4]. Moreover, the structural
colors and band gaps of colloidal crystals can be tuned by external stimuli, such as vapor [39,40],
temperature [41], and electrical [42] and magnetic fields [23,43], which can be distinguished by the
naked eye or spectrometers. These advantages of colloidal PC, such as sample preparation technology,
easily tunable optical property, and flexible geometry structure, make it a more ideal candidate for
anti-counterfeiting materials compared with micro-fabricated PC.

In this review, recent advances in colloidal PC materials for anti-counterfeiting purposes will be
discussed from the aspects of security strategies, design and fabrication principles, and identification
means. Firstly, we divide anti-counterfeiting colloidal PC materials into three categories: variable
colored PC patterns, invisible PC prints, and a few other PC security materials, and discuss general
strategies for creating these materials. Then, the synthesis methods, working principles, security
level and specific identification means of these three kinds of colloidal PC materials are discussed in
detail, respectively. Finally, a summary of anti-counterfeiting colloidal PC materials in terms of their
opportunities and challenges is presented.

2. Strategies to Construct Anti-Counterfeiting Colloidal PC (ACPC) Materials

Most colloidal PCs can be used as anti-counterfeiting materials because of their tunable structural
colors; however, a few are based on their other properties, such as fluorescence enhancement properties.
According to this, we can divide colloidal PCs into two types: ACPC materials based on tunable
structural colors and ACPC materials based on other properties. The strategies to construct the two
types of ACPC materials are outlined below.

2.1. ACPC Materials Based on Tunable Structural Colors

ACPC materials based on tunable structural colors can be further classified into two types, visible
ACPC patterns and invisible ACPC patterns, according to security strategies. A brief introduction
to the strategies for constructing visible ACPC patterns and invisible ACPC patterns is presented in
the following.

2.1.1. Principles for Constructing Visible ACPC Patterns

Visible colloidal PC patterns can be used for anti-counterfeiting purposes because their structural
colors can be tuned. Therefore, it is necessary to briefly introduce the physical principles of the
formation of structural colors in colloidal PCs.

Colloidal PCs are the spatially periodic structures assembled from colloidal nanoparticles, which
can be divided into one-, two- or three-dimensional (1D, 2D, 3D) colloidal PCs according to their
periodicity. The structural colors are originated from the diffraction of visible light from periodic
microstructures. The diffraction properties can be described by Bragg’s law. For example, 1D PCs,
namely Bragg stacks or Bragg reflectors, obey Bragg–Snell’s law and can be described by Equation (1)
when incident light is perpendicular to the sample surface [44], where m is the order of diffraction, nl

and nh represent the refractive indices of the low- and high-refractive-index components in the PC
system, respectively, and dl and dh are the optical thicknesses of two components, respectively [4]:

mλ = 2(nldl + nhdh) (1)

The magnetically responsive PCs with chain-like structures are typical 1D colloidal PCs,
and monolayer colloidal PCs are two-dimensional (2D) colloidal PCs [45]. The 3D colloidal PCs have
opal structures and show bright structural colors due to diffraction of the 3D lattice [46]. The diffraction
wavelength can be determined by Bragg–Snell’s law (Equation (2)), where m is the diffraction order, λ
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is the diffraction wavelength, neff is the effective refractive index of the system, θ is the incident angle,
and d is the interplanar spacing [4]:

mλ = 2neffd cosθ (2)

mλ =

√
8
3

D(n2
e f f − sin2 θ)

1
2 (3)

ne f f = (n2
pVp + n2

m(1−Vp))
1/2

(4)

Since the colloidal particles usually self-assemble into (111) planes of face-centered cubic (FCC)
lattices in the direction parallel to the sample surface, the diffraction wavelength can be also calculated
using distance D between the center of the nearest spheres in (111) planes [46]. Thus, the Bragg law can
be expressed by Equation (3) [47]. The effective refractive index neff can be expressed as Equation (4),
where np and nm denote the refractive indices of particles and another medium, respectively, and Vp is
the volume fraction of nanoparticles.

These equations provide guidance for the design of visible ACPC materials. In general, the changes
in parameters of the equations that lead to the change in structural colors can be employed for
constructing the visible ACPC materials, which can be summarized as follows:

1. Changing the colloidal PC plane spacing is a good strategy for designing visible ACPC materials.
Generally, when colloidal PCs are embedded into the polymers or the polymers with 3D inverse
opal structures are formed, the expansion of the polymer under external stimulus will lead to the
increase of distance between the nearest nanoparticles or pores, thereby changing their structural
color. This color change is apparent to the naked eye and very useful for anti-counterfeiting.

2. The change of the effective refractive index will lead to the change in the structural color.
The absorption of new substances and the temperature-induced phase transition are two methods
for changing the refractive index [4], where the former has been used to design visible ACPC
materials. When the visible ACPC materials are composed of mesoporous nanoparticles,
the hierarchical porous structure of particles is conducive to the absorption of gas molecules,
thereby resulting in the change in the refractive index.

3. Changing the incident angle can also cause a change in structural color. The majority of visible
colloidal PC patterns utilized in the anti-counterfeit field are based on their angle-dependent
structural colors. When the incident angle changes, the abundant color state transition of the
patterns can be observed by the naked eye, which makes them high-level security materials.

4. The transformation from disordered states to ordered states can also tune the structural color
and can be applied in the field of anti-counterfeiting. A typical example here is magnetically
responsive colloidal PC anti-counterfeit materials. In the absence of a magnetic field, the disordered
superparamagnetic nanoparticles dispersed in solution show inherent chemical colors originating
from light absorption, while these colloidal PCs exhibit bright structural colors under a magnetic
field due to the ordered self-assembly of particles.

The above is a summary of the principles for constructing visible ACPC patterns. In the following
section, preparation methods and working principles of different visible ACPC patterns designed
using these four strategies will be discussed in detail.

2.1.2. Strategies to Create Invisible ACPC Patterns

Invisible photonic patterns are also known as invisible photonic prints. The patterns are invisible
under normal circumstances and can only be displayed by applying corresponding an external
stimulus [48], which makes them very useful for anti-counterfeiting. The key to constructing an
invisible photonic print is to create the “pattern” and “background” with the same color and reflected
wavelength (Δλ0 = 0) at a normal state, but a different color and reflected wavelength (Δλ � 0) under the
corresponding external stimulus [48–50]. In other words, the pattern and background must have very
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similar structures but different abilities to respond to the external stimulus, such as an electric field [14],
magnetic field [50], deformation [48,51], or chemical stimuli [49,52]. According to this, many strategies
to prepare invisible photonic prints have been proposed, which can be classified into four categories:

1. Selective immobilization is the most widely used method to prepare invisible prints that can be
shown by a magnetic field or applied stress. For the invisible print displayed in a magnetic field,
in the initial state, the superparamagnetic particles are randomly dispersed into a photocurable
polymer to form a stable colloidal suspension, which displays a uniform brown color derived
from the selective absorption of light by particles. By using selective ultraviolet (UV) irradiation
of the suspension through a hollow patterned mask, the superparamagnetic particles are fixed
into the polymer matrix in the irradiated region (background region), while the particles can
move freely in the non-irradiated region (pattern region). When the external magnetic field is
absent, both pattern and background regions show uniform brown colors, thereby hiding the
pattern. After applying the external magnetic field, the background region maintains the brown
color because of the fixation of superparamagnetic particles, while the pattern region shows a
bright structural color because of the self-assembly of superparamagnetic particles. The color
contrast makes the pattern visible. In addition to UV curing, selective drying of the solvent in the
magnetically responsive PC can be also considered as another selective immobilization method,
which is because the particles are fixed after the solvent is completely removed. The reason
for hiding and displaying patterns is similar to the former pattern fabricated by selective UV
irradiation. As for invisible prints shown by deformation, only the pattern region is cross-linked
due to the selective UV exposure. The cross-linked region and non-cross-linked region have
similar color and different elasticity under the normal state, which makes different changes in
lattice constants when applying the external force, thereby further leading to the color contrast
between the pattern and background, and the appearance of the pattern.

2. Selective modification is a simple and straightforward way of obtaining the pattern and
background with different properties. Selective hydrophobic and hydrophilic modifications are
common selective modification methods. The former approach is usually applied to the system in
which colloidal PCs are embedded in hydrophilic polymers, where only the background region is
modified by hydrophobic treatment. Thereby, the patterns on the prints are invisible in a dry
state due to the similar structure and same color between pattern and background, while they
can be shown by soaking in water, because the different water-absorbing swelling behaviors of
the hydrophilic and hydrophobic regions result in a different lattice expansion and a large color
contrast between them.

3. Using nanoparticles of the same intrinsic color but different sizes to prepare invisible prints is
also a good method, especially for an invisible print shown under a magnetic field. The pattern is
invisible at a normal state because of the uniform inherent color of the superparamagnetic particles.
The pattern can be revealed under a magnetic field because self-assembly of superparamagnetic
particles with different sizes leads to the structural color contrast between pattern and background.

4. In some cases, the patterned substrate will disturb the self-assembly of colloidal particles.
Therefore, the introduction of the patterned substrate into the PC system can enable the formation
of an invisible print. For example, the invisible print based on electrically responsive PCs has been
successfully prepared in this way, where the substrate electrode was patterned by covering with an
insulating polymer film. The pattern is invisible under normal circumstances due to the uniform
color originating from the suspension of charged composite microspheres. The pattern can be
displayed under the electric field because the pattern displays the original color derived from a
random arrangement of charged microspheres, while the background showed the structural color.

In the following section, the working mechanisms, tuning methods and relative merits of invisible
ACPC patterns created by these methods will be discussed in detail.
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2.2. ACPC Materials Based on Their Other Properties

Almost all PC materials used for anti-counterfeiting are based on their tunable structural colors
that originate from Bragg diffraction. In addition to the tunable structural colors, other important
optical properties of PCs are also useful in the security field, including unique reflectivity properties
and fluorescence enhancement effects. Based on these two properties, Song and co-workers designed a
novel ACPC material composed of PC dots with three shapes, which were obtained by printing colloidal
particles onto poly(dimethylsiloxane) (PDMS) substrates with different rheology states via an ink-jet
printing method [53]. Due to the large optical differences in reflectivity property, and fluorescence
enhancement of the three differently shaped PC dots, the ACPC material can show different images
according to different optical conditions.

Tunable structural color generally means that the diffraction wavelength or PBG can be tuned
by lattice parameters. In addition to tunable color, tunable diffraction intensity is also very useful
for anti-counterfeiting. For example, Nam et al. [54] reported a monolayered PC anti-counterfeiting
pattern fabricated by an inkjet-printing method, where the PC consisted of silica particles with a
refractive index of 1.45 and voids with a refractive index of 1.0. The PC pattern showed an extremely
weak structural color because the inkjet-printed colloidal PC possessed a short-range ordered structure
and the monolayered structure further reduced the diffraction intensity of the PC [37]. This pattern
was barely visible on a white background in daylight, while it became obvious by applying an
external light source or changing the background. This is because the enhancement of diffraction color
can be achieved by absorbing stray light through a black background or increasing the intensity of
incident light.

Based on a similar security strategy, Shang et al. [55] further fabricated an anti-counterfeiting PC
film by firstly constructing the magnetically responsive PC pattern and then fixing the PC pattern under
a magnetic field, where the pattern was prepared by selective photo-polymerization of a photocurable
colloidal suspension containing Fe3O4@C nanoparticles and a photocurable resin through a patterned
mask. In the non-patterned region that was not protected by a mask, the monomer cross-links to
form a polymer network and Fe3O4@C particles were steadily fixed into the network with a random
arrangement, so that the non-patterned region lost its responsive ability to external magnetic fields
and showed a constant brown color. In contrast, the suspension containing Fe3O4@C particles in
the patterned region protected by a mask showed the structural color when a magnetic field was
applied. Due to strong light scattering in the PC pattern, the pattern showed a very weak color and low
diffraction intensity. The small color contrast between the patterned and non-patterned region makes
it invisible when it was placed on a white background, while it was visible on a black background,
because the black background can reduce array scattering and increase the signal-to-noise ratio [54].

These ACPC materials can easily realize the transition from invisible to visible state by changing
light conditions or backgrounds without changing the intrinsic structure, which endows them with
good durability and good usability.

3. Visible Colloidal PC Patterns for Anti-Counterfeiting

A visible colloidal PC anti-counterfeiting pattern is one that can alter the structural color when the
incident angles or viewing angles change or external stimuli are applied, and remains in a visible state
even in the absence of stimulations. The structural color can be tuned by angles that originate from the
inherent PBG property of the PC, while tuning by the external stimulus is due to the introduction of a
responsive PC. Common external stimuli include the magnetic field, temperature field, and chemical
stimulus, which lead to changes of lattice parameters in the PC structure, such as the angle of incidence,
the lattice constant, refractive index, and order of the photonic structure, thereby changing the structural
color of the PC pattern. The color state transition can be easily observed by the naked eye, which
means it has great application potential in the field of anti-counterfeiting.
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3.1. Visible Single-Colored PC Patterns Based on Their Angle-Dependent Structural Colors for
Anti-Counterfeiting

Most visible PC patterns utilized in the security field are based on their angle-dependent structural
colors. Since the typical example was reported by Yang’s group [20], a lot of PC security patterns have
been developed, which have the same security strategy but different structures. Typical PC structures
include non-close-packed and close-packed FCC structures and inverse opal (I-opal) structures. For
example, Yang’s group reported a security material that was composed of a SiO2 colloidal PC with
a non-close-packed FCC structure embedded into a photocurable ethoxylated trimethylolpropane
triacrylate (ETPTA) matrix. The PC film can be easily patterned by using conventional photolithography
techniques. The patterned PC film showed a very bright structural color and had four-color states
transition when viewing angles changed between 0◦ and 55◦ (Figure 1a), which can be attributed to
the low refractive index contrast between silica (n = 1.45) and ETPTA (n = 1.4689) [20].

Figure 1. Colloidal photonic crystal (PC) patterns with different structures based on their
angular-dependent structural colors for anti-counterfeiting. (a) Anti-counterfeiting colloidal PC (ACPC)
patterns with non-close-packed FCC structure. Reused with permission from Reference [20], Copyright
2013, American Chemical Society. (b) ACPC patterns composed of mono-layered closest-packed
nanoparticles. Reused with permission from Reference [54], Copyright 2016, Springer Nature. (c) ACPC
patterns with close-packed FCC structures. Reused with permission from Reference [56], Copyright
2018, The Royal Society of Chemistry. (d) ACPC patterns with inverse opal structures. Reused with
permission from Reference [22], Copyright 2018, Wiley-VCH.

The colloidal PC with close-packed FCC structure can be further divided into two types. One
is only composed of colloidal nanoparticles with the closest packing. The typical example is an
inkjet-printed colloidal PC, where colloidal nanoparticles are printed onto substrates and can arrange
into highly ordered FCC arrays under the evaporation-driven self-assembly process. For example,
Nam et al. [54] reported an ACPC pattern which was prepared via inkjet-printing method, which
consisted of mono-layered closest-packed nanoparticles. The PC pattern can change its color as the
viewing angle changes (Figure 1b). Wu and co-workers also reported an inkjet-printed PC pattern
composed of CdS particles that also had a close-packed structure [37]. The PC pattern showed a bright
structural color when the viewing angle was relatively close to the incident angle, which was due
to a relatively large refractive index contrast between CdS particles (n = 2.5) and the air voids (n =
1). Moreover, the structural color can change at different viewing angles, which is useful for security
purposes. It is also should be noted that PC patterns can display a uniform yellow color resulting from
the inherent color of the CdS microspheres when the viewing angle is away from the incident angle.
Therefore, the pattern can realize the conversion from visible to invisible states under varied viewing
angles by using monodispersed CdS nanoparticles with different sizes to construct the pattern and
background, respectively, which further improves the security level of this pattern.
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The other type is a composite PC material formed by filling a polymer into the interstitial space
of the FCC close-packed structure. Wu’s group reported an ACPC material in which the uniform
polystyrene (PS) particles self-assembled into a close-packed FCC lattice embed into the PDMS polymer
matrix [56]. The anti-counterfeiting PC pattern fabricated by a spraying method showed different
structural colors at different angles (Figure 1c). It is also worth mentioning that sandwiching an
anti-counterfeiting pattern between two layers of PDMS can ensure its durability.

I-opal structure is also a common 3D PC structure formed by first permeating the polymers or gels
into the interstitial space of an opal structure to form the composite PC structure and then removing
the opal template via chemical methods. The I-opal structure always possesses low mechanical
strength, thereby affecting its durability in the anti-forgery field. However, recently, Meng and
coworkers reported a robust anti-counterfeiting patterned polyvinylidene fluoride (PVDF) film with
I-opal structure, where the good durability of the pattern was due to intrinsically excellent mechanical
properties of PVDF resin [22]. The patterned film obtained by the pressing method had a typical
well-ordered I-opal structure, thereby producing the structural color with strong angle-dependency.
Thus, six distinct color states transition of patterned PVDF film can be observed when viewing angles
changed (Figure 1d), which makes it a good security material.

3.2. Visible ACPC Patterns Based on Magnetically Responsive PCs

3.2.1. Visible Magnetically Responsive PC Security Patterns Based on the Transition from Disorder
to Order

Magnetically responsive PCs have been prepared by self-assembly of uniform colloidal
superparamagnetic nanoparticles, where the nanoparticles are composed of tiny magnetite (Fe3O4)
nanocrystals with an average size less than 10 nm [57]. The structures of magnetic-responsive PCs
include 1D chain-like structures, 2D sheets, and 3D crystal structures, where the dimensionality of the
ordered structure mainly depends on the nanoparticle concentration [58]. Magnetically responsive
structures have attracted much attention in the field of anti-counterfeiting in recent years because they
can achieve an instantaneous transition between assembled and disassembled states when applying or
removing an external magnetic field, where the assembled and disassembled states respectively show
a bright structural color and a brown color. The color contrast can be easily observed by the naked eye.

Hu et al. [23] developed a simple and cost-effective method to fabricate PC security materials
based on magnetically induced self-assembly of superparamagnetic nanoparticle technology. They
were patterned by firstly making letter-shaped cavities and then infiltrating the suspension containing
magnetic particles into the cavities (Figure 2a). In these letter patterns, some contained carbon-capped
superparamagnetic nanoparticles (Fe3O4@C) with uniform size, while others contained nanoparticles
with two different sizes. All letters showed uniform pale brown colors in the absence of the magnetic
field, while patterns showed bright structural colors under the magnetic field because of the formation of
1D chain-like PC structures parallel to the direction of the magnetic field (Figure 2b,c). It should be noted
that the PCs containing the nanoparticles with two different sizes had double PBG heterostructures
and displayed uniform structural colors (Figure 2b) due to the additive effect of monochrome. This
large color contrast before and after applying magnetic fields can be easily identified by the naked eye,
and special double diffraction peaks can be detected with a fiber optic spectrometer, which makes it
difficult to be mimicked by conventional dyes and pigments.
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Figure 2. Visible magnetic-responsive Photonic crystals (PC) patterns for anti-counterfeiting based on
the transition from disorder to order. (a) Schematic illustrations for fabricating anti-counterfeiting PC
patterns. (b) Magnetic-responsive PC patterns containing uniform nanoparticles with one or two sizes
had one or two photonic band gaps (PBGs), respectively, but displayed single colors. (c) The large color
contrast of PC patterns appeared when applying the external magnetic field. Reused with permission
from Reference [23], Copyright 2012, The Royal Society of Chemistry.

Another security material based on magnetic-responsive PCs was also reported by Hu’s group,
which was composed of uniform Fe3O4@C superparamagnetic nanoparticles in ethylene glycol (EG)
emulsion droplets distributed in a cured resin matrix [59]. This lithography produced security pattern
could realize a large color contrast when applying or removing a magnetic field, where the reason
for the color change was the same as above. This pattern had a 1D chain-like structure and can
be used as an anti-counterfeiting watermark on banknotes because of its flexibility, translucency,
and ultra-thinness.

3.2.2. Visible Magnetic-Responsive PC Security Patterns Based on Their Photonic Bandgap and
Birefringence Properties

In previous reports, magnetic-responsive PC security patterns always had 1D chain-like structures
composed of spherical silica particles, which is because this type of PC had a lower volume fraction of
superparamagnetic nanoparticles, so that they could easily realize instantaneous switching between
ordered and completely disordered states [60].

Recently, Li and coworkers reported an anti-counterfeiting device based on a 3D colloidal
PC structure self-assembled from uniform Fe3O4@SiO2 nanorods in concentrated suspension [61].
Differently from the previously reported magnetic-responsive PC with 1D chain-like structures, these
Fe3O4@SiO2 nanorods could also form an ordered polycrystalline structure without an external magnetic
field because the particle content was over the critical concentration in the suspension. Therefore,
it showed a structural color instead of a uniform brown color even in the absence of a magnetic field.
When applying a vertical magnetic field, the nanorods self-assembled into a 3D monoclinic crystal
structure instead of a polycrystalline structure and showed a uniform structural color. In addition to
the distinct structural color, the PC also had other important optical properties, namely, the optical
birefringence property produced by the shape anisotropy of the nanorods. The anti-counterfeiting
device based on a unique structural color and the birefringence property was prepared by sandwiching
this colloidal PC containing spontaneously arranged nanorods between two cross polarizers. When the
device was exposed to daylight or other external light sources, it worked in reflection mode and showed
its bright structural color. The structural color of the device can be easily changed when applying
a magnetic field or rotating the magnet (Figure 3a). Moreover, controlling the field distribution can
realize the display of different patterns on the device due to the large color contrast between two
regions with and without an external magnetic field (Figure 3b). In addition to reflection mode, it can
also work in transmission mode when it is under the illumination of the backlight. In this mode,
the device can achieve a transition between dark and bright states by changing the direction of the
magnetic field in the horizontal plane (Figure 3c). Moreover, the device shows different patterns
when applying different shaped magnets, which is caused by the large brightness contrast between
two regions under magnetic fields with different directions (Figure 3d). These rapid and reversible
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transitions, including color states, light and dark states, and pattern shapes, can be easily recognized
by the naked eye, thereby making it a higher-level security material compared to anti-fake materials
based on the transition in color states [61].

Figure 3. Magnetic-responsive PC patterns based on their photonic band-gap and birefringence
properties for anti-counterfeiting. (a) Digital photos showing that the structural color of the
anti-counterfeiting device based on magnetic-responsive PC strongly depends on the magnetic field
and the direction of the magnetic field. (b) Digital photos of the anti-counterfeiting device showing
different patterns under different non-uniform magnetic fields. (c) The transition between dark and
bright states through changing the direction of the magnetic field in the horizontal plane. (d) The
device showing different patterns when applying a different non-uniform magnetic field. Reused with
permission from Reference [61], Copyright 2019, Wiley-VCH.

3.3. Visible Thermoresponsive PC Security Patterns Based on the Change in Lattice Spacing

Poly(N-isopropyl acrylamide) (PNIPAM) is a temperature-sensitive polymer that has a low
volume phase transition temperature of about 32 ◦C. When the temperature increases, the PNIPAM
gel will shrink, so that integrating a temperature-sensitive PNIPAM gel into PC systems is a good
strategy to prepare thermoresponsive PCs. For example, Asher et al. [62] successfully fabricated a
thermoresponsive PC material [62] by embedding the colloidal PC structure into a temperature-sensitive
PNIPAM gel matrix [41], where the diffraction wavelength of this thermoresponsive PC can be tuned
between 704 and 460 nm when the temperature was switched between 10 and 35 ◦C [62]. In addition to
the composite PC structure, an ordered porous PNIPAM gel with an I-opal structure can also achieve a
sharp and reversible response to temperature by removing the colloidal PC framework, which has
been reported by Takeoka and Watanabe et al. [63,64].

Based on the thermoresponsive PC material, Zhao’s group developed a near-infrared (NIR)
light-responsive striped hydrogel fiber with an I-opal structure for anti-counterfeiting, which was
composed of thermoresponsive PNIPAM and NIR light-sensitive reduced graphene oxide (rGO) [65].
The stripe-patterned PNIPAM/rGO fiber can be obtained by firstly fabricating the stripe-patterned
colloidal PC on the inner surface of a capillary tube, then permeating hydrogel solutions consisting
of NIPAM monomers, cross-linkers, initiators, and graphene oxide into the interstices of a striped
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colloidal PC and completely solidifying the solution mixtures, and finally etching the silica colloidal
PC arrays and the glass capillary by HF solution (Figure 4a). It is also worth mentioning that the
formation of a stripe-patterned colloidal PC instead of a homogeneous colloidal PC is caused by a
lower colloid concentration of the suspension. Moreover, the width, spacing, and color of the striped
pattern can be precisely controlled by adjusting the concentration of suspension and the self-assembly
parameters. In the PNIPAM/rGO composite fiber, rGO had strong infrared absorption properties, high
photothermal conversion efficiency, and high thermal conductivity, so that PNIPAM absorbed heat and
displayed shrinking behavior when exposed to NIR light, leading to the change in lattice spacing and
reflected color. Because the NIR light was only irradiated from one side of the fiber and irradiation was
concentrated in the middle of the sample, the fiber showed inconsistent shrinking behavior (Figure 4b),
resulting in an uneven change in lattice spacing. This further led to different degrees of bending
behavior and different blue-shift values in different stripes of the fiber (Figure 4c), which can be easily
observed by the naked eye. These properties have not been reported by previous materials with
tunable structural colors, thereby making the material ideal for use in anti-counterfeit barcodes.

Figure 4. Thermo-responsive PC patterns based on the change in lattice spacing for anti-counterfeiting.
(a) Formation of a near-infrared (NIR) light-responsive striped Poly(N-isopropyl acrylamide)/ reduced
graphene oxide (PNIPAM/rGO) fiber with I-opal structure. (b) PNIPAM/rGO fiber bending toward
the direction of light. (c) A group of digital photos showing that the fiber has a varying colored
striped pattern at different bending angles. Reused with permission from Reference [65], Copyright
2017, Wiley-VCH.

3.4. Visible Vapor Responsive PC Security Patterns Based on the Change in Refractive Index

In addition to introducing responsive materials or changing the incident angle of the light source,
changing the effective refractive index is also a common way to tune the structural colors in PC systems,
where the change of refractive index can be achieved through infiltrating chemical vapors and solvents
into the porous PC structures.

Bai and coworkers reported a security pattern based on vapor-responsive PCs, where the PCs
were formed by self-assembly of mesoporous silica nanoparticles composed of SiO2 solid cores and
mesoporous shells [39]. The vapor-responsive PCs possessed special hierarchical porous structures
so that the vapor could be adsorbed on the structures, leading to the increase of the mean refractive
index and change of structural color. It is worth mentioning that the mean refractive index of the
mesoporous PC depends on the respective refractive index and volume rate of the SiO2 solid core, SiO2

in the shells, mesopores in the shells, and the void spaces between the order colloidal arrays. In fact,
when the PC was exposed to different vapor conditions, only the refractive index of the mesopores
changed, and the refractive index of the void spaces remained the same. Therefore, when PCs are
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composed of solid silica particles, they can hardly change their colors because of no response to
vapor. Furthermore, the color response ranges of the vapor-responsive PCs can be adjusted through
controlling the core and shell thicknesses. This security pattern was created by integrating three types
of PCs with different vapor-responsive capacities into a whole via an inkjet-printing method. As
shown in Figure 5, the anti-counterfeiting tree pattern was composed of tree trunks, tree leaves and
fruit, respectively formed by self-assembly of solid silica particles, and mesoporous silica particles
with different core and shell thicknesses, where the trunk, leaf, and fruit images were composed of
PCs with very close structures but different responses to vapor. Therefore, the tree pattern showed
a uniform green color under an N2 atmosphere, while in ethanol (EtOH) vapor, the tree trunk still
displayed the green color, and the tree leaves and fruit turned a yellow and red color, respectively.
This multicolored pattern can be easily revealed by non-toxic ethanol vapor and recognized by the
naked eye, so is favorable for anti-counterfeiting.

Figure 5. The structural color of the inkjet-printed tree pattern under N2 and saturated EtOH
atmospheres, where a pattern composed of tree trunks, tree leaves and fruit, respectively, is formed
by self-assembly of solid silica particles, and mesoporous silica particles with different core and shell
thicknesses. Reused with permission from Reference [39], Copyright 2014, American Chemical Society.

4. Invisible Colloidal PC Prints for Anti-Counterfeiting

The invisible photonic print consists of the pattern that was hidden under normal circumstances
but revealed under a specific stimulus (e.g., chemical or mechanical stimulus, and electrical or magnetic
field stimulus). That transition between invisible state and visible state is instantaneous, reversible
and easily recognizable to the naked eye, which makes it well-suited for an anti-counterfeiting device.
To build invisible photonic prints, two kinds of PCs with the same color but different response
capability to external stimuli need to be integrated into a print, where the integration strategies
include selective immobilization, cross-linking and modification of prints, and selective modification
of substrates and self-assembly of nanoparticles with different sizes. A good invisible photonic print
for anti-counterfeiting is usually characterized by a simple and nontoxic identification method, good
reversibility, fast decryption speed, good stability, and durability.

4.1. Invisible Colloidal PC Patterns Shown by Chemical Stimulus

4.1.1. Invisible Colloidal PC Patterns Shown by Water Fabricated by Selective Modification or
Selective Cross-Linking

Invisible colloidal PC patterns shown by water have been fabricated by selectively cross-linking
or modifying the water-responsive PC films, where the classic system of water-responsive PCs was
constructed by introducing the water-swellable polymers into periodic colloidal PC structures.
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For example, Ge’s group reported an invisible photonic print displayed by soaking in water, which
was prepared by permeating NaOH solution or 3-aminopropyl-trimethoxysilane (APS) solution into
the unshielded region (background region) on a pre-made PC film composed of a chain-like colloidal
PC structure embedded in a polymer matrix [52], where the pre-made PC film was composed of
Fe3O4@SiO2 colloids and the polymer matrix formed by the cross-link of three monomers (poly(ethylene
glycol) diacrylate, poly(ethylene glycol) methacrylate, and 3-trimethoxysilyl-propyl-methacrylate).
The NaOH or APS solution can further cross-link the polymer matrix in the background region, which
makes the background region display higher levels of cross-linking than the pattern region protected
by the mask. The cross-linking process rarely changed the structure of the PC, so that pattern and
background regions have a low diffraction wavelength contrast, resulting in the hiding of the photonic
print. Because a different cross-linking degree leads to a different swelling speed of the pattern and
background, the pattern will be easily shown by soaking in water (Figure 6a). The print has good
reversibility but slower decryption speed (about several minutes).

Figure 6. Invisible colloidal PC patterns shown by water. (a) The invisible prints prepared by
selective cross-linking method revealed by soaking in water for 5 min. Reused with permission from
Reference [52], Copyright 2012, The Royal Society of Chemistry. (b) The invisible print prepared by
selective hydrophobic modification revealed by soaking in water within 10 s. Reused with permission
from Reference [49], Copyright 2015, The Royal Society of Chemistry.

Based on similar design strategies, this group further fabricated an invisible colloidal PC pattern
shown by water with a fast display speed [49]. In this case, the invisible print can be obtained by filling
fluoroalkylsilane vapor into the unshielded background region on the hydrophilic PC film, where the
PC consisted of a SiO2 colloidal crystal framework embedded into a poly(ethylene glycol) methacrylate
(PEGMA) matrix, and the refractive indices of the two components were 1.45 and 1.46, respectively.
This process of selective modification made the unshielded background region hydrophobic, while
the shielded pattern region remained hydrophilic. Generally, the pattern was invisible under normal
circumstances because the modification process hardly changed the lattice constant. When it was
soaked in water, the pattern could appear within 10 s (Figure 6b). Its decryption speed was much faster
than the former invisible photonic print shown by water, because the uncross-linked characteristic
gave it superior swelling ability. The pattern could achieve reversible transformation between visible
and invisible states by soaking in water or evaporating the water.

4.1.2. Invisible Colloidal PC Patterns Shown by Vapor

In addition to the introduction of responsive materials into the PC pattern, changing the refractive
index in the pattern region by infiltrating chemicals, such as vapors or solvents, is another effective
method to tune the structural color. Zhong et al. [66] reported the synthesis of invisible prints through
the hydrophilic/hydrophobic modification of hollow SiO2 colloidal PC (HSCPC) film (Figure 7a).
The HSPC film was composed of hollow SiO2 nanoparticles and voids, where nanoparticles were
arranged into a non-packed FCC structure (Figure 7b). When the water vapor was filled into the
voids between hollow particles, the reflection wavelength of the HSCPC film had a red-shift due to
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the increase of average reflective index caused by the exchange of water vapor, with a high reflective
index (1.34), and air, with a low reflective index (1.0) in the voids. This effect can be well explained
by Bragg–Snell’s law, as expressed in Equation [4] mentioned in Section 2. After the HSCPC film
underwent selective hydrophilic (oxygen plasma etching) and hydrophobic (octadecyltrichlorosilane
treating) modification, the hydrophilic pattern was invisible under normal conditions (Figure 7c),
which is because the surface hydrophobization/hydrophilization neither changed the reflective index
nor the PC structure between the pattern and the background region. The invisible “KUL” pattern can
be revealed by water vapor flow, because the water vapor only diffuses into the hydrophilic pattern
region, leading to an increase of the reflective index and a change of the structural color from blue to
green (Figure 7d–f). In contrast, the structural color of the hydrophobic background cannot change,
which makes a color contrast with the hydrophilic region. Thereby, an obvious pattern can be easily
observed by the naked eye. The print can be reversibly shown and hidden by water vapor flow and
evaporation. In addition, the print shows an ultrafast display speed (≈100 ms), multiple reversible
cycles (at least 200 cycles) and good hiding effect (Δλ0 = 0), which favor its application in identification
marking, encoding, and anti-counterfeiting.

Figure 7. Invisible colloidal PC patterns shown by vapor. (a) Schematic illustration of the preparation
procedure of the invisible PC pattern. (b) The SEM image of hollow PC. (c) The optical image of the
invisible PC pattern under normal circumstances. (d) The pattern revealed by water vapor flow. (g) The
microscopic image of the pattern that has been revealed. (e–f) Microscopic images of the water drop
deposited on the unetched region (e) and O2 plasma-etched regions (f) of the photonic print. Reused
with permission from Reference [66], Copyright 2018, Wiley-VCH.
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4.2. Invisible Colloidal PC Patterns Revealed by Mechanical Stretching Fabricated by Selective Immobilization

Compared with chemical stimulus, mechanical stretching or pressing is a more straightforward
and readily available way for decryption of invisible patterns. To achieve an invisible pattern shown
by mechanical stretching, a pattern and background region on photonic prints with the same color but
different deformation capabilities should be designed.

For example, Ye and co-workers reported this type of invisible colloidal PC print, which was
prepared by infiltrating a cross-linking agent (PEGDA) into pre-prepared mechanochromic PC film
and selectively cross-linking the soaked mechanochromic PC film through selective UV irradiation
(Figure 8a), where the mechanochromic PC film was composed of the silica colloidal crystalline array
(CCA) fixed into the mixed matrix of EG and PEGMA [48]. The UV irradiation process can hardly
cause the change in lattice constant, so that the irradiated region (pattern region) unprotected by a mask
and un-irradiated region (background region) protected by the mask show the same color, resulting in
the invisible image. The UV irradiation process can greatly improve the level of cross-linking in the
pattern region, which gives it a higher hardness than the background region. When the invisible print
was stretched or squeezed, the soft background region had larger deformation and color shift than the
stiff pattern region, therefore revealing the pattern (Figure 8b). It is worth mentioning that the display
of invisible patterns is instant once applying the external force and the pattern can be reversibly shown
and hidden. Fast encryption speed and good reversibility are due to good elasticity of the background
region caused by a large amount of EG solution in the mechanochromic PC system, and the elasticity of
packaging material (PDMS). However, due to the inevitable evaporation of EG solution in the system,
the print will lose elasticity over time and fail to display the pattern region, which means the invisible
print has low durability.

Figure 8. (a) Schematic illustration of the preparation process of the invisible colloidal PC pattern
shown by deformation. (b) Sunlight and rabbit patterns on the photonic prints hidden in a relaxed state
and shown by deformation. Reused with permission from Reference [66], Copyright 2014, Wiley-VCH.

To overcome the problem of low durability caused by the presence of solvent, Ding’s group
reported an all-solid-state invisible photonic print shown by deformation for anti-counterfeiting,
which was prepared by selectively irradiating the polymer PC film (POF) composed of regularly
arranged arrays of polystyrene core, poly(methylmethacrylate) interlayer, and poly(ethyl-acrylate)
shell (PS@PMMA@PEA) nanospheres [51]. When the POF was selectively irradiated by UV light
through the mask, the irradiated pattern region was hard due to the cross-linking reaction of PEA,
while the un-irradiated background region was uncross-linked and showed good softness due to
the good elasticity of the PEA shell. The as-prepared photonic print was invisible when the sample
was not stretched (Figure 9a) because the diffraction wavelength in the pattern region (580 nm) was
close to the background region (560 nm) (Figure 9b,c). The difference in diffraction wavelength was
caused by the change of refractive index when cross-linking. The invisible “PhC” pattern became
progressively clearer as the strain increased. When strains changed from 0% to 12%, the reflection
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wavelength of the soft background region changed from 560 to 490 nm (Figure 9b), showing good
mechanochromic capability, and its reflection wavelength reverted to 550 nm when the strain was
released. The reflection wavelength in the pattern region remained at 580 nm whether stretched or
relaxed (Figure 9d). Therefore, the print had good reversibility and repeatability (Figure 9e). In addition,
the print also showed good durability due to the absence of solvent in this system. When it was stored
in ambient conditions for 10 months, such an invisible pattern could be reversibly shown and hidden.

Figure 9. The invisible photonic print shown by mechanical stretching. (a) Invisible photonic print
hidden in a relaxed state and shown by tensile state. Scale bar is 1 cm. (b,c) Reflection spectra in (b)
background region and (c) pattern region under a stretch–release cycle. (d) The relationship between
elongation and the reflection wavelength in the background region (red line) and the pattern region
(blue line). The black line shows the relationship between elongation and the reflection wavelength
difference. (e) Reflection wavelength change in the pattern region (blue line) and background region
(red line) in five cycles of the stretching–releasing test. Reused with permission from Reference [51],
Copyright 2015, American Chemical Society.

4.3. Invisible Colloidal PC Patterns Displayed by Magnetic Field

The photonic prints as mentioned above can be hidden under normal conditions because the
pattern and background region have the same structural color derived from the ordered PC structure.
Differently from the invisible prints shown by chemical stimulation or mechanical stretching, photonic
prints displayed by a magnetic field can achieve invisibility under normal conditions due to the
same chemical color in the pattern and background region caused by the random arrangement of
superparamagnetic particles in the solvents. The invisible prints shown by the magnetic field can be
obtained by selectively immobilizing the background region or constructing pattern and background
regions using nanoparticles with different sizes. The invisible prints have a very fast decryption speed
due to fast response speed (time <1 s) of the magnetically responsive PCs [67].
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4.3.1. Invisible Colloidal PC Patterns Displayed by Magnetic Field Fabricated by
Selective Immobilization

The key to designing an invisible colloidal PC print displayed by a magnetic field is to create the
pattern and background with the same color but different magnetochromic capabilities.

Hu’s group reported an invisible print shown by a magnetic field prepared by selectively
irradiating a certain region of the photonic paper using UV light through a mask [50]. The magnetically
responsive photonic paper was composed of EG droplets containing Fe3O4@C super-paramagnetic
nanoparticles dispersed in the solidified PDMS matrix (Figure 10a). The UV-irradiation caused PDMS
aging and resulted in the rupture of the PDMS network so that the EG solvent in the unshielded region
(background region) leaked out through the ruptured PDMS, which fixed Fe3O4@C nanoparticles
in the ruptured solid PDMS so that they could not respond to an applied magnetic field. Therefore,
the background region remained a brown color. In contrast, in the unexposed region (pattern
region) covered by the mask, the PDMS network was intact, so that the nanoparticles dispersed in
EG droplets were randomly arranged without a magnetic field and arranged into an ordered 1D
chain-like structure when a magnetic field was applied. The pattern respectively showed a brown
color and a bright structural color when the magnetic field was withdrawn and applied (Figure 10b).
The same brown color in the two regions means the print was well-hidden in the absence of a magnetic
field. When applying a magnetic field, the background showed a brown chemical color and the
pattern showed a bright green structural color, making the print highly visible. In addition, the state
transition between the invisible and the visible state was instantaneous (responsive time usually
is less than 1 s) and completely reversible, which can be attributed to the inherent advantages of
magnetically responsive PCs. However, the print may exhibit low durability, because the properties of
superparamagnetic nanoparticles in a ruptured solid PDMS could be easily affected by the external
environment. Furthermore, the UV aging process caused the leakage of EG organic liquids, which was
not environmentally friendly.

Figure 10. Invisible print shown by a magnetic field was fabricated by selective immobilization.
(a) Schematic illustration of the preparation process of the invisible colloidal PC pattern shown by
magnetic field. (b) The pattern was invisible in the absence of a magnetic field but visible when applying
a magnetic field. Reused with permission from Reference [50], Copyright 2012, Springer Nature.
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4.3.2. Invisible Colloidal PC Patterns Displayed by Magnetic Field Fabricated by Self-Assembly of
Nanoparticles with Different Sizes

Another strategy for fabricating the invisible photonic print was to use Fe3O4@SiO2 colloidal
nanoparticles of different sizes to construct the pattern and background. For example, Yin’s group
fabricated the print displayed by magnetic field using this strategy, where the pattern and background
region were composed of EG/PDMS mixtures containing Fe3O4@SiO2 superparamagnetic particles
with a core/shell size of 110/16 nm and 110/28 nm, respectively (Figure 11a,b) [68]. When the magnetic
field was absent, the pattern and background both showed a brown color derived from the inherent
color of the particles, thereby hiding the pattern. In contrast, the blue/green contrast could be easily
observed by the naked eye when applying a strong magnetic field due to different diffraction colors
of the chain-like structures self-assembled by particles with different sizes (Figure 11c). This print
showed good flexibility due to the flexibility of the PDMS matrix, so it was suitable for pasting on target
surfaces with various curvatures for anti-counterfeiting purposes. In addition, due to no leakage of EG
in the preparation process, it was environmentally friendly. The limitation of this anti-counterfeiting
print is that the pattern is not completely invisible under normal circumstances because of a deep
impression on the joint between the pattern and background, which is caused by the letter molds with
the same thickness as the print.

Figure 11. Invisible colloidal PC pattern shown by the magnetic field fabricated by self-assembly of
super-paramagnetic nanoparticles with different sizes. (a) The optical microscope image shows that EG
solvent containing Fe3O4@SiO2 superparamagnetic particles was dispersed as circular droplets into the
PDMS matrix. (b) Schematic diagram of a two-step procedure for fabricating a patterned print shown
by a magnetic field. (c) The blue/green color contrast of the prints can appear with the application of an
applied magnetic field. Reused with permission from Reference [67], Copyright 2008, Wiley-VCH.

4.4. Invisible Colloidal PC Pattern Shown by Electric Field Fabricated by Selective Modification of Substrates

Invisible patterns can be usually obtained by selectively modifying or immobilizing a certain
portion of the responsive PC. Recently, however, Chen and co-workers [14] created an invisible pattern
shown by an electric field, which was realized by using a selective modified substrate obtained by taping
a patterned insulating polymer onto the conductive substrate, thereby inducing the selective deposition
of charged nanoparticles only on the non-patterned conductive region (background region) under an
electric field. The structure of the invisible patterned photonic anti-counterfeiting device is shown in
Figure 12a, where the photonic suspension containing PS-co-G3Vi/Ag composite microspheres with
high surface charge density was sandwiched between two fluorine-doped tin oxide (FTO) substrates
and one of the FTO glasses was glued to a “maple leaf” shaped insulated polymer film. In the absence of
an electric field, the device showed a very uniform yellow color derived from the PS-co-G3Vi/Ag particle,
so that the pattern was invisible (Figure 12b). Once the voltage was applied, the maple leaf-patterned
region also showed a yellow color due to the disordered arrangement of particles, while the background
region gradually changed from yellow to green because of the formation of an ordered PC structure
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composed of PS-co-G3Vi/Ag particles with a higher refractive index (n = 1.58) and deionized water
with a lower refractive index (n = 1.34), resulting in the display of the maple leaf pattern. When the
field was withdrawn, the pattern gradually disappeared again. Therefore, the pattern shown by the
electric field possessed good hiding and display abilities, and good reversibility. However, the brittle
and rigid nature of FTO substrates greatly limits their further application to flexible target surfaces.

Figure 12. Invisible colloidal PC pattern shown by an electric field. (a) Schematic diagram showing the
structure of an invisible patterned photonic anti-counterfeiting device. (b) The optical images showing
that the anti-counterfeiting device can be reversibly displayed and hidden with the application and
removal of an electric field. Reused with permission from Reference [14], Copyright 2016, The Royal
Society of Chemistry.

5. Conclusions and Perspectives

In this review, recent developments of colloidal PC based anti-counterfeiting materials composed
of variable colored PC patterns, invisible PC prints, and a few other PC security materials have been
summarized from the aspects of security strategies, design and fabrication principles, and identification
means. These anti-counterfeiting PC materials have multiple security features, which can achieve
distinct color state transitions as viewing angles change, and can realize a reversible transition
between invisible state and visible state when removing or applying specific external stimuli or
lighting conditions. In addition, the micro-patterned PC material can be easily obtained through a
photolithography technique or inkjet-printing method. Thus, the anti-counterfeiting materials based on
PCs possess almost all anti-counterfeiting features of optical anti-counterfeiting techniques in existence,
such as invisible watermarks, optical variable inks, laser anti-counterfeiting markings, and miniature
printing. In addition, the structural colors of PCs originate from periodic structures, not fluorescence or
dye molecules, thereby providing them with higher stability than variable inks. As a result, colloidal
PCs provide a new avenue to develop anti-counterfeiting systems.

However, until now, an advanced anti-counterfeiting material with fast decryption, good hiding
and display effects, as well as high durability, has not been realized in reality. For example, many
invisible prints fabricated by selective cross-linking methods have good display effects when applying a
specific external stimulation because of the larger color contrast between the pattern and the background
region. However, solvents in the PC system will evaporate over time, leading to failure in the response
to the external stimuli, resulting in low durability. In addition, these prints cannot realize true (optical)
invisibility because cross-linked and uncross-linked regions have different reflected wavelengths.
The prints fabricated by selective hydrophilic/hydrophobic modification can be classified into two
types according to their structure, with both having good hiding effects because the modification
process can hardly change the structure parameters of the PC. However, one type of invisible photonic
print containing a responsive polymer exhibits a slow decryption speed (several minutes). The other
type, composed of well-ordered hollow nanoparticles, has an ultrafast showing time (about 200 ms)
but an indistinctive display effect. To develop the performance of existing PC-based anti-counterfeiting
materials, we need to study the surface modification techniques of PCs or introduce a porous structure
into the PC system.
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Some challenges in PC-based anti-counterfeiting materials lie beyond the PC itself. For instance,
the invisible photonic print shown by an electric field has fast speed, and good hiding and revealing
effects, but its rigid and brittle conductive substrates limit its further application to flexible target
surfaces. Therefore, using new flexible electrodes to replace FTO, such as conductive polymer
electrodes [69], will broaden their application fields.

Based on this impressive research progress, a promising future can be expected for colloidal
PC-based anti-counterfeiting materials.
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Abstract: Although the passively adjusting and actively tuning of pure longitudinal (primary (P-))
and pure transverse (secondary or shear (S-)) waves band structures in periodically laminated
piezoelectric composites have been studied, the actively tuning of coupled elastic waves (such as
P-SV, P-SH, SV-SH, and P-SV-SH waves), particularly as the coupling of wave modes is attributed to
the material anisotropy, in these phononic crystals remains an untouched topic. This paper presents
the analytical matrix method for solving the dispersion characteristics of coupled elastic waves along
the thickness direction in periodically multilayered piezoelectric composites consisting of arbitrarily
anisotropic materials and applied by four kinds of electrical boundaries. By switching among these
four electrical boundaries—the electric-open, the external capacitance, the electric-short, and the
external feedback control—and by altering the capacitance/gain coefficient in cases of the external
capacitance/feedback-voltage boundaries, the tunability of the band properties of the coupled elastic
waves along layering thickness in the concerned phononic multilayered crystals are investigated.
First, the state space formalism is introduced to describe the three-dimensional elastodynamics of
arbitrarily anisotropic elastic and piezoelectric layers. Second, based on the traveling wave solutions
to the state vectors of all constituent layers in the unit cell, the transfer matrix method is used to derive
the dispersion equation of characteristic coupled elastic waves in the whole periodically laminated
anisotropic piezoelectric composites. Finally, the numerical examples are provided to demonstrate
the dispersion properties of the coupled elastic waves, with their dependence on the anisotropy of
piezoelectric constituent layers being emphasized. The influences of the electrical boundaries and the
electrode thickness on the band structures of various kinds of coupled elastic waves are also studied
through numerical examples. One main finding is that the frequencies corresponding to qH = nπ
(with qH the dimensionless characteristic wavenumber) are not always the demarcation between
pass-bands and stop-bands for coupled elastic waves, although they are definitely the demarcation
for pure P- and S-waves. The other main finding is that the coupled elastic waves are more sensitive
to, if they are affected by, the electrical boundaries than the pure P- and S-wave modes, so that higher
tunability efficiency should be achieved if coupled elastic waves instead of pure waves are exploited.

Keywords: coupled elastic waves; laminated piezoelectric phononic crystals; arbitrarily anisotropic
materials; band tunability; electrical boundaries; dispersion curves

1. Introduction

Periodically multilayered composite structures [1–3] are constituted by periodically arranged unit
cell with multilayered configuration. The different constituent layers in the unit cell have disparate
material parameters such as material density and elastic stiffness constants. When elastic waves
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propagate in the periodically multilayered composites, their abovementioned particular construction
form leads to the frequency band property resulting from the periodic scattering and further interference
phenomenon of partial waves due to impedance mismatch at the interfaces between alternating
constituent layers. This property, caused by the well-known Bragg scattering mechanism [2,3], refers to
the elastic wave with frequency in pass-bands that propagates without attenuation, and the elastic wave
with frequency in stop-bands that attenuates without propagation. During the recent three decades,
the Bragg bands in periodically multilayered composites have been subsequently extended by the
innovative concepts such as superlattices [4,5], phononic crystals [2,3,6,7], and metamaterials [2,6,8–10].
Besides the frequency bands, other novel elastic wave phenomena in these periodically multilayers
such as the negative refraction, beam steering, and mode switching have also been revealed. On
account of this progress, elastic wave (also referred to Floquet/Bloch waves) propagation in periodically
multilayered composites (also known as laminated phononic crystals) becomes an even more attractive
research topic.

Among the extensive studies on elastic waves in laminated phononic crystals, the very earliest
object of study is the periodically multilayered composites made of only elastic materials. The incipient
motivation for studying elastic wave propagation in periodically elastic multilayers is to develop
nondestructive evaluation strategy for composite materials [2]. To achieve this goal, various elastic
waves in the corresponding periodically elastic multilayers have been investigated, i.e., the bulk waves
including the pure longitudinal (primary (P-)), pure transverse (secondary or shear (S-)), and their
coupling modes in infinitely periodic multilayered elastic media [10–15], the surface/interface waves
including the Rayleigh, Love, and surface transverse waves in semi-infinitely periodic multilayered
elastic half-spaces [15–17], and the guided waves such as the Lamb and SH-type guided wave in
periodically laminated elastic slab of finite thickness [10,15]. Besides the frequency bands of these
wave modes, particular attentions have also been paid on the dispersion properties of various
waves influenced by material anisotropy [12,13] as well as material elastic constants [13] and on the
anisotropy of the characteristic waves like shear horizontal (abbr. SH) wave [14]. With the deepening
understanding of the Floquet/Bloch waves in periodically multilayered elastic composites and the
pressing demand for acoustic wave devices, researchers realized as early as 1980s that the piezoelectric
materials can be introduced periodically into multilayers to form periodically laminated piezoelectric
composites [4,5,18], and developed high-performed filters, guiders, and splitters, or delicately control
mechanical waves through electricity. Since the piezoelectric material couples the mechanical field with
the electrical field that is relatively easier to excite, detect and control as compared to other physical
fields, the piezoelectric material is the most important and extensively-used intelligent material,
especially in many functional devices like the bulk acoustic wave (BAW) and surface acoustic wave
(SAW) devices [19]. Therefore, the combination of the piezoelectric effect and the elastic wave bands in
the laminated piezoelectric phononic crystals is a very natural advance to improve the performance
of and to add new function for acoustic wave devices [18]. It is also a promising strategy to control
mechanical waves in a feasible and relatively easy way.

To push forward the development and design of these wave devices and the control strategy
for various elastic waves, multifarious laminated piezoelectric periodic structures (phononic crystals)
have been conceived. Moreover, the properties of the corresponding elastic waves thereof have been
studied [4,5,18,20–71]. Nevertheless, the studies on elastic waves in laminated piezoelectric phononic
crystals may be difficult on four counts. The first aspect, which appears definitely, is that the coupling
between mechanical and electrical fields exists in piezoelectric phononic crystals, which represents the
most essentially different property when compared to the purely elastic periodic composites. This
electromechanical coupling causes the dependence of some or all the mechanical waves on the electrical
field, besides results in the addition of a new wave mode (electric potential wave) mainly dominated
by the electric field. Accordingly, these waves are sensitive to the electrical boundary conditions, which
should be specified during the study of the wave properties and can be sorted into two main classes.
One class is called as the passive-type electrical boundary, which remains fixed after applied like either
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the electric-open or the electric-short one as the most common boundary condition. The other class
is referred to as the active-type electrical boundary, which is able to be switched between diverse
passive electrical boundaries or adjusted through connection to external electric circuits. The second
aspect, which may possibly happen, is that the constituent materials in multilayered piezoelectric
phononic crystals are anisotropic with enough low crystal symmetry to bring about the coupling
among the original pure horizontally-transverse (shear horizontal (SH)), pure longitudinal (P), and
pure vertically transverse (shear vertical (SV)) modes even for the normally-propagating elastic waves.
The third aspect, which depends on the utilized intention of the multilayered piezoelectric phononic
crystals, is that the propagation direction of the elastic waves may affect their properties, even as
the constituent materials have weak anisotropy (i.e., high symmetry). The fourth aspect is that the
multiple reflection and transmission together with possible mode conversion of elastic waves at
the surfaces/interfaces of constituent layers give rise to the complex bulk wave modes in infinite
composites, or the surface/interface waves including the surface SH, Rayleigh, Love, and Stoneley
waves in semi-infinite half-spaces, or the guided waves such as Lamb wave in finite thickness slabs.
Note that the first aspect is exclusive of piezoelectric multilayered phononic crystals, while the latter
three aspects are all common to multilayered phononic crystals of any materials. In addition, the second
aspect, i.e., the material anisotropy actually affects the coupling and the electric-field dependence of
wave modes in combination with the third and fourth aspects, i.e., the propagation direction and
surface/interface property. For example, as the constituent piezoelectric and elastic layers in the
multilayered piezoelectric phononic crystals all have enough high crystal symmetries, the mechanical
waves thereof will be pure P-, pure SV-, and pure SH-waves, among which only one is influenced by
the electric field and boundary. Nonetheless, the uncoupling requirement to the crystal symmetry
may be different for disparate propagation direction. When the constituent materials entail crystal
symmetries that do not satisfy the uncoupling condition of mechanical waves in a specific direction,
some or all wave modes propagating in that direction will be coupled. The uncoupling or coupling of
mechanical waves also influences the complexity of bulk wave and the formation of surface, interface,
and guided waves.

Taking the above four aspects into account, we can review the research progresses on elastic waves
in laminated piezoelectric phononic crystals by classification in two levels including the electrical
boundary and wave type as follows.

Firstly, the investigations considering passive-type electrical boundaries (actually nearly all
literature so far, except those specified otherwise concerning the electric open condition although not
clearly pointed out), will be surveyed according to the wave type studied. For all kinds of bulk waves,
including the pure SH wave, the uncoupled P and SV waves, and the coupled P-SV wave, propagating
both normally and obliquely in infinite media with transversely isotropic (hexagonal crystal) constituent
materials: Sapriel & Djafari-Rouhani [4] and Nougaoui & Djafari-Rouhani [5] summarized some
research achievements before 1990 involving the dispersion curves, the effective constants and the
analysis methods. Li and Wang [20,22] and Li et al. [21,23] studied the localization factor and length
in randomly disordered piezoceramic–polymer composites by the transfer matrix method (TMM)
with particular attention on the disorders of the thicknesses and thickness ratio of constituent layers
and the piezoelectric/elastic constants of the piezoelectric layer. The effects of the piezoelectricity, the
piezocomposite sort, the propagation direction, the nondimensional wavenumber, and the electrical
potential on wave band and localization were discussed. Guo and Wei [24], considering initial stresses
and their effects on constitutive equations, governing equations and boundary conditions, analyzed
by TMM the dispersion curves in phononic crystal composed of two piezoelectric materials, whose
dependences on the normal and shear initial stresses and the corresponding boundary conditions
were discussed based on the numerical results. Golub et al. [25] and Fomenko et al. [26] analyzed by
TMM the dispersion properties (such as dispersion curves and transmission/reflection coefficients), the
localization factor and the classification of pass-bands and band gaps in phononic crystals composed of a
specific number of periodically arranged unit cells with homogenous or functionally-graded interlayers
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and elastic half-spaces on both sides, whose dependences on the incident angle and the gradation
and geometrical properties of interlayers were also discussed. Very recently, this functionally-graded
model was extended by Fomenko et al. [27] to two cases, i.e., the infinite layered phononic crystals
and finite counterparts between two isotropic half-spaces. The unit cell of both cases was composed
of four piezoelectric sublayers with two being homogeneous and two being functionally graded. A
semi-analytical method based on the transfer matrix of a unit cell was proposed to analyze the dispersion
curves (phase and attenuation coefficients), the energy transmission coefficients, the localization factor
and the classification of pass-bands and band gaps, whose dependences on the number of unit cells,
the angle and type of incident waves, the thickness and material properties of the functionally graded
sublayers, and the geometrical and material properties of the homogeneous layers were also discussed.
Chen et al. [28] and Yan et al. [29], based on the nonlocal piezoelectricity continuum theory, analyzed
the dispersion curves and the localization factor by TMM and the transmission/reflection spectra by
the stiffness matrix method (SMM), respectively, in nanoscale phononic crystals consisting of two
piezoelectric materials. The dependences of these wave propagation behaviors together with the found
cutoff frequency on the ratio of internal to external characteristic lengths (R), the piezoelectric constant,
the impedance ratio, and the incident angle were discussed with referring to numerical results. The
influence of R on the mode conversion and the influence of the mode conversion on band gaps were
also analyzed. Only concerning the pure SH waves in infinite media with transversely isotropic
(hexagonal crystal) constituent materials: Zinchuk et al. [30] proposed a matrizant method to analyze
the dispersion characteristics with particular attention on the effects of the piezoelectricity, the unit cell
configuration, and the relative thickness ratio in numerical examples. This analysis was later extended
by Zinchuk et al. [31] to periodic medium made of alternating metal and piezoelectric layers. Alshits
and Shuvalov [32] analyzed the reflection/transmission of inclined SH waves in periodic composites
having finite number of unit cells consisting of identical piezoelectric layers with metallized interfaces
of fixed electropotential at alternating distances and semi-infinite substrates on its both sides, in which
the existence of Bragg resonances was revealed. Qian et al. [33] obtained the phase velocity equations
of normally and parallelly propagating waves in piezoelectric-elastic composites, and discussed the
basic wave properties such as the filter effect and the effects of thickness and shear modulus ratios
of the piezoelectric layer to elastic layer on phase velocity. Lan and Wei [34] studied the influence of
imperfect interfaces (modeled by the mass-spring parameters) on dispersion curves and band gaps of
both normally and obliquely propagating waves in piezoceramic–polymer composites with incidental
attention on the piezoelectricity and the thickness-ratio effects. Only regarding the pure P waves, Faidi
and Nayfeh [35] developed an improved continuum mixture model for analyzing the dispersion curves
(phase velocity spectra) of the parallelly propagating longitudinal waves in periodic bi-laminated
orthotropic piezoelectric media. As far as only the coupled P-SV waves are concerned, Geng and
Zhang [36] analyzed the dispersion curves of parallelly propagating coupled P-SV waves in periodic
piezoceramic–polymer composites by the method of partial wave expansion with special attention on
the effects of the volume fraction and the polymer properties, which are partially validated through
the experimentally measured thickness resonance (with polarization parallel to interface) and lateral
resonance (with polarization along periodic direction) spectra. Regarding the three-dimensional (3D)
coupled waves, besides some occasional discussions in Fomenko et al. [27], Podlipenets [37] presented
without validation a Hamiltonian system formalism to analyze the dispersion equations of bulk, surface,
and plate waves in respectively the infinite, semi-infinite, and finite phononic crystals with constituent
materials of mm2 or higher symmetry crystal. With respect to the surface/interface and guided waves,
the laminated semi-infinite and finite transversely isotropic piezoelectric phononic crystals, respectively,
with bounding plane either parallel or perpendicular to the layering plane have all been considered.
Initially in the parallel case, Zinchuk et al. [38] analyzed the dispersion curves of the SH-type surface,
Stoneley, and guided waves and discussed the state variables distribution of corresponding modes
in periodic piezoelectric and metal composites under metallized mechanically free condition. The
distinctive/interrelation characteristics of dispersion spectra for guided (normal) wave in even-layered
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periodic finite thickness plate with those for the surface wave in semi-infinite half-space were also
discussed. Yan et al. [39] investigated the dispersion curves and the mechanical displacements and
electrical potential variations of the symmetrical Lamb waves in nanoscale periodic piezoelectric
composites based on the nonlocal piezoelectricity continuum theory. The influences of the piezoelectric
effect, the ratio of internal to external characteristic lengths (i.e., R representing nanoscale size-effect),
and the volume fractions on these wave behaviors particularly like the found mode conversion and
cut-off frequency were analyzed in details. Later in the perpendicular case, Wang et al. [40] analyzed
using TMM the localization factor of Rayleigh waves in periodic piezoceramic–polymer half-space
due to disorders in polymer thickness or piezoceramic material constant, and discussed its influence
by the thickness ratios of constituent layers. Alippi et al. [41] proposed an approximate theoretical
model by neglecting the mode coupling to analyze the dispersion curves of Lamb wave below the
frequency of thickness resonance. By experimentally exciting the band edge resonances, the analysis
was validated and the fractional volume dependence of stop-bands was discussed. This work was later
improved by Craciun et al. [42] who experimentally and theoretically studied the resonance spectra
of the lateral and thickness resonances with polarizations along and perpendicular to the periodic
direction, respectively, based on the Kronig-Penney and effective medium models, when considering
the anisotropy, piezoelectricity, and volume fraction factors, which together with the coupling of two
resonant modes were verified by the corresponding dispersion curves of pure elastic P and electroelastic
SV waves. Note from the above literatures considering passive electrical boundaries that although the
passive-type electrical boundaries are easy to realize and already provide the laminated piezoelectric
phononic crystals with abundant elastic wave properties such as the frequency bands, but these wave
properties are fixed or work at fixed frequency ranges once the laminated piezoelectric phononic
crystals are fabricated. This passive feature obviously limits the application of laminated piezoelectric
phononic crystals with passive electrical boundaries in working occasions where the external dynamic
excitations have varying frequencies. Therefore, active-type electrical boundaries are proposed to tune
the elastic wave properties such as the frequency bands anytime for adapting them to the external
excitations. Two approaches have been proposed so far to actively adjust the electrical boundaries:
One is to switch between diverse passive electrical boundaries and the other is to connect to external
electrical network with alterable parameters such as capacitance, inductance, resistance, voltage, etc.
In what follows, the studies related to the two adjusting manners will be reviewed successively.

Secondly, the investigations simultaneously considering many passive electrical boundaries for
possibly switching between will be surveyed according to the wave type studied. For all kinds of bulk
waves, including the pure SH wave, the uncoupled P and SV waves, and the coupled P-SV wave,
propagating both normally and obliquely, Guo et al. [43] used TMM to analyze the dispersion curves of
the phononic crystals composed of two transversely isotropic piezoelectric materials, considering four
kinds of dielectric imperfect interfaces including weak conducting, high conducting, low dielectric,
and grounded metallized interfaces together with four kinds of mechanical imperfect interfaces
such as normal compliant, tangent compliant, tangent fixed, and tangent slippery interfaces. The
influences of the piezoelectricity and these mechanically and dielectrically imperfect interfaces on the
dispersion curves were discussed based on the numerical results. As far as only the pure SH waves in
infinitely laminated piezoelectric phononic crystals with transversely isotropic (hexagonal symmetric)
constituent materials are concerned, Ghazaryan and Piliposyan [44] investigated the effects of three
kinds of interfaces, including electrically shorted with mechanically continuous condition, magnetically
closed with mechanically continuous condition, and electrically open with mechanically smooth
contacts, on dispersion properties such as band structures and bandgap width of obliquely-propagating
Bloch–Floquet waves, with special attention on the factors like piezoelectricity, incident wavenumber,
and filling fraction. In cases of electric-open and electric-short conditions, Zhao et al. [45] computed the
dispersion curves, the transmission coefficients, and the reflective spectrum by the global transfer matrix
method with attention on the effects of the piezoelectricity, the volume fraction and the propagation
direction. With respect to coupled P-SV waves in infinite media, Zhao et al. [46], also in cases of
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electric-open and electric-short conditions and by the modified transfer matrix recursive algorithm,
theoretically studied the dispersion curves (band gaps) and the transmission/reflection spectra in
periodic structures containing fluid layer and orthotropic piezoelectric layer with special attention
on the influences of piezoelectricity and propagation direction. As regard to the surface/interface or
guided waves, the usually considered laminated piezoelectric semi-infinite or finite phononic crystals
have bounding plane parallel to the layering plane. For this kind of phononic crystals, Sapriel &
Djafari-Rouhani [4] and Nougaoui & Djafari-Rouhani [5] summarized research results on the dispersion
curve of SH-type surface wave in cases of metallized or non-metallized surfaces before 1990s, with
special attention on the influence of the nature of the film at the surface. Considering the same
electrical boundaries, Zinchuk et al. [47] and Zinchuk & Podlipenets [48] analyzed the dispersion
curves of SH-type surface and guided waves, the corresponding mode distributions of state variables
by a matrizant method based on periodic Hamiltonian system, as the constituent materials belong
to 6mm crystal class. The effects of the electrical boundaries, the unit cell configuration and relative
thickness ratio on the dispersion properties were studied by numerical examples. Zinchuk and
Podlipenets [49] introduced their previous method to the analysis of dispersion curves of Rayleigh
waves also with the 6mm materials assumption for three kinds of electrical boundaries including
electric-short, non-metalized contact with a vacuum and electric-open conditions, whose influence by
the piezoelectricity was examined in the case of free mechanical boundary. Alami et al. [50], on basis
of Green’s function method, derived and validated the dispersion relation and state density of the
SH-type surface waves in a semi-infinite superlattice composed of 6mm class piezoelectric–metallic
layers and capped with a piezoelectric layer with open- or short-circuited surfaces. The interaction
between this SH-type surface wave and the possibly-existing interface, guided and pseudo-guided
(leaky) waves induced by the cap layer and the dependences of electromechanical coupling coefficient
on the cap layer thickness and the metallic layer property were also investigated. In addition, the
laminated piezoelectric finite phononic crystals with bounding planes perpendicular to the layering
plane have also been considered. The model studied so far is the plane-strain plate consisting of
piezoceramic–polymer or two piezoelectric layers with hexagonal (usually 6mm) symmetry and with
the length in the periodic direction and the thickness parallel to the interfaces. In cases of electric open
and short boundaries, Otero et al. [51] computed the dispersion curves of Lamb waves along periodic
direction using the effective coefficients approximated by the first order asymptotic homogenization
method considering four piezoelectric volume fractions. The behaviors of the mechanical displacement
and the electric potential for different wave modes were illustrated. Considering the same electric
boundaries and Lamb wave, Zou et al. [52] studied, using the plane wave expansion (PWE) method,
the band properties such as the dispersion curves, widths and starting frequencies of the first bandgaps
and their influences by the filling fraction, the thickness to lattice pitch ratio, and the polarizations
directions. In cases of non-piezoelectricity, open-circuit, and short-circuit conditions, Zhu et al. [53]
analyzed and compared the dispersion curves, transmission spectra, eigenmode displacements of
different modes by the finite element method (FEM) on COMSOL Multiphysics software, based on
which the piezoelectric-sensitive mode was defined and its physical mechanism such as its dependences
on the piezoelectric constants, the filling ratio, and the ratio of thickness to lattice pitch were revealed.
Considering both metallized and non-metallized interfaces, Piliposyan et al. [54] analyzed by TMM
the dispersion curves and the reflection/transmission of inclined SH-type guided waves in the infinite
periodic composites or in the finite counterparts with a defect layer as the mirror symmetry center and
two piezoelectric half-spaces on both sides as substrates. The dependences of these wave behaviors on
the ratio of the unit cell’s length to the waveguide’s height, the piezoelectric material properties, the
boundary condition distribution on the lower and upper walls, and the presence of defect layer were
discussed, with special attention on the Bragg resonances and the presence of trapped modes and slow
waves. Notice from the above surveyed research works that the switching method between diverse
passive electrical boundaries can adjust the frequency bands and other wave properties of laminated
piezoelectric phononic crystals among several discrete states. However, in practical applications there
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is a trend toward the flexible usage of the frequency spectrum since the external dynamic excitations
in working environments usually have continuously-varying frequency components rather than
discrete-varying ones. This trend requires continuously-tunable frequency bands and other wave
properties, which can be realized via installing external electrical circuits with alterable electrical
parameters on the laminated piezoelectric phononic crystals that serves as the other approach to
actively adjust the electrical boundaries. Next, the studies on elastic waves in laminated piezoelectric
phononic crystals with connecting to external electrical network will be reviewed.

Thirdly, by the category of studied wave type and the alterable parameters such as capacitance,
inductance, resistance, and voltage in the connected electrical circuits, the investigations on laminated
piezoelectric phononic crystals possessing continuously-varying wave behaviors will be surveyed.
For all kinds of uncoupled waves including pure P and S (SH or SV) modes, Li et al. [55] studied the
dispersion curves of waves along the thickness direction in infinite media with orthotropic materials
(the lowest symmetry crystal guaranteeing the decoupling of three wave modes) in cases of four
electrical boundaries including the electric-open, applied electric capacitance, electric-short, and applied
feedback voltage that are capable of both discretely and continuously tuning the frequency bands.
Particular attentions were also on the influence of electrode thickness and on the characteristics of wave
dispersion. Regarding to pure P waves in infinite phononic crystals with the faces of the piezoelectric
layers being electroded and connected to electrical capacitor: Ponge et al. [56,57] briefly reviewed the
dispersion properties induced by the periodic electrical boundary conditions (with open-circuit and
short-circuit as reference) in homogeneous piezoelectric material, and then accordingly designed a
Fabry-Perot cavity whose length might be tuned by a spatial shift of electrical boundaries along with
the position of the transducer driven electrically by a voltage. The optimum performance of the cavity
device achieved through compromise among the series/parallel resonance frequencies, the band gaps
of phononic crystal (influenced by number and length of unit cells), and the coupling coefficient was
corroborated by the 1D analytical analysis using TMM, the numerical simulation using finite element
method (FEM), and the experiment. Kutsenko et al. [58,59] analyzed using TMM the dispersion spectra
of normally-propagating wave in periodic structure of identical transversely isotropic piezoelectric
layers or of alternating elastic and piezoelectric layers. Special attentions were on the unusual features
of dispersion spectra in the case of negative capacitance value, such as the quasistatic stop-band,
the poles of attenuation constant spectra corresponding to jumps of phase constant from 0 to π, and
the occurrence of quasiflat dispersion branches and dispersion curves with infinitely growing group
velocity [58,59]. Kutsenko et al. [60] extended the model to a general case where a unit cell may
consist of several piezoelectric or elastic–piezoelectric multilayers (possibly functionally graded), and
studied the effective properties characterizing the homogenized medium such as effective density,
elastic constant, as well as Willis coupling constant, and their tunability by the capacitance. Recently,
Kutsenko et al. [61] further extended the electrical boundary to 2D semi-infinite periodic network
whose unit cell contains two capacitors in parallel and in series, and studied the dispersion spectra and
wave fields by deriving explicit equations. The control of the dispersion spectrum, which can come
out either as a discrete set of curves, or as a continuous band, or as a superposition of both, by the
signs and values of the two capacitances in the unit cell was studied with considering examples and
the limiting cases of open and short circuits. As far as pure P waves in infinite media with electrical
circuits other than simple capacitor are concerned, Mansoura et al. [62] investigated theoretically the
dispersion curves of normally-propagating waves in phononic piezoelectric-elastic crystals, paying
special attention to the newly-opening hybridization gap due to a coupling of electrical resonance
with the wave propagation as the electrical impendence was inductances. The results were verified
experimentally by the measured transmission. Zhu et al. [63] proposed an active acoustic metamaterial
consisting of periodic layers of steel, polyuria, and piezoelectric ceramic transducer (PZT) with the PZT
layer shunted by an inductor. Its band structure and transmission coefficient were calculated by the
TMM, and its effective material parameters were computed by homogenization method. The extremely
narrow stop band induced by the resonance circuit was able to be controlled through the inductor and
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the corresponding effective parameters behaved negative. Parra et al. [64] calculated using TMM the
dispersions, impedances, and displacements in phononic crystals with periodically distributed local and
interconnected LC (inductance-capacitance) shunts, which were experimentally validated. The ability
of local or interconnected shunts to control the width or depth of bandgap was also discussed. As regard
to the coupled P-SV (or identical P-SH) waves, Fomenko et al. [65] analyzed using TMM the dispersion
curves, transmission coefficients, and localization factor of the obliquely-propagating waves in infinite
phononic crystals with the unit cell consisting of two piezoelectric interlayers and with or without
electric potentials at the metallic interfaces of two kinds of configurations, i.e., an infinite periodic
structure and a periodic structure surrounded by two half-spaces. The influences of the electrical
potential and the incident angle on these wave properties were also investigated. As for the pure
longitudinal waves and vibrations along the thickness in finite thickness plates have bounding plane
parallel to the layering plane: Mansoura et al. [66,67] theoretically and experimentally investigated
the electrical impedance of one piezoelectric layer within phononic crystals made of alternating
piezoelectric and elastic layers while the other piezoelectric layers were connected to the external
circuit including electric-open, electric-short, and external capacitance conditions, which is related to
the band structures and transmissions together with the electromechanical coupling. Mansoura et
al. [68] further verified, by comparing the experimentally measured transmissions with theoretically
analyzed dispersion curves, the wave control in phononic piezoelectric elastic crystals through the
negative capacitance connected on the electroded faces of piezoelectric layers that broadening band
gaps. Darinskii et al. [69] theoretically studied using TMM the reflection/transmission along the 6-fold
symmetry axis in periodic piezoelectric structure constructed by inserting infinitesimally thin metallic
electrodes into a homogeneous piezoelectric material of 6mm symmetry class and then interconnecting
each two successive electrodes by an external capacitor (with electric-open and electric-short conditions
corresponds to zero and infinity capacitance). Allam et al. [70] proposed an active acoustic metamaterial
(AMM) with the unit cell consisting of transversely isotropic piezoelectric and isotropic brass layers
clamped in air, whose effective density in real-time might be controlled by the closed feedback control
loop connected between the piezoelectric layers. The stability, characterization, and behavior of the
AMM were predicted by vibro-acoustic analytic model and were verified experimentally. The adaptive
and programmable control of AMM’s effective density through three types of controllers was also
studied. Wang et al. [71] theoretically studied using TMM the transmission and the pass-band in
piezoelectric laminated phononic crystals inserted with a 0.2 mol% Fe-doped relaxor-based ferroelectric
0.62 Pb(Mg1/3Nb2/3)O3–0.38PbTiO3 (PMN–0.38PT) single crystal defect layer, whose dependences
on the thickness/strain adjusted nonlinearly by the external electrical voltage and on the acoustic
impedance of constituent materials were analyzed. As for the vibrations associated with coupled
P-SV waves propagation in finite thickness plates that have bounding plane perpendicular to the
layering plane, Geng and Zhang [36] studied theoretically and experimentally the vibration properties
of thickness and lateral resonances (such as the surface vibration profile, the electric impedance
distribution, and the electromechanical coupling factor) under an external driving AC electric field in
both air and water media and under external incident pressure wave from the water, respectively, with
particular attention on the influence of the aspect ratio.

In summary of the above literature review on various types of elastic waves in laminated
piezoelectric phononic crystals with both passive and active electrical boundary conditions, we propose
the following five insufficiencies that exist in the investigations so far:

1. Although the electric-open, the electric-short, and the applied electrical capacitance boundaries
have all received plenty attentions, but the feedback control condition, which plays an important
role in vibration control of structures in many engineering fields [72,73], is nearly not concerned
except that in Allam et al. [70] the feedback strategy was adopted to control the real-time effective
density of an unit cell of the proposed active acoustic metamaterial involving pure P wave
propagation in laminated piezoelectric phononic crystals of finite thickness. Hence, the authors
Li et al. [55] extended the external feedback control voltage boundary into the infinite media
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and investigated its contrast with the electric-open, the electric-short, and the applied electrical
capacitance boundaries when considering the pure P- and S-waves propagation. However, when
the coupled mechanical waves in laminated piezoelectric phononic crystals are investigated, the
applied feedback control electrical condition has never been considered so far.

2. Throughout the studies on coupled elastic waves in cases of all electrical boundaries, the
coupling of the wave modes is due to the obliquely-propagating direction rather than the
material anisotropy, since the piezoelectric and elastic constituent layers in all these investigations
are assumed as transversely isotropic and isotropic, respectively, with hexagonal or higher
symmetries. Notice from Li et al. [55] that as long as the interlayers all have orthorhombic
or higher symmetries, the normally-propagating elastic waves are decoupled. That is to say,
the wave coupling caused by material anisotropy actually has nearly not been investigated in
literatures except the following two [74,75] to the best of authors’ knowledge. In Honein et al. [74]
and Minagawa [75], the analysis of the 2D coupled P-SV waves and the 3D coupled waves along
arbitrary (and occasionally along thickness) direction were considered, respectively, both for
periodically multilayered piezoelectric media with general anisotropic constituent materials.
Concretely, Honein et al. [74] introduced without validation a surface impedance matrix method
based on state vector formalism. Minagawa [75] proposed the TMM and evaluated the influence
of piezoelectric effect on the phase velocity–wavenumber relation. Therefore, the dependence of
various coupled waves on the material anisotropy alone is yet to know.

3. In cases of electrical boundaries with alterable parameters, the dominantly studied wave type
is the pure P wave. Although Li et al. [55] concerned the pure S wave in cases of applied
electric capacitance and feedback voltage conditions, and Fomenko et al. [65] and Geng &
Zhang [36] considered the coupled P-SV mode in respectively infinite and finite laminated
piezoelectric phononic crystals with applied electric potential boundary, but the coupled SV-SH,
P-SH and P-SV-SH waves in cases of diverse electrical boundaries have not been comprehensively
investigated yet.

4. In all the previous studies, the mechanical effect of electrodes is omitted by neglecting their
thickness. However, the feasibility of this manner to treat the electrode has not been validated
as far.

5. In the previous studies, except that the phase velocity spectrum is concerned occasionally
in literatures [33,35,75], the dispersion curve is dominantly represented as the frequency–
wavenumber relation. The properties of other forms of dispersion curves such as the
frequency-wavelength spectra have not been discussed up to now.

In order to make up for the above deficiencies, this paper analyzes, by introducing the TMM [76]
based on the state space formalism [77], the coupled elastic waves, including P-SH, P-SV, SV-SH,
and P-SV-SH modes, along thickness direction in infinitely laminated piezoelectric phononic crystals
with the unit cell consisting of any number of arbitrarily anisotropic piezoelectric and elastic layers
and having four electrical boundaries, such as the electric-open, the applied electrical capacitance,
the electric-short, and the applied feedback control conditions. The electrodes on the surfaces of the
piezoelectric interlayers are all modeled as elastic layers along with the inserted elastic materials
themselves, whose mechanical and electrical functions are both considered in the analysis. The
configuration of the analysis model hereof renders the presence of coupled waves without introducing
the effect of inclined propagation direction. Consequently, the forming of coupled waves is solely
caused by the material anisotropy, the individual effect of which on the multifarious frequency
related dispersion curves in cases of four electrical boundaries is the main motivation of our research.
Compared with our previous similar work [55], this paper innovatively considers the coupled-mode
waves due to material anisotropy as an extension to the previously concerned pure P and pure S waves
and as a remedy to deficiencies (2) and (3), in spite that a similar analysis process is adopted.

This paper is organized as follows. Following the research background and motivation in Section 1,
the basic model of the general periodically laminated arbitrarily-anisotropic piezoelectric composites is
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described in Section 2. Section 3 provides the state space formalism for describing the elastodynamics
of the constituent layers. Based on the wave solutions to the state variables of constituent layers, the
formulation of transfer matrix method (TMM) is presented in Section 4 to establish the governing
relations of the unit cell, which are combined with the Floquet–Bloch theorem [2,78,79] to bring out the
dispersion equation of the whole system. The numerical examples for phononic crystals with various
layouts of piezoelectric materials and four kinds of electrical boundaries are given in Section 5, with
special attention on the general features of diversified frequency related dispersion curves and their
dependences on the electrode thickness and electrical boundaries. Some findings from this research
are drawn as conclusions in Section 6.

2. Basic Model

Consider the elastic waves propagating along the thickness direction, i.e., perpendicular to the
interface, in infinitely periodically laminated piezoelectric composite structures whose unit cell, as
shown in Figure 1, consists of any number of arbitrarily anisotropic (triclinic) piezoelectric and elastic
layers with the piezoelectric interlayers having anyone of four electrical boundaries such as the
electric-open, the applied electrical capacitance, the electric-short, and the applied feedback control
conditions. These electrical boundaries are applied through the electrodes coated on the surfaces
of piezoelectric layers. Here in this paper, the electrodes are also modeled as elastic layers along
with the inserted elastic materials themselves, whose mechanical and electrical functions are both
considered in the analysis, so that their effect on the wave propagation can be revealed. According
to the Floquet–Bloch theorem [2,78,79], the unit cell model in Figure 1 together with the periodic
boundary condition is adequate for the analysis of characteristic waves with wavenumber q and circular
frequency ω. Since arbitrarily anisotropic (triclinic) materials are considered in the model, whose
crystal symmetry is far lower than orthotropy, the lowest crystal symmetry requirement for decoupling
the elastic waves along thickness direction [55]. Therefore, coupled-mode waves are actually analyzed
via the model. In the unit cell shown by Figure 1, altogether any number (m) of interlayers, involving
the shaded elastic layers, gray piezoelectric layers, and black electrode layers, and correspondingly N
(N = m + 1) interfaces are assumed for the sake of modeling all sorts of structural configurations.

As shown in Figure 1, the constituent layers, with finite thicknesses and being unbounded on their
layering planes, in the unit cell are labeled in sequence from top to bottom as (1), (2), · · · , ( j), · · · , (m),
while correspondingly those surfaces/interfaces are denoted as 1, 2, · · · , J, · · · , N, for the convenience of
description. The thickness of a typical layer, say ( j), is denoted as h( j), shown both in Figure 1 and in the

enlarged view of layer ( j) in Figure 2b, while the thickness of the unit cell is H =
∑(m)

( j)=(1)
h( j). For the

piezoelectric layer ( j) as depicted by Figure 2b, a local coordinate system
(
x( j), y( j), z( j)

)
is established

with its origin on the top surface of the layer for facilitating the description of physical quantities.
ux( j), uy( j), and uz( j) signify the displacements along x, y, and z axes at any position on a plane
within layer ( j) parallel to the layer surfaces, while τzx( j), τzy( j), and σz( j) denote the corresponding
stresses on that plane. These mechanical quantities, if the linear theory of piezoelectricity [80–82]
are resorted, are known to be related to the six partial mechanical waves whose wavenumbers are
the components of vector Λ( j). The six partial waves can be divided into two groups propagating
respectively in downward and upward directions and into three pairs representing respectively the
three modes. Because of the piezoelectric effect in the piezoelectric layer, these partial waves can
also be tuned by the electrical boundaries applied on the electrode layers, which are coated on the
piezoelectric layer surfaces and are connected to the four external circuits including the electric-open,
the applied electric capacitance, the electric-short, and the applied feedback control conditions. Both
switching between the four electrical boundaries and adjusting the applied capacitance C( j) in the
case of connecting external capacitor or the gain coefficient Kg( j) in the connecting feedback control
condition can actively change the electric charge on the electrode Q( j) and the voltage (electric potential
difference) between electrodes V( j), and further alter the thickness distribution of the electric potential
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φ( j), the electrical displacement Dz( j) along the thickness direction, and the intensity of electrical field
Ez( j) along the thickness direction. Note that in the case of applied feedback control boundary, V( j) is
related to Kg( j) through V( j) = −Kg( j)[uz( j)(h( j)) − uz( j)(0)], where uz( j)(0) and uz( j)(h( j)) represent the
displacements along the thickness direction on the top and bottom surfaces of layer ( j) at the sampling
position, respectively.

The descriptions of the local coordinates and the pertaining physical quantities of other piezoelectric
layers and of elastic layers denoting either the electrodes or the inserted elastic materials are exactly the
same as those for piezoelectric layer ( j), except that the quantities related to electrical field of elastic
layers are not provided as can be noticed from Figure 2a for elastic layer (i), because they will not
be involved in later formulation. Moreover, no electrical boundaries are applied on the elastic layers,
as also noted from Figure 2a. Here and after, all the quantities pertaining to a layer are denoted by a
subscript of layer label, while those pertaining to a surface/interface will be signified by a superscript
of surface/interface label. All the vector-type physical variables are deemed as positive when their
directions are coincident with the positive coordinate axes, while the scalar electric quantities are
deemed as positive when they are corresponding to the positive electric charge, and vice versa.
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Figure 1. The unit cell of the general periodically laminated piezoelectric composite structures with
arbitrarily anisotropic constituent interlayers and the description about the propagation characteristics
of coupled elastic waves along thickness direction.
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Figure 2. The descriptions of the local coordinate systems and the physical quantities of typical
elastic/piezoelectric layers in the unit cell. (a) A typical elastic layer. (b) A typical piezoelectric layer
covered by the electrode layers with four electrical boundaries: electric-open, applied capacitance,
electric-short, and applied feedback control.

3. State Space Formalism

Since the considered piezoelectric phononic crystals and their unit cells are laminated, the state
space formalism [77], which is essentially a displacement–stress hybrid method suitable for structures
with unidirectional configuration, is introduced to describe the elastodynamics of the constituent
layers. For any elastic or piezoelectric constituent layer, by using the method of separation of variables
and by choosing the displacements and stresses on the plane parallel to the surfaces as the components
in the state vector, the state equation governing the spectral state vector in frequency–wavenumber
domain can be derived from all the fundamental equations of three-dimensional (3D) elasticity and
piezoelectricity, respectively. The solution to the state equation can then be obtained by virtue of the
theory of first order ordinary differential equations. It should be pointed out that all the equations and
their solutions in this section are given in the local coordinate system, but the subscript indicating the
pertinent layer and coordinates is omitted for brevity.

3.1. The State Equation of a Layer Derived from the 3D Elastodynamics

The derivation of the state equation for elastic and piezoelectric layers will be provided successively,
although their route is generally similar except for the introduction of electrical boundaries to the
piezoelectric layer. For the piezoelectric layer, the differences of the deriving process as compared to
that for the elastic layer will be emphasized, and the similarities will be abbreviated, as indicated in
Section 3.1.2.

3.1.1. The State Equation of An Elastic Layer

According to the 3D elasticity, the fundamental equations governing the elastodynamics of a
typical arbitrarily anisotropic elastic layer (i) as seen in Figure 2a can be written based on mechanical
and electrical considerations [82]. The mechanical equations include the equation of motion (without
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body force here), the strain–displacement relation, and the elastic constitutive equation, which are
written in fully matrix notation as

(∇s)
TT = ρ

∂2u

∂t2 , S = ∇su, T = cS, (1)

where the superscript “T” denotes the transposition of a matrix or a vector here and after;
u = [ux, uy, uz]

T, T = [Txx, Tyy, Tzz, Tyz, Tzx, Txy]
T, and S = [Sxx, Syy, Szz, 2Syz, 2Szx, 2Sxy]

T are the
displacement, stress, and strain vectors, respectively; ρ denotes the mass density; and ∇s and c are the
6× 3 operator matrix and the 6× 6 symmetric elastic stiffness constant matrix, respectively, with the
following components

∇s =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂/∂x 0 0
0 ∂/∂y 0
0 0 ∂/∂z
0 ∂/∂z ∂/∂y
∂/∂z 0 ∂/∂x
∂/∂y ∂/∂x 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, c =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c11 c12 c13 c14 c15 c16

c21 c22 c23 c24 c25 c26

c31 c32 c33 c34 c35 c36

c41 c42 c43 c44 c45 c46

c51 c52 c53 c54 c55 c56

c61 c62 c63 c64 c65 c66

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2)

The electrical equations under the quasi-static assumption to electric field include the charge equation
(Gauss’s law) of electrostatics (with free charge here), the electric field-electric potential relation, and
the electric constitutive equation, which are written in fully matrix notation as

(∇)TD = 0, E = −∇φ, D = εE, (3)

where φ is the scalar electric potential; D = [Dx, Dy, Dz]
T and E = [Ex, Ey, Ez]

T denote the electric
displacement and electric field intensity vectors, respectively; and ∇ and ε are the 3 × 1 Hamilton
operator vector and the 3× 3 dielectric constant matrix, respectively, having the following components

∇ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂/∂x
∂/∂y
∂/∂z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, ε =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ε11 ε12 ε13

ε21 ε22 ε23

ε31 ε32 ε33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦. (4)

According to the method of separation of variables, the harmonic solutions to the physical
quantities can be given as

Γ(x, y, z, t) = Γ̂(kx; ky; z;ω)ei(ωt−kxx−ky y) = Γ̂(z;ω)eiωt(Γ = u, T, S,φ, D, E), (5)

where i =
√−1 is the imaginary unit; ω is the circular frequency; kx and ky are the wavenumbers

along the local coordinates x and y, respectively; and the superscript “̂” means corresponding physical
quantities in the kx − ky −ωdomain. In Equation (5), the vanishing of wavenumbers in the layering plane
kx = ky = 0 has been taken into account, because only the elastic waves propagating along the thickness
direction are considered in this paper. Besides, since the considered layer is infinite in the layering plane
and has finite thickness, then only the displacements and stresses on the surfaces will appear in the
mechanical boundaries. Consequently, we choose the displacements and stresses on the plane parallel

to the surfaces [77] as the components of the state vector v̂ = [(v̂u)
T, (v̂T)

T]
T
= [ûx, ûy, ûz, T̂zx, T̂zy, T̂zz]

T,

with v̂u = û = [ûx, ûy, ûz]
T and v̂T = [T̂zx, T̂zy, T̂zz]

T being referred to as the displacements and stresses
state vectors, respectively.

Note from Equations (1) and (3) that the mechanical and electrical fields in the elastic layer are
mutually independent each other. Since here in this paper the mechanical field rather than electrical
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field is continuous across the adjacent layers, only Equation (1) is used to derive the state equation of
the elastic layer. Substitution of Equation (5) into the first formula in Equation (1) leads to

dv̂T

dz
= −ρω2v̂u. (6)

Substituting the second formula into the third formula in Equation (1), then introducing Equation (5)
into the resulting equation T = c∇su, and finally selecting from the consequent equation out those
pertaining to the stress state vector, we can obtain

v̂T = G
dv̂u

dz
, (7)

which further leads, through matrix inversion, to

dv̂u

dz
= G−1v̂T, (8)

The 3× 3 coefficient matrix G is composed of

G =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
c55 c54 c53

c45 c44 c43

c35 c34 c33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦. (9)

The combination of Equations (6) and (8) results in the state equation of the elastic layer

dv̂

dz
= Mv̂, (10)

where the 6× 6 coefficient matrix M of the state equation are formed as

M =

(
0 G−1

−ρω2I3 0

)
, (11)

with I3 the third order identity matrix.

3.1.2. The State Equation of a Piezoelectric Layer

According to the 3D piezoelectricity, the fundamental elastodynamic equations of a typical
arbitrarily anisotropic piezoelectric layer ( j), as seen in Figure 2b, can be given. From both mechanical
and electrical considerations [80–83], all the equations are identical to those of elastic layer except that
the constitutive equation currently should be written in fully matrix notation as

T = cS− eTE, D = eS + εE, (12)

where e is the 3× 6 piezoelectric constant matrix composed of

e =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
e11 e12 e13 e14 e15 e16

e21 e22 e23 e24 e25 e26

e31 e32 e33 e34 e35 e36

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦. (13)

Equation (12) indicates that the mechanical and electrical fields in piezoelectric layer are coupled
through the constitutive relation. Consequently, although here in this paper only the mechanical field
is continuous across the adjacent layers, the effect of the electrical field on the mechanical field needs to
be considered during the derivation of the state equation for the piezoelectric layer.
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Bear in mind that the solutions to the mechanical and electrical quantities of the piezoelectric
layer can be still expressed as Equation (5), and the displacements, stresses, and whole state vectors
of the piezoelectric layer are formed identically as those of the elastic layer shown before. Therefore,
Equation (6) is still right for piezoelectric layer when Equation (5) is substituted into the equation
of motion without body force. In addition, by substituting the strain–displacement relation as the
second formula in Equation (1), the electric field-electric potential relation as the second formula in
Equation (3), and Equation (5) into the constitutive Equation (12), through the similar process as before
in Section 3.1.1, we gain

v̂T = G
dv̂u

dz
+ FT dφ̂

dz
, D̂z = F

dv̂u

dz
− ε33

dφ̂
dz

, (14)

where G is the same as Equation (9)

F =
[

e35 e34 e33
]
, (15)

and only the expression of D̂z among the three components of electric displacement vector is sorted out
since only it can be used, after the electrical boundaries of the piezoelectric layer have been introduced,
to represent dφ̂/dz by dv̂u/dz as

dφ̂
dz

=
F

ε33

dv̂u

dz
−R[v̂u(h) − v̂u(0)]. (16)

The 1× 3 coefficient matrix R is related to F diversely in cases of four different electrical boundaries
as shown from Table A1 in Appendix A, where the derivation of Equation (16) is provided in detail.
Substituting Equation (16) into the first formula of Equation (14), it is obtained by further simplification
that

dv̂u

dz
=

(
G +

FTF

ε33

)−1

v̂T +

(
G +

FTF

ε33

)−1

FTR[v̂u(h) − v̂u(0)]. (17)

The combination of Equations (6) and (17) gives the state equation of the piezoelectric layer as

dv̂

dz
= Mv̂ + N[v̂(h) − v̂(0)], (18)

where the 6× 6 coefficient matrix M and the 6× 6 inhomogeneous term matrix N are given by

M =

⎛⎜⎜⎜⎜⎝ 0 (G + FTF/ε33)
−1

−ρω2I3 0

⎞⎟⎟⎟⎟⎠, N =

⎛⎜⎜⎜⎜⎝ (G + FTF/ε33)
−1

FTR 0
0 0

⎞⎟⎟⎟⎟⎠. (19)

Notice that the state Equation (18) of the piezoelectric layer is naturally degenerated to that of
the elastic layer in Equation (10), when the piezoelectric constants are set to zero, i.e., N is a matrix of
zeros due to F = 01×3, with 1× 3 signifying the numbers of row and column of the zero matrix 0 here
and after.

3.2. The Traveling Wave Solution to the State Equation of a Layer

The state equation of an elastic layer is a set of one order homogeneous linear ordinary differential
equations as shown in Equation (10), whose general solution can be directly written according to the
mathematical theory of this kind of equations as

v̂ = ΦeΛzw, (20)

where w is the 6 order column vector composed of undetermined amplitudes; and Λ and Φ are the
6× 6 matrices composed of eigenvalues and eigenvectors of coefficient matrix M, respectively. The
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6× 6 diagonal matrix eΛz is formed by placing eγiz on the main diagonal with γi the ith (i = 1, 2, 3, 4, 5, 6)
eigenvalue.

Nevertheless, the state equation of a piezoelectric layer is a set of one order inhomogeneous linear
ordinary differential equations as shown in Equation (18), whose complete solution is comprised of
the general solution to the corresponding homogeneous equations and the particular solution to the
inhomogeneous equations and is expressed as

v̂ = Φ(e Λz − P)w, (21)

where P is the 6× 6 matrix related to matrix N via P = Λ−1Φ−1NΦ(eΛh − I6) with I6 denoting the sixth
order identity matrix here and after.

Notice that the solution to the state equation of the elastic layer in Equation (20) can also be
achieved through degeneration to that of the piezoelectric layer when the piezoelectric coefficients
equal to zero, i.e., P is a matrix of zeros due to N = 06×6.

4. Transfer Matrix Method

After the state equations and their solutions determining the state vectors of the elastic and
piezoelectric constituent layers have been obtained, the classical transfer matrix method (TMM) [76] is
further introduced to derive the equation governing the elastodynamics of the whole unit cell. This
equation is represented by a relation between the state vector on the top surface and that on the
bottom surface in the TMM formulation. The derived transfer relation of the unit cell will then be
combined with the Floquet–Bloch theorem [2,78,79] to bring out the dispersion equation governing the
dispersion characteristics of coupled elastic waves in the laminated arbitrarily anisotropic piezoelectric
phononic crystals.

4.1. Transfer Relation of an Elastic Layer

Take a typical elastic layer (i) (as depicted in Figure 2a for illustration), the state vectors of its top
and bottom surfaces, when referring to Equation (20), should be expressed respectively as

v̂(i)(0) = Φ(i)w(i), v̂(i)(h(i)) = Φ(i)e
Λ(i)h(i)w(i). (22)

It is obtained from the former formula in Equation (22) that w(i) = Φ−1
(i) v̂(i)(0), which is substituted

into the latter formula in Equation (22) to provide the transfer relation of elastic layer (i)

v̂(i)(h(i)) = Φ(i)e
Λ(i)h(i)Φ−1

(i) v̂(i)(0) = B(i)v̂(i)(0), (23)

where B(i) = Φ(i)e
Λ(i)h(i)Φ−1

(i) is referred to as the transfer matrix of elastic layer (i).

4.2. Transfer Relation of a Piezoelectric Layer

A typical piezoelectric layer ( j) is accounted for demonstration. By referring to Equation (21) one
can express the state vectors at the top and bottom surfaces of layer ( j) as

v̂( j)(0) = Φ( j)(I6 − P( j))w( j), v̂( j)(h( j)) = Φ( j)(e
Λ( j)h( j) − P( j))w( j). (24)

When the expression w( j) = (I6 − P( j))
−1

Φ−1
( j)v̂( j)(0) gotten from the former formula in Equation (24) is

introduced into its latter formula, the transfer relation is easily obtained by this process of eliminating
w( j) as

v̂( j)(h( j)) = Φ( j)(e
Λ( j)h( j) − P( j))(I6 − P( j))

−1
Φ−1

( j)v̂( j)(0) = B( j)v̂( j)(0), (25)
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where B( j) = Φ( j)(e
Λ( j)h( j) − P( j))(I6 − P( j))

−1
Φ−1

( j) is referred to as the transfer matrix of piezoelectric
layer ( j).

4.3. Transfer Relation of an Interface

Consider a typical interface J between adjacent layers (i) and ( j). According to the compatibility
of displacements and equilibrium of stresses, the state vector at the top surface of layer ( j) is related to
that at the bottom surface of layer (i) by

v̂( j)(0) = v̂(i)(h(i)) = BJv̂(i)(h(i)), (26)

where BJ = I6 is referred to as the transfer matrix of interface J.

4.4. Transfer Relation of the Unit Cell

For the whole unit cell, by recurring the transfer relations of layers and interfaces alternately from
bottom to top, the state vector at the bottom surface of the bottommost layer (m) can be expressed by
the state vector at the top surface of the topmost layer (1) as

v̂(m)(h(m)) = B(m)v̂(m)(0) = B(m)B
Mv̂(m−1)(h(m−1)) = · · ·

= B(m)B
MB(m−1)B

(M−1) · · ·B( j)B
J · · ·B(2)B

2B(1)v̂(1)(0) = Bv̂1(0)
(27)

which is referred to as the transfer relation of the unit cell. The 6 × 6 matrix B =

B(m)B
MB(m−1)B

(M−1) · · ·B( j)B
J · · ·B(2)B

2B(1) is the transfer matrix of the unit cell.

4.5. Dispersion Relation of the Laminated Arbitrarily anisotropic Piezoelectric Phononic Crystals

Since the unit cells with arbitrarily anisotropic elastic and piezoelectric constituent layers are
periodically arranged in the considered laminated phononic crystals, in view of the Floquet–Bloch
theorem [2,78,79] for periodic structures, the state vector v̂(m)(h(m)) should also be related to
v̂(1)(0) through

v̂(m)(h(m)) = eiqHv̂(1)(0), (28)

where q and H are the wavenumber of the characteristic coupled elastic waves in and the height of the
unit cell, respectively, as can be seen in Figure 1.

Combining Equation (28) with Equation (27) and eliminating the state vector v̂(m)(h(m)), one gets

Bv̂(1)(0) = eiqHv̂(1)(0) or (B− eiqHI6)v̂(1)(0) = 0. (29)

The former formula in Equation (29) comes down to the matrix eigenvalue problem, while the latter
indicates that the determinant of the coefficient matrix (B− eiqHI6) should be zero to give nontrivial
solution to v̂1(0), i.e.,

eiqH = Eigenvalues(B) = μ or det(B− eiqHI6) = 0. (30)

These formulas are the dispersion equations governing the characteristics of the coupled elastic waves
along the thickness direction in the laminated arbitrarily anisotropic piezoelectric phononic crystals,
which actually specify the relation between the wavenumber q and the frequency ω. Notice that the
phase velocity and the wavelength are expressed as v = ω/q and λ = 2π/q, respectively. When the
frequency ω is given within a range at specified increment, the frequency-related dispersion curves
including the eigenvalue, wavenumber, wavelength and phase velocity spectra, can all be obtained
after the former formula in Equation (30) has been solved numerically by direct eigenvalue operation.
Otherwise, as anyone amongω, q (or λ) and v is specified, the other two can be obtained by numerically
solving the latter formula in Equation (30), so as to provide the comprehensive dispersion curves
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including the frequency-related, wavenumber-related, wavelength-related, and phase velocity-related
dispersion curves. Regardless, in the following section, only the frequency-related dispersion curves
are illustrated since they can already describe the dispersion characteristics of coupled elastic waves in
a relatively complete way.

5. Numerical Examples

The above derived analysis method will be utilized in this section to calculate the comprehensive
frequency-related dispersion curves of elastic waves along thickness direction, including the eigenvalue
amplitude spectra, the wavenumber spectra, the wavelength spectra, and the phase velocity spectra
in laminated piezoelectric phononic crystals with four exemplified unit cell configurations and with
four kinds of electrical boundaries as stated in Section 2. The four unit cell configurations guarantee
the presence of four representative patterns about the elastic wave coupling and decoupling, which
are composed of the Glass as the inserted elastic layer, the Brass as the electrode layer, and anyone
or two layers among the three types piezoelectric layers labeled as “LiNbO3

A”, “LiNbO3
B”, and

“LiNbO3
C”, respectively. These three piezoelectric layers are actually all acquired from the piezoelectric

material LiNbO3 crystal with 3m symmetry but are arranged in three different directions. The layers
“LiNbO3

A”, “LiNbO3
B”, and “LiNbO3

C” are formed, respectively, when the threefold symmetry axis 3
are parallel to the local coordinate axes z, y, and x, and correspondingly the three layers are interpreted
as 3//z, 3//y, and 3//x, respectively. Because “LiNbO3

B” and “LiNbO3
C” have lower crystal symmetry

in the layering plane than the orthotropic crystal discussed by the authors of [55], the coupling of
normally-propagating elastic waves exists when they are the constituent layers of the unit cell. By
contrast, “LiNbO3

A” layer still has high crystal symmetry in the layering plane. Thus, when the
unit cell is Glass-Brass-LiNbO3

A-Brass, which is the first analysis model, all the elastic waves along
thickness direction are decoupled. The computed dispersion curves of the pure mode waves in this
configuration will be later taken as the reference to show the differences of dispersion characteristics
of the coupled mode waves in the other three configurations, i.e., Glass-Brass-LiNbO3

B-Brass,
Glass-Brass-LiNbO3

C-Brass, and Glass-Brass-LiNbO3
B-Brass-LiNbO3

C-Brass. In all the four considered
configurations, the thicknesses of the inserted elastic Glass layer and the piezoelectric layers are all
10 mm, and the thickness of the Brass electrodes is 0.025 mm, except that it is varied as stated in
Section 5.3 where the effect of the electrode thickness on the dispersion curves is discussed. The
material parameters of these constituent layers are listed in Table 1. Note that the parameters for
“LiNbO3

A” are exactly excerpted from Auld [82], while those for “LiNbO3
B” and “LiNbO3

C” are
obtained from further coordinate transformation. The (c11)Glass = (c22)Glass = (c33)Glass = 83.34 GPa
and (ρ)Glass = 2540 kg/m3 for Glass are quoted from Kutsenko et al. [60] and the other parameters
are computed from the Poisson’s ratio 0.2163 and the Young’s modulus 73.39 GPa determined by
rough average of the many values in material handbook [84]. The stiffness constants of Brass are
all computed from the Poisson’s ratio 0.337 and the Young’s modulus 106.80 GPa that are roughly
determined together with the mass density (ρ)Brass = 8320 kg/m3 by referring material handbook [84].
The material parameters of Glass and Brass have also been provided in our previous studies [55,85].

For the convenience of drawing the dispersion curves, the dimensionless frequency ωH/(πv), the
dimensionless wavenumber qH/π, the dimensionless wavelength λ/H, and the dimensionless phase

velocity v/v are employed with v =
√
(c55)LiNbO3A /(ρ)LiNbO3

the velocity of shear wave in LiNbO3
A.

Since in previous literatures the coupled waves and the electrode thickness are not considered, in
order to validate our proposed analysis method, these factors have to be left out. Thus, we further
calculated the band structures (frequency–wavenumber spectra) of pure P and S waves along thickness
in periodically multilayered Glass-LiNbO3

A composites with electric-open boundary, which can be
compared with the results computed by analytical formula in Galich et al. [86] or identically in Shen &
Cao [87]. All the results are provided in Appendix B.
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Table 1. Material parameters of the constituent layers in the unit cell of exemplified laminated
phononic crystals.

Materials
LiNbO3

A [82]
(3//z)

LiNbO3
B

(3//y)
LiNbO3

C

(3//x)

Glass
[55,60,84]

Brass
[55,84,85]

Elastic constants
(×1010 N ·m−2)

c11 20.300 20.300 24.500 8.334 16.246

c22 20.300 24.500 20.300 8.334 16.246

c33 24.500 20.300 20.300 8.334 16.246

c44 6.000 6.000 7.500 3.017 3.994

c55 6.000 7.500 6.000 3.017 3.994

c66 7.500 6.000 6.000 3.017 3.994

c12 5.300 7.500 7.500 2.300 8.258

c13 7.500 5.300 7.500 2.300 8.258

c23 7.500 7.500 5.300 2.300 8.258

c14 0.900 c14 −0.900 c36 −0.900

-c24 −0.900 c34 0.900 c26 0.900

c56 0.900 c56 −0.900 c45 −0.900

Piezoelectric constants
(C ·m−2)

e15 3.700 e15 −2.500 e11 −1.300

- or
eαi = 0.000

(α = 1, 2, 3,i = 1, · · · , 6)

e16 −2.500 e16 −3.700 e12 −0.200

e21 −2.500 e21 −0.200 e13 −0.200

e22 2.500 e22 −1.300 e22 2.500

e24 3.700 e23 −0.200 e23 −2.500

e31 0.200 e31 −2.500 e26 −3.700

e32 0.200 e33 2.500 e34 −2.500

e33 1.300 e34 −3.700 e35 −3.700

Dielectric constants
(×10−10F ·m−1)

ε11 3.89576 3.89576 2.56766 - -

ε22 3.89576 2.56766 3.89576 - -

ε33 2.56766 3.89576 3.89576 - -

Mass density
(kg ·m−3)

ρ 4700 4700 4700 2540 8320

5.1. Dispersion Properties of Coupled Elastic Waves

To search the general features of the comprehensive frequency-related dispersion curves,
the electric-short boundary is adopted in the calculation, because the spectra associated with
this electrical boundary serve as the limiting curves for both the applied capacitance and the
applied feedback control boundaries as will be shown in Section 5.2. Figures 3–6 give the
results of these comprehensive frequency-related dispersion curves for the periodic structures
consisting of Glass-Brass-LiNbO3

A-Brass, Glass-Brass-LiNbO3
B-Brass, Glass-Brass-LiNbO3

C-Brass,
and Glass-Brass-LiNbO3

B-Brass-LiNbO3
C-Brass configurations, respectively; subfigures (a–d) in

these figures represent the relations between the frequency and the eigenvalue amplitude (
∣∣∣μ∣∣∣),

the wavenumber (qH/π), the wavelength (λ/H), and the phase velocity (v/v), respectively. The
corresponding wave modes of all the spectra in these figures are marked out.
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The subfigures in Figures 4–6 indicate, as compared with their counterparts in Figure 3, that the
coupled mechanical waves in laminated phononic crystals have some dispersion features identical
to those of the uncoupling pure waves, which can be found in [55] but some of which will mention
briefly as follows. For example, (1) any kind of frequency-related dispersion curve can show the
frequency bands clearly. In frequency ranges where the spectra associated with the real wavenumber
(or wavelength/phase velocity) appear, the corresponding wave modes propagate without attenuation,
while in frequency ranges where the spectra associated with the imaginary wavenumber (or non-unit
eigenvalue amplitude) emerge, the corresponding wave modes attenuate without propagation. These
frequency ranges are called as the pass-bands and stop-bands, respectively. (2) When the wavelength
tends to infinity, the first order spectrum of each mode asymptotically tend to zero frequency, and
the corresponding phase velocity gradually tends to a cut-off value; the higher order spectra of each
mode asymptotically tend to the bounding frequencies with phase 2nπ (n is an integer), and the
corresponding phase velocity also asymptotically tends to infinity. These features are actually common
to all kinds of waves in diverse periodic structures such as the longitudinal waves in periodic elastic
rods [88] and periodic piezoelectric rods [85]. In addition, as a complement to the summarization in
previous studies, it is also found that the eigenvalue amplitude spectra appear in reciprocal pairs.

Beside these same features, the subfigures in Figures 4–6 also exhibit three dispersion features of
coupled elastic waves that are different from those of the pure mode waves. The first remarkable one is
that a narrow stop-band can be observed near the intersections of the dispersion curves of different
coupled and/or uncoupled waves, which are shown in the green ellipse of Figure 4b, Figure 5b, and
Figure 6b. The reason for forming these bands may involve strong coupling and interaction between
different wave modes near specific frequency as a result of the material anisotropy. The second feature
is that the pass-bands and stop-bands of the coupled wave of one mode no longer appear alternately,
which is exactly opposite to those of the pure wave of one mode shown in Figure 3b. The third feature
is that for some pass-bands/stop-bands, the frequency lines corresponding to phase qRH = 2nπ and
qRH = (2n + 1)π, i.e., the Brillouin zone boundaries, are no longer the demarcation line between a
pass-band and a stop-band. Thus the dispersion curves of these pass-bands/stop-bands are not entirely
constrained in-between the Brillouin zone boundaries.

5.2. Tuning the Dispersion Characteristics of Coupled Elastic Waves by the Electrical Boundaries

In order to show the influence of the electrical boundaries on the dispersion characteristics
of coupled elastic waves, the band structures (wavenumber spectra) of the periodic anisotropic
piezoelectric composites with the four configurations of the unit cell are computed in cases of four
electrical boundaries, including the electric-open, the applied electrical capacitance, the electric-short,
and the applied feedback control conditions. The wavenumber spectra are selected from the four kinds
of frequency-related dispersion curves because they contain the most information and thus they are
the representative dispersion curves. For the sake of expressing the influences more clearly, we always
take the electric-open and electric-short boundaries as reference and individually consider the applied
positive capacitance, the applied negative capacitance, and the applied feedback control conditions.
Figure 7 shows the band structures in cases of electric-open, electric-short, and applied capacitances
C/A = 1.0× 10−8 F/m2 and C/A = 1.0× 10−7 F/m2, with the subfigures (a), (b), (c), and (d) denoting
the results for the unit cell configurations of Glass-Brass-LiNbO3

A-Brass, Glass-Brass-LiNbO3
B-Brass,

Glass-Brass-LiNbO3
C-Brass, and Glass-Brass-LiNbO3

B-Brass-LiNbO3
C-Brass, respectively. Figure 8a–d

provides the corresponding wavenumber spectra in cases of the applied capacitance with the values
C/A = −2.5 × 10−8 F/m2 and C/A = −2.6 × 10−8 F/m2 for periodic Glass-Brass-LiNbO3

A-Brass
composite as well as C/A = −3.8×10−8 F/m2 and C/A = −4.0×10−8 F/m2 for the other configurations,
together with the electric-open (C/A = 0) and electric-short (C/A = ∞) condition, while Figure 9a–d
provides the corresponding ones in the case of applied feedback control with the gain coefficient
being Kg = 5.0× 1010 V/m and Kg = 1.0× 1012 V/m together with the electric-open and electric-short
(Kg = 0.0 V/m) conditions. Note that the values of the positive capacitance and the gain coefficient are
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chosen so as to most clearly show their influences on the band structures and their correlation with
the electric-open and electric-short conditions. The negative capacitance values are determined so
as to closely near but not at the singular point specified by ε2

33S/C + ε33h = 0 that can be obtained
through the vanishing of the denominator of the expression for vector R as given in Table A1. In
addition, notice also from the expression for vector R in Table A1 that C/A = +∞ and C/A = −∞
actually lead to the same R and accordingly the same computed band structures. In Figure 10, the band
structures associated with the negative capacitances are compared with those associated with a very
big gain coefficient Kg = 1.0× 1012 V/m, so that the correlation between applied negative capacitance
and applied feedback control can be revealed. In Figures 7–10, the band structures corresponding
to the pure wave that is independent on the electric field are marked by solid arrows pointing to
the direction of increasing frequency, these are trivial curves for our investigation. In the following
interpretations, we only focus on the elastic waves that are dependent on electric field and thus the
electrical boundary. Each unit cell configuration exactly corresponds to one elastic wave. As also
noticed in Section 5.1, these waves are pure P, coupled P-SV, coupled SV-SH, and coupled P-SV-SH
modes in subfigures (a–d), respectively. Common in this numerical example Section, the pure P wave
in the periodic Glass-Brass-LiNbO3

A-Brass structure is used as the object of comparison, so that the
differences between the coupled waves and the pure modes waves can be clearly exhibited.

From all the subfigures in Figure 7, it is seen that as the positive capacitance varies from C/A = 0
to C/A = ∞, the band structures gradually changes from those associated with the electric-open
condition to those associated with the electric-short condition. Generally, the central frequency of
bandgaps moves downward, and the bandgap widths becomes narrower. Nevertheless, the entire
alteration is not very significant, since the band structures associated with the electric-short condition
are actually relatively near the corresponding curves associated with the electric-open condition.
Comparing Figure 7b–d with Figure 7a, it is seen that the dispersion curves of coupled waves are more
obviously influenced than those of the pure wave, so that the coupled waves are more sensitive to the
applied positive capacitance.

From all the subfigures in Figure 8, it is seen that for any waves related to the electric field, either
uncoupled or coupled modes, sharp variation of the attenuation constants (imaginary wavenumbers)
to infinity exists at some frequency ranges, where the phase constants also sharply and corresponding
changed. These phenomena are similarly found in Refs. [55,58] for pure P and S waves. As the negative
capacitance varies from C/A = 0 to C/A = −∞, the band structures does not change in a monotonous
way, which is attributed to the singular property as the applied capacitance corresponds to the zero
denominator of the expression for vector R. The comparison between Figure 8a–d further indicates
that the coupled P-SV-SH wave has more complex variation pattern of the attenuation and phase
constants spectra near the singular range.

It is seen from Figure 9 that the gain coefficient of the applied feedback control has very obvious
influence on the band structures of both uncoupled and coupled waves except those of the coupled
SV-SH wave. The insensitivity of coupled SV-SH wave to the applied feedback control condition is
resulting from the e33 = 0 for LiNbO3

C as shown in Table 1, which further leads to the vanishing of
the last component of vector F and accordingly the vanishing of the components at the last row of
FTR. As the gain coefficient Kg increases from zero, the band structures of coupled P-SV and P-SV-SH
waves associated with the applied feedback control condition, as compared to those associated with
the electric-short condition, changes substantially including forming new phase/attenuation constants
spectra as shown in subfigures (b,d). However, those of pure P wave simply move downwards to the
smaller frequency side.

Figure 10 indicates, except the coupled SV-SH wave, all other waves can realize the singular
pattern of dispersion by either applying proper negative capacitance boundary or applying feedback
control condition with relatively big gain coefficient. For coupled SV-SH wave in periodic
Glass-Brass-LiNbO3

C-Brass composites discussed here, only the proper negative capacitance can
be applied.
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Moreover, from all the above discussion it is known that the electric-short boundary is both
the upper value limiting of the applied positive/negative capacitance boundary and the lower value
limiting of the applied feedback control boundary. This is the reason that the electric-short boundaries
are utilized in the previous Section 5.1 and the following Section 5.3.
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Figure 7. The influence of the applied capacitance on the band structures of the uncoupled and
coupled elastic waves in periodic anisotropic piezoelectric composites with the unit cell consisting of
(a) Glass-Brass-LiNbO3

A-Brass, (b) Glass-Brass-LiNbO3
B-Brass, (c) Glass-Brass-LiNbO3

C-Brass, and
(d) Glass-Brass-LiNbO3

B-Brass-LiNbO3
C-Brass.
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Figure 8. The variation of the band structures of uncoupled and coupled elastic waves when the
applied negative capacitance is at the vicinity of the singular point in periodic anisotropic piezoelectric
composites with the unit cell consisting of (a) Glass-Brass-LiNbO3
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Figure 9. The influence of the gain coefficient in the applied feedback control condition on the band
structures of the uncoupled and coupled elastic waves in periodic anisotropic piezoelectric composites
with the unit cell consisting of (a) Glass-Brass-LiNbO3

A-Brass, (b) Glass-Brass-LiNbO3
B-Brass, (c)

Glass-Brass-LiNbO3
C-Brass, and (d) Glass-Brass-LiNbO3

B-Brass-LiNbO3
C-Brass.
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Figure 10. The comparison of the band structures associated with the applied feedback control condition
of big gain coefficient (Kg = 1.0× 1012 V/m) and those associated with the applied negative capacitance
near the singular point in periodic anisotropic piezoelectric composites as the unit cell consisting of (a)
Glass-Brass-LiNbO3

A-Brass, (b) Glass-Brass-LiNbO3
B-Brass, (c) Glass-Brass-LiNbO3

C-Brass, and (d)
Glass-Brass-LiNbO3

B-Brass-LiNbO3
C-Brass.

5.3. Electrode Thickness Influence on the Dispersion Characteristics of Coupled Elastic Waves

For the sake of knowing the mechanical effect of electrode layers on coupled elastic waves
besides their electrical function, the band structures (wavenumber spectra) of the periodic anisotropic
piezoelectric composites with the above-mentioned four configurations of unit cell are computed by
specifying the electric-short boundary and four values of the electrode thickness, i.e., 0 mm, 0.025 mm,
0.25 mm, and 2.5 mm. The results are provided in Figure 11, with subfigures (a–d) corresponding to the
configuration of Glass-Brass-LiNbO3

A-Brass, Glass-Brass-LiNbO3
B-Brass, Glass-Brass-LiNbO3

C-Brass,
and Glass-Brass-LiNbO3

B-Brass-LiNbO3
C-Brass, respectively. Adopting the electric-short boundary

is because the associated band structures serve exactly as the limiting curves for both the applied
capacitance and the applied feedback control boundaries as obtained from Section 5.2, and thus they are
typical. In Figure 11a–d, for any kind of wave, when the ratio of the electrode thickness to the thickness
of the piezoelectric layer (called as the relative electrode thickness) is less than 0.25%(= 0.025/10),
the mechanical effect of the electrode is too weak to affect the band structures. When it reaches to
2.5%(= 0.25/10), the band structures of the relatively high order modes are distinguishably affected by
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the mechanical effect of the electrode, though the band structures of low order modes are nearly not
influenced. Also inferred from these figures that, when the relative electrode thickness is higher than
2.5%, with the increasing of electrode thickness, the band structures will be more and more obviously
affected by the mechanical effect of the electrode. The variation is characterized by the decreasing of
the central frequencies of the pass-bands/stop-bands and the changes of the bandgap widths without
uniform rule. From the comparisons of Figure 11b–d with Figure 11a, it can be noticed that the band
structures of coupled wave modes associated with the narrow bandgaps discussed in Section 5.1 are
more sensitive to the electrode thickness than those of the other coupled wave modes and uncoupled
waves. With the increasing of electrode thickness, these sensitively-influenced bandgaps gradually
move down, but their widths remain almost unchanged.

(a) (b) 

(c) (d) 

q RHq IH

H vω π

q RHq IH

H vω π

q RHq IH

H vω π

q RHq IH

H vω π

Figure 11. The influence of electrode thickness on the band structures of the uncoupled and coupled
elastic waves in periodic anisotropic piezoelectric composites with electric-short boundary and
with the unit cell consisting of (a) Glass-Brass-LiNbO3

A-Brass, (b) Glass-Brass-LiNbO3
B-Brass, (c)

Glass-Brass-LiNbO3
C-Brass, and (d) Glass-Brass-LiNbO3

B-Brass-LiNbO3
C-Brass.

6. Conclusions

This paper studies the active tuning of coupled elastic waves propagating perpendicular to the
interface in general laminated piezoelectric phononic crystals composed of arbitrarily anisotropic
piezoelectric and elastic materials, where the wave coupling is attributed only to the material anisotropy.
The active tuning is realized through the continuous adjustment of the electrical parameters in the
external electric circuit connected to the piezoelectric layers or the switching between different electric
circuits. The considered electrical boundaries include the electric-open, the electric-short, the applied
capacitance, and the applied feedback control conditions. The analytical matrix method is proposed,
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on the bases of the state space formalism for modeling the elastodynamics of constituent layers, the
transfer matrix method for modeling the relations between constituent layers, and the Floquet–Bloch
theorem for modeling the periodic conditions of the unit cell, to derive the dispersion equation
of general periodic laminated piezoelectric composites. By validating and adopting the analysis
method in numerical examples, the dispersion characteristics of coupled elastic waves as well as the
influences of electrical boundaries and electrode thickness on the band structures of coupled waves
were investigated. The following conclusions may be drawn from these studies for the coupled waves
induced by only material anisotropy other than inclined propagation.

1. The coupled elastic waves may have innovative dispersion phenomena such as the presence of
narrow band gaps that are not bounded between frequency lines associated with phase 2nπ or
(2n + 1)π (n is an integer). That is to say, the dispersion curves in some pass-bands/stop-bands of
coupled waves are not entirely constrained in between the Brillouin zone boundaries.

2. The coupled elastic waves are generally more sensitive than pure waves to the electrical boundaries
if they are related to electric field. The electric-short boundary is both the upper value limiting of
the applied positive/negative capacitance boundary and the lower value limiting of the applied
feedback control boundary. The applied negative capacitance and the applied feedback control
generally have much bigger extent of tunability on the band structures of couple waves than
the applied positive capacitance has. The negative capacitance and the gain coefficient do not
monotonously affect the band structures of coupled waves, but the positive capacitance does.

3. For most coupled waves, the singular pattern of dispersion curves characterized as infinity
attenuation constant (imaginary wavenumber) may be realized by either applying proper negative
capacitance boundary or applying feedback control condition with relatively big gain coefficient.

4. The mechanical effect of the electrode should be considered, as its relative thickness (defined as
the ratio of the electrode thickness to the thickness of the piezoelectric layer) reaches ~2.5% or
above if the accurate band structures of the coupled waves are required.

All these findings will push forward the design and nondestructive evaluation of laminated
anisotropic piezoelectric phononic crystals that may be applied in the smart structures with active
wave control function.
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Appendix A

In this section, the derivation of the relation between dφ̂/dz and dv̂u/dz will be given in detail,
based on all the electrical considerations including the electrical boundary conditions and their
influences on mechanical field.

First, substituting Equation (5) into the charge equation (Gauss’s law) of electrostatics with free
charge as the first formula in Equation (3), one gets dD̂z/dz = 0, which implies that D̂z is a constant.
The relation between D̂z and the electric charge on electrodes Q̂ is D̂z = Q̂/A with A the area of
electrodes, which further indicates that Q̂ is a constant. It is then substituted into the latter formula of
Equation (14) to express dφ̂/dz as

dφ̂
dz

=
F

ε33

dv̂u

dz
− Q̂
ε33A

(A1)
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Second, the voltage (potential difference) V̂ between the electrodes can be computed from the
electric potential by

V̂ = φ̂(h) − φ̂(0) = ∫ h
0

dφ̂
dz dz =

∫ h
0

(
F
ε33

dv̂u
dz − Q̂

ε33A

)
dz

= F
ε33

[v̂u(h) − v̂u(0)] − Q̂h
ε33A

(A2)

where Equation (A1) has been involved. Equation (A2) provides the relation with respect to three
quantities, i.e., the voltage V̂, the electric charge Q̂, and the displacement difference [v̂u(h)− v̂u(0)]. On
the basis of Equation (A2) and the mathematical relation specifying either V̂ or Q̂ or a relation between
V̂ and Q̂ corresponding to the four considered electrical boundaries, the expressions of V̂ and Q̂ can be
further obtained as listed in Table A1.

Table A1. Expressions of relative electrical quantities in cases of four electrical boundaries.

Electrical
Boundaries

Electric-Open
Applied

Capacitance
Electric-Short

Applied Feedback
Control 1

Mathematical
relation Q̂ = 0 Q̂ = CV̂ V̂ = 0 V̂ = −Kg×

[ûz(h) − ûz(0)]

Expressions of V̂ F
ε33

[v̂u(h) − v̂u(0)]
F

ε33+Ch/A×
[v̂u(h) − v̂u(0)]

0 −K[v̂u(h) − v̂u(0)]

Expressions of Q̂ 0
F

ε33/C+h/A×
[v̂u(h) − v̂u(0)]

F
h/A [v̂u(h) − v̂u(0)]

F+ε33K
h/A ×

[v̂u(h) − v̂u(0)]

Expressions of R 01×3
F

[ε33A/(Ch)+1]ε33h
F
ε33h

F+ε33K
ε33h

1 K = [0 0 Kg].

Finally, substituting the expressions of Q̂ into Equation (A1) gives,

dφ̂
dz

=
F

ε33

dv̂u

dz
−R[v̂u(h) − v̂u(0)] (A3)

i.e., Equation (16), where R is naturally obtained from Q̂ and represented by F in cases of four electrical
boundaries as also listed in Table A1.

Appendix B

In this section, the frequency–wavenumber spectra (band structures) of elastic waves along
thickness in laminated piezoelectric phononic crystals with the unit cell consisting of Glass-LiNbO3

A

layers and the piezoelectric layer being in a state of electric open are analyzed by the formulation
described above, so that the proposed method and the corresponding computer program can be
validated in this degeneration situation. The elastic waves in this case are decoupled into pure SH,
SV and P waves, so the computed results can be compared with their counterparts obtained by the
explicit formula in Galich et al. [86] or identically in Shen & Cao [87], as provided in Figure A1. It is
worth noting that the equivalent elastic constant c33 + e2

33/ε33 is used for the LiNbO3
A layer in the

explicit formula so as to take its piezoelectric effect into account. From Figure A1, it is seen that the
band structures gained by the two methods are exactly coincident, which proves our proposed method
in this paper. Besides, note that the wavenumber spectra of the SH wave are superposed exactly on
those of the SV wave due to the same wave speed.
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qH π

H vω π
Figure A1. Comparisons of the wavenumber spectra for the periodic Glass-LiNbO3

A multilayers with
electric-open boundary computed by the proposed method and the explicit dispersion relation from
Galich et al. [86].
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Abstract: Photonic crystal (PC) is usually realized in materials with high refractive indices
contrast to achieve a photonic bandgap (PBG). In this work, we demonstrated an optimization
of two-dimensional PCs using a low refractive index polymer material. An original idea of assembly
of polymeric multiple rings in a hexagonal configuration allowed us to obtain a circular-like structure
with higher symmetry, resulting in a larger PBG at a low refractive index of 1.6. The optical properties
of such newly proposed structure are numerically calculated by using finite-difference time-domain
(FDTD) method. The proposed structures were realized experimentally by using a direct laser writing
technique based on low one-photon absorption method.

Keywords: photonic crystals; photonic bandgaps; polymer materials; direct laser writing

1. Introduction

Photonic crystal (PC), an artificial material in which the refractive index is modulated at
wavelength scale, offers presently many interesting applications in different domains [1,2]. The most
important property of the PCs is the existence of a so-called photonic bandgap (PBG). In case of
one-dimensional (1D) PCs, the PBG can be easily obtained by assembling multiple layers of two
different materials with very low refractive indices contrast [3–6]. However, in case of two- and
three-dimensional (2D and 3D) PCs, it requires that the refractive indices contrast should be as high
as possible. Some 2D and 3D PCs are made by polystyrenes or SiO2 nanoparticles [7–10], which are
fabricated by a simple fabrication method, but these PCs do not have a true PBG, or in other word,
they have a so-called pseudo or partial PBG, due to their weak refractive index. Therefore, most 2D
and 3D PCs are made by semiconductor materials with high refractive indices, which however makes
the fabrication procedure complicated and expensive. Different optimizations have been proposed to
obtain the PBG as large as possible and with a material with a smaller refractive index. By increasing
the symmetry of the PCs, for example in the case of 2D PCs, from square (four-fold) to hexagon
(six-fold), and to quasi-periodic PCs, such as Penrose structure [11,12], the PBG can be opened at lower
refractive index materials, such as polymers [13,14].

The most difficult task of PCs investigations is the fabrication, which should satisfy several
conditions, such as simple, rapid, inexpensive, and particularly flexible. Today, many fabrication
techniques have been proposed to realize PCs, for example, e-beam lithography, self-assembly of opals,
laser interference, and direct laser writing. The choice of fabrication technique depends on desired
applications. Among available fabrication technologies, the direct laser writing (DLW) is the most
powerful one allowing fabrication of any desired PCs, in multi-dimension ((1D, 2D, 3D) PCs) [15,16].
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The working principle of the DLW is to focus tightly a laser beam into a small region of a photoresist
to induce a local polymerization or depolymerization effect. By moving the focusing spot following
a well-designed structure, a corresponding polymeric pattern can be obtained.

In this work, we demonstrated an optimization of the 2D PCs to obtain a large PBG even with
low refractive index materials, such as polymer. We proposed an original idea of high symmetry
2D PCs, and a new experimental way to realize these PCs by the DLW technique. The PBGs of
a standard honeycomb structure and of a newly proposed structure are calculated and compared by
using a Finite-difference time-domain (FDTD) method. These structures are then fabricated by a new
scanning method using the one-photon absorption-based DLW technique [17].

2. Theoretical Calculation

For calculation of the PBG of different PCs, we have used the FDTD method (Lumerical Software)
with Bloch boundary conditions. We assumed that the refractive index of material is 1.6, a typical
value of polymer without considering the dispersion effect of the material. This choice is justified by
the values experimentally measured in our case, i.e.; the refractive index of the used polymer is in
between 1.55 and 1.62 for the wavelengths ranging from 400 nm to 800 nm. For simulations of 2D PCs,
we distinguished two different modes, TM and TE, which are the transverse magnetic or transverse
electric modes where the magnetic or electric field is parallel to the PC plane, respectively.

It is well-known that the honeycomb lattice is the best 2D PC, which provides a largest PBG,
as compared to the square or hexagonal lattice. We first calculated the PBG of this structure at low
refractive index material, by considering two types: one is the honeycomb lattice comprising of polymeric
cylinders (n = 1.6) in an air background (n = 1) and the another is an inverse geometry consisting of
air-holes in the polymeric background. Figure 1a,b show a honeycomb lattice and its reciprocal space,
where a is lattice constant, and r is the radius of polymeric cylinders or air-holes. For the case of polymeric
cylinders in the air background, the PBG only reveals a small gap for TE mode. Figure 2a shows a band
structure for TE mode, obtained with an optimum radius of r/a = 0.3. Figure 2b shows gap map obtained
with various filling factors (different ratios of r/a). We see that the largest PBG for TE mode is about 0.02
at r = 0.3a. When considering a honeycomb lattice made of air cylinders in the polymeric background,
we found that the PBG only reveals for TM mode. A band structure for TM mode (r/a = 0.35) is shown
in Figure 3a. The PBG (for TM mode) as a function of the r/a ratio was also calculated, and a gap map
is presented in the Figure 3b. We can see that the PBG is increased as compared to the one obtained in
previous case, and reaches 0.05 at r = 0.35a. These results are somehow similar to results obtained with
higher refractive index [1,2]. But at low refractive index material, the PBG exists but not complete, i.e.; no
common PBG for both TE and TM modes. Table 1 summarizes the PBG of the honeycomb lattice at low
refractive index material for both configurations.

Figure 1. (a) A two-dimensional honeycomb lattice with two main lattice vectors: a1 = [
√

3a/2, a/2],
a2 = [

√
3a/2, − a/2]. The artificial atome has a cylindrical form with a radius r. (b) The reciprocal space

of corresponding two-dimensional honeycomb lattice with the primitive vectors: b1 = 2π/a (1/3
√

3,
1/3) and b2 = 2π/a (1/3

√
3, −1)/3). The reduced first Brillouin zone is identified by Γ, K and M points.
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Figure 2. Photonic band structureof a 2D honeycomb lattice of polymeric cylinders in an air background
(see insert of b). (a) Photonic bandgap for TE mode with r/a = 0.3. (b) Map of photonic bandgap as a
function of r/a (shaded blue region).

Figure 3. Photonic band structure of a 2D honeycomb lattice of air cylinders in a polymeric background
(see insert of b). (a) Photonic bandgap for TM mode with r/a =0.35. (b) Map of photonic bandgap as
a function of r/a (shaded blue region).

Table 1. Summary of the best photonic bandgaps of honeycomb lattices obtained with a polymer
material with a refractive index of n = 1.6.

Polarization Mode Type of Cylinders The Existence of PBG The Largest PBG

TM Air Yes 0.05
TM Polymer No NA
TE Air No NA
TE Polymer Yes 0.01

It has been well-known that the larger PBG can be obtained by increasing the structure
symmetry [18]. Different structures have been proposed [11–14], and larger PBG are obtained, even
at low refractive index materials. In particular, it is important to emphasis on the most symmetric
one, called circular photonic crystal (CPC) [19,20], which possesses a perfect symmetry in a 2D plane.
This CPC structure enables particularly an isotropic PBG, and consequently a PBG at low refractive
index. However, the CPC is a non-periodic structure and usually developed around a symmetric point.
Therefore, its photonic property is only characterized by a transmission calculation or measurement
but not its PBG.

In this work, we proposed a novel kind of equivalent 2D PC by arranging multi-rings in a periodic
configuration, such as a hexagonal lattice. This novel structure allowed us to combine the advantages
of both CPC structure, thanks to the perfect symmetry of the rings (dielectric or air), and the periodic
organization of these rings in a well-known hexagonal lattice, which can be numerically simulated to
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obtain a true PBG. As it will be shown in the experimental part, the proposed structure is also matched
to the capacity of the fabrication technology.

Figure 4a presents an assembled multi-rings lattice and Figure 4b illustrates its corresponding
reciprocal space, where a is the lattice constant, r is the radius of the rings, and d is the width of
rings. Similar to honeycomb PC, the PBG of the assembled multi-rings lattice can be calculated for two
possible configurations: the lattice containing multi-rings of air (n = 1) in the polymeric background
(n = 1.6) and the another is an inverse geometry consisting of multi-rings of polymer in the air
background. In practices, these two configurations can be optically realized by using a negative
photoresist or a positive photoresist, or simply by using a positive photoresist with controllable laser
power [17]. We demonstrated that the multi-rings assembly allowed obtaining different 2D PCs with
various filling factors. That can be done by changing the r/a ratio. It is clear that if a > 2r, all rings
will be separated, and the structure is a simple hexagonal PC with a ring as an “artificial atom”.
However, if a < 2r, multiple rings will overlap to each other, resulting in a complicated 2D PC, with a
perfect symmetry determined by the ring.

Figure 4. (a) Proposal of a 2D assembled-multirings structure arranged in a hexagonal configuration.

The main lattice vectors are a1 = a
(

1/2,
√

3/2
)

and a2 = a
(

1/2,−√
3/2

)
; r is the radius of rings; d is

the width of ring-walls; a is the lattice constant. (b) The corresponding 2D reciprocal space off the

2D assembled-multirings structure. b1 = 2π/a
(

1, 1/
√

3
)

and b2 = 2π/a
(

1,−1/
√

3
)

: the primitive
vectors of the reciprocal lattice. The Brillouin zone is identified by a yellow hexagon.

Figure 5 shows the simulation results for the case of assembled polymeric multi-rings (n = 1.6)
in the air background. Similar to the case of the honeycomb, it has seen that the PBG reveals only for
TE mode. For the simulation shown in Figure 5a, we assumed that the ring width is 300 nm, the ring
separation a = 1.5 μm, and the ring radius r/a = 0.51, which is suitable to the fabrication capacity.
A larger PBG is obtained, as compared to similar case of the honeycomb lattice shown in Figure 2a.
By changing the radius of rings, a gap map (shaded blue region) as a function of r/a for TE mode has
been carried out, and shown in Figure 5b. It can be seen that the largest PBG is obtained with a value
of aΔω/2πc = 0.035 with r = 0.51a.

For the case of a 2D lattice consisting of air rings (n = 1) in the polymeric background, in contrast,
the PBG reveals only for TM mode. Figure 6a shows its PBG obtained with a radius ratio of r/a = 0.78
with a = 1.5 μm. Again, the PBG is larger, as compared to that obtained by the honeycomb lattice
shown in Figure 3a. A map of PBGs for TM mode versus the ratio of r/a is shown in Figure 6b. It can
be seen that multiple gaps can be obtained with this structure, even with low refractive index contrast.
The PBG can reach a value of aΔω/2πc = 0.089 at r = 0.78a, which is larger than 0.05, obtained by the
honeycomb PC. A summary of PBGs of multi-rings lattice is shown in Table 2. This novel PC still
does not produce a complete PBG, but the individual PBG (for TE or TM mode) is better than those
obtained by a best standard 2D PC (e.g., honeycomb).
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Figure 5. (a) Photonic band structure (TE mode) of an assembled-multirings lattice consisted of
polymer-rings in an air background. (b) Map of photonic bandgap (TE mode) as a function of r/a
(shaded blue region). The simulations are realized with r/a = 0.51, a = 1.5 μm, d = 300 nm, and n = 1.6.

Figure 6. (a) Photonic band structure (TM mode) of an assembled-multirings lattice consisted of air
rings in the polymer background. (b) Map of photonic bandgap (TM mode) as a function of r/a (shaded
blue region). The simulations are realized with r/a = 0.78, a = 1.5 μm, d = 300 nm, and n = 1.6.

Table 2. Summary of photonic bandgaps of assembled multi-rings structures. The calculations were
realized with a ring width of d = 300 nm and the polymer material has a refractive index of n = 1.6.

Polarization Mode Assembled Multi-Rings of The Existence of PBG The Largest PBG

TM Air Yes 0.089
TM Polymer No NA
TE Air No NA
TE Polymer Yes 0.035

We note that in a standard case of square or hexagonal 2D PCs, the rod-type has a TM-bandgap
and the hole-type has a TE-bandgap, respectively [1,2]. However, when working with particular
structures, such as honeycomb or multi-ring PCs, the situation changes. In these cases, the existence of
TM or TE bandgaps varies as a function of the ratio between the rod size and the lattice periodicity.
With low refractive index, we can see that the rod-type favors a TE-bandgap while the hole-type favors
a TM-bandgap, respectively.

3. Fabrication of Proposed Structure by Direct Laser Writing Method

To fabricate these proposed PCs, two possible methods can be used, such as e-beam lithography
and DLW method. In this work, we have demonstrated the fabrication by using one-photon
absorption-based DLW method, which is simple, low cost, and it can even produce 3D PCs [16,17,21].
The experimental setup is shown in Figure 7 and can be explained as follows. A simple and low-cost
continuous-wave (cw) 532 nm laser was used to write the desired structures. The laser power was
adjusted by using a combination of a half-wave plate and a polarizing beam splitter. The laser beam is
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sent through an electronic shutter (S), which allows controlling the exposure time. The quarter-wave
plate was used to obtain a circular polarization of the excitation beam, just before focusing. The laser
beam was sent on a 50/50 beam-splitting cube (BS), after which one part goes to a powermeter and
the other is directed to an oil-immersion objective lens (OL) with a numerical aperture (NA) of 1.3,
which focuses the laser beam on the photoresist sample. The last one was placed on a piezoelectric
translation stage (PZT), which allows moving the sample in 3D with a resolution of 0.1 nm. Thanks to
the high NA OL, the laser is tightly focused onto the sample with a focusing spot of about 300 nm. To
determine the focusing position, the same OL is used to collect the fluorescence photons, emitted from
the photoresist sample, which then propagate in opposite direction with respect to the excitation beam.
The fluorescence beam is passed through a long-pass filter (F) with a cut-off wavelength of 580 nm, to
remove the excitation laser light, and directed towards an avalanche photodiode (APD). It has been
demonstrated that this technique can fabricate structures with a thickness as large as 100 micrometers,
depending on the absorption coefficient of the photoresist [16,21], with a periodicity down to 400 nm
and the smallest size of pattern can be as small as 57 nm [17].

Figure 7. Experimental setup of the low one-photon absorption-based direct laser writing method
used to fabricate desired polymeric photonic crystals. HWP: half-wave plate, PBS: polarizing beam
splitter, S: electronic shutter, M: mirror, QWP: quarter-wave plate, BS: beam splitter, OL: objective lens,
PZT: piezoelectric translator, F: long-pass filter, L1,2: lenses, PH: pinhole, APD: avalanche photodiode.

In this work, we proposed a new way to realize desired structures. Indeed, in e-beam
lithography or DLW, the structures are usually created by moving the focusing spot following a design.
We proposed to assembly multiple lines or rings to achieve desired structures. Various structures
can be created with the same lines or rings assembly, which simplifies a lot for fabrication procedure.
For demonstration, we used a positive S1818 photoresist with a thickness of 1 μm. With low excitation
laser power, the focusing spot produced an air-hole in polymer thin film (after development), and by
moving this focusing, we obtained an assembly of air multi-rings lattice. Please note that with the
same photoresist and with higher excitation laser power, we can obtain a polymeric multi-ring thanks
to the optically induced thermal effect [17].

Figure 8a shows a new proposed trajectory of the focusing laser beam to draw a honeycomb
lattice. By this method, we can obtain different structures, starting from a standard air-hole hexagonal
structure to a honeycomb structure with controllable filling factors and dots shape. Figure 8b–e show
scanning electron microscope (SEM) images of different structures (period of a = 1.5 μm) fabricated
by a constant laser power of 10 μW and by different moving velocities from 9 μm/s to 6 μm/s.
We can see that with velocities of 9 μm/s and 8 μm/s, typical hexagons with air-holes are obtained,
while with velocities of 7 μm/s and 6 μm/s (higher dose), honeycombs with different filling factors
are demonstrated. Thus, by using the simple scanning scheme shown in Figure 8a, and by controlling
the scanning speed, various types of honeycomb lattices can be obtained.
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Figure 8. Fabrication of a honeycomb lattice by a simple direct laser writing method. (a) Illustration
of a writing model in which the focused laser beam is scanned line by line with a period a, following
a triangular configuration. The line width, d, is controlled by the writing parameters, such as laser
power, writing speed, and focusing lens. The final structures vary from air-holes hexagonal structure
to polymeric-dots honeycomb, depending on the writing doses. (b–e) SEM images of fabricated
2D structures (period, a = 1.5 μm), obtained with different doses. For these structures, the laser
power was fixed at 10 μW and the scanning speeds were 9 μm/s (b), 8 μm/s (c), 7 μm/s (d),
and 6 μm/s (e), respectively.

By the same method, assembled multi-rings lattices were fabricated by scanning the focusing
laser beam following the trajectory shown in Figure 9a. Different structures have been demonstrated
by changing the structures parameters, such as the ring width, d, the lattice constant, a, as well
as the ring radius, r. Figure 9b–e show SEM images of four structures realized by keeping the
same laser power, 10 μW while changing the moving velocities of laser beam from 9 μm/s to
6 μm/s. The lattice constant and the ring radius were chosen as 2 μm and 1.51 μm, respectively.
When varying the scanning velocities, the ring width changes from 150 nm (Figure 9b), 200 nm
(Figure 9c), 300 nm (Figure 9d), to 400 nm (Figure 9e), resulting in different 2D structures with different
filling factors and structure compositions. This perfectly agrees with the theoretical prediction, and their
PBGs are also demonstrated to be better than those obtained by the standard 2D PCs.

Figure 9. Fabrication of various high symmetry 2D photonic crystals by assembling multiple rings.
(a) Illustration of the assembly of multi-rings, created by moving the focused laser beam, following
a hexagonal configuration. The ring width, d, is controlled by the writing dose, and the rings are
separated, from center to center, by a lattice constant a. By changing the exposure doses (laser power
and writing speed) as well as the lattice constant, a, the final structures can be varied from a Penrose-like
structure (b) to a hexagonal structure (e) consisting of different polymeric dots. (b–e) SEM images of
2D assembled-multi-rings lattices with a lattice constant a = 2 μm and fabricated by the same laser
power of 10 μW. Different structures were obtained, as predicted by the simulations, with different ring
widths d = 150 nm (b), 200 nm (c), 300 nm (d), and 400 nm (e), realized by different scanning speeds,
9 μm/s (b), 8 μm/s (c), 7 μm/s (d), and 6 μm/s (e), respectively.
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Please note that it is not possible at this moment to experimentally characterize the PBGs of these
fabricated structures, because the structures sizes are limited to 100 μm × 100 μm due to the scanning
system of the DLW technique. Also, with a lattice constant of 2 μm, an assembled multi-rings PC
produces a PBG in the range of 2.85–3.15 μm, which is in the mid-infrared domain. The limited PC
thickness (1 μm) also makes the direct PBG characterization difficult. Further reduction of the lattice
constant (a) and of the ring radius (r), and increase of the PCs thickness are therefore necessary to
obtain a PBG in visible or near IR range, which can be very promising for many applications. A direct
application of such fabricated structures is to make PC-based organic laser, with controllable emission
wavelength and desired beam shape.

4. Conclusions

In conclusion, we have demonstrated an optimized two-dimensional photonic crystal with
a better photonic bandgap at low refractive index contrast. The numerical calculations of the photonic
bandgaps of honeycombs and assembled multi-rings lattices at low refractive index (n = 1.6) have been
done by using FDTD method. The results showed that the TM mode has larger PBGs, as compared to
the TE mode, and the largest PBG is approximately 0.089 (= aΔω/2πc) at r = 0.78a, obtained by the
newly proposed assembled multi-rings photonic crystal. This is due to the perfect symmetry at local
area of the photonic crystal, and the PBG calculation is possible thanks to the organization of multiple
rings in a periodic structure. Both types of lattices, honeycomb and assembled multi-rings, have then
been fabricated by using a low one-photon absorption-based direct laser writing technique, in a simple
way. By controlling the exposure doses (laser power and exposure time), the lattice parameters, such as
structure filling factor and lattice periodicity, were well controlled, allowing an optimization of the
photonic bandgap.
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Abstract: In this study, an oscillator model of bubble-in-water is proposed to analyze the effective
modulus of low-concentration bubbly water. We show that in a wide range of wave frequency the
bubbly water acquires a negative effective modulus, while the effective density of the medium is still
positive. These two properties imply the existence of a wide acoustic gap in which the propagation of
acoustic waves in this medium is prohibited. The dispersion relation for the acoustic modes in this
medium follows Lorentz type dispersion, which is of the same form as that of the phonon-polariton
in an ionic crystal. Numerical results of the gap edge frequencies and the dispersion relation in the
long-wavelength regime based on this effective theory are consistent with the sonic band results
calculated with the plane-wave expansion method (PWEM). Our theory provides a simple mechanism
for explaining the long-wavelength behavior of the bubbly water medium. Therefore, phenomena
such as the high attenuation rate of sound or acoustic Anderson localization in bubbly water can
be understood more intuitively. The effects of damping are also briefly discussed. This effective
modulus theory may be generalized and applied to other bubble-in-soft-medium type sonic systems.

Keywords: acoustic metamaterial; effective medium; bubble resonance; negative modulus

1. Introduction

Metamaterials are usually manmade structures designed to have some exotic properties
that are rarely or never seen in natural materials. The split-ring resonators (SRRs) array is a
well-studied structure that responds to incident electromagnetic waves in a range of frequencies like a
negative-permeability material [1]. Similarly, the structure of periodically arranged rubber-shelled
metal spheres embedded in an epoxy background is an acoustic metamaterial with negative mass
density for low frequency sound [2]. In both cases, the exotic wave properties are caused by the
coupling of the propagating wave in the background medium to the local resonance mechanism in
each cell. The negativity of the material parameters in these two cases also implies the existence of a
frequency gap [3]. No wave with frequency in the gap can propagate in this metamaterial if it occupies
the whole space. If the metamaterial is distributed in a finite region, waves get attenuated before they
penetrate through the medium.

Frequency gap and wave attenuation effects can also be achieved using the Bragg scattering [3]
mechanism instead of local resonance. The bandgap of a usual photonic [4] or sonic crystal [5,6]
is caused by the destructive interference between different ‘component waves’ in the Fourier series
expansion of the Bloch mode. To make such a bandgap large, a high contrast of material parameters
between the periodically distributed inclusions and the background material is required [7]. In addition,
the center of the gap usually corresponds to a wavelength of about two to three times the lattice constant
(spatial period) of the structure. This fact means that in order to isolate waves using non-resonant
structures, the entire structure has to be bulky. Therefore, resonant structure is the better choice in
this respect.
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Recently, some researchers have noticed that bubble phononic crystals can attenuate sound very
effectively, so they designed bubble phononic screens to isolate acoustic waves [8–11]. Similar to the
negative-density metamaterial mentioned above, the high attenuation ability of the bubble phononic
crystal is caused by the resonance coupling of elastic waves and bubble pulsation. In fact, a similar
effect of bubble pulsation resonance in water is a well-known phenomenon and has been studied for
decades [12]. The sound attenuation ability of bubbly water has also been discovered theoretically
for about two decades [13,14]. To the best of our knowledge, the sound attenuation effect has been
explained so far by the multiple scattering theory of waves when the bubble positions and bubble
sizes are randomly distributed, whereas the concept of phononic bandgap was used if the bubbles
were periodically arranged. We will show in this paper that bubbly water can be treated as a natural
metamaterial, and the resonance coupling of the pressure wave with the bubble pulsation results in a
negative modulus of the medium, giving a low frequency gap.

Acoustic gaps and dispersion effects in a short wavelength regime for sound waves
propagating in liquid have also been studied recently and attracted much attention [15,16].
The phononic gaps at elevated frequencies emerge due to symmetry breaking in phonon interactions.
These theoretical predictions bear a general character shared among soft and biological (non-crystalline)
materials/metamaterials, as have been verified through inelastic X-ray scattering (IXS) experiments.

The metamaterial theory of bubbly water we developed in this paper is based on an oscillator
model for a pulsating bubble in water. According to this model, the pulsating bubble can be regarded
as a radially vibrating oscillator. The spherical bubble (the air region) acts as a spring, and a shell of
water around the bubble is the mass connected to the spring. To derive the effective bulk modulus of
the bubbly water, it is assumed that all the bubbles have the same size and are periodically distributed
in the water background. For the sake of simplicity, we only consider simple cubic (SC) structures.
Therefore, a cubic unit cell contains three regions: the air sphere, the mass shell (water), and the water
outside the shell. We treat the material in each region as a lump material. We then derive the dynamical
modulus by considering the radial oscillator motion and the pressure–volume (P–V) relation of the
air region.

The purpose of this paper is to provide a simple theory to study the acoustic properties of bubbly
water at low filling fraction and long wavelengths. The scattering function of a single air bubble in
water and the corresponding oscillator model are derived in Section 2. We then use this model to
derive the bulk modulus of the bubbly water in Section 3 and briefly discuss the effects of absorption
and the possibility of generalizing this theory. Numerical results are presented in Section 4. Finally, we
conclude this paper in Section 5.

2. Scattering Function and the Oscillator Model for a Single Bubble

In this section, we derive the acoustic scattering function fs of a small air bubble for the incident
plane wave. The resonance frequency ω0 of the radial vibrating motion of the bubble can be read out
directly from the scattering function. On the other hand, the radial stiffness constant C of the bubble can
be derived by analyze the relation between the inner pressure and the radial displacement of the bubble.
We then use the relation C = mω2 to derive the effective mass m of the oscillator. The result obtained in
this section will be used in the next section for constructing the dynamic model we mentioned in the
last section.

2.1. Scattering Function of a Bubble

Suppose a spherical air bubble of radius ra is surrounded by water, and the pulsation of the bubble
is driven by a plane incident wave pinc of wavelength much larger than the bubble size (kra 
 1);
here k = 2π/λ is the wave number. In this limit the bubble scatters the incident wave isotropically,
leading to the scattering wave of the form

pscat = fspincG(r). (1)
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Here, G(r) = eikr/r represents the spherical wave solution of the Helmholtz equation (with source)(
∇2 + k2

)
G(r) = −4πδ(r), and fs is the scattering function to be determined later.

Although the bubble is assumed to be small, we also assume that the acoustic process is fast
enough to avoid heat conduction between the bubble and the environment, thus the pulsation of
the bubble can be approximated as an adiabatic process in the thermodynamics sense, satisfying the
adiabatic P–V relation PVγ = constant. Here P is the interior pressure of the bubble, V is the bubble
volume, and γ = 1.4 is the specific heat ratio for air. Under this assumption, the radial motion of the
bubble satisfies

ΔP
P

= −γΔV
V

= −3γΔR
R

, (2)

where ΔP, ΔV, and ΔR are the variation of the pressure, the volume, and the radius of the bubble,
respectively, and R is the instantaneous radius of the bubble, respectively. Denote ΔP as p, ΔR as ξ,
and assume both of them are small comparing to the static value of P and R. We can therefore rewrite
Equation (2) as

p = −3γP0

ra
ξ = −3Ba

ra
ξ. (3)

Here P0 is the hydrostatic ambient pressure when the incident wave is absent, and Ba = γP0 is the
bulk modulus of the air.

The pressure across the bubble surface must be continuous, therefore p = pinc + pscat. In addition,
both p and ξ get a time factor e−iωt under the influence of the incident wave. Differentiate Equation (3)
twice with respect to time, we get

ω2(pinc + pscat) =
3γP0

ra

..
ξ. (4)

However, the radial acceleration
..
ξ is related to the pressure gradient via

ρw
..
ξ = − ∂p

∂R
= −∂pscat

∂R
. (5)

Here ρw is density of the water, and the second equality is approximately correct under the long
wavelength assumption. Combine Equations (1), (4), and (5) and use the fact kra 
 1, we find

fs =
ra

ω2
0/ω2 − 1− ikra

. (6)

Here ω0 is the Minnaert frequency, which is the resonance frequency of the ‘bubble oscillator’,
given by

ω0 =
1
ra

√
3γP0

ρw
. (7)

As can be easily observed, the strongest scattering happens at a frequency very close to the
resonance frequencyω0. Therefore, the effective medium properties might be modified by the resonance.
We will derive the effective bulk modulus in the next section.

2.2. The Stiffness Constant and the Mass of the Oscillator Model

The mechanism of this low frequency resonance can be understood intuitively. When the
wavelength is much longer than the bubble radius, the pressure difference across the bubble itself
is negligible, thus we can think of the bubble as a perfect spring. However, even under the long
wavelength condition, the scattered wave rapidly drops in the radial direction, so there is a pressure
difference between the bubble surface and an imaginary “outer surface” that surrounds the bubble and
a water shell around the bubble. These two effects together cause the bubble to vibrate radially like
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an oscillator that is driven by a driving force. The bubble itself acts as a spring, the water shell is the
mass, and the radial pressure difference is the driving force. The detailed derivation of this oscillator
model can be found in [12]. Here we just derive the stiffness constant and the mass of the water shell
for later use.

We denote the surface area 4πr2
a of the bubble as Si, and rewrite the bubble pressure p in Equation (3)

as pa, then according to Equation (3), the radial restoring force Fr = paSi is

Fr = −3BaSi
ra
ξ = −Cξ. (8)

The radial stiffness constant C is related to the oscillator mass m through the relation
C = mω2

0, so we have

m =
3BaSi

ω2
0ra

= 4πr3
aρw. (9)

3. Effective Bulk Modulus and Dispersion Relation

In this section, we derive the effective bulk modulus of the bubbly water. For the sake of simplicity,
we assume all bubbles are of the same size, and their centers are located periodically on the cites
of a simple cubic lattice. We denote the bubble volume and the cell volume as Va and Vc, and the
water volume Vc −Va in one unit cell as Vw. The volume filling fraction of the bubbles is denoted as
f (do not confuse it with the scattering function fs). Thus, we have f = Va/Vc and 1 − f = Vw/Vc.
We also denote the bulk modulus for air and water as Ba and Bw, respectively. Similar notation rules
also apply to the densities ρa, ρw, the vibration displacements ua, uw, and the vibration velocities
va =

.
ua, vw =

.
uw. In addition, the bubble surface is denoted either as Sa or Si, and the outer surface of

the ‘mass shell’ is denoted as So. Since the volume enclosed by So is four times of the bubble volume,
and the ‘outer radius’ ro corresponding to So is related to the bubble radius ra as r0 = 22/3ra. Our goal
is to derive the effective density of the medium ρe f f and the effective bulk modulus Be f f for use in the
following two equations

∂
∂t

(
ρe f f v

)
= −∇p, ∇ · v = − ∂

∂t

(
p

Be f f

)
. (10)

The left equation is Newton’s second law expressed in density form. Here ρe f f v is the effective
momentum density of the vibrating medium, and−∇p plays the role of the force density. Any component
of ∇p is calculated from the pressure difference between the corresponding two boundaries of the
cell, divided by the lattice constant. The right equation is in fact the time derivative of the equation
p = −Be f f∇ · u, which describes the relation between the volume variation rate ΔVc

Vc
= ∇ · u and the

corresponding pressure variation p (see Figure 1). With these two equations we can derive the wave
equation for monochromatic (single frequency) waves in this sound-bubble coupling system and
the dispersion relations of the propagating modes. The results provide simple explanation of some
dramatic wave phenomena such as the very high attenuation rate of sound and Anderson localization,
both of which have not yet been explained using the simple concept of frequency-dependent effective
bulk modulus.
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Figure 1. Oscillator model for deriving the effective bulk modulus and effective density. The meaning
of the notations are explained in Section 3.

3.1. The Pressure–Volume Relations and the Effective Bulk Modulus

We begin with the following relation about the volumes:

ΔVc

Vc
=

ΔVa + ΔVw

Vc
= f

ΔVa

Va
+ (1− f )

ΔVw

Vw
. (11)

Now replace the volume variation rates by the corresponding divergence of the displacements,
and apply the relations ∇ · u = −p/B, for them, we find

∇·v = − ∂
∂t

[
f

pa

Ba
+ (1− f )

pw

Bw

]
. (12)

Comparing Equation (12) with Equation (10), and making use of the equality pw = p, we get

1
Be f f

=
f

Ba

(
pa

p

)
+

1− f
Bw

. (13)

The ratio pa/p will be derived in the next subsection using the oscillator model.

3.2. The Dynamics Equation of the Radial Vibrating Oscillator

We now study the radial motion of the bubble. The mass of the oscillator can be thought of as
a water shell of constant density ρw between the inner surface Si and the outer surface So. The total
radial force paSi − pSo drives the radial motion of the mass shell, satisfying the equation of motion:

paSi − pSo = m
..
ξ. (14)

Applying the sinusoidal condition to ξ (ξ has a time factor e−iωt), we get

m
..
ξ = −mω2ra

(
ξ
ra

)
= −mω2ra

3

(ΔVa

Va

)
=

mω2ra

3

( pa

Ba

)
. (15)

Substitute Equation (15) into Equation (14), we find

pa

p
=

3BaSo

mra
(
ω2

0 −ω2
) ; (16)

here we have used the alternative expression of the Minnaert frequency

ω0 =

√
3BaSi
mra

, (17)
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which can be derived from Equation (7), Equation (9), and the relation Ba = γP0.

3.3. The Effective Bulk Modulus as a Function of Frequency

Now it is straightforward to derive the frequency-dependent bulk modulus. Substitute Equation (16)
into Equation (13), we get

1
Be f f

=
1− f
Bw

+
3 f So

mra
(
ω2

0 −ω2
) , (18)

which can be written as
1

Be f f
=

1
B∞

⎛⎜⎜⎜⎜⎝ω2 −ω2
1

ω2 −ω2
0

⎞⎟⎟⎟⎟⎠ = 1
B∞

⎛⎜⎜⎜⎜⎝1− Fω2
0

ω2 −ω2
0

⎞⎟⎟⎟⎟⎠, (19)

where the parameters B∞, F, and ω2
1 are given by

B∞ =
Bw

1− f
, F =

ω2
1 −ω2

0

ω2
0

, ω2
1 = ω2

0 +
3 f

1− f

(S0Bw

mra

)
. (20)

It is clear from Equation (19) that the inverse bulk modulus B−1
e f f

as a function of frequency has the
same form as the dielectric function in the Lorentz model, or that for the polariton wave in the polar
medium. According to this observation we learn immediately that the effective bulk modulus for the
bubbly water medium becomes negative in the frequency range ω0 < ω < ω1. This frequency interval
is also the frequency gap or forbidden band of the propagating modes.

The bulk modulus of air is given by Ba = ρac2
a , where ca is the sound speed in air.

Similarly, Bw = ρwc2
w gives the bulk modulus of the water. Substitute these two relations and

So/m = 24/3/ρw = 2.52/ρw into Equation (20), we get

B∞ =
ρwc2

w

1− f
, F =

2.52 f
1− f

(
ρwc2

w

ρac2
a

)
, ω1 =

√
1 + Fω0. (21)

The bulk modulus ratio between water and air is about 1.5× 104, thus according to Equation (21)
even a low filling fraction f will give a large F, corresponding to a wide gap. We will derive in the next
section the dispersion relation of the propagating modes and discuss the effect of the frequency gap.

3.4. Dispersion Relation of Acoustic Modes

To determine the dispersion relation, besides the bulk modulus, we should know the effective
mass density. Since we assume the wavelength is long enough, it is reasonable to assume that the
bubble moves together (in phase) with the surrounding water in the same cell. This consideration
leads us to the simple average result

ρe f f = fρa + (1− f )ρw. (22)

The correctness of this expression will be tested later.
The wave equation for a monochromatic (single frequency) wave can be derived by substituting

Equation (19) and Equation (22) into Equation (10). The result is

∇2p− ρe f f

Be f f

∂2p
∂t2 = 0. (23)
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Here the ratio ρe f f /Be f f before the double time derivative is the inverse square speed of sound
in the bubbly water medium. Adopting water as the standard medium or reference ‘wave vacuum’,
we can define the refractive index of this medium as

n(ω) = cw

√
ρe f f

Be f f
= n∞

√√
ω2 −ω2

1

ω2 −ω2
0

. (24)

Here n∞ = cw

√
ρe f f /B∞ is a reference index at high frequency. This refractive index becomes

imaginary in the frequency gap, which indicates that waves cannot propagate in the medium if its
frequency is within the gap.

We can deepen our understanding of the refractive index function by studying the dispersion
relation of the propagating modes. Substitute the plane wave form p = p0ei(K·r−ωt) into Equation (23),
we get

K2 =
n2(ω)ω2

c2
ω

=
n2∞ω2

C2
ω

⎛⎜⎜⎜⎜⎝ω2 −ω2
1

ω2 −ω2
0

⎞⎟⎟⎟⎟⎠. (25)

This dispersion relation is of the same form as that for the phonon-polariton waves. According to
Equation (25), propagating modes can exist with frequency below ω0 or above ω1. Within the interval
ω0 < ω < ω1, the wave vector becomes imaginary, thus the wave amplitude decays along the wave
vector direction. If the bubbly water medium is filled in a slab region of finite thickness, an incident
wave having a frequency within the gap would get attenuated before it penetrates through the slab.
Furthermore, if a pulsating source of sound surrounded by the ‘bubble cloud’ radiates sound waves of
frequency in the gap, the sound wave would be trapped by the bubble cloud, leading to the phenomena
such like the Anderson localization of acoustic waves.

The negative modulus of the bubbly water is caused by the dynamical coupling of the sound field
in water and the local resonance of every bubble oscillator. Similar mechanism for polar crystal also
leads to the negative dielectric function in the polariton gap. The main difference between these two
systems is that in the bubbly water case the oscillators vibrate radially so they couple with the scalar
pressure field, whereas in the polar crystal case the local dipoles (for example, the Na+ −Cl− pairs) are
coupled with the electric vector field.

3.5. Absorption Effect and the Possibility of Generalization

In the derivation of the effective bulk modulus, we never considered any absorption or loss
effects. For real bubbles, the damping effect caused by thermal conductivity (non-adiabatic correction),
shear viscosity absorption at the bubble surface, and the radiation loss due to scattering must be
considered. These corrections will cause the resonance frequency of the bubble to change slightly,
reducing the peak of the scattering function and widening its width. These corrections will also
introduce a damping force on the radial motion of the bubble oscillator and change the bulk modulus
such that it does not acquire an unphysical infinite value. Since the absorption effect is a very
cumbersome effect, and our aim in this study is not to study this effect, we will not further address this
issue. We follow the spirit of [13,14] to choose the proper bubble size so that we can avoid the effects of
the absorption.

Another question is how to generalize our theory to elastic solid media containing bubbles.
As the authors have demonstrated in [8–11], for elastic media with very low shear stress, the primary
mechanism of the first band gap is still caused by the resonance of the bubble. Therefore, we believe
that our theory can be generalized and applied to such a system without much difficulty.

4. Numerical Results

In this section we discuss some numerical results based on our theory. Hereafter we assume
ρa = 1.2 kg/m3 , ρw = 1000 kg/m3 , ca = 343 m/s , and cw = 1490 m/s . These parameters give us
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the bulk modulus Ba = ρac2
a = 1.412 × 105 Pa and Bw = ρwc2

w = 2.22 × 109 Pa. If the radius of a
bubble is measured in mm, the Minnaert frequency measured in kHz and we get a simple formula
ω0 = 20.58/ra or ν0 = ω0/2π = 3.28/ra . To avoid high absorption, we assume the bubbles have
radius larger than 100 μm [12,13].

The scattering function fs as a function of dimensionless frequency kra = ωra/cw is plotted
in Figure 2. Here we replaced the fs function by its dimensionless correspondence fs/ra because
here the information of the size is irrelevant. According to Figure 1, the absolute value as well as
the imaginary part of fs goes to the maximum value 72.5ra at kra = 0.0138, and behaves like an even
function with respect to this peak location. The real part of fs, on the other hand, first raises to 36.6ra,
and then drops to zero at this place, and continually goes downwards to −36.5ra, then approaches
the horizontal axis without crossing the zero value. Resonance of this kind belongs to the Lorentz
dispersion, which is responsible for the negative bulk modulus and the low frequency gap of this
bubbly water medium.

Figure 2. The scattering function of a single bubble. The notations in this figure have been defined
in Section 2.

We now study the characteristics of the acoustic band structures of the bubbly-water sonic crystals.
Plane wave expansion method (PWEM) were implemented for the calculations. Results for filling
fraction f = 0.001 and f = 0.01 are shown in Figure 3. These results indicate that bubbly-water sonic
crystal is an ideal structure to open large gap at low frequency. For the case with filling fraction
f = 0.001, the gap is opened between ωLra/cw = 0.0185 (at X) and ωUra/cw = 0.085 (at Γ). Comparing
them with the gap boundaries ω0ra/cw = 0.0138 and ω1ra/cw = 0.0881 predicted by the effective
metamaterial theory, we find excellent agreement between them. The low frequency limit of the
gap in Figure 3 is a little higher than the prediction. We believe this discrepancy is due to the bad
convergence of the PWEM at low filling fraction. Similarly for the f = 0.01 case, we have the gap
opened from ωLra/cw = 0.0173 (at X) to ωUra/cw = 0.271 (at ¡). The gap boundaries provided by the
effective theory are ω0ra/cw = 0.0138 and ω1ra/cw = 0.277 , also in very good agreement with the
band structure result. We noticed that the agreement between ωL and ω0 in this case is better than in
the former case. This fact is consistent with our judgement about the PWEM.
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Figure 3. The acoustic band structures for filling fraction (a) f = 0.001, and (b) f = 0.01.

The metamaterial theory developed in this paper not only can provide the range of the gap,
but also can give us the attenuation rate of the wave, which is directly related to the imaginary part of
the effective wave number that determined by Equation (25). In addition, absorption or loss effect
can be easily included by a simple replacement of the frequency: ω→ ω(1 + iδ) [12]. Here δ is a
positive number smaller than 0.1 if we assume the that the bubble radius is larger then 1001 m. For the
purpose of demonstration, in the simulation of lossy media, we take δ = 0.05. Figure 4a,b is the results
for the lossless media, while Figure 4c,d is the results for the lossy media. Here the dimensionless
variable Ka is the product of the wavenumber K in Equation (25) times the lattice constant a of the
SC structure. the lattice constant in the SC structure. The real part of the wave number (wave vector)
of the mode waves are represented by the blue solid curves, and the red broken lines represent the
imaginary part of the wave vector. These dispersion relations are similar to the dispersion relations of
the phonon-polariton that mentioned in the previous section. We noticed that the presence of loss or
absorption does not destroy the attenuation effect because it is so large.

Figure 4. Dispersion relations for f = 0.001 and f = 0.01, lossless media are shown in (a) and (b).
The corresponding results for lossy media are shown in (c) f = 0.001 and (d) f = 0.01.
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Now we discuss the effective bulk modulus according to Equation (19) and its modified form
when loss cannot be ignored. As before, four cases are studied, and their results (Be f f /Bw) are shown
in Figure 5. The parameters used in the calculations are the same as those used in Figure 4. The small
circles in the four subplots indicate the starting frequencies (changes from positive to negative) of the
negative bulk modulus. For the lossless cases, the starting points and the resonance points (infinite
effective modulus) are the same as the gap boundaries of the metamaterial. The loss effect seemed not
to change the effective bulk modulus much if the frequency is not very close to the resonance point.
However, the effective modulus at the resonance frequency no longer goes to the unphysical value of
infinity, as expected.

Figure 5. Bulk modulus for lossless cases with f = 0.001 and f = 0.01 are shown in (a) and (b).
The corresponding lossy cases are shown in (c) f = 0.001 and (d) f = 0.01.

Finally, we discuss the valid range of the theory developed in this paper. Based on our numerical
simulations, we found that the gap range given by the effective theory is in good agreement with that
obtained from the band structure calculation (the discrepancy is less than 3%) if the filling fraction
f of the bubbles is within the range 0.0005 to 0.02. Beyond this range, we are not sure about the
accuracy, and need further investigation. In addition, the bubble radius must not be less than 100 μm,
otherwise high absorption effects must be considered [12].

5. Conclusions

In this paper, we apply the oscillator model of air-bubble-in-water to the bubbly water medium
and derive the effective bulk modulus of the medium. We show that in a wide range of frequency
the effective modulus becomes negative, while the effective density of the medium is still positive.
These properties imply the existence of a wide acoustic gap, consistent with band structure calculations.
The dispersion relation for the acoustic modes in this medium has Lorentz type dispersion, like that of
the phonon-polariton. The theory proposed in this paper provides a simple mechanism for explaining
the long-wavelength behavior of the bubbly water medium. Using this theory, phenomena such as
the high attenuation rate through a bubble screen or the acoustic Anderson localization in bubbly
water can be understood more intuitively. The effects of damping are also discussed. This effective
modulus theory may be generalized and applied to other similar structural sonic medium containing
periodically arranged bubbles.
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Abstract: In this paper, an all-optical photonic crystal-based switch containing a graphene resonant
ring has been presented. The structure has been composed of 15 × 15 silicon rods for a fundamental
lattice. Then, a resonant ring including 9 thick silicon rods and 24 graphene-SiO2 rods was placed
between two waveguides. The thick rods with a radius of 0.41a in the form of a 3 × 3 lattice were
placed at the center of the ring. Graphene-SiO2 rods with a radius of 0.2a were assumed around the
thick rods. These rods were made of the graphene monolayers which were separated by SiO2 disks.
The size of the structure was about 70 μm2 that was more compact than other works. Furthermore,
the rise and fall times were obtained by 0.3 ps and 0.4 ps, respectively, which were less than other
reports. Besides, the amount of the contrast ratio (the difference between the margin values for logics
1 and 0) for the proposed structure was calculated by about 82%. The correct switching operation,
compactness, and ultra-fast response, as well as the high contrast ratio, make the presented switch for
optical integrated circuits.

Keywords: graphene; kerr effect; optical switch; photonic band gap; photonic crystal

1. Introduction

In recent years, increased demand for ultra-fast processing systems has necessitated the
development of optical devices. Many attempts have been accomplished to introduce all-optical
structures that allow circuits operating at a frequency of terahertz. Achieving a high data transferring
rate with a possibility for integration is among the important issues in designing all-optical circuits [1,2].

Photonic crystals (PCs) were initially and simultaneously proposed by Yablonocvitch [3] and
John [4] in 1987. PCs are structures composed of periodic layers with different dielectric constants
and demonstrate useful characteristics such as photonic band gap (PBG) [3], slow light regime [5–7],
and self-collimation [8–11]. Because of their compact size and the aforementioned properties, they are
promising candidates in realizing all-optical devices such as optical waveguides [10–12], filters [13–18],
demultiplexers [19–25], switches [26–30], logic gates [31–36], encoders [37–42], decoders [43–48],
and analog-to-digital converters [49–54].

In photonic integrated circuits (PICs), optical switches play a crucial role in guiding light to the
desired directions. Generally, optical switches include ring resonators, input and output ports that
drop light with a particular wavelength. PCs-based switches have been accomplished by using the
Kerr nonlinear effect [28,55]. Hache et al. developed the first concept using the Kerr nonlinearity effect
in PIC. The proposed structure included two materials, Si and SiO2, with a 1.5 μm stop band and
18 Gw/cm2 functional power. Although their structure shed light in the all-optical circuits area, the level
of power was not applicable for PICs [56]. Another optical switch suggested by Alipour-Banaei et al.
consisted of the chalcogenide material with the nonlinear coefficient 9 × 10−17 m2/W. The threshold
power level for switching operation and the footprint were 2 KW/μm2 and 259 μm2, respectively [57].
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Serajmohammadi et al. proposed a PC-based NAND gate using an optical switch. The structure
was made of one bias signal, two input ports, and one output port. Using the bias signal, the Kerr
effect was approached when both input signals were introduced into the switch. They also used the
chalcogenide glass to gain the nonlinear properties for a resonant ring. Even though the threshold
power and the footprint reduced to 1.5 KW/μm2 and 230 μm2, respectively, the power was so high to
employ in integrated circuits [58]. In this way, Alipour-Banaei et al. proposed another optical switch by
a focus on the power issue [59]. Although they approached the power level 1.5 KW/μm2, the footprint
was notably increased to as large as 360 μm2.

Recently, Daghooghi et al. developed a PC-based switch for a decoding operation which used a
31 × 31 lattice of silicon rods in the air [60]. They employed nanocrystal material in which the nonlinear
coefficient was 10−16 m2/W and succeeded in reducing the threshold power level to 13 W/μm2, while
the footprint was considerably increased.

As mentioned, many attempts have been done to reduce the threshold power level for switching,
as well as the size of the structure. The possibility of fabrication for the proposed structures is an important
challenge that restricts researchers in selecting the different materials and sizes. So, the compatibility
with conventional technologies helps researchers achieve new materials with distinct characteristics.
Graphene has a substantially more Kerr coefficient than other materials such as chalcogenide and
nanocrystal [35,61,62]. Several experiments and calculations have been done for determination of Kerr
coefficient of graphene [63–70]. Soh et al. have shown the Kerr coefficient of graphene at a wavelength
of 1550 nm is equal to 10−15 m2/W [62]. They presented a comprehensive analysis for nonlinear optical
Kerr effect in graphene including two-photon absorption, Raman transition, self-coupling, and quadratic
AC Stark effect. They calculated the absorption rate using the S-matrix element and converted it to
nonlinear refractive index coefficients. Then, they obtained the rates of distinct nonlinear processes
that contribute to the Kerr nonlinear refractive index coefficient. Due to this fact, using graphene in
PICs results in decreasing the functional optical intensity in comparison to other materials such as
chalcogenide and nanocrystal. This is the main reason why we are utilizing graphene. Moreover,
graphene has an impact on two other factors in PICs fabrication: contrast ratio and footprint.

In this study, a new graphene-based switch is proposed to enhance the power and footprint
difficulties. The switch is composed of 9 thick silicon rods at the center of the resonant ring and
24 graphene-SiO2 stacks as the nonlinear rods around them. Each nonlinear rod is made of the
graphene monolayers which are separated by SiO2 disks. Using graphene monolayers enhances the
light-material interaction and results in decreasing the threshold intensity for switching operation.
Furthermore, the more Kerr coefficient of graphene than chalcogenide and nanocrystal used in the
previous works assists with enhancing the power difficulty in this work. The obtained results of
the simulation present 70 μm2 and 0.235 W/μm2 for the footprint and the threshold intensity level,
respectively. Furthermore, the normalized output power margins, 4% and 86% for logic 0 and 1
illustrate that the structure is potentially a good candidate in PIC applications.

In this paper, three other sections have been organized as follows; in Section 2, the structure
will be presented in detail. Then, the simulation results will be provided in Section 3. In Section 4,
the evaluation of the device and discussions will be described, along with a comparison of the obtained
results with other works. Finally, a conclusion of the work will be presented in Section 5.

2. Materials and Methods

The primary structure includes a lattice of 15 × 15 rods in air background where the lattice
constant is 558 nm. So, the overall size of the structure is about 70 μm2. The refractive index of rods
is 3.46, and the radius of rods for the fundamental structure is 0.2a, where a is the lattice constant.
To calculate the band structure, the plane wave expansion (PWE) method is used [71]. According to
the band structure (as shown in Figure 1), two PBGs at TE mode are obtained for 0.29 ≤ a/λ ≤ 0.42
and 0.725 ≤ a/λ ≤ 0.74 where λ is the wavelength. So, for 1290 nm ≤ λ ≤ 1990 nm optical waves could
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not be allowed for propagation throughout the structure. Including the third optical communication
window, the last interval is used for the proposed device.

 

Figure 1. The band diagram of the proposed structure.

The formation of the switch was gained by removing and changing the radius of some rods in
X and Z directions. One of the best features of the proposed structure is that there is not any bias
or enable port. It can be seen in Figure 2 that there are two output ports (named as O1 and O2) and
one input port (named as IN) that are connected via a resonant ring. A 3 × 3 lattice rod formed by
changing in the radius 0.41a was placed in the center of the ring. Around the core, 24 graphene-SiO2

rods (with blue color) were used in which the linear refractive index (n1) and nonlinear coefficient
(n2) of graphene were 2.6 and 10−15 m2/W, respectively [62]. These rods are made of the graphene
monolayers which are sandwiched between SiO2 disks. Berman et al. presented a photonic crystal
structure including a periodic array of the graphene-SiO2 stacks [72]. They calculated the transmission
coefficient for different frequencies and showed that the structure can be used as frequency filters
and waveguides for optical waves. According to their research, we used the graphene monolayers
which were separated by SiO2 disks for blue color rods. Using graphene in the ring resonator causes
the possibility of achieving the nonlinear Kerr effect. The optical Kerr effect is generally known as
the changing in the refractive index (n) in response to applied light intensity (I) and is defined by
n = n1 + n2I [65,66]. The nonlinear coefficient of graphene is defined as [73]:

n2 =
3η

n2
1ε
χ(3)

where n1 is the linear refractive index, η is the impedance, and χ(3) is the nonlinear susceptibility.
The nonlinear susceptibility has been described as follows [65]:

χ(3) =
σg(ω)

ωdg

where ω is the frequency and dg is the thickness of the graphene monolayer. The dielectric constant is
defined as [72]:

ε(ω) = ε0 +
4πiσg(ω)

ωd
where ε0 is the dielectric constant of SiO2, d is the width of SiO2 layer and equal to 1 nm. The dynamical
conductivity of the graphene (σg) is defined by the following equation [72]:

σg(ω) =
e2

4�

⎡⎢⎢⎢⎢⎣η(�ω− 2μ) +
i

2π

⎛⎜⎜⎜⎜⎝16KBT
�ω

log
[
2cosh

( μ
2KBT

)]
− log

(�ω+ 2μ)2

(�ω− 2μ)2 + (2KBT)2

⎞⎟⎟⎟⎟⎠⎤⎥⎥⎥⎥⎦
where e is the electron charge, KB is the Boltzmann constant, and μ is the chemical potential.
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Figure 2. The proposed all-optical switch.

Changing the refractive index of the nonlinear rods results in changing the effective index of the
ring resonator, and hence, the switching operation could be approached. The more nonlinear coefficient
for graphene in comparison with chalcogenide and nanocrystal [60,62] assists in reducing the needed
optical power for switching. In this study, with respect to the aforementioned issue, the graphene was
used in the ring resonator to propose a low-threshold all-optical switch. Furthermore, the high contrast
ratio for digital applications as the difference between the normalized power margins for logic 0 and 1
is another advantage of the presented structure.

3. Results

To simulate the optical wave propagation throughout the proposed structure, the finite difference
time domain (FDTD) method was used [74]. According to the Courant condition, it was assumed as
follows [74]:

cΔt <
1√

( 1
Δx )

2+( 1
Δz )

2
,

where c is the speed of light in vacuum, Δt is the time step, and Δx and Δz are mesh sizes in both
X and Z directions. The second condition is about the grid spacing that should be less than λ/10.
The time step was assumed Δt = 0.2 fs and the structure was discretized in which the length of unit
cells was Δx = Δz = 100 nm. In the first stage, an optical pulse was applied to the input port and the
pulse response was calculated at output ports. Figure 3 shows the frequency harmonic amplitude for
O1 and O2 ports. It can be seen that the optical intensity between two output ports at λ = 1547 nm can
be approached for switching applications.

 
Figure 3. Response of the switch for different wavelengths.
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To evaluate the resonance phenomenon, the transmission ratio for different input intensities was
simulated (see in Figure 4). In this study, the intensity value at output port divides to input intensity is
defined as the transmission ratio factor. When a signal is introduced to the input port, the output ports
will be ON depending on the entrance optical intensity. If the input intensity is less than 0.235 W/μm2,
the resonance wavelength of the ring will not change. As a result, O1 and O2 ports will be ON and
OFF, respectively. The resonance wavelength can be changed because of the Kerr effect, so the optical
waves will considerably be coupled to the O2 port for amounts of more than 0.235 W/μm2. In this case,
O1 and O2 ports will be OFF and ON, respectively. It can be concluded that the threshold intensity for
switching is around 0.235 W/μm2. This value is less than one in other works [45,57,59,60], so it can be
considered an advantage of the proposed switch.

 
Figure 4. Transmission ratio of the structure for different input intensities.

Figure 5 shows the normalized electric field distribution for two optical intensities, 0.1 W/μm2

and 0.45 W/μm2. A color bar has been inserted on the right side in which the red and black colors are
the response in +1 and −1 for the domain amplitude of the field. It can be seen that optical waves are
dropped from the upper waveguide to the lower waveguide for I = 0.45 W/μm2 while the dropping
operation is not done for I = 0.1 W/μm2.

(a) (b) 

Figure 5. Electric field distribution into the structure for: (a) I = 0.45 W/μm2; (b) I = 0.1 W/μm2.

For more evaluation, the pulse response of the presented structure corresponding to Figure 5 has
been calculated. As shown in Figure 6, the normalized powers at port O1 and O2 are obtained by 86%
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and 2% for I = 0.1 W/μm2, respectively, while ones are reached to 4% and 95% for I = 0.45 W/μm2.
Also, as Figure 7 presents, the rise and fall times of the structure are obtained by 0.3 ps and 0.4 ps,
respectively. The rise time is defined as the needed time for coupling the optical waves from one
waveguide to another. This time is recorded when the power at the output port reaches 90% steady-state
value. The fall time is assumed as the during time for decreasing power from a steady-state value
to 10% of it. Comparing the obtained times with the ones in other works [75] demonstrates that the
proposed graphene-based switch is faster than them. This characteristic is an essential factor in optical
switching applications.

a b

Figure 6. The normalized output power for: (a) I = 0.45 W/μm2; (b) I = 0.1 W/μm2.

 

Figure 7. The pulse response for proposed optical switch.

4. Discussion

Approaching the fast response of a switch is one of the main challenges for designing different
switched-based applications. Furthermore, the small size of the structure results in it being capable
of being considered for integrated circuits. Also, the low power and high contrast ratio are other
important parameters for designing different switches. Some attempts have been done to improve the
characteristics of optical switches [61,75].

In this study, a graphene-based all-optical switch has been presented in Section 2. Figures 5 and 6
demonstrate the correct operation of the switch. To assess this work, the obtained results have been
compared with references [57–60] in Table 1.
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Table 1. Comparing the simulated results with ones in other works.

Works
Steady-State Time

(ps)
Size(μm2) Contrast Ratio (%)

Functional Intensity
(W/μm2)

[57] NA * 259 NA * 2000
[58] NA * 230 NA * 1500
[59] NA * 360 NA * 1500
[60] 4 250 82 13

This Work 2.75 70 82 0.235

* NA: Not Assigned.

As presented in Figure 6, the time analysis shows that the proposed switch is faster than the
one in other works [60]. Approaching the amount of 0.3 ps and 0.4 ps for rise and fall times is the
main advantage of this work. Because of the large nonlinear coefficient of graphene in comparison
with materials such as chalcogenide, silicon, nanocrystals, and gallium arsenide, the needed threshold
intensity for switching operation in this study has been reduced to 0.235 W/μm2 in comparison to
references [57–60]. This is another advantage of the graphene-based switch. Furthermore, the size of
the proposed structure is less than the one in references [57–60]. It is obvious that the compactness of
the switch is necessary for use in optical integrated circuits.

Contrast ratio of the output ports is calculated at 82%. The presented switch covers the high contrast
ratio while this parameter has not been reported in references [57–60]. Besides all of these advantages,
tuneability of some electrical and optical parameters for graphene is a principal characteristic for
designing photonic crystal-based devices. Changing the refractive index of graphene in response to
electric field affects optical power transmission toward the output ports. Also, the resonant frequency
(or wavelength) of the switch could be changed to reach the desired value after the fabrication process.

5. Conclusions

In this study, a photonic crystal-based structure was proposed as an all-optical switch. Using the
graphene-SiO2 stacks as rods in the resonant ring, switching operation was correctly approached. The
rise and fall times of the device were obtained by 0.3 ps and 0.4 ps, respectively, that were less than the
ones in other reports. The size of the presented structure was just about 70 μm2 and hence was smaller
than the one in the aforementioned works of Section 1. The high nonlinear coefficient of the graphene
resulted in a decreasing of the needed optical intensity to 0.235 W/μm2 for switching operation in
comparison with other works. Furthermore, simulation results showed the contrast ratio of the switch
was about 82%. In respect of the obtained results, it can be concluded that the presented all-optical
switch is capable of consideration for optical integrated circuits.
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Abstract: A simple scheme to generate an integrated, nanoscale optical frequency comb (OFC) is
numerically studied. In this study, all optical intensity modulators based on photonic crystal (PhC)
cavities are cascaded both in series and parallel. By adjusting the modulation parameters, such as
the repetition rate, phase, and coupling efficiency of the modulating wave, it is possible to produce
combs with a variety of different characteristics. Unique to PhC intensity modulators, in comparison
with standard lithium niobate modulators, is the ability to control the amplitude of the light via
a cavity rather than controlling the phase through one arm of a Mach–Zehnder interferometer.
This opens up modulation-based OFC generation to new possibilities in both nanoscale operation
and cavity-based schemes.

Keywords: photonic crystals; microwave photonics; optical frequency combs

1. Introduction

In recent years, optical frequency combs (OFC) have become an increasing popular research
area [1–3]. The rapid adoption of frequency combs into many different research topics has meant the
need for diverse functionality and integration [4]. There are many schemes for generating an OFC,
which include mode locked lasers [5], electro-optic (EO) modulators [6], and micro toroidal cavities [7].
Mode locked lasers have the ability to generate combs with a fixed phase relationship and stable
operation. However, the frequency space between comb lines is governed by the device length due to
fundamental operation principles and hence limit their abilities and flexibility to be integrated onto
photonic circuits. Another well-established area of OFC generation is in micro-toroidal cavities [8].
This technique relies on nondegenerate four wave mixing within the cavity to generate a broad band
of intensity spikes in the frequency domain. Using this technique, on chip integration of an OFC
generator has been achieved [9]. This provided a major step forward within the research community.
Currently, OFC generation by this method is receiving a lot of attention, a comprehensive review is
given in ref. [1]. While the work outlined in ref. [1] shows OFCs with large spectral range and on-chip
integration, the work presented here is in parallel and looks towards new technologies for generating
OFCs. By generating an OFC from photonic crystal (PhC) cavities and waveguides, the work looks
towards improving spectral homogeneity, reducing the device volume and exploring the potential for
nanoscale photonic integration of OFCs.

A common method of OFC generation is the use of cascaded EO LiNbO3 intensity modulators
(IM) [10]. In this method, light is split into two arms and the phase of the light through one of arms is
modulated via a radio frequency (RF) electrical signal. The RF signal induces a refractive index change
of the waveguide material, hence changing the phase of the light. The recombination of the two carrier
signals with a controllable phase difference causes modulation of the carrier lights intensity. A DC
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Crystals 2019, 9, 493

bias is also present through each arm so that a constant phase shift can be applied. The voltage of
the RF signal used to modulate the light will determine the modulation depth and the voltage of the
DC bias will determine a constant phase shift. To generate an OFC, the light is modulated using a
sinusoidal electrical signal. This generates sidebands in the frequency response of the modulated light,
and the position of these sidebands, relative to the initial frequency of the carrier light, has a direct
relation to the frequency of the electrical signal. The amplitude of the sidebands is determined by
the modulation depth and phase shift. By fine control of these parameters, an intensity modulator
can generate multiple comb lines in the frequency response of the modulated light [11]. A second IM
leads from the output of the first IM, where the voltage of the RF and DC bias are kept the same but
the modulation frequency is a fifth of the first IM. This generates a large number of homogeneous
comb lines centered around the initial frequency of the input light. This technique provides a simple
solution to generating a multiple wavelength source, however this method cannot be implemented
with chip-scale components due to the need for relatively large waveguides to achieve deep enough
modulation. In the work presented here, the operating principle outlined above is adapted and built
upon for the implementation in PhC waveguides and cavities.

The standard modulation process of LiNbO3 modulator is fundamentally very different to the
process undergone in photonic crystal cavity modulators. Here, a mismatch between the cavity
resonance and the propagating wave will either cause transmission or reflection, depending on the
implemented scheme. In this paper, two intensity modulation schemes are analyzed; direct and side
coupling, as shown in Figure 1. In the direct coupling scheme, the transmitted power is proportional
to the energy inside the cavity, this will decrease the achievable contrast ratio. This scheme will also
lead to the transmitted power having a similar pulse shape to the control light. However, in the side
coupled scheme, interference between the decaying wave from the cavity and the propagating wave in
the waveguide mean a higher contrast ratio and variable pulse shape. In both schemes, an increase in
the optical excitation power leads to a larger cavity resonance shift, this has a large effect on the pulse
shape of the carrier wave and the sidebands produced from the modulation process. By arranging
two or more PhC IMs in either a series or parallel formation, it is possible to increase the number
of generated sidebands and hence observe an OFC. In this paper, detailed analysis of the different
modulation schemes will be undertaken. This analysis will confirm that an OFC can be produced from
a PhC device, thus broadening the application of PhC devices into the mature and prosperous research
field of OFC generation.

Figure 1. The two all-optical intensity modulator schemes studied in this paper. a(t) is the cavity field
amplitude, u is the coupling factor, and sin (t) and sout (t) represent the amplitude of the propagating
wave in the input and output waveguide, respectively.
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2. Materials and Methods

The scheme proposed here is based on photonic crystal waveguides and cavities to construct
all-optical intensity modulators, as shown in Figure 1. This method of all-optical modulation has
been studied in great detail by different research groups [12–15], which has led to a rich and common
understanding of the fundamental principles behind PhC switches. PhC cavities have a very high
quality factor (Q) while maintaining a low mode volume (V). This means that nonlinearity within the
cavity can be greatly enhanced, given that the field intensity scales with Q/V. A shift in the cavity
resonant wavelength, due to a refractive index change, is therefore possible with a relatively low-power
pump light. Intensity modulation of a carrier light is therefore possible when a pump light is used
to change the transmission wavelength. The device itself is made up of holes in triangular lattice
formation fabricated in an InP membrane with embedded InAs quantum dots (QDs), with broad band
emission around 1550 nm. The waveguides are made up of a line of missing holes and the cavity
consists of a three hole defect, known as an L3 cavity, as shown in Figure 2. To ensure the cavity
has a resonant frequency around 1550 nm the filling factor and lattice constant have been carefully
calculated. The lattice constant is calculated to be 480 nm and the filling factor at 0.29. The thickness
of the membrane will be 220 nm. The parameters given were calculated in COMSOL by finding the
eigenfrequency via the finite element method (FEM). A scanning electron microscope (SEM) image
of an L3 cavity along with the FEM simulation results for an L3 cavity with a fundamental mode at
1550 nm is shown in Figure 2.

Figure 2. (a) An scanning electron microscope (SEM) image of a photonic crystal membrane with an L3
cavity in the center. (b) Finite element method (FEM) calculation of the fundamental mode at 1550 nm.

Coupled mode theory (CMT), a standard PhC analysis tool, is used in this paper to simulate the
device described above. The equations employed in this paper are based on an extension of CMT
models that have been presented previously [13,16,17]. In the simulated device, it is assumed that an
active region is present in the form of InAs QDs. This will lead to a dominating third order nonlinearity
process based on the saturable absorption (SA) of QDs. Therefore, the refractive index change will be
dominated by the Kramers–Kronig relation to the absorption coefficient. This has a direct relation to
the field amplitude within the photonic crystal cavity and hence will be the main dynamic variable
used throughout. A pump and carrier light are injected into the input waveguide, denoted by s p,c

in
in Figure 1. The dynamical equations for the cavity modes is written as:

dap,c

dt
= (−i(ω0 + Δωp(t)− ωp,c)− γtotal)ap,c(t) +

√
2γcsp,c

in (t) (1)

Here, ap,c is the amplitude of the cavity mode which is excited by the pump and carrier light,
respectively and the energy inside the cavity is represented by |ap,c(t)|2. The field of the cavity is
represented by A p,c

in (t) = a p,c
in (t) exp(-iωp,ct) and the input light through the waveguide is given by

S p,c
in (t) = s p,c

in (t) exp(-iωp,ct), the power of the light is represented by |s p,c
in (t)|2. It is assumed that ap is

far higher than ac, such that only ap will have an effect on the cavity resonance shift. ωp,c is the angular
frequency of the input pulses, for either the pump or carrier light. In order for the cavity resonance to
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change, the amplitude of the pump light must increase. The change is then dependent on the energy
in the cavity due to the pump light and a third order non-linearity, denoted as the Kerr constant. This
is given below:

Δωp(t) = Kkerr|a(t)|2 (2)

Kkerr represents a simplified value for the nonlinear dynamics in the system [12,17], given by:

Kkerr =
ω0cn2

ne f f Vkerr
(3)

n2 is the enhanced Kerr coefficient, due to the SA of QDs in the membrane structure and the average
rate of SA within the cavity is calculated and given by Vkerr. These values are greatly enhanced by the
PhC cavity due to the small mode volume and high Q attainable in PhC structures. neff is the effective
refractive index, this due to the membrane thickness, material properties and resonant wavelength
of the cavity. The total loss rate in the cavity is split into two parts; the intrinsic loss, γint, and the
coupling loss, γc. The intrinsic loss due to coupling into non-relevant modes, predominantly by vertical
emission, is dependent on the Q factor of the cavity, such that γint = ω0/2Q. The coupling loss is due to
the coupling coefficient between the cavity and the waveguide. The light in the L3 cavity will reflect
off each side of the cavity in the longitudinal direction which leads to light coupling to the waveguide
at each end, hence 2γc.

In order to induce a change in the transmission through the device, a change in the refractive
index is needed. The amount that the refractive index must shift by is dependent on the linewidth of
the cavity mode. In the device simulated here, a resonance shift of 1 nm will cause the carrier light to
either reflect or transmit through the device. To obtain a shift of 1 nm, it is calculated that a refractive
index shift of 0.005 is needed. The relationship between refractive index change and cavity resonance
change is defined as Δω

ω = −Δn
n . Therefore, the profile of the refractive index change is in relation

to the profile of the pump light, as given in Equation (1) and shown by the dashed line in Figure 3.
Achieving a refractive index change of 0.005 using QD saturable absorption as the refractive index
non-linearity is common among nanophotonics research community [18,19].

Figure 3. The power of the carrier wave at the output of the device is given by the solid lines.
The refractive index change inside the cavity is given by the dotted line.

Using the parameters stated in Table 1, Equations (1)–(7) are solved numerically. This is done using
standard routines available for solving differential equations via a self-written computing program.
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Table 1. Physical parameters used in coupled mode theory (CMT) calculations.

Parameter Symbol Value Source

Coupling loss γc 1 × 1011 Estimated
Cavity quality factor Q 10,000 FEM calculation

Effective refractive index neff 3.1 [13]
Intrinsic loss γint 1.1 × 1011 Calculated

Kerr coefficient n2 1.5 × 10−14 m2/W [20]
Kerr mode volume VKerr 0.21 μm3 Calculated [16]

Resonant wavelength ω0 1.550 μm Calculated

3. Results and Discussion

As discussed earlier, two common cavity-waveguide all-optical modulator configurations have
been considered in this paper: side and direct cavity coupling; these are schematically represented
in Figure 1. Given that the waveguide is unbroken in the side coupling scheme, the output will be
dependent on both the cavity energy and the energy in the waveguide, giving rise to Equation (4) and
the green line in Figure 3.

sc
out(t) = u

ac(t)
2

+ sc
in(t) (4)

The coupling factor, u, is defined as u =
√

2γc [21]. In the direct coupling scheme the output will
only rely on the energy in the cavity due to the carrier pump, such that:

sc
out(t) = u

ac(t)
2

(5)

The output of this is shown by the solid purple line in Figure 3. The control light has a sinusoidal
wave form with a repetition frequency in the GHz range, as shown in Figure 3. This leads to different
output dynamics for the carrier light, depending on which scheme is used. In this paper, the PhC-based
IMs are cascaded in both series and parallel in order to generate an OFC, as shown in Figure 4.
When two IMs are in parallel with each other, it is assumed that the carrier light is split evenly into
each arm. Each arm is then coupled to a cavity via the side coupling scheme, as shown in Figure 4 and
when they recombine, the output is given by:

sc
out(t) = u

ac1(t)
2

+ sc1
in(t)− (u

ac2(t)
2

+ sc2
in(t)) (6)

where sc1,c2
in (t) represents the input to the bottom or top cavity and ac1,c2

in (t) represents the amplitude
of the carrier signal in the bottom or top cavity. When two IMs are put in parallel with each other,
as shown in Figure 4a, and the phase of the modulating wave in each arm can be controlled, it displays
properties similar to that of a conventional IM. The PhC design, outlined in Figure 4a, consists of a
waveguide leading into a Y junction symmetric splitter [22,23], where the pump and carrier light split
evenly into each arm. An L3 cavity is coupled to each arm of the device to induce intensity modulation
of the split carrier light. The two intensity modulated carrier lights then recombine via a Y junction to
produce a dual modulated carrier signal. This technique of waveguide splitting and recombining in
PhC waveguides is common when implementing PhC-based Mach–Zehnder interferometers [24,25].
Using this process, the shape of the carrier light will be determined by a number of parameters unique
to this type of modulation, these include the phase shift of the pump light in each arm, the coupling
efficiency of the light into the cavity and the Q factor of the cavity.
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Figure 4. Schematics for the proposed photonic crystal (PhC) all-optical optical frequency combs
(OFC) generators. (a) Two side coupled cavity modulators in parallel. (b) Two direct coupled cavity
modulators in series.

This method of modulation can generate 3 comb lines with a maximum intensity difference
of 1 dB on each side of the central carrier frequency, hence 7 comb lines all together as shown
in Figure 5b. Additional comb lines exist at much weaker intensities further away from the initial
carrier frequency. The number of generated intensity spikes in the frequency domain is limited by
the attainable modulation profile of the carrier light in the time domain. As can be seen, the carrier
wavelength has a much stronger intensity than the sidebands produced. Nevertheless, the homogeneity
in intensity between the sidebands remains very uniform. The homogeneity of these sidebands is
dependent on the parameters stated above and can therefore be optimized to generate a comb, as shown
in Figure 5b. During experimental implementation of the proposed scheme, there will be disparity
between the optimised parameters given here and the fabricated device. Although this will have
an effect on the OFC quality, it is expected that a 7 line OFC can be observed for a broad range of
parameter values. Figure 5a shows that for Q factors between 10,000 and 25,000 the side band intensity
fluctuates to a maximum of 1.5 dB. This shows that a wide range of Q factor values will still achieve
a 7 line OFC. The extinction ratio of the carrier signal is dominated by the coupling factor between
the cavity and the waveguide. This will have an effect on the intensity of the generated comb lines
relative to the intensity of the central carrier frequency. However, 3 sidebands on either side of the
initial carrier frequency can still be generated for a broad range of coupling factors.
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Figure 5. (a) Homogeneity between the sidebands against the cavity Q factor. (b) The generated OFC.

Figure 5a shows the effect the Q factor has on the uniformity with an optimum Q factor of 13,000.
This is due to the shape of the carrier light through each arm when it recombines to generate the
intensity modulated signal. Cavity Q factors in PhC L3 cavities can be greatly enhanced by altering
the position of the holes surrounding the L3 cavity [26]. It is therefore possible to design the L3
cavity with the desired Q factor via fine tuning of the hole positions. The 7 comb lines observed
have with a maximum fluctuation in intensity of less than 1 dB if the carrier frequency is not taken
into consideration. In previous work, the intensity of the initial carrier frequency has also posed
a problem in modulation-based combs [27] and micro-cavity-based combs, due to the high energy
needed to induce nonlinearity within the micro-cavity [28]. A method to overcome this is to include
a cavity-based notch filter. To obtain the required suppression of the carrier signal the coupling
coefficient, size and loss coefficient of the cavity can be determined via calculation. The filter will
induce an overall loss to the carrier wave signal of around 5 dB, but the flatness of the 7-line OFC will
be greatly enhanced.

When two IMs are in series with each other, as shown in Figure 4b, the output from the first IM
will be the input for the second. The equation for the energy inside the second cavity is given by:

dac2

dt
= (−i(ω0 + Δωp2(t)− ωc)− γtotal)ac2(t) +

√
2γcac1(t) (7)

The output of the second cavity is equivalent to the output of the single cavity device, as given in
Equation (5). In the parallel scheme outlined above, side coupled cavities were used to generate an
OFC because a broad pulse was able to be produced from a sinusoidal control light. The high extinction
ratio and pulse shape gained from this scheme meant a short, high intensity pulse could be produced
and generate an OFC. However, in order to produce an OFC from two IMs in parallel, the sinusoidal
pulse shape at the output of the IM is more desirable. Sidebands are produced in the frequency
domain from the initial carrier light by a single IM with a sinusoidal pump light profile [29]. This is
shown in Figure 6a where a sideband either side of the initial carrier frequency has been generated.
The sideband intensity is within 5 dB of the carrier intensity and their FSR is in direct relation to the
modulation frequency. The sidebands produced from the first IM then act as carrier waves leading
into the second IM. The second IM has a modulation frequency one third that of the first, meaning that
the generated sidebands will have an FSR one third that of the original FSR. Two extra comb lines are
generated on each side of the carrier frequency; they are the sum of the generated sidebands from both
the initial carrier frequency and the initial sidebands generated from a single IM.

This scheme then generates multiple sidebands that are of equal distance from each other in the
frequency domain and of similar intensity. In this scheme, 7 comb lines have been generated, Figure 6b
shows the generated OFC, while Figure 6a shows sideband generation from a single IM, in which
the FSR is directly related to the repetition rate of the modulating signal. In this case, this is within
the microwave range, at around 10 GHz. A microwave signal is then generated from the beat note
between the carrier and the sideband, this is a common tool in microwave photonics [30].
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Figure 6. (a) The frequency response of the carrier wave after a single direct coupled intensity
modulators (IM). (b) The generated OFC from two all-optical PhC direct coupled modulators in series.

4. Conclusions

To conclude, a new and novel approach to OFC generation using PhC structures is proposed.
By integrating multiple PhC cavities, it is possible to observe OFC generation on the nanoscale.
A model based on CMT is built upon to simulate the modulation of a carrier light through a PhC
modulator using a pump light with a repetition rate in the RF range. By cascading multiple cavities
in either series or parallel, sidebands in the frequency response of the carrier wave can be observed.
By careful manipulation of the device parameters, these sidebands can be optimised to give a flat
spectrum across 7 comb lines. Using the parallel-based scheme, the Q factor of both cavities can be
specified to give a flat comb over the generated sidebands. However, the initial carried frequency will
have a far greater intensity, which could limit the OFC operation. To overcome this, it is possible to use
a specifically designed notch filter. Using a scheme with two cavities in series, it is possible to generate
a flatter comb across all lines without the need for a notch filter. In this scheme, two separate RF lines
are needed to drive each cavity separately, which will cause complexity within the system.

PhC devices are a mature enough research field that fabrication techniques are commonplace
to many institutes; therefore, implementation of this technique experimentally is very promising.
PhC devices based on cavities and waveguides are a well-established and rich research field which
have the potential to enable on chip photonic networks. To this end, the device proposed here will
contribute towards both the field of PhCs as well as expanding OFC generation techniques into a
new domain.
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Abstract: Light propagation in one-dimensional (1D) photonic crystals (PCs) enclosed in a rectangular
waveguide is investigated in order to achieve a complete photonic band gap (PBG) while avoiding
the difficulty in fabricating 3D PCs. This work complements our two previous articles (Phys. Rev.
E) that quantitatively analyzed omnidirectional light propagation in 1D and 2D PCs, respectively,
both showing that a complete PBG cannot exist if an evanescent wave propagation is involved.
Here, we present a quantitative analysis of the transmission functions, the band structures, and the
photon density of states (PDOS) for both the transverse electric (TE) and transverse magnetic (TM)
polarization modes of the periodic multilayer heterostructure confined in a rectangular waveguide.
The PDOS of the quasi-1D photonic crystal for both the TE and TM modes are obtained, respectively.
It is demonstrated that a “complete PBG” can be obtained for some frequency ranges and categorized
into three types: (1) below the cutoff frequency of the fundamental TE mode, (2) within the PBG of
the fundamental TE mode but below the cutoff frequency of the next higher order mode, and (3)
within an overlap of the PBGs of either TE modes, TM modes, or both. These results are of general
importance and relevance to the dipole radiation or spontaneous emission by an atom in quasi-1D
periodic structures and may have applications in future photonic quantum technologies.

Keywords: photonic crystals; photonic band gap; waveguide; complete PBG; PDOS; TE; TM

1. Introduction

Photonic crystals (PCs), also known as artificial materials, have attracted much attention in the
past three decades due to the tremendous needs of gaining complete control over light propagation
and emission [1,2]. PCs, according to the dimension of the periodicity, are divided into three categories:
one- (1D), two- (2D), and three-dimensional (3D) crystals. Due to the periodicity, the stop band and
the pass band are formed, according to the Bloch theorem [3]. Therefore, periodic dielectric materials
are characterized by photonic band gaps (PBGs). As an analogy to the electronic band gaps in solid
state materials [4], a PBG in PCs can prohibit the propagation of electromagnetic (EM) waves whose
frequencies fall within the band gap region. The continuing success of the semiconductor industry in
controlling electric properties of materials from the last century has encouraged us to manipulate the
flow of light in PCs and control their optical properties. These PC-based materials are expected to have
many applications in optoelectronics, optical communications, and photonic quantum technologies in
the next decades [5]. In optical range, PCs have been extensively studied. It was proposed that the
emission of EM radiation can be modified by the environment [6,7]. Several environments such as
metallic cavities [8], dielectric cavities [9], superlattices [10–15], and 2D PCs [16] have been studied.

Crystals 2019, 9, 576; doi:10.3390/cryst9110576 www.mdpi.com/journal/crystals243
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The environmental effects have been described by the photon density of states (PDOS), which is related
to the transition rate of the Fermi golden rule. In principle, a PC with a complete PBG can be best
realized in a 3D system to prohibit the propagation of electromagnetic waves of any polarization
traveling in any direction from any source [1]. However, the difficulty in fabricating such 3D crystals
with PBGs in the optical regime prohibits the progress of many applications.

On the other hand, there has been a lot of interest in microwave and millimeter wave applications
of PBG, such as the significant progress in the design of filters [17,18], microstrip antennas [19],
and slow wave structures [20,21], and so on. However, the design of PBG in this frequency range
is still difficult due to complexities of the modeling. There are too many parameters affecting the
PBG properties, such as the number of lattice periods [22], lattice shapes [23,24], lattice spacing [25],
and relative volume fraction [26–30]. Since the actual fabrication of 3D PCs remains difficult, another
simpler choice is periodic dielectric or PC waveguides, which have only a one-dimensional periodic
pattern [1]. The rigorous study of the PC waveguide can be traced back to the 1970s, where a more
detailed review can be found [31,32]. Recently, it was demonstrated that, by considering a quantum
dot spin coupled to a PC waveguide mode, the light–matter interaction can be asymmetric, leading to
unidirectional emission and a deterministic entangled photon source, which might have application in
future optical quantum devices [5,33]. One interesting feature of electromagnetism in dielectric media
is that there is no fundamental length scale, namely the scaling properties of Maxwell’s equations,
i.e., the solution of problem at one length scale determines the solutions at all other length scale [1].
In a previous work [34], a multilayer dielectric window in a rectangular waveguide had been studied
to achieve a wide-bandwidth transmission of a millimeter wave. A transfer matrix approach was
successfully employed to discretize the dielectric function profile and the transmission functions could
be calculated efficiently. In principle, the approach can be extended to study a quasi-1D PC, a PC
confined in a waveguide. However, the transmission method is limited to study radiation modes in a
finite-length system. In order to study the PBG phenomena such as the suppression of spontaneous
emission [35] in a quasi-1D PC, the calculation of the dispersion relations or band structures (BS)
and the PDOS are needed. Metallic waveguides and cavities are widely used to control microwave
propagation. One of the main concerns is visible light energy is quickly dissipated within the metallic
components, which makes this method of optical control almost impossible to generalize. Recently,
an unconventional superconductivity in magic-angle graphene superlattices had been discovered and
studied [36]. The superconductivity might help realize the metallic waveguide confinement of optics
in the near future.

In this work, light propagation in 1D PCs enclosed in a rectangular waveguide or quasi-1D PCs is
investigated in order to achieve a complete PBG while avoiding the difficulty in fabricating 3D PCs.
This work complements two previous articles [15,16] that quantitatively analyzed omnidirectional
light propagation in 1D and 2D PCs, respectively, both showing that a complete PBG cannot exist if
an evanescent wave propagation is involved. The transfer matrix method is extended to study the
transmittance of the quasi-1D PCs for both TE and TM polarization modes [34]. The corresponding BS
are obtained by solving the eigenvalue equations with proper periodic boundary conditions following
the Bloch theorem [3,4]. The formulas for evaluating the PDOS of the quasi-1D PCs for TE and TM
modes are derived, respectively, for determining the PBGs. The contributions of the PDOS from
each modes can be distinguished. The model is formulated in Section 2. The calculated results and
discussion are presented in Section 3. The conclusions are given in Section 4.

2. Formulations

A transfer matrix approach is employed to discretize the dielectric function profile of the dielectric
multilayer heterostructures and the transmission functions are calculated by matching the boundary
conditions at each interfaces. In order to solve the PDOS, it is necessary to calculate the dispersion
relation, and the corresponding band structures are obtained by solving the eigenvalue equations with
proper periodic boundary conditions.
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2.1. Transfer Matrix Method

Let us consider a waveguide with its rectangular cross section of sides a and b, and the enclosed
multilayer dielectric slab with thickness, (t1, t2, t1, t2, ...) and dielectric function, (ε1, ε2, ε1, ε2, ...),
as shown in Figure 1. The TE mode (H mode) and TM mode (E mode) in the rectangular waveguide are
characterized by the z components of the magnetic field and the electric field, Hz and Ez, respectively.
By definition, these components are never absent in the corresponding modes. The z components of
the Helmholtz’s equations for the inhomogeneous media are

{
ε(z)�∇×

[
1

ε(z)
�∇× �H

]}
z
+ ω2ε(z)μ(z)Hz = 0 (1)

and {
μ(z)�∇×

[
1

μ(z)
�∇× �E

]}
z
+ ω2ε(z)μ(z)Ez = 0. (2)

(a) (b)

Figure 1. (a) 3D schematic of periodic multilayer heterostructure along the z-direction confined in a
rectangular waveguide with a width a and a height b and (b) the corresponding dielectric function
profile ε(z) in the cross-sectional view.

In these cases, the effect of losses of the medium inside the waveguide is characterized by the
complex permittivity ε(z) and permeability μ(z). Thus, Equations (1) and (2) can be rearranged as:

[
∂2

∂x2 +
∂2

∂y2 + ε(z)
∂

∂z
1

ε(z)
∂

∂z

]
Hz + ω2ε(z)μ(z)Hz = 0 (3)

and [
∂2

∂x2 +
∂2

∂y2 + μ(z)
∂

∂z
1

μ(z)
∂

∂z

]
Ez + ω2ε(z)μ(z)Ez = 0. (4)

By symmetry, using separation of variables, Equations (3) and (4) can be split into transverse and
longitudinal parts, and the problem can be simplified as solving the one-dimensional Helmholtz’s
equation along the z direction, the longitudinal parts,

ε(z)
∂

∂z
1

ε(z)
∂

∂z
ψ(z)TE +

[
ω2ε(z)μ(z)− k2

c

]
ψ(z)TE = 0 (5)

and
μ(z)

∂

∂z
1

μ(z)
∂

∂z
ψ(z)TM +

[
ω2ε(z)μ(z)− k2

c

]
ψ(z)TM = 0, (6)
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with eigenvalues kc which are determined by the following eigenvalue equations, the transverse parts,

(
∂2

∂x2 +
∂2

∂y2 + k2
c

)
φ(x, y)TE = 0 (7)

and (
∂2

∂x2 +
∂2

∂y2 + k2
c

)
φ(x, y)TM = 0. (8)

The corresponding boundary conditions for φ(x, y)TE and φ(x, y)TM are

∂
∂x φ(x, y)TE|x=0,a = 0 and ∂

∂y φ(x, y)TE|y=0,b = 0,
(9)

and

φ(x, y)TM|x=0,a = 0 and φ(x, y)TM|y=0,b = 0.
(10)

It then follows that

kc =
2π

λc
=

√(mπ

a

)2
+
(nπ

b

)2
. (11)

Applying the eigenvalue equations, Equations (7) and (8), and the boundary conditions,
Equations (9) and (10), to the general solutions of Equations (1) and (2), the following particular
solutions can be found by separation of variables,

Hz(x, y, z) = H0 cos
(mπx

a

)
cos

(nπy
b

)
ψ(z)TE (12)

and
Ez(x, y, z) = E0 sin

(mπx
a

)
sin

(nπy
b

)
ψ(z)TM, (13)

where H0 and E0 are determined by the energy of electromagnetic waves propagating inside the
waveguide, and m and n are integers. The function ψ(z) is chosen for a particular solution since it
represents propagating waves in the z-direction. A transfer matrix approach is employed to discretize
the dielectric function profile of the heterostructure. For an N-layer dielectric-filled waveguide,
ε(z) and μ(z) can be divided into p = 1, 2, ..., (N + 2) layers with a piecewise constant permittivity εp

and constant permeability μp, respectively. The discretized one-dimensional Helmholtz’s equation,
for the pth region with constant permittivity εp and constant permeability μp can be written as

d2

dz2 ψp(z) + k2
pψp(z) = 0 for zp−1 ≤ z ≤ zp (14)

with

kp =
√

ω2εpμp − k2
c =

2π

λ

√
εrpμrp −

(
λ

λc

)2
, (15)

where ψp(z) represents the wave function in the pth layer, and kp defines the complex wavevector
in the same layer along the z-direction, λ represents the wavelength in free space at the operating
angular frequency ω, εrp and μrp are the relative dielectric constant and permeability of the medium,
respectively, and λc is the cutoff wavelength. The solutions of Equations (12) and (13) can be written as
a superposition of the forward and backward traveling wave functions:

ψp = ap exp(−jkpz) + bp exp(jkpz) f or zp−1 ≤ z ≤ zp. (16)
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The boundary conditions for ψ(z) at the interface between layers p and (p + 1) at position z = zp

where p = 1, 2, ..., (N + 1) are (for TE modes)

μpψp(zp) = μp+1ψp+1(zp) and d
dz ψp(zp) =

d
dz ψp+1(zp), (17)

and (for TM modes)

εpψp(zp) = εp+1ψp+1(zp) and d
dz ψp(zp) =

d
dz ψp+1(zp). (18)

By matching the boundary conditions at each discontinuity, we arrive at

(
aN+2

bN+2

)
= MN+1 · · · Mp · · · M1

(
a1

b1

)
=

(
M11 M12

M21 M12

)(
a1

b1

)
, (19)

where for TE modes:

Mp =
1
2

[
exp(jkp+1zp) 0

0 exp(−jkp+1zp)

]
·
⎛
⎝ μp

μp+1
+

kp
kp+1

μp
μp+1

− kp
kp+1

μp
μp+1

− kp
kp+1

μp
μp+1

+
kp

kp+1

⎞
⎠ ·

[
exp(−jkp+1zp) 0

0 exp(jkp+1zp)

]
, (20)

and for TM modes:

Mp =
1
2

[
exp(jkp+1zp) 0

0 exp(−jkp+1zp)

]
·
⎛
⎝ εp

εp+1
+

kp
kp+1

εp
εp+1

− kp
kp+1

εp
εp+1

− kp
kp+1

εp
εp+1

+
kp

kp+1

⎞
⎠ ·

[
exp(−jkp+1zp) 0

0 exp(jkp+1zp)

]
. (21)

Using Equation (19) with a1 = 1, b1 = r, aN+2 = t, and bN+2 = 0, the reflection and transmission
amplitudes, r and t, can be obtained, respectively, by

r = −M21

M22
(22)

and
t =

M11 · M22 − M12 · M21

M22
. (23)

The reflection and transmission coefficients, R and T, can be implicitly represented by
S-parameters, S11(dB) and S12(dB), as a function of the operating frequency, , for TE modes

S11(dB) = 10log
∣∣∣M21

M22

∣∣∣2 and S12(dB) = 10log μ1kN+2
μN+2k1

∣∣∣M11·M22−M12·M21
M22

∣∣∣2 ,
(24)

and for TM modes

S11(dB) = 10log
∣∣∣M21

M22

∣∣∣2 and S12(dB) = 10log ε1kN+2
εN+2k1

∣∣∣M11·M22−M12·M21
M22

∣∣∣2 .
(25)

247



Crystals 2019, 9, 576

2.2. Band Structures

In this model, Ez and Hz both are periodic with period Λ. According to the Bloch theorem,
the electric and magnetic fields in a periodic layered medium are Ez(z) = Ez(z + Λ) and Hz(z) =

Hz(z + Λ), respectively. The column vector of the Bloch wave satisfies the following eigenvalue
equation for consistency

(
a3

b3

)
=

1
4

(
ATE/TM BTE/TM
CTE/TM DTE/TM

)
·
(

a1

b1

)
= ejkBΛ

(
a1

b1

)
. (26)

For the TE mode:

ATE = ej(k1t1−k2t2)

(
μ1

μ2
− k1

k2

)(
μ2

μ1
− k2

k1

)
+

e−j(k1t1+k2t2)

(
μ1

μ2
+

k1

k2

)(
μ2

μ1
+

k2

k1

)
, (27)

BTE = e−j[k1t1−k2(2t1+t2)]

(
μ1

μ2
+

k1

k2

)(
μ2

μ1
− k2

k1

)
+

ej[k1t1+k2(2t1+t2)]

(
μ1

μ2
− k1

k2

)(
μ2

μ1
+

k2

k1

)
, (28)

CTE = B∗
TE, (29)

and
DTE = A∗

TE. (30)

For the TM mode:

ATM = ej(k1t1−k2t2)

(
ε1

ε2
− k1

k2

)(
ε2

ε1
− k2

k1

)
+

e−j(k1t1+k2t2)

(
ε1

ε2
+

k1

k2

)(
ε2

ε1
+

k2

k1

)
, (31)

BTM = e−j[k1t1−k2(2t1+t2)]

(
ε1

ε2
+

k1

k2

)(
ε2

ε1
− k2

k1

)
+

ej[k1t1+k2(2t1+t2)]

(
ε1

ε2
− k1

k2

)(
ε2

ε1
+

k2

k1

)
, (32)

CTM = B∗
TM, (33)

and
DTM = A∗

TM. (34)

The phase factor ejkBΛ is thus the eigenvalue and satisfies the secular equation
∣∣∣∣∣ ATE/TM − ejkBΛ BTE/TM

CTE/TM DTE/TM − ejkBΛ

∣∣∣∣∣ = 0. (35)

Finally, the dispersion relation for the Bloch wave function is

kB(kz, ω) =
1

t1 + t2
cos−1[

1
2
(ATE/TM + DTE/TM)]. (36)

248



Crystals 2019, 9, 576

2.3. Photon Density of States

The quasi-one-dimensional photonic crystal has been confined in the xy-plane, so the wave
vectors kx and ky are determined according to the guiding modes. To perform the PDOS calculation,
it is required to use the formal definition which is the number of available photon modes per unit
frequency range. Then, we construct two frequencies, namely, ω(kB) = ω and ω(kB) = ω + Δω,
where Δω is a small increment. We calculate the line therein, and divide it by the line segment occupied
by a single mode. The differential line element in K space within the frequency range, is given by
ΔLk = ΔkB. Now, ΔkB is defined as

ΔkB =
Δω

|∇kω| . (37)

Integrating over the frequency increment, we have that the total phase space line segment
contributing to the frequency range (ω, ω + dω) is

∫
ωk

dLk =
∫

ωk

1
|∇kω|dω, (38)

where we take the limit of infinitesimal increments. The number of modes within the range (ω, ω + dω)

is obtained by dividing the length calculated in Equation (38) by the line segment corresponding to
one mode, 2π/Λ in the phase space. This yields

dN(ω) =
Λ
2π

∫
ωk

1
|∇kω|dω ≡ D(ω)dω. (39)

Because ω is a function of k , we can write

∇kω =
dω

dkB
ẑ. (40)

For the TE mode:

∇kωTE = − (t1 + t2) sin[0.5kB(t1 + t2)]

α1 + α2 + α3 + α4 + α5 + α6
ẑ (41)

and for the TM mode:

∇kωTM = − (t1 + t2) sin[0.5kB(t1 + t2)]

β1 + β2 + β3 + β4 + β5 + β6
ẑ, (42)

where the functions, αi and βi, with i = 1, 2, ..., 6, are listed in the Appendix A. Finally, the formula for
evaluating the PDOS can be expressed as

D(ω)TE/TM =
Λ
2π

∫
ωk

1
|∇kωTE/TM|dω. (43)

3. Results and Discussion

All of macroscopic electromagnetism, including the propagation of light in a photonic crystal,
is governed by the four macroscopic Maxwell’s equations with no free charges or currents.
One interesting feature of electromagnetism in PCs is that there is no fundamental length scale
other than the assumption that the system is macroscopic [1]. Therefore, to study physical phenomena
in PCs, one may scale a system from the optical frequency range to the microwave one and vice
versa if suitable conditions are fulfilled. For the purposes of demonstration and easier verification by
experimentalists, a WR28 (7.11 mm × 3.555 mm) rectangular waveguide, usually used for Ka-band
millimeter waves, is chosen. The periodic dielectric heterostructure is arranged along the longitudinal
(z) direction to form the quasi-1D PCs [34]. In the microwave or millimeter wave frequency ranges,
the PC experiments are very popular and more affordable compared to those in the optical frequency
ones. Nevertheless, in order to extend the results for general use, the data are normalized for solutions
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at all length scale. Consider the quasi-1D PCs with the arrangement shown in Figure 1, 15 double-layer
stacks (n = 30) have been included in the waveguide for investigation. The transmittance is calculated
using the transfer matrix approach mentioned above. In order to demonstrate the stop band and
pass band, the transmittances, expressed as the S-parameters, S12, in dB, of the lowest TE and TM
modes for three quasi-1D PCs have been calculated and plotted in Figure 2. For the three cases, the
dielectric constants used are the same as ε1 = 3.8 (quartz) and ε2 = 1.0 (air), while the thicknesses
are varied as (t1, t2) = (1.00, 3.30), (1.00, 3.60), and (1.00, 3.90) mm, corresponding to the filling ratios
t1/Λ = 23.26%, 21.74%, and 20.41% for the periods of the stacks Λ = 4.3, 4.6, and 4.9 mm, respectively.
As one can see, the central frequencies of the PBGs for both the TE10 and TM11 modes, as shown in
Figure 2a,b respectively, are shifted to lower values as the filling ratio decreases. As mentioned above,
the frequency axes in the plots are normalized to the cutoff frequency of TE10 for general use.

(a) (b)

Figure 2. Calculated transmittance, S12(dB), of the quasi-1D PCs with 15 double-layer stacks enclosed
in the rectangular waveguide for (a) TE10 and (b) TM11 modes of light propagation. The dielectric
constants used are ε1 = 3.8 and ε2 = 1.0, and the corresponding filling ratios are t1/Λ = 23.26%,
21.74%, and 20.41% in the three cases. The frequency axes are normalized to the cutoff frequency
of TE10.

In order to look for a complete PBG for all possible modes in the quasi-1D PCs, one may want to
enlarge a PBG for a specific mode of choice. For the following four cases, the dielectric constants used
are (ε1, ε2) = (2.3, 1.0), (3.8, 1.0), (4.9, 1.0), and (11.4, 1.0), while the thicknesses are varied as (t1, t2) = (2.15,
2.15), (1.00, 3.30), (0.72, 3.58), and (0.27, 4.03) mm, corresponding to the filling ratios t1/Λ = 50.00%,
23.26%, 16.74%, and 6.28% for the fixed period of the stacks Λ = 4.3 mm, respectively. The dielectric
constants of 2.3, 3.8, 4.9 and 11.4 used in the chosen microwave frequency range correspond to the
dielectric materials, polyethylene, quartz, phenolic resin, and barium sulfate, respectively. As one can
see, the calculated transmittances, S12(dB), of the four quasi-1D PCs with different 15 double-layer
stacks for the TE10 and TM11 modes are plotted in Figure 3a,b, respectively. The width of PBGs for
both the TE10 and TM11 modes in the quasi-1D PCs is widened to larger sizes as decreasing the filling
ratio while increasing the dielectric contrast between ε1 and ε2. One may notice that the configurations
of these quasi-1D PCs have been specially arranged so that the central frequencies of the PBGs of the
TE10 mode are kept the same while tuning the PBG sizes. However, those of the PBGs of the TM11

mode are not centralized. This indicates that a tremendous computational effort is still needed to
find a complete PBG in spite of the approach with a closed form developed is very efficient for the
quasi-1D PCs.
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(a) (b)

Figure 3. Calculated transmittance, S12(dB), of the quasi-1D PCs with 15 double-layer stacks enclosed
in the rectangular waveguide for (a) TE10 and (b) TM11 modes of light propagation. The dielectric
constants used are ε1 = 2.3, 3.8, 4.9, and 11.4 and ε2 = 1, and the corresponding filling ratios are
t1/Λ = 50.00%, 23.26%, 16.74%, and 6.28% in the four cases. The frequency axes are normalized to the
cutoff frequency of TE10.

A better way to identify PBGs more accurately and efficiently is to perform the BS calculation and
further compute the PDOS [15,16]. Figure 4 shows the band structures of (a) TE10 and (b) TM11 modes
for the quasi-1D PC with the dielectric constants ε1 = 3.8, ε2 = 1 and the thicknesses t1 = 1.00 mm,
t2 = 3.30 mm, corresponding to the case presented in Figures 2 and 3 in a black solid line with a filling
ratio of 23.26%. The PBGs of the TE10 mode show no overlap with those of TM11 mode, all marked in
gray stripes in the figure. However, from Figure 4, one may notice that there are no photon states in
the frequency ranges below the cutoff frequency of the TE10 mode nor within the first PBG of TE10

which is under the cutoff frequency of the TM11 mode. Note that only the lowest TE amd TM modes
are plotted in Figure 4. As there might be other modes involved within the frequency range of the
PBG of interest, it is easier to identify a complete PBG from the PDOS plots compared to the BS ones.
Figure 5 shows the PDOS of TE10, TE01, TE11, and TM11 modes for the same quasi-1D PC. As one can
see, the PDOS of the TE10 and TM11 modes are consistent with the BS calculations shown in Figure 4.
The PDOS contributed from the TE01 and TE11 modes tend to fill up the first PBG of the TE10 mode.
Other higher order modes are not considered as their cutoff frequencies are too high to contribute any
PDOS in the frequency range of the PBG. Finally, the combined PDOS of TE10, TE01, TE11, and TM11

modes shows no photon states in some frequency ranges. The first one is below the cutoff frequency of
the TE10 mode, (0–0.77)fc, the second one is within the first PBG of TE10 but under the cutoff frequency
of the TE01 mode, (1.26–1.48)fc, and the third one is the overlap of the PBGs of TE10, TE01, and TE11

modes, (1.79–1.87)fc. Therefore, a “complete PBG” can be obtained for some frequency ranges and
categorized into three types: (1) below the cutoff frequency of the fundamental TE mode, (2) within
the PBG of the fundamental TE mode but below the cutoff frequency of the next higher order mode,
and (3) within an overlap of the PBGs of either TE modes, TM modes, or both.
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(a) (b)

Figure 4. Band structures of (a) TE10 and (b) TM11 modes for the quasi-1D PC with the dielectric
constants ε1 = 3.8, ε2 = 1 and the thicknesses t1 = 1.00 mm, t2 = 3.30 mm, corresponding to a filling
ratio of 23.26%. The PBGs of TE10 mode show no overlap with those of TM11 mode.

Figure 5. PDOS of TE10, TE01, TE11, and TM11 modes for the quasi-1D PC with the dielectric constants
ε1 = 3.8, ε2 = 1 and the thicknesses t1 = 1.00 mm, t2 = 3.30 mm, corresponding to a filling ratio of
23.26%. The combined PDOS of TE10, TE01, TE11, and TM11 modes shows no photon states in some
frequency ranges.

4. Conclusions

In summary, light propagation in quasi-1D PCs has been investigated quantitatively.
The transmittances for both the TE and TM modes through a periodic multilayer heterostructure
in a rectangular waveguide are calculated using the transfer matrix method. The corresponding band
structures are obtained by solving the eigenvalue equations with proper periodic boundary conditions
following the Bloch theorem. The formulas for determining the PDOS have been obtained to facilitate
identifying the photonic band gaps for all the modes residing in the system. With our approach, the
quantitative determination of PDOS can be performed very accurately and efficiently. A complete PBG
can exist in these quasi-1D PCs, but the determination must be carefully conducted and verified. It is
demonstrated that three types of “complete PBG” can be found and categorized as follows. The first
type is the frequency range within which the TE and TM modes are both cutoff, the second type is for
which the fundamental TE mode has a PBG while other higher order modes are cutoff, and the last
type is an overlap of the PBGs of either TE modes, TM modes, or both. The model might be easier for
an experimental validation in a millimeter wave frequency range while the optical counterpart might
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be possibly pursued as well. We believe these results are of general importance and relevance to the
dipole radiation or spontaneous emission by an atom in quasi-1D periodic structures and may have
applications in future photonic quantum technologies.
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Abbreviations

The following abbreviations are used in this manuscript:

1D one-dimensional
2D two-dimensional
3D three-dimensional
BS band structure
EM electromagnetic
PBG photonic band gap
PC photonic crystal
PDOS photon density of states
TE transverse electric
TM transverse magnetic

Appendix A. FORMULAS

Here, we give the formulas of the functions employed in Equations (41) and (42).

α1 = exp[−j(k1t1 + k2t2)] [exp(j2k1t1) + exp(j2k2t2)][
ω

k1

(
ε1μ1k2

k2
1

− ε2μ2

k2

)](
− k1

k2
+

μ1

μ2

)
, (A1)

α2 = exp[−j(k1t1 + k2t2)]{1 + exp[j2(k1t1 + k2t2)]}[
ω

k1

(
− ε1μ1k2

k2
1

+
ε2μ2

k2

)](
k1

k2
+

μ1

μ2

)
, (A2)

α3 = exp[−j(k1t1 + k2t2)] [exp(j2k1t1) + exp(j2k2t2)][
ω

k2

(
− ε1μ1

k1
+

ε2μ2k1

k2
2

)](
− k2

k1
+

μ2

μ1

)
, (A3)

α4 = −j exp[−j(k1t1 + k2t2)] [exp(j2k1t1)− exp(j2k2t2)][
ω

(
− ε1μ1t1

k1
+

ε2μ2t2

k2

)](
− k1

k2
+

μ1

μ2

)(
k2

k1
+

μ2

μ1

)
, (A4)
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α5 = exp[−j(k1t1 + k2t2)]{1 + exp[j2(k1t1 + k2t2)]}[
ω

k2

(
ε1μ1

k1
− ε2μ2k1

k2
2

)](
k2

k1
+

μ2

μ1

)
, (A5)

α6 = −j exp[−j(k1t1 + k2t2)]{−1 + exp[j2(k1t1 + k2t2)]}[
ω

(
− ε1μ1t1

k1
− ε2μ2t2

k2

)](
k1

k2
+

μ1

μ2

)(
k2

k1
+

μ2

μ1

)
, (A6)

β1 = exp[−j(k1t1 + k2t2)] [exp(j2k1t1) + exp(j2k2t2)][
ω

k1

(
ε1μ1k2

k2
1

− ε2μ2

k2

)](
− k1

k2
+

ε1

ε2

)
, (A7)

β2 = exp[−j(k1t1 + k2t2)]{1 + exp[j2(k1t1 + k2t2)]}[
ω

k1

(
− ε1μ1k2

k2
1

+
ε2μ2

k2

)](
k1

k2
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ε1

ε2

)
, (A8)

β3 = exp[−j(k1t1 + k2t2)] [exp(j2k1t1) + exp(j2k2t2)][
ω

k2
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− ε1μ1

k1
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ε2μ2k1

k2
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)](
− k2

k1
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ε2

ε1

)
, (A9)

β4 = −j exp[−j(k1t1 + k2t2)] [exp(j2k1t1)− exp(j2k2t2)][
ω
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β5 = exp[−j(k1t1 + k2t2)]{1 + exp[j2(k1t1 + k2t2)]}[
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and

β6 = −j exp[−j(k1t1 + k2t2)]{−1 + exp[j2(k1t1 + k2t2)]}[
ω

(
− ε1μ1t1

k1
− ε2μ2t2
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ε1
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)(
k2

k1
+

ε2
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)
. (A12)
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Abstract: We have been numerically demonstrated the mechanism of spatial beam filtering with
autocloned photonic crystals. The spatial filtering through different configurations of the multilayered
structures based on a harmonically modulated substrate profile is considered. The paper demonstrates
a series of parameter studies to look for the best spatial beam filtering performance. The optimization
results show that a beam spectral width of 39.2◦ can be reduced to that of 5.92◦, leading to high
potential applications for integrated optical microsystems.

Keywords: photonic crystal; beam shaping; angular filtering; autocloning; multilayered structures

1. Introduction

Angular/spatial filtering devices based on photonic crystals (PhCs) [1,2] provide diffraction of
the angular components of an incident beam. The effect of a PhCs-based spatial/angular filtering
device that works on a spatial frequency spectrum relies on an angular band-gap [3–7]. For spatial
filtering, a range of angular components of a beam can be removed due to the angular band-gaps,
that is, the waves can be reflected in a backward direction [3–5] or deflected at large angles in a forward
one [6,7].

Furthermore, double-periodic photonic structures enable manipulation of the zero diffraction
order of a transmitted beam [8]. For example, some angular components of an incident light source
diffract from the zero diffraction order to the other orders at resonance conditions. On the other
hand, some angular components, out of resonance, directly propagate through the PhCs. In this way,
low-angle-pass or high-angle-pass filtering devices are achievable through a proper interplay among
the grating characteristics.

In particular, the PhCs filtering has been already implemented for intracavity angular filtering
in an integrated platform such as microchip lasers [9]. Such a PhCs-based confocal filtering device
presents an alternative method for replacing conventional filtering devices [10], but has a critical
disadvantage that is the presence of an optical axis [11]. Therefore, the transmitted axisymmetric
concentric ring structures result in the limitation of angular filter merely for on-axis incident light.

It is noted that there have been other approaches to spatial filtering such as passive [12] or
light-induced [13] Bragg gratings and pulse-induced population density gratings [14]. However,
these alternative methods require not only more sophisticated schemes but additional optical
components, leading to limited applications in the compact micro-systems. Therefore, more compact
PhCs-based angular filters are desirable solutions for the use in the microlasers, e.g., autocloned
PhCs, which preserves the initial modulation during the deposition of multilayers [15]. For example,
a multilayered photonic microstructure based on a sinusoidal or braze profile was demonstrated
experimentally as one of the most compact PhCs-based angular filters [16]. However, this proposed
filter presents the weak filtering performance, so further investigation is required for practical use.
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For example, a compact filter with a transverse invariance performs both the narrow angular bandwidth
and the high efficiency. The filtering for the application of such a compact filter toward a Gaussian
beam has not been well studied in the prior study [16]. Although the fabrication of the autocloned
PhCs has been demonstrated experimentally [17,18], it is still unavoidable that the variation of the
amplitude (Amp) of the harmonic modulation of the autoclaved PhCs increases with the number of
layers [19]. Further studies for feasible parameters in fabrication such as less number of layers are
a concern.

In this paper, we provide a numerical study of an angular/spatial filtering based on multilayered
PhCs gratings with a harmonically modulated substrate profile. The multilayered gratings are
all-dielectric and periodic, where the variation of the periods or wavelength results in a low- or
high-angle-pass filter. A spectral width (SW), defined as the full spectral width at half maximum
(FWHM), is calculated by using the finite-difference time-domain (FDTD) method [20]. To enhance
the spatial filtering, we focus on narrowing filtering angular distributions by the design of the
low-angle-pass filter and the results are compared with the study in [16].

2. Numerical Far-Field Simulations for Autocloned PhCs

The configuration of the proposed multilayered PhCs grating for spatial filtering is schematically
shown in Figure 1. The multilayers consisting of alternating high-refractive-index (NH) and
low-refractive-index (NL) layers with the number of layers (N) on top of a grating substrate (Nsub) that
results in a sinusoidal profile with a peak-to-peak Amp. Such a multilayered grating with a sinusoidal
profile provides a transversal and a longitudinal modulations of the period (Dx) and an alternating
thicknesses (Dz) of the multilayers. The thicknesses of the high- and low-refractive-index layers are
equal to Dz/2. The wavelength of the incident light is equal to λ = 582 nm and a transverse electric (TE)
polarization is considered. A more detailed calculation procedure is further described in the following
section, Method.

Figure 1. Illustration of the proposed autocloning photonic crystals (PhCs) with a harmonic modulation.
The inset shows the parameters of the wavy structure. Dx and Dz represent the horizontal and
longitudinal periods, respectively. N is the number of layers. Low- and high-refractive-index materials
are shown in red and blue colors, respectively. The parameter Amp indicates the peak-to-peak value of
the multilayer structure, also regarded as the amplitude of the harmonic modulation. The beam width
(BW) represents the full spectral width at half maximum (FWHM) of a launched beam. The steady-state
near-field plane is defined as the output plane of the simulation domain.

We first analyze diffraction patterns of the periodic multilayered structure by using a rigorous
coupled-wave analysis (RCWA) method [21] and its 0th-order transmission is as plotted in Figure 2a.
The parameters of the studied structure are identical as those in [16]: N = 33 layers, Dx = 1.67 μm,
Dz= 0.24μm, NSub = 1.5, NH = 1.42, and NL = 1.3. Since the parameter of Amp was not mentioned in [16],
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we found the narrowest SW by scanning Amp up to 0.5 μm. The narrowest SW of 9.21◦ is obtained for
Amp = 0.27 μm. Furthermore, the angular dependence of the 0th-order diffraction efficiency (DEt0)
(Appendix A Method) presents a low-pass filtering design where the angular components at around
10◦ are removed or coupled out to the others, as shown in Figure 2b. Thus, the far-field distribution of
a Gaussian beam, regarded as different plane-wave components at different angles of incidence, can be
narrowed down. Figure 2c,d show that the filtered far-field distributions for two incident beams with
different beam widths (BW1= 1 λ and BW2 = 2 λ). Their filtered SWs, SW1’ (9.21◦) and SW2’ (9.42◦),
are narrower than SW1 (39.2◦) and SW2 (20.99◦), respectively.

Figure 2. Numerical far-field simulation of autocloning-mode-based PhCs: (a) the diffraction map of
0th order versus angles of incidence; (b) diffraction efficiency of 0th-order transmission (DEt0) with
respect to angles of incidence; far-field distributions for two different incident Gaussian beam widths:
(c) BW1 = λ; (d) BW2 = 2λ. The parameters of the structure in (a) and (b) are as following: N = 33 layers,
Amp = 0.27 μm, Dz = 0.24 μm, and Dx = 1.67 μm. These two spectral width SW1 and SW2 mean the
FWHM of the spectral width of the Gaussian beam for BW1 = λ and BW2 = 2λ, respectively. SW1 and
SW1’ in (c) represent the normalized far-field distributions of the Gaussian beam passing without
PhCs in blue and with the PhCs in red for BW1 = λ. SW2 and SW2’ in (d) represent the normalized
far-field distributions of the Gaussian beam passing without PhCs in blue and with the PhCs in red for
BW2 = 2λ.

3. Minimum SWs for Different Configurations of Autocloned PhCs

In this section, a series of numerical calculations is executed for the best filtering effect. We focus
on scanning structural parameters such as Amp and Dz for obtaining a narrow FWHM of SW.
First, three configurations of the wavy structures are considered with different layer numbers (N = 40,
30, and 20). Three related maps of their SWs are calculated by scanning two parameters Amp from
0.005 to 0.5 μm and Dz from 0.2 to 0.4 μm, as shown in Figure 3a. It is noted that their transversal
periods are identical, referred to [15].
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Figure 3. (a) The SWs of autocloning-mode-based PhCs structures with different amplitudes of
harmonic modulation and longitudinal periods Dz for different layer structures. The smallest SW can
be obtained at Dz indicated by the dashed white lines. (b) Variation of the SW as a function of Amp at
Dz indicated by the dashed white lines in (a).

The smallest SWs for the 40-, 30-, and 20-layer configurations are found at the longitudinal periods
Dz of 0.22, 0.24, and 0.3 μm, respectively. The corresponding variances of the SWs at the specific Dz,
highlighted by white dashed lines in Figure 3a, are shown in Figure 3b. The optimal Amps of these
three harmonic structures with N = 40, 30, and 20 are 0.19, 0.275, and 0.435 μm, respectively. As a
result, in the three configurations with the different layer numbers, the 40-layer structure presents the
smallest SW of 9.32◦ where BW of 1 λ is considered.

Furthermore, the diffraction efficiency for the center of the filtered beam is also considered as
depicted in Figure 4. The variations of the SW and DEt0 with respect to Dz are studied for the three
different configurations of the wavy structures. The SWs of 9.32◦, 10.18◦, and 12.68◦ and DEt0 values of
42%, 60%, and 58% are achievable for the 40-, 30-, and 20-layer structures, respectively. Although the
narrowest SW of 9.32◦ of a filtering beam is achievable by the configuration with 40 layers, it brings in
the lowest diffraction efficiency.
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Figure 4. The smallest SWs and the 0th-order diffraction efficiency (DEt0) varied with the longitudinal
period Dz for three autocloning-mode-based PhCs with N = 40 layers (a), 30 layers (b), and 20 layers
(c). The minimum of the SW of 9.32◦ can be obtained for the 40-layer structure at Dz = 0.22 μm and
Amp = 0.19 μm. The minimum of the SW of 10.18◦ can be obtained for the 30-layer structure at
Dz = 0.24 μm and Amp = 0.275 μm. The minimum of the SW of 12.68◦ can be obtained for the 20-layer
structure at Dz = 0.3 μm and Amp = 0.435 μm. The DEt0 values of the 40-, 30-, and 20-layered structure
are 42%, 60%, and 58%, respectively. The transversal period Dx is constant, i.e., 1.67 μm.

For all the above simulations, the transversal period Dx of 1.67 μm is considered for the low-pass
filtering design. As generally known, the transversal period of PhCs plays an important role in
diffraction patterns. As the transversal period Dx is changed, the far-field distribution changes
dramatically, leading to the low- and high-pass filtering effects. Hence, Figure 5 shows the variation
of far-field distributions by varying Dx for three configurations with 40-, 30-, and 20-layer structures.
The best low-angle-pass filtering performance (SW = 8.89◦ and DEt0 = 60%) is found at the 30-layer
structure with Amp = 0.275 μm, Dz = 0.24 μm, and Dx = 1.7 μm.
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Figure 5. 2-D maps of normalized far-field distributions with respect to the angle of incidence and
transversal period Dx for the multilayered structures with 40 layers (a), 30 layers (b), and 20 layers (c).
In the 40-layer structure, the minimum FWHM is 9.23◦ at Dx = 1.69 μm with the DEt0 of 39%. In the
30-layer structure, the minimum FWHM is 8.89◦ at Dx = 1.7 μm with the DEt0 of 60%. In the 20-layer
structure, the minimum FWHM is 10.07◦ at Dx = 2.1 μm with the DEt0 of 49%.

A more optimal parameter Dx of 1.7 μm is found after scanning the far-field distribution with
respect to Dz, as shown in Figure 4. Even though the longitudinal period Dx of 1.67 μm is considered
for the previously studied structure, it has shown that the procedure of the search of optimal parameters
such as Amp, layers, and Dz for the low-pass angular filtering is beneficial. For example, as shown
in Figures 3 and 4, we obtain SWs of 12.68◦ and 9.32◦ and DEt0 values of 58% and 42% for the two
configurations with 20 layers and 40 layers, respectively. Although the 40-layer structure presents
stronger spatially filtering, it requires more layers to achieve the narrower SW; however, the DEt0

is lower.
Furthermore, the number of layers is also a concern for the fabrication of a wavy-like multilayered

structure because the experimental modulation of the wavy structure may be reduced with the increased
number of layers [19]. Even if the fabrication of the 20-layer structure may be controllable, a weaker
filtering effect is obtained. Obviously, the fabricating feasibility concerning the number of layers should
be also considered at the stage in the design process. Therefore, a series of the analysis of structural
parameters is helpful to define the optimization range and consider fabrication feasibility.

In our work, the optimization of this wavy structure by using the simplex method has been
demonstrated, as shown in Figure 6. All parameters of the multilayered structure are optimized
simultaneously and the target of the optimization is to realize a low-pass filter design that achieves
the narrowest SW for a Gaussian beam. To ensure fabrication feasibility, the optimizing range of
the number of the layer should not be more than 40 layers. The optimizing ranges of Amp and the
longitudinal period Dz should be less than 0.5 μm and 0.4 μm, respectively, as referred to the previous
study. As a result, the final optimal parameters of the structure are obtained as follows: N = 27,
Amp = 0.36 μm, Dz = 0.26 μm, and Dx = 2 μm. The far-field distributions in Figure 6b,c show the
narrowest SW1’ = 5.92◦ and SW2’ = 6.58◦ for two Gaussian beams with BW1 = λ and BW2 = 2λ,
respectively. The DEt0 of the optimal result is 64%. The narrower SW and the higher diffraction
efficiency are achieved by the optimized structure with the less number of layer, compared with that
of the previous study. Therefore, the optimizing results not only present the best spatial filtering to
narrow the SW, but also demonstrate the use of the structures with fewer layers is a more feasible
approach to a manufacturing process.
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Figure 6. The optimization results of the wavy structure by using the simplex method. (a) The illustration
of the optimal structures with parameters: N = 27, Amp = 0.36 μm, Dz = 0.26 μm, and Dx = 2 μm.
Far-field distributions for two different incident Gaussian beam widths BW1 = λ (b) and BW2 = 2λ (c),
where λ is the operating wavelength. The narrowest FWHM of a Gaussian beam with BW = λ is 5.92◦.

4. Conclusions

This paper has demonstrated the PhCs filtering effect for a light beam. The autocloned PhCs
present transversal and longitudinal periods, the key element to modulate spatial spectra. The paper
has studied different configurations of the multilayered structures based on the harmonic modulation.
The narrowest SW of 8.89◦ and the diffraction efficiency of 60% are obtained for a 30-layer structure
after a series of the scanning procedure in the structural parameters.

Considering feasible fabrication, the optimization has been further studied for practical use
by using the simplex method. The number of layers N for our optimal structure is reduced to 27
and a stringer spatial filtering performance provides an SW of 5.92◦ and the diffraction efficiency of
0th transmission is 64%. For an autocloned PhC with several layers, another approach, such as an
autocloned blazed modulation, could be more applicable for fabrication, although the fabrication of a
tilted blazed profile is not as simple as that of the sinusoidal modulation.
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Appendix A. Method

The diffraction efficiency of zero-order transmission is calculated by using the RCWA method,
which solves full vectorial versions of Maxwell’s equations. It covers a wide range of scattering
problems on the wavy structures with horizontally periodic boundary conditions and vertically
perfectly matched layer (PML) boundary. The incident and transmitted fields are defined at the
simulation domain along the z-direction. A plane wave incidence is used in the RCWA simulation.

The far-field distribution is obtained by using two methods. First, the FDTD method provides
steady-state near-field distributions at an output plane while an incident Gaussian beam with a BW
considered. Second, we use the discrete Fourier transform (DFT) to convert the steady-state near-field
distribution to the far-field distribution. The SW is defined as the FWHM of the far-field distribution.
The Gaussian beam is launched at the position of 1 μm above the wavy structure. The horizontal
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simulation domain is equal to 50 periods of the proposed wavy structure and the vertical boundary
condition is the PML.
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16. Grineviciute, L.; Babayigit, C.; Gailevičius, D.; Bor, E.; Turduev, M.; Purlys, V.; Tolenis, T.; Kurt, H.; Staliunas, K.
Angular filtering by Bragg photonic microstructures fabricated by physical vapour deposition. Appl. Surf. Sci.
2019, 481, 353–359. [CrossRef]

17. Ohtera, Y.; Kawashima, T.; Sakai, Y.; Sato, T.; Yokohama, I.; Ozawa, A.; Kawakami, S. Photonic crystal
waveguides utilizing a modulated lattice structure. Opt. Lett. 2002, 27, 2158–2160. [CrossRef] [PubMed]

18. Notomi, M.; Shinya, A.; Kuramochi, E.; Yokohama, I.; Tamamura, T.; Takahashi, J.; Takahashi, C.;
Kawashima, T.; Kawakami, S. Si-Based Composite-Dimensional Photonic Crystals towards Si Photonics,
Technical Digest. In Proceedings of the CLEO/Pacific Rim 2001 4th Pacific Rim Conference on Lasers and
Electro-Optics, Chiba, Japan, 15–19 July 2001.

19. Huang, C.Y.; Ku, H.M.; Chao, S. Surface profile control of the autocloned photonic crystal by ion-beam-sputter
deposition with radio-frequency-bias etching. Appl. Opt. 2009, 48, 69–73. [CrossRef] [PubMed]

264



Crystals 2019, 9, 585

20. Taflove, A. Computational Electrodynamics: The Finite-Difference Time-Domain Method; Artech House: Norwood,
MA, USA, 1995; pp. 93–105.

21. Moharam, M.G.; Grann, E.B.; Pommet, D.A.; Gaylord, T.K. Formulation for stable and efficient implementation
of the rigorous coupled-wave analysis of binary gratings. J. Opt. Soc. Am. A 1995, 12, 1068–1076. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

265





crystals

Article

Dual Photonic–Phononic Crystal Slot Nanobeam with
Gradient Cavity for Liquid Sensing

Nan-Nong Huang 1, Yi-Cheng Chung 1, Hsiao-Ting Chiu 1, Jin-Chen Hsu 2,*, Yu-Feng Lin 1,

Chien-Ting Kuo 1, Yu-Wen Chang 1, Chun-Yu Chen 1 and Tzy-Rong Lin 1,3,4,*

1 Department of Mechanical and Mechatronic Engineering, National Taiwan Ocean University,
Keelung 20224, Taiwan; b0120@mail.ntou.edu.tw (N.-N.H.); whitesheep29@gmail.com (Y.-C.C.);
00672026@email.ntou.edu.tw (H.-T.C.); cblinyubee@gmail.com (Y.-F.L.); a1998011431@gmail.com (C.-T.K.);
00672032@email.ntou.edu.tw (Y.-W.C.); jerry9902023@hotmail.com (C.-Y.C.)

2 Department of Mechanical Engineering, National Yunlin University of Science and Technology,
Yunlin 64002, Taiwan

3 Institute of Optoelectronic Sciences, National Taiwan Ocean University, Keelung 20224, Taiwan
4 Center of Excellence for Ocean Engineering, National Taiwan Ocean University, Keelung 20224, Taiwan
* Correspondence: hsujc@yuntech.edu.tw (J.-C.H.); trlin@ntou.edu.tw (T.-R.L.)

Received: 14 April 2020; Accepted: 22 May 2020; Published: 25 May 2020

Abstract: A dual photonic–phononic crystal slot nanobeam with a gradient cavity for liquid sensing
is proposed and analyzed using the finite-element method. Based on the photonic and phononic
crystals with mode bandgaps, both optical and acoustic waves can be confined within the slot and
holes to enhance interactions between sound/light and analyte solution. The incorporation of a
gradient cavity can further concentrate energy in the cavity and reduce energy loss by avoiding
abrupt changes in lattices. The newly designed sensor is aimed at determining both the refractive
index and sound velocity of the analyte solution by utilizing optical and acoustic waves. The effect
of the cavity gradient on the optical sensing performance of the nanobeam is thoroughly examined.
By optimizing the design of the gradient cavity, the photonic–phononic sensor has significant sensing
performances on the test of glucose solutions. The currently proposed device provides both optical
and acoustic detections. The analyte can be cross-examined, which consequently will reduce the
sample sensing uncertainty and increase the sensing precision.

Keywords: photonic crystal; phononic crystal; sensor; sensitivity; figure of merit

1. Introduction

Photonic crystals (PTCs) are periodically arranged structures composed of materials with different
refractive indices (RIs). These periodic structures have photonic band gaps (PTBGs) that can block
light propagation for a wave with a specific range of frequencies, which, thereby, affects optical wave
behaviors in the artificial crystal [1]. PTCs can be designed for measuring RI. Due to their high sensing
performances for high sensitivity, real-time and label-free features, PTCs have been developed into
sensing applications [2–6], including biomedical sensing and environmental detection. In the same
manner as PTCs, phononic crystals (PNCs) consist of periodic materials with different mass densities
and elastic coefficients. Besides, PNC structures have phononic band gaps (PNBGs) as well. Recently,
PNC sensors have received increasing attention [7,8]. More recently, photonic–phononic crystal sensors
with dual PTBGs and PNBGs have also been investigated [9–11]. Researchers have created the defect,
i.e., cavity, in a periodic crystal so that light/sound is confined in the cavity to produce a localized
defect state for performing both photonic and phononic sensing.

Single nanobeams and dual nanobeams have been studied intensively in recent years because
of their high-quality factor and small mode volume. Dual nanobeam consists of two beams with a
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slot between the beams. Each beam is patterned with a one-dimensional line of holes. Wang et al. [12]
verified experimentally that the dual nanobeam exhibits high sensibility and quality factors in refractive
index sensing for glucose solutions. At the same time, a gradual lattice variation in the defect has been
introduced to enhance the energy confinement in cavities [13,14]. Researchers have shown that the
gradient design can reduce the mode mismatch at the interface between the cavity space region and
the PTC mirrors, which can lead to lower energy loss and higher quality factor for the cavity.

In this study, a dual crystal nanobeam incorporated with a gradient cavity is proposed as the
photonic–phononic sensor. The optical and acoustic waves were utilized to detect the physical
parameters RI and sound velocity of glucose solutions. The gradient cavity was characterized by
gradual variations in the diameter and spacing of holes. By introducing the gradient cavity, the optical
and acoustic waves can further be confined in the slot and holes, and avoid energy leakage from the
edges of the nanobeam sensor. It can be expected to have a stronger interaction between light/sound
and analyte solution, and thus, yield a higher sensing performance. In addition, the current simulation
showed that the gradient cavity is indispensable for exciting localized acoustic resonances.

The usage of dual photonic–phononic sensing can increase the selectivity of the sample analysis.
A “single sensing” based on either optical sensing or acoustic sensing alone may have trouble in
assessing unequivocally the analyte that could be misplaced or contaminated. The simultaneous
detection of the optical and acoustic properties from a single device can cross-examine the analyte,
which consequently reduces the sensing uncertainty and increases the sensing precision.

This paper is organized as follows. The design of the crystal sensor and theories are presented in
Section 2, which includes the geometry of the nanobeam sensor, material properties of the device and
glucose solutions, and fundamental theories for the optical and acoustic modal analyses. In Section 3,
the numerical results of both the optical and acoustic analyses and the sensing performance for
photonic–phononic sensors are given. Pertinent discussions on the results are also included in this
section. Section 3.1 focuses on the optical sensing of RI of the glucose solutions. The effect of the cavity
gradient on the sensor performance is examined in detail. Meanwhile, the acoustic sensing for the
sound velocity of the solutions is shown in Section 3.2. Finally, Section 4 concludes this study.

2. Structure Design and Theory

The current photonic analysis was based on the electromagnetic waves theory. Meanwhile, the
phononic analysis was based on the wave propagation theory of elastic solids and fluids. The finite
element software COMSOL Multiphysics [15] was employed to analyze the acoustic and optical
characteristics of the photonic–phononic sensor, which was immersed in the glucose solution. In the
current numerical analysis, to simulate the infinite solution domain, the perfect matching layers (PML)
were placed on the exteriors of a rectangular parallelepiped that contains the nanobeam.

2.1. Device Design

The structures of coupled nanobeams with slot waveguide can increase the sensitivity of optical
sensing due to the enhanced overlap between the localized optical field and the analyte in the slot
region [16]. The PTC slot nanobeam slow-light waveguides for RI sensing was investigated by
Wang et al. [12]. On the basis of their study, a gradient cavity version of the device for both the optical
and acoustic sensing applications is proposed. The schematic three-dimensional view and top view of
the device are shown in Figures 1a and 1b, respectively. The enlarged area of the gradient cavity is also
depicted in Figure 1b. The lattice constants ai and hole diameters di, as indicated in the figure, vary
according to the following formulations:

ai = a× [0.98− (i− 1) ×N] , di = d× [1− (i− 1) ×N] , (i = 1 ∼ 9)
a = 490nm , d = 310nm , N = 0.01, 0.02, 0.03, 0.04

(1)
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where a and d are periodic lattice constant and regular hole diameter, respectively. Variable N, referred
to as the hole tuning parameter, controls the cavity gradient. A larger value of N represents a larger
variation in hole diameter and spacing. In this study, the effect of N, on the sensing performance of the
device was examined. The design of this gradient cavity structure was classified as a heterogeneous-type
resonant cavity [17], which is aimed at making the optical energy more tightly confined in the slot
and holes. It is noted from Figure 1b that the length of the slot was also dependent on N. To prevent
energy loss from two ends, mirrors with a lattice constant of 490 nm and hole diameter of 400 nm
were added [12], as indicated in Figure 1b. The top and cross-section views of the unit cell of the
corresponding perfect crystal structure are presented in Figure 1c, which shows that the width of a
single nanobeam was 450 nm, the width of the slot was 200 nm, and the beam thickness was 220 nm.

Figure 1. Geometry of the crystal slot nanobeam with a gradient cavity: (a) Schematic three-dimensional
view of the device; (b) Top view of the device and the enlarged area of gradient cavity; (c) The top and
cross-section views of the unit cell (marked by two dashed lines) of the corresponding perfect structure.

The structure was assumed to be made of indium gallium arsenide phosphide (InGaAsP).
From the point of optical view, InGaAsP behaves as an isotropic medium. The RI was taken as
n = 3.2395 [18]. The elastic constants of InGaAsP, a cubic material, were C11 = 1.0081 × 1011 N/m2,
C12 = 5.4468 × 1010 N/m2, and C44 = 4.6392 × 1010 N/m2 [19]. Meanwhile, the mass density of InGaAsP
was ρ = 4936.9 kg/m3 [19]. The analyte to be sensed was glucose solution with percent concentrations
(by mass) of 0%, 20%, 40% and 60% (w/w), separately. The corresponding RIs of the solutions with
various concentrations were n = 1.3330, 1.3639, 1.3999 and 1.4419, respectively [20]. The corresponding
mass densities were ρ = 998, 1084, 1180 and 1273 kg/m3, respectively [21]. The sound speeds in the
solutions were taken as 1490, 1558, 1671 and 1781 m/s, respectively [21].

2.2. Theories

The time-harmonic governing equations for the optical and acoustic modes are provided in
Sections 2.2.1 and 2.2.2, respectively. All equations presented hereafter are in phasor notations.
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The formulations for calculating the sensitivity, quality factor, and figure of merit for the
photonic–phononic device are listed in Section 2.2.3.

2.2.1. Optical Modes

The magnetic field H of time-harmonic optical waves is governed by the Helmholtz equation [22]:

∇×
( 1
εr
∇×H

)
=

ω2

c2 H (2)

and subjected to the transverse condition:

∇·H = 0 (3)

where εr, ω, and c are the relative permittivity, angular frequency, and the light speed in a vacuum,
respectively. Once the magnetic field was solved, the electric field could be obtained as

E =
i

ωε
∇×H (4)

where ε is the permittivity.

2.2.2. Acoustic Modes

The sensor was immersed in the glucose solution. Therefore, the acoustic analysis involved the
solid–fluid interaction. The relevant equations include not only the governing equations for both the
solid and fluid but also the interface coupling conditions between two media. The pertinent equations
in the phasor forms are presented.

The propagation of time-harmonic waves in an elastic body was governed by the Cauchy equation
of motion. Without considering body force, the governing equation is [23]:

∇·T + ρsω
2us = 0 (5)

where T, ρs, and us are the stress, mass density, and displacement of the solid, respectively. For an
anisotropic elastic material, the constitutive equation connecting stress T and strain S is

T = C : S (6)

where C is the stiffness tensor. The strain S caused by the displacement field us can be expressed as:

S =
1
2

[
∇us + (∇us)

T
]

(7)

The time-harmonic wave propagation in the fluid domain was governed by the Helmholtz
equation for sound pressure [24]:

∇·
(

1
ρf
∇p
)
+

ω2

ρfc2
f

p = 0 (8)

where p, ρf, and cf are the pressure, mass density, and sound speed of the fluid, respectively.
On the interface, the force balance and displacement continuity are required [24]. The force

balance condition, or traction condition, is:

T·n = −pn (9)
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where n is the unit outward normal vector to the boundary of the solid domain. Meanwhile, when the
body force is neglected, the displacement continuity condition can be expressed as:

ρfω
2us·n =

∂p
∂n

(10)

2.2.3. Sensitivity and Figure of Merit

The sensing parameters, namely sensitivity, quality factor, and figure of merit, were introduced to
evaluate the optical and acoustic sensing performances of the nanobeam device. The sensitivities of
photonic and phononic sensors are defined separately as [2]

Sphotonic =
Δλr

Δn
(nm/RIU) ; Sphotonic =

Δfr

Δc

(
kHz/ms−1

)
(11)

In the above expression, Δλr and Δn are the resonant wavelength shift and RI difference of two
solutions when performing optical sensing. Parameters Δfr and Δc are the resonant frequency shift
and sound-velocity difference of two solutions when performing acoustic sensing. Unit RIU stands for
the Refractive Index Unit.

Figure of merit, also widely used in photonic and phononic sensors to characterize the sensing
capability, is defined as [2]

FOMphotonic =
Sphotonic ×Qo

λr

(
RIU−1

)
; FOMphotonic =

Sphotonic ×Qa

fr
(m/s)−1 (12)

where λr and fr are the resonant wavelength shift and frequency shift for optical sensing and acoustic
sensing, respectively. Parameters Qo and Qa are the quality factors for photonic and phononic sensors,
which are defined as [2]:

Qo =
λr

FWHM,λ
; Qa =

fr

FWHM,f
(13)

where FWHMλ and FWHMf are the full width at half maximum of the resonant wavelength and
frequency, respectively.

3. Results and Discussions

This section presents and discusses the calculated results of the optical and acoustic behaviors
and the sensing performance of the photonic–phononic device. The results based on the optical and
acoustic analyses are given in Sections 3.1 and 3.2, respectively.

3.1. Optical Behaviors

The results of the optical behavior analysis are presented in this subsection. First, the band diagram
and eigenmodes of the perfect crystal structure immersed in the distilled water were studied. Second,
the defect modes of the finite-length nanobeam with N = 0.04 were found. Third, the resonant spectra
and wavelength shifts for glucose solutions with various concentrations are presented. The sensing
performance for each excited mode was evaluated by examining the evaluation parameters. Finally,
the effect of the cavity gradient on the sensing performance was investigated.

3.1.1. Perfect Modes of Photonic Crystal

The time-harmonic optical wave equation (2) was solved numerically based on the unit-cell model
of the perfect crystal slot nanobeam. The perfect crystal waveguide under consideration was assumed
to be immersed in pure water. The calculated dispersion curves below the light cone are shown in
Figure 2a. The four band curves corresponded to four photonic eigenmodes that can propagate in the
perfect crystal structure. At the Brillouin zone boundary, their corresponding wavelengths were 1338.6,
1407.9, 1630.9, and 1707.1 nm, respectively. It is noted that there was a PTBG between Modes B and C.
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Figure 2. (a) Band diagram of the perfect crystal structure immersed in distilled water; (b) The
electric-field intensity (|Ey|) profiles of the four band-edge modes.

The electric-field intensity patterns associated with these four band-edge Modes A–D are shown
in Figure 2b. For all those modes, the electric field was primarily polarized on the xy plane and
dictated by Ey; meanwhile, the magnetic field was predominately in the transverse (z) direction. The
highest-frequency Mode A was the closest mode to the light line; its mode profile revealed that the
electric field extended into the surrounding water. Meanwhile, the lowest-frequency Mode D was
far away from the light line; its mode pattern suggested that this mode had more optical energy
concentrated in the slot and InGaAsP.

To understand the modal characteristics of the grooved nanobeam, the sensing performance of
the perfect lattice modes of the PTC was further analyzed. The surrounding pure water was replaced
by a glucose solution with a concentration of 60%. The wavelength shift ratios and sensitivity values
of these four band-edge modes are reported in Table 1. It is noted that the high-frequency Modes
A and B had higher wavelength shift ratios and sensitivity values than the low-frequency Modes C
and D. These results were consistent with the electric field distributions shown in Figure 2b, which
indicates that there is a stronger interaction between light and fluid for the high-frequency modes. For
the low-frequency modes, Mode D had higher values of wavelength shift and sensitivity than Mode C.
It is because the optical energy of Mode C was primarily located in InGaAsP, while Mode D had more
optical energy confined within the slot infiltrated with solution. From the above results, it is further
confirmed that an increase in the active region between optical resonance and analyte will generally
improve sensitivity.

Table 1. The wavelength shifts and sensitivity values of perfect crystal modes for the 60% glucose solution.

Mode Δλ60%/λr S60%(nm/RIU)

A 5.94% 730

B 5.58% 721

C 3.20% 479

D 3.59% 563

3.1.2. Defect Modes of Photonic Crystal (with N = 0.04)

For the finite-length crystal slot nanobeam (with N = 0.04) immersed in the pure water, nine
localized defect modes were found and are indicated by dashed lines in Figure 3a. The bands of the
perfect crystal structure are also repeatedly shown in Figure 3a. The six higher-frequency defect modes
1–6 were inside the band gap, and their wavelengths were 1445.0, 1472.2, 1526.6, 1572.0, 1576.2, and
1620.0 nm, respectively. The distributions of their electric field are shown in Figure 3b. Meanwhile,
three lower-frequency modes 7–9 were below the frequency band gap with wavelengths 1640.9, 1699.5,
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and 1746.7 nm, respectively. The electric field profiles are shown in Figure 3c, which indicate that the
optical energy was also largely confined. In general, the high-frequency modes had more optical energy
concentrated in the central part of the nanobeam. Meanwhile, the optical energy of low-frequency
modes spread to both ends but did not leak to the surrounding water due to the existence of mirrors
and gradient cavity. The energy of Modes 1, 3, 5, and 6 was primarily concentrated in the hole cavities
only. However, the energy of Modes 2, 4, 7, 8, and 9 was concentrated in both holes and the slot.

Figure 3. (a) Frequencies of the defect Modes 1–9 for the nanobeam (with N = 0.04) immersed in the
pure water are indicated on the band diagram of the perfect crystal; (b) Electric strength profiles of
Modes 1–6 that were inside the band gap; (c) Electric strength profiles of Modes 7–9 that were below
the band gap.3.1.3. Sensing Performance for Photonic Device (with N = 0.04)

To analyze the sensing performance for these cavity modes of the photonic device, external
excitations are applied to the cavity structure (with N = 0.04) immersed in a sensing fluid to obtain the
resonance spectrum. By changing the surrounding fluids with different RIs, the offsets of the resonance
wavelengths in the spectrum are observed and used for the RI sensing. The resonance spectrum
of the nanobeam sensor with infiltration of distilled water is shown in Figure 4a. Five peaks were
observed for wavelengths ranging from 1400 nm to 1770 nm. These five excited modes corresponded
to defect crystal Modes 2, 4, 7, 8, and 9 with resonance wavelengths 1472.1, 1572.0, 1640.9, 1701.8, and
1746.5 nm, respectively. The electric field patterns of the excited modes are illustrated in Figure 4b. It is
seen that both the resonance wavelengths and excited mode profiles were consistent with frequencies
and eigenmodes based on the eigen-analysis. It is also noted from resonance spectra that Modes 4 and
7 had higher peaks, which implies that these two modes had more optical energy stored in the structure
than the other modes. However, those modes associated with higher peaks did not necessarily have
a better sensing performance. The quality of the sensing performance depended on the interaction
between the optical mode profile and the object to be tested, and on the energy storage capacity in
the cavity.
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Figure 4. Resonance spectra, resonance wavelengths, and excited defect crystal modes of the nanobeam
sensor device with N = 0.04: (a) Resonance spectrum of the nanobeam immersed in distilled water;
(b) Electric field distributions of the excited defect crystal modes of the nanobeam immersed in distilled
water; (c) Resonance spectra and wavelength shifts of the nanobeam immersed in the glucose solutions
with various concentrations for various modes; (d) The resonance wavelengths of various modes are
plotted against concentrations of glucose solutions.

To analyze the sensing performance of these resonance modes, the surrounding distilled water
was replaced by glucose solutions with concentrations of 20%, 40%, and 60%, separately. The resulting
resonance spectra are shown in Figure 4c. It is observed that a larger redshift occurred for a solution
with a higher concentration. The redshift phenomenon can be justified by the following perturbation
formula for frequency shift [25]:

ω−ω0

ω
=
−�

V dV[(ΔμH)·H∗ + (ΔεE)·E∗]�
V dV[μH·H∗ + εE·E∗] (14)

where ω0 and ω are the resonance frequencies of the structure immersed in pure water and in glucose
solution, respectively. Parameter Δμ is the difference in permeability between solution and water,
which can be neglected since both permeability values are taken to be unity. Meanwhile, Δε is the
difference in dielectric constants between glucose solution and water. A glucose solution with higher
concentration will have a larger RI and consequently will have a higher value in dielectric constant.
Therefore, it can be concluded from Equation (14) that replacing water with glucose solution will
cause a redshift in resonance wavelength. The resonance wavelengths of the above-mentioned five
excitation modes are plotted against solution concentrations in Figure 4d. It is seen from the figure
that the relation between resonant wavelength and solution concentration was nearly linear up to a
concentration of 60% for every mode, which posts a great advantage in the detection of an analyte
with various concentrations.
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The resonance wavelengths and the full width at half maximum (FWHM) for various excited
defect modes for a solution with 60% concentration are listed in Table 2. The resonance wavelength
shifts corresponding to distilled water and 60% solution are also included in Table 2. The performance
evaluation parameters Q, S, and FOM were calculated; the results based on the 60% solution are
tabulated in the table. It is noted that, in general, higher-frequency modes had higher Q values than
the lower-frequency modes. This observation can be confirmed by examining the mode profiles
illustrated in Figure 4b, which shows the optical energy distributions of high-frequency modes were
more concentrated and confined in the center of the nanobeam. One exception was low-frequency
Mode 8, whose energy distribution spread all over the holes and slot, but it had the highest Q value.
This may be due to the mirrors on both ends, which can effectively reflect light back to the structure.
It is further noted from Table 2 that the lower-frequency modes consistently had a larger sensitivity S
than the higher-frequency modes. This is because those low-frequency modes had more extensive
interaction between light resonance and sensing fluids. As a final observation of Table 2, it is no
surprise that Mode 8 had a much higher FOM than the other modes since FOM incorporated both S
and Q, and Mode 8 had nearly the largest values in both parameters.

Table 2. The resonance wavelengths, full width at half maximum (FWHM) and evaluation parameters
for various excited defect modes corresponding to the 60% glucose solution and N = 0.04.

Mode λ0%(nm) λ60%(nm) FWHM(nm) Δλ60%(nm) Q60% S60%(nm/RIU) FOM60%(1/RIU)

2 1472.1 1504.3 4.64 32.2 324 296 64

4 1572.0 1614.6 4.63 42.6 349 391 84

7 1640.9 1692.1 7.87 51.2 215 470 60

8 1701.8 1760.1 4.30 58.3 409 535 124

9 1746.5 1806.3 7.71 59.8 234 549 71

3.1.3. Gradient Cavity Optimization

The design of the gradient cavity with varying hole diameters and heterogeneous lattices is aimed
at creating a cavity that can produce more localized modes. In this subsubsection, the effect of gradient
cavity, controlled by the hole tuning parameter N on the sensing performance of the nanobeam, is
studied in detail. The glucose solution with a 60% concentration was considered. The values of N were
0, 0.01, 0.02, 0.03, and 0.04, respectively. According to Equation (1), the diameters and spacing of holes
decreased when the value of N increased.

The electric-field intensity patterns corresponding to the highest-frequency Mode 2 and the
low-frequency Mode 8 for various values of N are illustrated in Figure 5a,b. It is noted that from both
figures that modes with larger N had a more localized optical energy distribution. For Mode 2, a large
cavity gradient (i.e., large N) yielded an extremely localized distribution; meanwhile, this mode had a
more extended pattern when the cavity gradient was smaller. For low-frequency Mode 8, it is observed
that optical energy leaks from both ends of the nanobeam when gradient defect was absent (N = 0).
On the other hand, the leaky mode could be tuned into a more localized mode by creating a larger
gradient cavity. It is worth mentioning that the lowest-frequency resonant Mode 9 could not be excited
when the nanobeam lacked a cavity gradient.
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Figure 5. The electric-field intensity (|Ey|) patterns of the 60% glucose solution for various degrees of
cavity gradients (N = 0, 0.01, 0.02, 0.03, 0.04): (a) Profiles of high-frequency Mode 2, (b) Profiles of
low-frequency Mode 8.

The evaluation parameters Q, S, and FOM are plotted against the hole tuning parameter N in
Figure 6a–c, separately for the 60% glucose solution. It is noted from Figure 6a that while quality
factors of the high-frequency modes were not much affected by the cavity gradient, the quality factor Q
of low-frequency Modes 8 and 9 improved as the cavity gradient increases. This is because a dispersive
pattern can be transformed into a more concentrated mode by increasing N, as illustrated in Figure 5b.
Figure 6b reveals that sensitivity S decreased as cavity gradient parameter N increased for all the modes
considered, especially for high-frequency Modes 2 and 4. As indicated in Figure 5a, Mode 2 became
more concentrated, and the volume of mode was greatly reduced as N increased. The reduction in the
active region between optical resonance and analyte caused a decrease in S. Figure 6c shows the effect
of hole tuning parameter N on the FOM, which incorporated both S and Q. It shows that the design
of gradient cavity was more beneficial to the low-frequency modes. The FOM of Mode 9 improved
steadily as N increased. Mode 8 had an overall highest FOM when N = 0.03.

Figure 6. The evaluation parameters Q, S, and FOM are plotted against the hole tuning parameter N in
(a–c), separately for the 60% glucose solution.

3.2. Acoustic Behaviors

The nanobeams, coupled with gradient cavity design, can work not only as optical sensors but also
as acoustic sensors, which is demonstrated in this subsection. The results of the phononic analysis are
presented hereafter. First, the band diagram and eigenmodes of the perfect crystal structure immersed
in distilled water are analyzed. Among various eigenmodes, those modes associated with volume
dilation of cavities are singled out because they possess a larger solid–fluid interaction. Then, the
defect modes of the finite-length nanobeam with N = 0.04 were investigated. Finally, the acoustic
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resonant spectra for glucose solutions with various concentrations are presented. The acoustic sensing
performance for each excited mode was evaluated by examining the evaluation parameters.

3.2.1. Perfect Modes of Phononic Crystal

From the sound analysis of the perfect crystal dual nanobeam immersed in water, twelve acoustic
dispersion curves were found, as shown in Figure 7a. The corresponding displacement and sound
pressure fields for these modes are depicted in Figure 7b. The deformation patterns of the unit cell
associated with these modes are also illustrated in Figure 7b. It is noted that the solid black line in
Figure 7a denotes the sound line in the water. In light of the results of the optical part, it can be
shown that when the mode distributions penetrated the water domain, their interaction with the water
solution could be stronger. However, when sound waves propagated in a structure surrounded by
water, acoustic energy may radiate freely into the water. Here, the crystal dual nanobeam was used to
confine the sound pressure field in the slot and holes to sense changes in the liquid domain. Confining
sound fields requires the frequency to be below the sound cone of water. Since the perfect crystal
structure is composed of two identical beams separated by a gap, there exist similar vibration patterns
in these two beams. The vibrations of the beams are either in-phase or out-of-phase, as illustrated by
the deformation patterns shown in Figure 7b. Therefore, there were six pairs of modes among the
twelve modes. In Figure 7a, the modes, in pairs, in the dispersion curves are labeled with the same
band number; the in-phase modes are distinguished from the out-of-phase modes with a superscript
prime (‘). The in-phase and out-of-phase motions of the dual nanobeams in the water will yield distinct
displacement and pressure fields, but with very close eigen-frequencies.

Figure 7. Cont.
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Figure 7. (a) Acoustic dispersion curves of the perfect crystal dual beams immersed in water; (b) The
displacement and sound pressure fields in the unit cell, respectively.

Figure 7b shows the displacement and sound pressure fields in the crystal dual nanobeams and
water, respectively. The modes can be classified into three types based on their displacement fields.
The modes of the first type had a dominated displacement polarization in the z-direction, and this type
of the mode can be divided into the bending and twisting forms. It is noted from the three-dimensional
deformation figures that Modes 2, 2’, 3, 3’, 5, and 5’ belong to this type. Because of their polarization
direction, they were less likely to be influenced by the deformation of the gap and holes, so the
solid–fluid coupling and the resulting sound pressure field were relatively weaker. The polarizations
of the second and third types were both on the x-y plane. The second type is called the dilatation

mode, which is characterized by the volume dilatation (expansion or contraction) in both the gap and
holes. Modes 1, 4, and 6 were seen to be the dilatation modes. The dilatation was primarily caused by
the out-of-phase motions in the y-direction of the dual nanobeams. The opposite movement of the
dual nanobeams creates a symmetric deformation pattern with the center line of the gap as the line of
reflection symmetry, which consequently will result in a dilatation in the gap. The dilatation modes
were more likely to produce a stronger coupling between the beam vibration and the sound pressure.
As an example, Mode 1 showed a concentrated sound pressure field in the gap region, which was
induced by the expansion and contraction of the gap due to the opposite movements of the two beams.
In addition, for this mode, the opposite motion deformed the circular holes into oval cavities, which
generated a quadrupole sound pressure pattern in both holes. On the other hand, the third-type mode
lacked a significant volume change in the gap, which is primarily attributed to the same y-directional
movement of the dual nanobeams. This type of motion causes a shear/bend pattern of the gap; the
volume change in the gap due to this type of deformation appears to be trivial. The remaining modes
1’, 4’, and 6’ fell into this category. Due to the fact that the dilatation modes are more likely to cause
the volume changes in the gap and holes, they are expected to enhance the solid–fluid coupling, and
thus, yields a better sensing performance. Therefore, the attention of acoustic sensing is focused on the
dilatation modes associated with the dispersion curves 1, 4, and 6.

3.2.2. Defect Modes of Phononic Crystal (with N = 0.04)

The identical slot dual nanobeam with a gradient cavity used for optical sensing was employed
for acoustic sensing. The previous photonic analysis has shown that an extended mode can be tuned
into a more concentrated mode by increasing the cavity gradient. The current phononic analysis shows
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that the incorporation of a gradient cavity is even more critical for producing localized defect modes.
In this study, no defect modes could be excited in case that nanobeams lack a gradient cavity. Hereafter,
only crystal nanobeams with a large cavity gradient (N = 0.04) are considered.

The band diagram of perfect crystal dual nanobeams with dispersion curves associated with
dilatation modes 1, 4, and 6 are drawn in Figure 8a. There were two acoustic frequency gaps for the
dilatation modes, whose frequencies ranged from 0.709 to 1.087 GHz and from 1.105 to 1.331 GHz,
respectively. For the sensor with gradient defect N = 0.04, one defect mode in the upper-frequency
gap and two defect modes in the lower frequency gap were found. The displacement and sound
pressure fields of these three defect modes in the gradient cavity area are shown in Figure 8b. It is
seen that the displacements of the dual nanobeams were reflection-symmetric with respect to the
centerline of the slot, which results in the width variation of the slot. The dilatation pressed the liquid
in the slot and holes and subsequently induced a high sound pressure field in the cavity. Accordingly,
these confined cavity modes can be used to sense the change in the acoustic properties of the glucose
solutions. Moreover, it is noted from modal patterns shown in Figure 8b that Mode C was more
dispersive than Modes A and B, which suggests that Mode C had a larger wavelength, that is, a lower
resonance frequency than Modes A and B.

Figure 8. (a) Acoustic dispersion curves associated with dilatation modes (1, 4, and 6) of perfect crystal
nanobeams immersed in pure water are drawn. Frequencies of the defect modes (A, B, and C) with
N = 0.04 are indicated in the band diagram; (b) The displacement and sound pressure fields of these
three defect modes are shown in the gradient cavity area of the dual nanobeam device.

3.2.3. Sensing Performance for Phononic Device

To analyze the acoustic sensing performance of the nanobeam with a gradient cavity (with N = 0.04)
using the resonant cavity, an external excitation method was applied to obtain the acoustic cavity mode
spectra for the 20%, 40%, and 60% glucose solutions. The calculated results of the resonance spectra of
the three acoustic cavity modes are shown in Figure 9a–c. It is found for all these three modes that
a system involving a higher-concentration solution had a lower system resonant frequency. As the
glucose concentration increased, so did the density of the surrounding fluid. In this situation, the
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overall system was less likely to be pushed around to produce oscillations, so the resonance frequency
of the system reduced. It is observed from Figure 9a–c that all the resonance spectra had very narrow
peaks and small FWHMs, especially in Modes B and C, which yielded very large values of quality factor.
This apparently unrealistic result is largely thanks to the idealized numerical simulation adopted in the
current study, without considering material losses, viscous damping, etc. The resonance frequencies of
these three modes are plotted against various solution concentrations in Figure 9d. It is noted that
their relationship was nearly linear for concentrations up to 60%, and the acoustic resonance frequency
offset reached about 13 MHz.

Figure 9. The acoustic resonance frequency spectra corresponding to various concentrations of glucose
solutions for Modes A, B, and C are plotted in (a–c), separately; (d) The resonance frequencies of various
modes are plotted against the concentrations of glucose solutions.

Table 3 lists the acoustic sensing evaluation parameters when the liquid was changed from water
to a 60% glucose solution. It is noted that the sensitivity of Mode A was slightly higher than Modes B
and C. Meanwhile, Mode B had the highest value of quality factor, more than tenfold that of the other
two modes. Consequently, Mode B possessed a much better value of figure of merit than Modes A
and C. Figure 8b shows that Mode A had the best concentrated field. Nonetheless, it can be seen from
the strain energy intensity spectrum in Figure 9b that Mode B had the highest energy intensity. This
is because the displacement of Mode B can induce a stronger solid–fluid coupling, which results in
higher quality factor and figure of merit. As a final remark, it is worthwhile to repeatedly mention that
the values of quality factor and figure of merit listed in Table 3 were the consequence of the “highly”
idealized analysis. This study neglects many factors that could lead to energy losses. The readers
should treat the current numerical results with caution when the proposed design is to be realized into
a sensor.
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Table 3. Acoustic evaluation parameters for various excited defect modes corresponding to the 60%
glucose solution.

Mode Frequencyfr,60%(GHz) S60%(kHz/ms−1) Q60% FOM60%(m/s)−1

A 1.240 45.3 2.31× 104 1.98

B 0.9567 44.0 8.08× 106 411

C 0.7787 40.3 3.32× 105 22.6

4. Conclusions

A dual photonic-phononic crystal slot nanobeam incorporated with a gradient cavity was proposed
for liquid sensing in this study. The device was able to confine both optical and acoustic waves with
mode bandgaps to enhance the interactions between light/sound and analyte solution. The introduction
of the gradient cavity can further confine energy and reduce energy loss by avoiding the abrupt changes
in lattices. The calculated results for photonic devices showed that the high-frequency defect modes
had more optical energy concentrated in the central part of the nanobeam. Meanwhile, the optical
energy of low-frequency defect modes spread to both ends but did not leak to the surrounding liquid
due to the existence of mirrors and gradient cavity. The effect of the cavity gradient on the optical
sensing performance for each defect mode was thoroughly examined. It is concluded that the gradient
cavity design is more beneficial to low-frequency optical modes. The low-frequency defect modes tend
to have a more dispersive pattern. A dispersive mode can be tuned into a localized mode by increasing
the degree of cavity gradient, and the energy leakage can thus be reduced. Therefore, low-frequency
optical modes can have more extensive interaction between light and analyte solution.

The integration of the gradient cavity also makes it feasible for the nanobeam to be used for
acoustic sensing. The acoustic defect modes can be excited when the gradient cavity is present. The
phononic analysis revealed that the acoustic dilatation modes, associated with the volume changes in
the slot and holes, are more likely to produce a stronger coupling between the nanobeam vibration and
sound pressure, and thus, yields a high acoustic sensing performance. The current photonic–phononic
crystal sensors with gradient cavity have a noteworthy sensing performance, which is attributed to
the strong interaction between light/sound and analyte solution. The dual optical/acoustic sensing
mechanism provides opportunities for various applications of photonic–phononic crystals in sensing
and detection.
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