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Editorial

Methods and Applications in Trapped Charge Dating

James K. Feathers
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Abstract: Trapped charge dating is a commonly used chronological tool in Earth Sciences and
Archaeology. The two principle methods are luminescence dating and electron spin resonance.
Both are based on stored energy produced by the absorption of natural radioactivity in common
minerals such as quartz and feldspars and in some biological materials such as tooth enamel.
Methodological developments in the last 20 years have substantially increased accuracy and precision.
This essay introduces a compilation of papers that offers a taste of recent research into both method
and application.

Keywords: luminescence; electron spin resonance; chronology; earth sciences; archaeology

Trapped charge dating is a fast developing field that provides chronological and other information,
principally in the geological and archaeological sciences. There are two main methods, luminescence
dating and electron spin resonance (ESR) dating. Both are based on the storage of energy in certain
materials as a function of natural radioactivity. When radiation impinges on such material, for example,
quartz and feldspar minerals or tooth enamel, ionization produces detached electrons and electron
vacancies, that can move about the crystal lattice. Most of them recombine and return to the ground
state, but some become attracted to localized charge deficiencies associated with defects in the crystal.
They are “trapped” at these defects until heat or sunlight provides sufficient energy to release them.
The trapped charge builds up as a function of time, according to the rate of absorbed radiation. The
amount of stored energy is thus proportional to the time when the material was last exposed to heat or
sunlight (which cleans out the traps), or in the case of organic material such as teeth and shell, the time
of crystalline formation. The accumulated energy in the traps can be related to radiation by calibration
with artificial radiation in the laboratory, resulting in a quantity called equivalent dose, which is the
amount of radiation dose necessary to produce the amount of trapped charge. Dividing the equivalent
dose by the natural dose rate yields an age, or the time since the traps were last emptied. Thus, the
time can be determined when ceramics or rocks were last heated, when sediments were last exposed to
light (at time of burial) or when teeth or shells formed. This is possible because the long half-lives of
the principle components of natural radioactivity mean that the dose rate is, in most cases, effectively
constant through time.

Luminescence methods, which are mainly applied to quartz or feldspars, measure the trapped
charge by stimulating with heat or light to release the charge. Recombination then produces light,
called luminescence, whose intensity is proportional to the amount of stored energy. When stimulated
by heat, the resulting signal is called thermoluminescence (TL). When stimulated by light (or more
properly by photons), the resulting signal is called either optically stimulated luminescence (OSL)when
the stimulation is with visible light or infrared stimulated luminescence (IRSL) when stimulation is
with infrared light. ESR measures the trapped charge directly in the traps by inducing absorption
resonance between two spin states by microwave radiation in a magnetic field. The amplitude of
the resonance is proportion to the number of trapped electrons. ESR if often applied to tooth enamel
and shells but also to quartz. Reviews of different aspects of both methods can be found in Rink and
Thompson [1].

Methods Protoc. 2020, 3, 24; doi:10.3390/mps3010024 www.mdpi.com/journal/mps1



Methods Protoc. 2020, 3, 24

While these methods first developed during the last half of the 20th century, significant
developments in instrumentation, method and application have occurred during the last 20 years,
making luminescence, at least, the second most utilized chronological metric in Quaternary science, after
radiocarbon dating. Applications have spread beyond dating to studies of provenience, exhumation
rates and erosion rates, but have included novel extensions in dating, such as surface dating of rocks,
complementing cosmogenic dating methods. Method improvement for both equivalent dose and dose
rate have improved both accuracy and precision.

This compilation is an eclectic assortment of papers, which, while not fully representative of the
wide scope of trapped charge methods, gives a taste of the range of methods and applications.

Two of the papers deal with techniques, the improvement of which has become necessary as the
range of applications broaden. In archaeological and cultural heritage studies, minimum destruction of
the record is imperative. Sample collection needs to be done in the least invasive way. Nelson et al. [2]
explored the range of options in collecting sediment samples for luminescence measurements by coring,
obviating the need for expensive and destructive excavation. Coring is also important for reaching
otherwise hard-to-get targets, such as marine and ocean sediments. Obtaining equivalent dose values
on single grains has become a major tool in luminescence dating for evaluating the integrity of deposits
and dealing with mixed age sediments. This has also put a premium on getting additional information,
such as composition (for dose rate determinations, among other things) and shape, from the individual
grains measured. Doverbratt and Alexanderson [3] detail methods for transferring grains from the
single-grain disks used to measure luminescence to other media, so that information from the same
grains can be obtained.

While most research is directed toward determining an accurate measure of the equivalent
dose, dose rate measurements are equally important, even if given less attention. Hood and
Highcock [4] consider problems in determining the dose rate in complex environments, which
are often encountered at archaeological sites. They demonstrate the use of DosiVox, a new computer
program for reconstructing the radioactive environment, in this case for pottery vessels from Egyptian
monuments. Blackwell et al. [5] discuss the need for intensive sampling to disentangle varied and
high dose rates to tooth fragments, in the context of ESR dating, in cave sediments in the Caucasus of
southern Russia.

A constant theme in trapped charge studies is the attempt to extend the possible dating range,
both for very young samples and for very old samples. Spencer et al. [6], in a study of active fluvial
processes in the Amazon River catchment, demonstrated the possibility of obtaining OSL ages as
young as 13-14 years. This allows one to understand fluvial dynamics in the context of recent land
use changes. The upper dating range of trapped charge method is ultimately defined by saturation of
the traps. This occurs later for ESR than luminescence, and later for IRSL of feldspars than the OSL
of quartz. The problem of saturation in quartz and the resulting underestimation of age is explored
by Groza-Săcuciu et al. [7] in their study of Romanian loess, in the context of using different grain
sizes of quartz. This problem is far from resolved in luminescence studies, and the authors present a
systematic inquiry into various possible causes of the age underestimation of fine-grain compared to
coarse-grain quartz for equivalent dose values of more than 50 Gy.

IRSL of feldspar saturates at a higher level than quartz and so is increasingly turned to for dating
older sediments. Feldspar, however, suffers from an athermal loss of signal over time, called anomalous
fading. While corrections for fading are possible, they work less well for older sediments. A non-fading
signal has been documented for a protocol called post-IRSL IRSL (pIRSL), where a higher temperature
stimulation follows a lower temperature one. The higher temperature stimulation taps traps less likely
to fade. Zhang and Li [8] present a comprehensive review of the various pIRSL methods and also
introduce the possibility of standard growth curves (luminescence versus dose) for feldspars.

Standard growth curves (SGC) are also discussed for quartz by Hu et al. [9]. They construct
different SGCs for different groups of quartz grains, measured at the single-grain level. Dating older
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samples with quartz depends on isolating those quartz grains with high characteristic doses (which
define the shape of saturating exponential functions).

The intensity of luminescence and ESR signals has also proved a fruitful subject of study. The
intensity of quartz is known to increase with the number of cycles of exposure and burial experienced
by the sediment. Thus, samples close to the bedrock source are less sensitive than those which
have been transported a long way from the source. Sawakuchi et al. [10] have used differences in
sensitivity to differentiate provenience of Amazon sediments. In this paper, they test methods for
streamlining the measurement procedure, allowing expanded measurement probabilities, including in
situ measurements with portable equipment. Tsukamoto et al. [11] show that the intensity of the ERS
signal from oxidized iron increases with age and use this information to date gut strings from historic
plucked instruments. For instruments of a known age, the method can determine if the strings are as
old as the instrument.

Finally, Zhang et al. [12] discuss the problems of dating fluvial terraces in China. They show
that one sample from each of the terraces is not sufficient. Rather, systematic sampling of each
terrace is required to see how the terraces evolve, how they relate to each other, and to determine
sedimentation rates.
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Abstract: Study of subsurface deposits often requires coring or drilling to obtain samples for
sedimentologic and geochemical analysis. Geochronology is a critical piece of information for
stratigraphic correlation and rate calculations. Increasingly, luminescence dating is applied to
sediment cores to obtain depositional ages. This paper provides examples and discussion of
guidelines for sampling sediment core for luminescence dating. Preferred protocols are dependent on
the extraction method, sedimentology, core integrity, and storage conditions. The methods discussed
include subsampling of sediment in opaque core-liners, cores without liners, previously open (split)
cores, bucket auger samples, and cuttings, under red lighting conditions. Two important factors for
luminescence sampling of sediment core relate to the integrity of the natural luminescence signal
and the representation of the dose rate environment. The equivalent dose sample should remain
light-safe such that the burial dose is not reset (zeroed) by light exposure. The sediment sampled
for dose rate analyses must accurately represent all units within at least 15 cm above and below
the equivalent dose sample. Where lithologic changes occur, units should be sampled individually
for dose rate determination. Sediment core extraction methods vary from portable, hand-operated
devices to large truck- or vessel-mounted drill rigs. We provide recommendations for luminescence
sampling approaches from subsurface coring technologies and downhole samplers that span shallow
to deep sample depths.

Keywords: luminescence sampling; sediment cores; augered sediments; portable dark room

1. Introduction

Luminescence dating is a technique that provides an age estimate for the last time sediment
or cultural material was exposed to sunlight or high heat which resets the luminescence signal [1].
Luminescence ages are calculated by dividing the equivalent dose of radiation the sample received
during burial (DE) by the dose rate environment of the surrounding sediments (DR). Special sampling
and handling methods are required for luminescence samples to prevent light exposure. Routinely,
this involves a light-proof metal, black polyvinyl chloride (PVC), or polyethylene (PE) tube that is
pounded horizontally into an exposure of sediments. The collection of sediment surrounding the
DE sample for DR calculation is equally important for accurate age determination. Exposures of
sediment from erosional escarpments and human-made excavations (i.e., roadcuts, trenches, soil pits)
are commonly limited in availability, requiring the use of mechanical collection of cores through
augering and drilling to characterize, describe, and date buried stratigraphy. Literature describing
the best practices for luminescence sampling are mostly focused on settings where samples can be
collected from exposures [2]. Guidelines for luminescence sampling related to core or auger samples
are limited, although specific sediment coring technology and luminescence sampling of sand dunes
has been introduced [3]. Additionally, subsampling of stored Ocean Drilling Program sediment cores

Methods Protoc. 2019, 2, 88; doi:10.3390/mps2040088 www.mdpi.com/journal/mps5
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for luminescence dating has also been well-described [4]. Here, we build on these contributions and
describe best practices for collection of luminescence samples from a range of core and subsurface
sediment collection methods. We also review common coring methods (augering, drilling) and how
they should be outfitted to protect the natural luminescence signals.

Luminescence dating utilizes trapped charge (electrons) that accumulate in defects in quartz or
feldspar minerals (sand or silt grain) due to exposure to ionizing radiation to calculate the last time
that sediment was exposed to sunlight or heat [1,5]. Following burial or removal from heat, the grain
acquires trapped charge proportional to the duration of burial and the radioactivity of the surrounding
sediments, plus incident cosmic radiation [1]. The applicable age range for luminescence dating is
dependent on the dose rate conditions and mineral properties and typically ranges from 100 years to
≥200,000 years for optically stimulated luminescence (OSL) dating of quartz and up to 500,000 years
for infrared stimulated luminescence (IRSL) dating of potassium feldspar [6], however older ages can
be obtained using other luminescence methods [7]. OSL and IRSL are advantageous in many settings
given that quartz and feldspar are present in most surficial deposits. Moreover, these methods directly
relate time with sediment deposition, unlike other methods that use radiometric decay of affiliated
material (e.g., radiocarbon dating of charcoal).

Important factors for reducing uncertainty in luminescence dating are adequate sunlight exposure
prior to sediment deposition, limited post-depositional sediment mixing, and stable dose rate conditions.
Partial bleaching is the incomplete solar resetting of a luminescence signal and it is typical of
high-turbidity water columns [8], glacially-sourced sediment [9], or subaqueous reworking processes [4].
When overlooked, partial bleaching can lead to depositional age overestimation. Bioturbation can
cause mixing of different-aged sediments and/or deviations from a stable dose rate environment over
time, limiting the accuracy and precision of luminescence ages [1]. Pedogenic alterations, such as
oxidation of iron and buried organic material, translocation of particles, dissolution and precipitation
of evaporites, and shrink-swell processes, also lead to sediment mixing and dose rate heterogeneity.
Sediment with clear signs of bioturbation or pedogenic alteration should be avoided for luminescence
sampling. Beware that in sediment cores and under subdued lighting, these features may be difficult
to identify. Disturbance from coring methods and subsurface extraction can cause additional mixing,
uncertainty in dose rate conditions, and loss of the of the original luminescence signal.

Subsurface samples have further complexity in their dose rate environment due to changes in
groundwater levels and diagenetic processes. In the vadose zone, water content fluctuations impact the
effective dose rate to which the sample was exposed, as water does not emit radiation and attenuates the
dose absorbed by the grain [1]. Water saturation can also lead to mobilization of soluble radioelements
and disequilibrium detected in the U-series decay chain, causing the dose rate environment to change
over time [10]. Further complications in varying dose rate are found in lacustrine and marine settings
where sediment compaction in the upper 5 m exponentially decreases sediment density and water
content [11]. All of the factors mentioned here can impact the luminescence age estimate, and sampling
details are provided for mitigating and controlling for unwanted sample material from sediment cores.

2. Drilling and Augering Methods

Sediment character and site conditions will dictate the optimum auger or drilling setup and
recovery. Sedimentologic considerations are burial depth, grain size (cohesion), and compaction (water
content and induration) of the sediment being extruded, as well as site accessibility and driller/operator
availability [12]. If solid core liners are available, then a light-proof (opaque) core liner/tube/barrel
should be selected such as aluminum or steel (for deeper core depths, >7 m) or dark PCV or PE for
shallower cores (1–2 m). For best sediment core recovery in subaqueous settings, the core length to
core diameter ratio should be ≥6:1 to maintain enough internal friction to keep the core intact [13].
Larger diameter cores are preferred for luminescence sampling after extraction because of the greater
volume of sediment available for dating after removal of the outer sediment adjoining the core liner.
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Generally, drilling method choice will depend on geologic setting, desired core length, and sample
depth. Coring mechanisms well-suited for collecting samples specifically for luminescence dating
include hand-augering (human or mechanized-power), vibracoring, sonic and percussion drilling, in
addition to rotary drilling in limited use. Removal of the core or cuttings will be aided by a drill stem
liner, core barrel, bucket, bailer, fluid, or air. For deeper cores that require flight extension and further
penetration, casing, mud, or water may be used as means to stabilize the open borehole. Some of
these methods may be combined or modified to fit specific sedimentologic, hydrogeologic, and depth
objectives [13–16].

Key goals for successful coring and luminescence dating of core sediment are related to the
preservation of original stratigraphy and the burial dose (natural luminescence signal). Sedimentary
structures should be visible to help select the most suitable sediments for the DE sample. Note that
at least two DR samples will be collected for each DE sample (above and below) and undisturbed
sediments are important for selecting intervals with intact sediments for all three sample intervals (two
DR and one DE sample). In addition to DR considerations, sediment disturbances can also mix different
aged deposits. This can be minimized by limiting auger rotations or percussive drives. Minimizing
loss of material during retrieval and post-extraction will also maintain the correct sample/core depth
and allow accurate cosmic-dose contribution to the total DR calculation. Recovery may be improved
with the use of a vacuumed sample chamber (piston), or high internal friction (fine-grained sediment).
Luminescence dating requires the sediment be kept in an opaque core liner, core-box, or bag until it
can be subsampled in a darkroom laboratory. It is critical that the DE sample be collected under safe
lighting conditions, otherwise the sample is at risk of age underestimation due to loss of the natural
signal [1]. We will discuss further methods for dealing with unlined and split (sunlight-exposed) cores
in Section 3.

2.1. Augers

Shallow-depth subaerial deposits (<10 m) can be sampled by using hand-augering (rotating bit
and core barrel) in non-indurated sedimentary environments such as sand dunes, fluvial terraces,
sandy soil, and loess. Compared to more powerful drilling rigs, soil augers are generally cost-effective,
transportable to remote field sites, and some require only one person to operate [3]. Additionally,
hand-auger coring systems are desirable for use in sensitive sites, where minimally invasive sample
extraction methods are required. Soil augers typically use human power to advance the bit by rotating
a T-shaped handle to which rod extensions are attached. These serve to extend the auger bit to the
desired sample depth. The main disadvantages of soil augers are the length of core section (~0.3 m),
limited depth range, and the destruction of sedimentary structures. The van der Staay suction corer
is specifically designed to sample saturated sand up to 30 m depth, and intact core section lengths
recovered range from 2.5 to 5 m [17]. More powerful motorized augers can achieve extraction at greater
depths (60 m), particularly when a mechanized hydraulic pump is attached to the auger head and a
powered hoisting apparatus assists drill stem removal [3]. Truck or track-mounted hollow stem augers
are commonly used in geotechnical or water well drilling through unconsolidated sediments. The
diameter of the stem ranges from about 6 cm to 15 cm, and each drive is ~1.5 m long. An inner liner
painted black or split spoon corer may be placed inside the hollow stem to extract undisturbed core
sections for luminescence dating.

7
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Auger Sampling Methods for Sand Dunes

Shallow sand-rich deposits are often the preferred environment for luminescence dating
applications, and methods for hand-augering in shallow sandy deposits are described in detail.
The sampling site should be determined in the field where bioturbation (i.e., burrowing, root zones,
human disturbance) can be avoided. Loose, non-cohesive surficial sediment should be removed to
form a platform that reduces the potential for surface grains to fall into the auger hole. The thickness
of any removed sediment should be noted to maintain accurate sample depth records. A PVC pipe can
be placed at the auger location to act as a casing and prevent contamination of samples by surface
sediment falling into the hole, as seen in Figure 1. This will also provide a reference platform to
determine sample depth for both the DE and DR components in the OSL/IRSL sample.

 
Figure 1. Hand-augering in Kanab Sand Dunes, southern Utah. Polyvinyl chloride (PVC) casing is
inserted in top of auger hole to provide a reference platform for depth control and prevents influx of
surface sediment downhole. The drill stem is advanced through the casing to the desired depth.

Bucket augers can be used to collect sediment samples as the auger hole is advanced to greater
depths during exploration. Various designs ranging from a closed bucket, as seen in Figure 2A,B, to an
open catcher, as seen in Figure 2C, are available and the best choice will be dependent on the sediment
characteristics and environmental setting. Each bucket auger drive should be saved in stratigraphic
order (by depth) as it may be used for part of the DR sample, as seen in Figure 2C. For dose rate
sediment, collect ~300 g of material from the auger-drive(s) within 15 cm above and 15 cm below the
OSL sample interval. When the target depth for the OSL sample is reached, switch out the bucket
auger head for the OSL sample head, as seen in Figure 2A. Sample collection heads should contain an
inner opaque liner into which the OSL sample can be captured without light exposure. Use of foam
inserts keep the sediment packed while it enters the OSL tube and act as a barrier when the sediment
reaches the end (top) of the OSL tube. Once extracted, the sampler is removed from the drill stem and
the inner metal tube is capped on both ends to keep the sample intact and to prevent light exposure.
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Figure 2. Shallow-sediment auger set-up for luminescence sampling. (A) Optically stimulated
luminescence (OSL) auger head with T-shaped handle. The enclosed OSL auger head is fitted with an
aluminum liner to contain the OSL sample in a light-proof tube. (B) T-shaped handle with extension
rods are used to drive bucket auger. (C) Each drive requires sediment removal from hole, placed on the
surface in stratigraphic order (by depth) until desired OSL sampling depth is reached. This material
may be needed as part of the DR sample.

2.2. Vibracorers

Vibracoring utilizes steady and high-frequency vibrations to allow the sampler to move
downward through subsurface deposits [13,18]. Vibracoring works best in fine-grained saturated
sediments. Portability of vibracore devices can range from hand-held battery-operated corers to large
vessel-mounted deep-water corers. Use of a steel core barrel is ideal for keeping the core light-proof
for subsequent luminescence sampling. Undisturbed sediment cores greater than 10 m long may be
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obtained in finer-grained settings, while full recovery may be difficult in well-sorted water-saturated
sands. Due to the vibration and rearranging of sediment particles, the amount of compaction should
be calculated so that sample depth is accurate. For luminescence sampling of vibracored sediment,
subsections of the core lengths may be cut and sent directly to the luminescence laboratory. Creation of
a dark space is required if luminescence sampling occurs prior to shipment to the laboratory. Details
for this in the field or remote dark room and subsampling are discussed below.

2.3. Piston and Gravity Corers

Gravity submersible and piston corers refer to similar coring methods and are gravity-driven,
single-drive bottom penetrators. Obtainable core depth is based on the free-fall velocity and empirically
calculated from water depth. Core length for gravity drivers is on the order of 1–5 m [12]. Piston corers
can operate up to several hundred meters water depth depending on the drive mechanism [19]. The
main advantage to piston-style corers is the partial vacuum created by the piston, which helps keep the
sample intact [20]. Sediment does not enter the core barrel until the desired depth is reached [13]. These
can operate via a rod or cables, noting that extension rods add weight and may limit the operational
water depth [12]. Lake-bottom sediment corers are commonly used in limnological studies where
preservation of stratigraphy and pollen are integral to sample analysis. The Livingstone-type drive rod
piston corer is used for underwater operations and sediment sampling depths up to several meters are
obtainable [21]. These techniques may be suitable for luminescence core sampling as well, preferably
with core barrels and liners that are metal or black. If necessary, clear liners may be spray-painted
black and core should be stored in a dark setting.

2.4. Percussion Drivers

Percussion drivers are a mechanized hammer that is restricted to vertical motion, typically used
to advance the tube with core catcher into the sediment or rock by percussive force or direct push.
These types of rigs are available as compact units for limited access situations up to industrial-sized
track or truck-mounted rigs. For use in unconsolidated or semiconsolidated sediment above the water
table, large diameter (15–25 cm) hollow-stem percussion drill rigs can drive through the subsurface to
30 m or more.

2.5. Rotary-Vibratory (Sonic) Drill

Sonic drilling combines rotary drilling and vibracoring mechanics in a dry drilling technique
capable of extracting large diameter (30 cm) continuous core sections, up to 100 m depth. Core section
length and recovery is dependent on the cohesiveness of drilled material. If clay content is high or the
sediment is semi-indurated, then whole core sections on the order of 3 m per drive can be obtained [22].
For sonic drilling, the drill bit and auger stem are rotated as the auger is pushed downward [23], each
flight is brought up to extrude the cored sediment. For luminescence dating, it is best for the extruded
material to be stored in black plastic liners; however, the innermost core sediment may be sampled for
the DE even if cores and are stored in clear plastic liners if they have not been disturbed by liquefaction
or desiccation, as discussed below.

2.6. Rotary Drill

Rotary drilling is essential for lithified or highly consolidated sediment and bedrock, and commonly
produces rock cuttings which are not recommended for luminescence dating in most cases. Commonly,
rotary drilling is used with water or mud to prevent borehole caving and to lift the cuttings out of the
hole while the rotating auger head cuts through the rock. Borehole drilling that uses bentonite-based
drilling additives should be avoided for luminescence dating. The major concern with type of additive
is that it will be mixed with the dose rate material and will contribute an unknown amount of radiation
to those measurements. Additionally, light-exposed grains or small clasts from further up the borehole
could get mixed in the DE sediment during retrieval and extraction.
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Hydraulic rotary uses fluid circulation down the drill stem and return along the outside, while
reverse rotary has fluid injected down the well and cuttings are brought up through the drill stem [24,25].
Each drive may be up to 10 m in length, allowing for drilling through several km of rock through
either rod (conventional) or wireline extension methods [13]. Though not an endorsed application
here, previous work has shown that cuttings may be large enough for luminescence characterization,
particularly if there is a high content of silt and clay and drilling speed is reduced [26]. Telescoping
casing can be used as a replacement for drilling mud to keep the borehole open, but at greater cost and
decreasing core diameter with increasing depth [27]. An inner core barrel and special bit may be used
if whole rock cores are desired for OSL dating or thermochronology [28]. OSL thermochronology is
an innovative utility in neotectonics for quantifying rock exhumation and cooling rates through the
Earth’s crust [29]. The concept for sampling remains the same, that is, the innermost material which
has not been exposed to light is used for luminescence measurements.

3. Core Sampling Methods for Luminescence Dating

The methods outlined here discuss strategies for sample collection from cores and auger samples
of differing integrity. First we discuss how to sample for OSL/IRSL dating on whole (unsplit)
intact sediment core, weighing such factors as sedimentary and stratigraphic interpretation prior
to luminescence sampling and keeping the core intact and light-safe prior to and during sampling.
Considerations and protocols for OSL sampling of cores previously exposed to light will also be
discussed. Ideally, two cores immediately adjacent to each other should be collected. The first will
be the pilot core, which will be analyzed under normal lighting conditions to fully describe the
sedimentary units and select target depths for the luminescence samples. The second core would
then be extracted in a darkroom setting (or at least at the DE sample target depths) such that intact
samples can be extracted and sent to the luminescence laboratory of choice. The sediment core used for
luminescence sampling should be kept in a light-proof casing and split (opened) under safe lighting
conditions in a dark lab, as recommended below.

3.1. Whole (Unsplit) Cores

Whole or unsplit cores stored in light-proof core liners are the most suitable for luminescence
dating of sediment and rock cores. Figure 3A shows an example of a hollow-stem auger system that
can accommodate core liners. Transparent liners may be helpful in cases where a companion core
is not possible, and the target sample range is only a few cm thick (i.e., single-event strata). Cores
retrieved in transparent liners may be sampled for luminescence dating following proper sampling
protocol to remove exposed grains on the outer perimeter of the core [30]. The PVC or PE liner and
core may be cut into smaller section lengths at desired sample targets and sent to the luminescence
laboratory for DE sample extraction under subdued lighting conditions (see below). The length of the
core section sampled for DE and DR will depend on several factors, as seen in Figure 3. First, the DE

sample should contain quartz and/or potassium feldspar-rich sand (>20% in the 63–250 μm range). The
length of the core section sampled should ensure at least 10 g of datable sediment will make it through
mineralogic processing. Roughly 2–10 cm intervals will suffice in larger diameter cores, as shown in
Figures 3 and 4, though greater length may be required in quartz and potassium feldspar-poor
environments, such as evaporite rich or other fine-grained deposits. Water can be used to aid sample
extraction in dry sands with little cohesion or indurated fine-grained sediment to ensure layers are
removed uniformly and to help retain sample integrity. Unconformities should be avoided to help
reduce the complexity of the dose rate environment and inclusion of different-aged depositional units
in the DE sample. The outer 1 cm of sediment in contact with the core liner should be removed prior to
DE sampling due to light exposure (in clear core liners) as well as the potential inclusion of sediment
from different depths due to drag along the core liner. This outer material may be used for the DR

sample if there is minimal disturbance on the outer rim of the core. However, it should be discarded if
there is evidence of friction and sediment smearing along the exterior of the core. Sampling for dose
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rate can become complex if multiple layers of varying grain size and/or lithology exist above or below
the DE sample. If different units are present within 15 cm above or below the DE sample, each unit
should be subsampled with distance to DE sample noted, as seen in Figure 3C. A distance weighting
will be used to average the radio-isotope contribution to the DR because the sediments closest to the
DE sample will have a larger dose-rate contribution than sediments further away [1].

 

Figure 3. Whole core extraction and sampling with opaque liners. (A) Hollow-stem auger drill rig
with flight extensions. Metal or black PVC tubing fits in opening for light-safe core sediment extraction.
Photo credit: Abby Conklin-Muchnick. (B) Example of in-the-field dark space for subsampling core
sediment. Tarps and blackout drapery are layered over folding table and edges are secured such
that no outside light is visible under the material. Red LED headlamps can be used for lighting
under the tarps. (C) Core photos of uniform, nonuniform sedimentology and stratigraphy, as well as
indurated/desiccated core. Photo credit: Benjamin DeJong [16].
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Figure 4. Idealized target sediment for DE and DR samples in luminescence dating applications to
core sediment. (A) Whole core example preferably collected in opaque liner. The outer 1 cm is usually
discarded as this may contain grains from unwanted sedimentary units above the target depth. The
next 1 cm of core diameter used as dose rate sample for target depth. The innermost (light-proof)
sediment is used for DE sample processing. The overlying and underlying 15 cm of core is sampled
for DR. Subsamples may be required if sedimentology is vastly different from the target DE sample.
(B) Split core example. If the core face has been exposed to light, 1 cm of sediment at the split core face
is used for the DR sample. The outer 1 cm rim of core material is typically discarded as in example A.
The inner core is used for DE sample processing. The overlying and underlying 15 cm of core is used as
the DR samples. Subsamples may be required if sedimentology is vastly different from the target DE

sample. Desiccation cracks in the core and zones of liquefaction should be avoided.

3.2. Opened Cores and Cuttings Exposed to Light

Archived or stored sediment cores not originally intended for luminescence dating may also
be sampled for OSL/IRSL if the following conditions are held. The core must remain in original
stratigraphic order and depth should be known, along with percent of core recovery for proper
cosmogenic dose rate calculation. If major desiccation has occurred while in storage, large cracks may
form and can allow light to penetrate through the inner core and diminish the luminescence signal, as
seen in Figure 3C. Additionally, the water content of a core in storage will not be representative of
burial moisture conditions, a simple method for retrospectively estimating water content on desiccated
core samples may be followed [31]. The outer 1–2 cm from each edge (exposed to light) will typically
be removed in the dark lab, though it has been shown that <1 mm of sediment may be enough to shield
the underlying material from light penetration in fine-grained sediments [4]. The exposed sediment
can be added to the DR sample material, which as noted above should come from units within 15 cm
of the DE sample, as seen in Figure 4B. When the outer core rim is contaminated with sediment from
overlying units as indicated by smearing on outside of core, this material should be discarded. Recent
exploratory work on soil and saprolite cores in the eastern US were successfully sampled for OSL/IRSL
analyses [22], as seen in Figure 5A–E. For this work, three-meter sections of 10 cm diameter cores
were extruded into clear plastic liners and stored outdoors. The methods for DE and DR subsampling
included working with the core sections in the luminescence laboratory to:

1. Remove and discard 1–2 cm of clay smear from the outer diameter of the core.
2. Cut core in half to preserve one side for non-OSL analyses.

13



Methods Protoc. 2019, 2, 88

3. Collect sediment from the split face (inner material) of core for DE processing, as seen in Figure 4B.
In this case, the split core face material was safe to collect for the DE sample as it was opened
(split) in the dark room.

4. Collect remaining sediment for water content and DR samples.

 

 

Figure 5. (A) Sonic-rotary drill rig at hillslope summit. Photo credit: Martha Eppes. (B) Yield, including
intact soil and saprolite cores that were stored in plastic liners and outdoors. While not ideal, these
conditions are not an impediment to luminescence geochronology [22]. (C) The upper 1 m of core
shows signs of sediment and soil smearing on the sides, this material should be removed prior to dose
rate sample collection. (D) Indurated saprolite, no smearing. (E) The dose rate sample will include the
outer 1–2 cm from the sides, top, and bottom of the sample section. The inner most material is used for
the equivalent dose sample.
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At times subsurface sediment and rock are collected in the form of cuttings and chips through
rotary drilling. Although not ideal, if these materials are large enough, they can be utilized for
luminescence dating. For example, 0.25–1 cm cuttings made available through boreholes drilled for
a basin analysis study were used for luminescence characterization using IRSL [26]. Given the very
limited amount of material available, full processing and mineralogic refinement to isolate potassium
feldspar or quartz was not feasible. Additionally, after removing the outer few mm of exposed grains
there was not enough material to make the chemical measurements needed for dose rate calculation
and thus apparent ages were reported [26].

3.3. In-the-Dark Field Sampling and Portable Luminescence Measurements on Core

Night-time subsampling or the construction of a field-based or off-site dark-room shelter may be
required in some situations, for example if the core is needed for other analyses, or to reduce shipping
costs. If night-time working conditions are not possible or suitable due to site restrictions based on
safety, access or artificial lighting then cores should be taken to a windowless room in a building that is
large enough to accommodate the core sections. For more remote field sites, a tent or some similar
structure such as a very large cardboard box or folding table will suffice. This will support the layers of
tarps and blackout curtains and sheeting needed to create the condition of total darkness required for
selecting the luminescence samples, as seen in Figure 3B. Note that it can be ~5 ◦C (10–15 ◦F) warmer
with little airflow under the blackout materials, so caution should be taken under extreme heat.

Once under night-time or darkroom conditions, only light sources with wavelengths of amber
(~590 nanometers, nm) and red (~700 nm) light should be used to illuminate the work area. All other
wavelengths of light, particularly those with shorter wavelengths (blue and white light or sunlight)
will rapidly destroy the luminescence signal stored in the sediment. Additionally, near-infrared and
infrared light sources will remove the luminescence signal stored in potassium feldspar (~890 nm).
Common safe-light sources include red bike lights (only those with red light-emitting diodes (LEDs)).
White LEDs with a red filter are not recommended for this purpose. It is important that these lights are
only used as indirect light-sources and not directly shined on to the sediment core. Alternatively, if
power is available at the sample site, a shop light with a red lightbulb (8 watt) can be used. Again, this
light source should not be directed on the sediment core and should serve as an ambient light source
for the space. It not necessary for the DR sample to be collected under dark conditions, unless there
is concern some DR material might be needed for DE processing due to a limited amount of datable
mineral grains in the sample.

A well-designed, yet underutilized tool for rapid continuous-core stratigraphic analysis is the
scanning luminescence reader [32]. The reader and sediment core are placed under total darkness,
and the core moves under the photomultiplier reader by a motorized bed. The natural luminescence
signal is measured along the entire length of the core [32], with an output similar to a gamma log.
Advantages to this unique whole core analysis include: (1) it is nondestructive such that other analysis
can take place after it is performed; (2) it can aid visualization of stratigraphic breaks at the mm scale;
and (3) it displays zones with higher luminescence intensity to indicate better sedimentary targets for
luminescence sampling (or those deposited under poor bleaching conditions as they too can have large
luminescence response to stimulation) [32]. Note that this apparatus must be constructed individually.
To our knowledge, it cannot be purchased as an assembled piece of equipment and has no professional
installation option, requiring some knowledge of basic electrical engineering, blue or IR LEDs, a
photomultiplier tube, a motorized core bed table (5 mm/sec), and sensor cards.

A portable luminescence reader has recently come on the market [33]. The portable unit utilizes
much smaller sample sizes than those used in traditional luminescence dating, provides rapid
luminescence measurements, and may be transported to core storage facilities. High-resolution
subsampling (i.e., every 5–10 cm) of sediment cores can be run through the portable luminescence
reader to rapidly identify stratigraphic changes and sedimentary targets to sample for full luminescence
analysis. These measurements must be carried out in a darkroom facility if used on site.
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4. Uncertainties and Mitigations

The systematic uncertainties in luminescence dating of core sediment are the same for noncore
OSL/IRSL samples and are related primarily to instrument calibration and dose rate conversion
factors [1]. Random uncertainties are sample specific and include pre-, syn- and post-depositional
processes, OSL/IRSL and radioelement measurement uncertainties and sampling errors. For this
reason, the random error on OSL/IRSL samples collected from cores may be greater than for traditional
samples collected from well-exposed and carefully selected outcrop settings.

One contribution to DE uncertainty is partial bleaching of a previously acquired burial dose that
was not fully reset prior to deposition [34]. Poor luminescence zeroing can cause age overestimation
and occurs in high-energy or extremely turbid depositional environments, such as subaqueous
slumping, marine storm deposits, alluvial flood packages, proglacial, and subglacial deposits where
sediment concentration is high and light penetration is low. Single-grain dating [35] and use of
advanced statistical methods such as the Minimum Age Model [36] mitigate this effect by helping to
identify the population of individual-grain DE values that were fully reset by sunlight. Additional
contribution to DE uncertainty occurs with post-depositional mixing of different-aged sediment
through liquefaction and resuspension of benthic sediments, bioturbation [37], and soil processes [38].
These features are often identifiable through detailed sedimentology (i.e., krotovina identification),
chronostratigraphy (i.e., age reversals) and DE statistics (i.e., overdispersion, skewness). Other sources
of DE uncertainty are inherent to the sediment and are less impacted by core sampling methods,
including micro-dosimetry, and differences in luminescence sensitivity and signal components between
grains from the same sample.

Dose rate uncertainty can be more complex for OSL/IRSL samples collected from sediment core
than those collected from outcrop exposures. Water content in sediment pore spaces plays a key role in
radiation attenuation, that is, as water content increases the dose rate is effectively reduced [1]. Samples
in the vadose zone often have highly variable annual water content due to seasonal fluctuations in
the water table, as well as longer-term climate-related factors. Additionally, soil-moisture retention
factors like aspect, vegetation type, canopy cover, and geology play a key role in water content. In
situ moisture content can be representative of average burial water content conditions; however, it is
also likely that in situ samples over or underestimate average moisture conditions if there has been a
recent precipitation event or long period of no precipitation. Additionally, sediment compaction will
reduce pore spare and lower the in situ water content over time. Mean water state can be projected
from soil moisture classification mapping to select value(s) of average water content for use in the
DR calculation [39]. Deposition and erosion impact paleo-moisture conditions by driving changes in
base-level. Moisture samples from exhumed deposits, or coastal environments that have been through
multiple cycles of marine transgression and regressions may not be representative of mean-state
moisture content and might require a retrospective approach to estimate water content [16]. Dose
rate modelling is required in cases like these or where a single value will not effectively represent the
complex moisture history of a subsurface sample.

Further uncertainties in the dose rate measurements and calculation from sediment cores can
arise from the presence of organic material, solubility of minerals, and pedogenesis. In the presence
of large quantities of buried organic material, radioactivity is absorbed and attenuated [40]. For
saturated sediments, decay chain disequilibrium can be an issue when radioelements are water soluble
and mobilize, creating chemical excesses or deficits that do not reflect past burial chemistry [41].
Soluble minerals (i.e., calcite, halite) can precipitate out of solution in the vadose zone and change
the overall dose rate environment over time, usually lowering the dose rate as they are not highly
radioactive [42,43]. Additionally, pedogenic processes such as eluviation (leaching) and translocation
add uncertainty in dose rate calculations for soil samples as deep weathering will chemically alter and
physically move soluble and reactive elements and minerals down profile [44].
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5. Summary

Sediment cores are essential for reconstructing Quaternary geologic history, and luminescence
dating is at the forefront as a commonly used tool for building such geochronologies. Luminescence
dated core sequences are used in (but not limited to) reconstructing flood chronologies, shoreline
development, sea level change, dune field evolution, soil development, basin analysis, and
paleoseismology. Coring mechanisms and devices are more readily available, and some are
novice-user-friendly, in addition to being more compact for use in remote and ecologically-sensitive
sites. It is possible to date sand or silt in previously collected sedimentary cores in storage using
OSL/IRSL, given a few conditions are met. Knowledge of the basic uncertainties outlined here should
help investigators target better DE and DR samples to meet the growing demand for better age
resolution and more precise geochronology from sediment cores.
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Abstract: The grain transfer protocol presents a step-by-step guide on how to successfully transfer
positioned grains from a single-grain luminescence disc to a scanning electron microscope (SEM)
specimen stub and how to transport them between laboratories. Single-grain luminescence
analysis allows the determination of luminescence characteristics for individual sand-sized grains.
By combining such luminescence data with other grain properties such as geochemical composition,
shape, or structure also at single-grain level, it is possible to investigate factors controlling luminescence
signals or study other material properties. The non-luminescence properties are typically measured
in another instrument; thus, grains need to be transferred between machines and sample holders, and
sometimes also between laboratories. It is then important that the position of each grain is known and
stable so that the properties from the same grain are compared. By providing an easily observable
orientation marker on the specimen stub, the hundred numbered grains from the single-grain disc
can be transferred and later identified when analyzed in the SEM.

Keywords: luminescence; single-grain; SEM; sample holders

1. Introduction

With the development of single-grain luminescence analysis [1,2], it has become possible to
measure the luminescence signals of individual quartz or feldspar grains. From a dating perspective,
this has provided valuable information on dose distributions that can be used to evaluate, for example,
sediment mixtures or incomplete bleaching [3,4], information that is partly lost in multigrain aliquots
because of the averaging of grains that takes place [5]. Single-grain luminescence has also revealed
the variability in luminescence characteristics between grains within a single sample [6]. While this
may complicate age determination [7,8], it also offers possibilities to study and compare luminescence
characteristics on the level of individual grains, with the aim of understanding causes and controls
of luminescence of quartz or feldspar. However, this may require the additional analysis of grain
properties that cannot be carried out in a single-grain luminescence reader, for example of geochemical
composition, crystal structure, or grain shape. To do such analyses, grains need to be transferred
from the luminescence reader sample holders (single-grain discs) to the sample holders of another
instrument, while keeping track of which grain is which to be able to compare properties on the
grain level. Potential applications of such comparative analyses include determining the K content in
feldspar grains, identifying impurities in quartz or feldspar grains, studying the effect of hydrofluoric
acid or other chemical treatments, evaluating bleaching for different transport pathways by analyzing
grain shape and surface textures (of nonetched grains), and comparing luminescence signals or doses
at the grain level. In some cases, it may also be interesting to simply review the grains in a scanning
electron microscope (SEM) or optical microscope to determine grain integrity (missing grains, multiple
grains per hole, grain appearance, etc.). In this paper, we present a protocol that allows for successful
transfer of grains from single-grain discs to SEM specimen stubs.
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2. Experimental Design

The main focus in this procedure is how to transfer grains from a single-grain disc (SG disc) to an
SEM stub and transport the analyzed single grains, intact and in order, from one laboratory to another.
The most crucial part in this procedure is sample orientation in order to identify grains, and noting
that the grains on the SEM specimen stub will be the mirror image of the grains on the SG disc.

Four samples previously dated at the Lund Luminescence Laboratory, Lund University, Sweden,
were used in this study. The grains were transferred from single-grain discs to SEM specimen stubs in
the luminescence laboratory at the University of Sheffield, UK, and then transported by train, plane,
and bus to Lund University, Sweden. Apart from the sample holders, the protocol requires few special
materials and can be applied in most laboratories and with various transport distances.

2.1. Materials

The grains used for the transfer were of quartz in the 180–250 μm grain size fraction. The grains
were extracted from Late Quaternary sediments from four sites in Sweden and Norway (Table 1)
according to procedures described in [9].

Table 1. Sample information.

Lab. No Lund- Site Sediment Disc Reference

12057 Rauvospakka, N Sweden glacilacustrine silty sand 4, 5 [10]
13031 Orsa, C Sweden aeolian sand 1, 7, 8, 9 [11]
15012 Skorgenes, W Norway glacifluvial sand 6 [12]
15064 Skogalund, SW Sweden aeolian sand 2, 3 [9]

2.2. Equipment

• Instruments

◦ Risø TL/OSL reader model DA-15 with a single-grain attachment [1] at the luminescence
laboratory at the Department of Geography, University of Sheffield, United Kingdom

◦ Tescan Mira3 High Resolution Schottky FE-SEM equipped with Oxford EDS at the
Department of Geology, Lund University, Sweden

◦ Stereo Microscope, Zeiss Stemi 2000-C, equipped with a camera, AxioCam ERc 5s, at the
Department of Geology, Lund University, Sweden

• Sample holders

◦ Single-grain aluminum discs, 9.7 mm in diameter and 1 mm thick, with one hundred
300 μm holes in a 10 × 10 grid

◦ Specimen mount (stub), aluminum, 1/2” slotted head, 1/8” pin

• Other

◦ Carbon adhesive tabs, 12 mm diameter, Electron Microscopy Sciences
◦ Scissors
◦ Small container, plastic or other material, about 0.5–1 cm higher than the stub height
◦ Styrofoam, thickness about 1 cm (corresponding to height of stub rods)
◦ Tweezers
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3. Procedure

3.1. Preparing the Transportation Container

1. Find a container of appropriate size with a lid. An appropriate size is one that suits the number
of samples and allows a safe transportation of the samples, that is keeping the samples upright.

2. Cut a piece of Styrofoam into the desired shape to fit the bottom of the container (Figure 1). Any
other flexible but firm material may also be used.

 
Figure 1. Container (3.5 × 5 cm) with lid, prepared with Styrofoam and holes for the scanning electron
microscope (SEM) specimen stubs. This specific container can hold up to six stubs.

3. Prepare holes in the Styrofoam to fit the SEM specimen stubs (Figure 1). Hold the stubs upright
(broad side up) and push down the rods into the Styrofoam. If necessary, use a sharp object
(for example, a pen) to pierce the holes for the stub rods.

4. Mark each hole with a number, for example 1–6 (Figure 1).

3.2. Preparing the SEM Specimen Stubs

1. Use scissors to cut the carbon adhesive tabs so that there is one straight side to the previously
circular piece.

2. Attach the precut tab centered on an SEM specimen stub, and leave the transparent plastic film
on (Figure 2).

3. Place the stub in the container (Section 3.1) with the rod in one of the holes and the tape side up.
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Figure 2. To the left is a single-grain disc with the “no-hole” side of the 10 × 10 grid in the uppermost
part of the disc. Numbers 1–3 indicate the orientation of the holes, as registered in the luminescence
reader software (SequenceEditor). To the right is an SEM specimen stub prepared with black, cut
carbon adhesive tab and the transparent plastic film left on.

3.3. Transferring Grains from the Single-Grain Disc to the SEM Specimen Stub

1. After OSL measurements, take the wheel out of the reader and place it on a stable and
horizontal surface.

2. Take one of the pre-prepared SEM specimen stubs out of the container and remove the transparent
plastic film with tweezers.

3. Remember to note the orientation of the holes in the disc and the straight side of the carbon tape.
4. Hold the stub on its rod and carefully attach the sticky carbon tape to the SG disc, with the disc still

in the wheel. Make sure that the stub is centered and placed with the cut tape side at the “no-hole
side” of the SG disc (Figure 2). This enables you to keep track of the orientation, that is to be able
to use the numbered grain positions from the reader software. Attention: The grain numbering
on the carbon tape is the mirror image of the grains on the SG disc (Figure 3). The grains will also
be upside-down compared to the SG disc.

5. When the SEM specimen stub is fitted to the SG disc, turn it into an upright position and tap the
disc gently with the tweezers.

6. Remove the SG disc from the carbon tape using tweezers or your fingernails. You will now be
able to see the grains on the carbon tape.

7. Place the stub carefully in the container prepared with Styrofoam. The rod should go into one of
the rod holes, and the tape side should face upwards.

8. Make a note of which sample is in which hole (Figure 4).
9. Put the lid on the container, and, if necessary, tape it to keep it in place.

 
Figure 3. An SG disc (left) after the grains have been transferred to the carbon tape on the SEM specimen
stub (right). The position of the grains on the stub is the mirror image of how the grains were positioned
on the disc. Numbers 1–3 (in black) highlight the orientation of the holes, and numbers 1 and 10 (in red)
highlight the grain positions on the disc as recorded in the OSL data file by the reader software.
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Figure 4. Six SEM specimen stubs in the container prepared with Styrofoam (the two stubs to the left in
this figure have a different appearance due to a Pd/Pt coating prior to SEM analysis).

3.4. Transport

During transport, make sure that the container stays upright and is packaged securely to ensure
minimal movement of sample holders.

Additional Information

To orient the grid of grains once the sample is in the SEM, it is advisable to take an overview
picture of the stub. The cut side of the carbon tape is clearly seen in the SEM (Figure 5), which allows
the grains to be numbered (1–100). Pictures of each disc may also be taken with a stereo microscope
equipped with a camera prior to SEM analysis.

 
(a) (b) 

Figure 5. Examples of SEM images of transferred grains on stubs. The 10 × 10 grid can be seen clearly
both where there is (a) mainly one grain per position (disc 2, sample Lund-15064) and (b) multiple
grains per position (disc 6, sample Lund-15012).
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4. Results

The success of the transfer was evaluated by (1) counting the number of empty holes in the
single-grain discs by inspecting the OSL signals from each position; (2) counting the number of
positions in the 10 × 10 grid on the SEM stubs that are filled with grain(s), as determined from an
image taken in the SEM (Figure 5); and (3) comparing the numbers. On average, grains at 94% ± 6% of
the positions were successfully transferred from the disc to the stub (Table 2). Some of the missing
grains can, however, still be seen on the stub, but are not located in a grid position (Figure 5), either
because they moved slightly within the grid or they ended up off the grid.

Even samples with multiple grains at almost all positions, such as the easily shattered quartz of
sample 15012, retained the grid pattern (Figure 5b) and made it possible to identify position, though in
some cases the piles of grains at neighboring positions merged. It is, therefore, fairly straightforward
to identify grains that have moved, and we recommend that grains with a position off the grid
are excluded from further analysis, since their connection to a specific single-grain luminescence
measurement would be uncertain.

Table 2. Number of positions on the discs and stubs, respectively, that are filled with grains.

Disc #Filled Positions on Disc #Filled Positions on Stub Transfer Success (%)

1 100 90 90.0
2 97 98 1 101.0 1

3 100 97 97.0
4 99 90 90.9
5 100 93 93.0
6 100 100 2 100.0 2

7 98 96 98.0
8 100 95 95.0
9 100 83 3 83 3

1 There were no OSL signals from three SG positions, but observed in the SEM, only two positions are empty;
2 The transfer of sample 15012 from the disc to the stub was the most successful. However, the quartz was quite
brittle and shattered easily. Therefore, there are several smaller grains in each position; 3 This is the least successful
transfer during which grains have been moved around, and many grains do not logically fit in a specific position.

Concerns that may arise during SEM analysis of grains transferred according to the protocol
presented here include the identification of individual grains, the orientation of grains, and
contamination from the SG disc. Regarding the identification of individual grains, we found that
having an overview image where (at least) grains in grid corners have been numbered (compare
Figure 5) greatly facilitates finding specific grains based on their location and appearance, also at
high magnification.

The second concern, that the same surface is not exposed for imaging or analysis before and
after transfer (because of the grains being upside-down), may or may not be an issue depending on
what type of analysis is carried out. Some analyses, including luminescence, retrieve information also
from the interior of grains, and for these it should be less of a concern. This is something that could
be studied further, as could the risk of contamination from the SG disc to the grains. If the discs are
visually inspected in a microscope prior to use, and damaged or dirty discs are discarded, we consider
the risk to be negligible, but we have not studied this specifically. Any such contamination would also
be surficial and would likely not significantly influence measurements that include deeper parts of the
grains, or whole grains.
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Abstract: The DOSIVOX programme is used to reconstruct radiation transport in complex depositional
environments. Using two archaeological case studies from ancient Egypt, the burial environments
for a selection of ceramic vessels are reconstructed using the DOSIVOX programme, allowing the
simulation of the emission and transport of radiation throughout these burial environments. From this
simulation we can extract the external dose rate of the archaeological samples, a measurement
necessary for determine a luminescence age. We describe in detail how DOSIVOX can be used to
best advantage at sites with complex depositional histories and highlight that DOSIVOX is a valuable
tool in luminescence dating. This work illustrates that DOSIVOX is, at present, unparalleled in
reconstructing a more accurate and detailed external gamma dose rate which can significantly
improve upon simplistic scaled geometric models.

Keywords: optically stimulated luminescence dating; ceramics; DOSIVOX; radiation dose modelling;
environmental dose rate; complex burial environments; Egyptian archaeology

1. Introduction

1.1. Overview

Luminescence dating, including optically stimulated luminescence (OSL) dating, is a valuable
tool to archaeologists and geologists and remains arguably the best technique for the chronometric
dating of archaeological or geological materials comprised of quartz and feldspar. In this manner,
in archaeology, luminescence dating is widely applicable to pottery, minerogenic building materials
and ceramic objects or sediments from archaeological contexts. While dating of recently excavated
material can be routine (as in situ sampling can be done by a trained luminescence specialist aware of
precisely what samples and measurements are required to achieve a luminescence age), working with
more complex material, such as that recovered from museum contexts, can be more difficult. While
working with recently recovered material suitable for OSL sampling is of course ideal, it is not always
possible and in many cases OSL dating is not permitted, owing to strict archaeological laws which
coincide with a lack of accessible laboratory facilities.

Archaeological materials housed in museums—most notably pottery vessels and ceramic
objects—were often not collected with OSL dating in mind and in some cases were excavated and
placed in collections well before OSL dating was even developed. As such, external dose rate (Ḋext)
calculations can be incredibly difficult to reconstruct for museum material. Sometimes, for example
if no external sediment from the original burial environment is forthcoming, it can be impossible to
accurately reconstruct. However in some circumstances we can find museum material which is more
favourable to OSL dating, for example, when original depositional sediment is attached to the vessels
or is associated in some other way with the material. However, even then, the assumption of a uniform
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burial environment in archaeological luminescence dating is one that has often proved difficult for
archaeologists to reconcile.

With the recent development of the DOSIVOX radiation transport modelling software [1], it has
now become possible to reconstruct radiation transport throughout complex burial environments,
where one must consider natural radiation from other archaeological materials, associated geological
materials, and structural elements of the environment. Such modelling can vastly improve the accuracy
of Ḋext determinations for both museum specimens, as well as for complex burial environments recently
excavated.

In this paper, we outline the general process for building a DOSIVOX model of an archaeological
site or other complex depositional environments. This model, along with the DOSIVOX software,
allows us to calculate Ḋext from first principles and certain basic assumptions, using all the information
we have at our disposal (assuming direct measurement is not possible). Thus, for complex depositional
environments where direct measurement is not possible, the model represents the best possible estimate
of Ḋext using tools available at the time of writing.

In Section 1.2 we describe our approach to the measurement of Ḋext starting from first principles.
In Section 2 we begin by describing the application of the model to two complex sites from Early
Dynastic Egypt where direct measurement of Ḋext is not possible. We then, continuing into Section 3,
compare the results to other possible methodologies for estimating Ḋext. In Section 4.1 we describe
how to construct a DOSIVOX model based on known information about a site and in Section 4.2 we
describe our approach to running DOSIVOX, including ensuring the quality of the simulations.

1.2. Theoretical Background

In our work, we start by observing that, owing to their very short attenuation depth, neither alpha
nor beta radiation originating externally to the sample contribute to the equivalent dose. In other
words, we assume Ḋext is entirely composed of gamma radiation.

With that assumption, three key questions need to be answered when modelling Ḋext:

1. what was the quantity (flux) of gamma radiation arriving at the target site (the location of the
sample) per unit of time;

2. what fraction of that radiation was absorbed;
3. what dose of laboratory-delivered beta radiation would be equivalent to the absorbed dose of

gamma radiation?

1.2.1. Grain Absorption and Equivalent Beta Dose

We begin by tackling the second and third questions, which we will find, in our case, to be less
interesting than the first. To estimate the fraction of incident radiation that is absorbed by a grain of
quartz, it would be possible to model the grains themselves using DOSIVOX. However, given the
extreme difference between the grain size and the gamma attenuation depth (roughly 1:2500) it is
highly accurate to model the grains as thin targets, as is the usual practice [2]. This means that we
assume that grains are irradiated evenly. Thus, we omit grain models and use DOSIVOX to calculate
the average absorption in a uniform material of the right composition, as we will describe below.

In answer to the third question, we note first that the relationship between the luminescence
caused by a dose of gamma radiation and the luminescence caused by the same dose of beta radiation
remains impossible to determine from first principles. It would be possible to measure it experimentally
by irradiating first with a gamma and then a beta source for the samples in question; however, it is in
fact well established that the relationship between the two does not vary from one sample to another,
and that it is accurate to assume that they are equal (Reference [3]: 47).

Thus in answer to the second and third questions, it is both standard practice and accurate to
assume that the dose is evenly absorbed and the equivalent beta dose is equal to the gamma dose.
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1.2.2. Incident Dose

Answering the first question will be the primary focus of this work. In general, the radiation
incident on the grains can be directly measured using in situ gamma spectrometry, estimated using the
infinite matrix assumption (IMA, see below), or, as in this work, calculated using DOSIVOX. We begin
by briefly discussing gamma spectrometry, then examine in more detail the advantages and pitfalls of
the IMA, and then lay out the new possibilities when using a first-principles method like DOSIVOX.

Gamma spectrometry

Gamma spectrometry is the direct measurement of the incident gamma flux at the site using a
portable measuring device, that is, a gamma spectrometer (or a dosimeter, a gamma spectrometer
may require an additional assumption about secular equilibrium). If it is possible to take a gamma
spectrometer or dosimeter to the sample site and measure the incident dose directly, then that is
undoubtedly the easiest method to pursue. However, there are reasons why this may not possible, for
example:

• A portable gamma spectrometer is unavailable or cannot be transported to the site.
• The site has radically altered since antiquity; thus, the modern measurement of the gamma

radiation intensity may not reflect what it was in the past.
• The context of the sample has already been changed during the current excavation, for example

as a result of the removal of stratigraphic layers above.
• The artefact of interest was excavated in the past and its find spot either cannot be accessed or

has been destroyed, for example, by backfilling.

Infinite Matrix Assumption Plus Geometric Model

Let us now turn to the case where direct in situ measurement of the incident gamma flux is
not possible. A second method of determining the gamma flux begins by recovering samples of all
materials within the gamma attenuation depth of the sample and determining the intensity of gamma
radiation emitted by these materials. This may be through direct measurement using a lab-based gamma
spectrometer, or by determining the radioisotopic concentrations within each sample using a form of
mass spectrometery (e.g., ICP-MS). The gamma emissions of all commonly discovered radioisotopes are
well-measured and readily available [4]. Thus, if we know the radioisotopic content of any material or
material mix we know the amount of radiation emitted by that material (per unit mass). Regardless of
which method is used, the amount of radiation emitted by each material can be determined.

This is a good start, but what we want to know is the amount of radiation absorbed by the sample
(per unit mass). Happily there is one simple case in which one is equal to the other: the case of a
homogeneous material of infinite extent. In which case, by symmetry all points in the material must
absorb the same radiative energy, and by the conservation of energy, this absorbed amount must be
equal to the emitted amount, which we know (given the elemental breakdown). In the case where the
material is not infinite, but is nonetheless considerably larger in extent than the attenuation depth of
the gamma radiation (typically ∼30 cm in archaeological and geological contexts), we may treat the
material as being infinite, and give the absorbed dose as being the emitted dose: this is known as the
infinite matrix assumption (Ref. [5]: 56).

The IMA is an excellent assumption if the sample is indeed embedded in a uniform material,
as shown in Figure 1, but what if instead it is located at the boundary between two or more materials?
Provided the materials can be reasonably approximated as occupying solid angles surrounding the
sample, all radiation arriving at the sample only passes through one material before reaching the
sample and the infinite matrix assumption still applies, weighted by the solid angles (see Figure 2).
It is possible to prove this in some circumstances and we do so in Appendix A.

The convenient arrangement of materials in Figure 2 is unlikely to apply in a real case. However,
in the absence of any other methodology we may assume that we can still use this method,
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approximating the solid angles that apply to each material as the volume occupied by that material in
a sphere whose radius is the gamma attenuation depth and whose centre is at the sample, divided
by the total volume of the sphere. The more complex the actual arrangement of materials, the more
specious this approximation, as our results in Section 2.4 demonstrate. In the case of contexts with
a simple arrangement of materials, this geometric approximation will frequently be acceptable (e.g.,
Reference [6]; see extended discussion in Reference [5]: 289). In the case of a complex archaeological
context like a tomb, something more is needed.

γ

30cm

Sample

Material 1

Figure 1. A sample in a simple context for which the infinite matrix assumption (IMA) is valid.

Material 3

γ

γ

Material 2

γ

30cm

Sample

Material 1

Figure 2. A sample in a context for which the infinite matrix assumption (IMA) in combination with
geometric scaling is valid.
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DOSIVOX

The large hadron collider (LHC) at CERN causes particles to collide with such high velocity that
they break up into a shower of other particles, which are seen in the detector. Because the effects of
these particles in the detector are indirect it is necessary to model the origin, transport and detection of
these particles and then use statistical methods to determine the most likely sequence of events (e.g.,
Reference [7]).

One such model created and used at CERN is Geant-4, which simulates the creation, transport
through matter and absorption of high-energy particles. Researchers at the Université Bordeaux
Montaigne realised that this is exactly what was needed to model the dose rate that a luminescence
sample experiences in its burial location, and thus the DOSIVOX software was developed [1].

As will be discussed further in Section 4.1, using DOSIVOX starts with making a model which
includes the geospatial arrangement of all materials in the burial environment, as well as their
composition. The composition of the materials includes their bulk composition, that is, the elements
that make up the bulk of their mass (which affects the transport and absorption of the radiation) and
the radioactive trace elements which emit the radiation (which are specified separately). We note that
as well as specifying the composition and distribution of the materials, it is also possible to specify the
grain-size of the sample; however, we omit this as we are only interested in the gamma radiation.

The dose absorbed by the sample location is the integral over time of the energy deposited by every
gamma photon emitted from every radioisotope in the model. Since this integral is high-dimensional
and expensive to calculate, DOSIVOX uses Monte-Carlo methods to approximate the integral, effectively
allowing a given number of gamma particles to be generated at random from within the model and
measuring the dose at the sample location from each particle. Thus, the greater the number of particles,
the more accurate the calculation, as discussed in Section 4.2. For more details concerning the way
DOSIVOX works the reader is referred to the original paper [1]. In this work, we wish to give a practical
description of how DOSIVOX was applied, in the hopes that it may be useful to others wishing to use
DOSIVOX in complex archaeological or geological contexts.

Other Gamma Sources

There are of course other sources of gamma radiation that might have affected the effective dose
rate. Assuming that the sample was not exposed after excavation, the most notable of these is cosmic
radiation. In our work here, we use the effective and well-established method of calculating the
cosmic dose rate as a function of depth and global position of an archaeological/geological site that is
provided by the Dose Rate and Age Calculator (DRAC) ([8]; following Reference [9]).

2. Results

2.1. Overview

To illustrate how DOSIVOX can be used to reconstruct radiation transport through complex burial
environments, we look at two case studies from ancient Egypt. This research was initially carried
out as part of Hood’s doctoral thesis, which produced the first ever OSL dates obtained for ancient
Egyptian ceramics. The results of this dating programme can be found in References [10,11]. Owing to
a current law in Egypt which prevents the removal of archaeological material for scientific analysis,
this research was carried out on material excavated at the turn of the 20th century which was stored
in museums outside of the country. As a result the burial environment and thus DOSIVOX model,
was established through analysis of the original excavation reports, and when possible, more recent
archaeological examinations (as was possible in one case, see below).

2.2. Case Study 1: Bêt Khallaf

The first case study looks at twenty-four ceramics sampled from the Upper Egyptian site of Bêt
Khallaf. The site was excavated by British archaeologist John Garstang in the early 1900s, and the intact
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ceramic material recovered from the site was removed from Egypt soon after excavation and dispersed
across three museums: the Ashmolean Museum in Oxford, the Garstang Museum of Archaeology
in Liverpool and the University of Pennsylvania Museum of Archaeology and Anthropology in
Pennsylvania (Penn Museum). The assemblage is typologically characteristic of the late Early Dynastic
Period of Egypt (c. 2650 B.C.E.).

The Bêt Khallaf assemblage is a perfect candidate for testing and comparing gamma dose rates
obtained using DOSIVOX to those determined using the IMA. This is firstly because many of the vessel
types found in the tombs at Bêt Khallaf are diagnostic (thus providing a perfect platform for using
absolute dating to anchor the relative ceramic typology to a known calendrical system), and secondly
because Garstang kept and published reports of high standard for that era. These reports were used to
construct the DOSIVOX model. In addition to providing details of the tomb architecture (tomb size,
depth etc.), Garstang also gives the location of the pottery deposit within each tomb, allowing an
accurate find spot of the ceramics to be determined (Reference [12]: 8–16).

2.3. Case Study 2: Tomb of Djer, Abydos

The second case study was carried out using four vessels from the Tomb of Djer at Abydos.
Excavated by Flinders Petrie in the early 1900s, this Abydene tomb was the burial place of King Djer,
the 3rd king of the first Egyptian dynasty (c. 3000 B.C.E.). After excavation, the ceramic material
was transported to the Ashmolean Museum, Oxford. Similarly to the Bêt Khallaf material, the Djer
material was well-documented for its time and Petrie discusses the finding of the vessels and their
precise location within the tomb. The DOSIVOX model was constructed based upon Petrie’s excavation
reports but was also supplemented by newly documented evidence from the tomb, which has recently
been reexamined by the German Archaeological Institute. The combination of both sets of information
allowed us to reconstruct the deposition of the vessels with a high degree of certainty and renders the
Tomb of Djer a prime candidate for examining gamma dose rates and comparing the results obtained
using DOSIVOX and the IMA.

2.4. Comparing Gamma Dose Rates

In both ancient Egyptian case studies, Ḋext was determined using the U, Th and K concentrations
from original depositional material found adhering to the vessels (under the rim and on a vessel handle).
DOSIVOX was used to model the gamma dose rate received by the vessels from the surrounding
burial environment (where the alpha and beta dose rates were determined using DRAC). The cosmic
dose rate (Ḋcos) was determined by using information reconstructed using the original excavation
reports and Google Earth (where one can easily identify the tombs from which the vessels came
from and thus their elevation, etc). Using the archival material discussed above, it was possible to
reconstruct the burial environment for the examined ceramics. In both cases DOSIVOX modelling was
considered necessary as the depositional environment for both sites was considered complex, without
straightforward sample geometry. Complex sample geometry in luminescence dating occurs when
a sample is not obtained from a (more or less) homogeneous depositional environment. In contrast,
a simple sample geometry is what we see in Figure 1.

In the case of Bêt Khallaf, the ceramics were not fully buried, but rather ‘strewn’ about in a
presumably haphazard manner. The precise manner of their deposition is unknown (i.e., they could
potentially be sitting upright, lying on their side, or halfway out of the tomb fill; as described in
Section 4.2.1 these variables were tested to see their effect upon the determined gamma dose rate and
have been presented below), but from the tomb reports we were confident that they were not fully
buried and thus would be affected by complex sample geometry, consisting of the pot itself, the tomb
fill/debris on the ground as well as the tomb walls.

In the case of the Tomb of Djer, Petrie recorded the exact find spot of these vessels in the tomb,
and the unpublished work of the German Archaeological Institute further informed us that these
vessels were positioned upright and buried up to their mid-point in the surrounding sediment of

34



Methods Protoc. 2019, 2, 91

a chamber in the north west corner of the mud-brick tomb and covered by a mud-brick staircase.
These vessels also contained contents which were a mixture of organic and inorganic material. All of
these known details helped to reconstruct the complex sample geometry for these vessels and to make
the resulting DOSIVOX model.

Through reconstruction of the burial environment our resulting DOSIVOX models were able to
present a more realistic gamma dose rate measurement for the OSL sample than if we simply assumed
4π geometry or determined a ‘best guess’ geometry based on assumed percentage contributions from
each material measured.

Tables 1 and 2 present the calculated gamma dose rates for the Bêt Khallaf ceramics (Table 1) and
those from the Tomb of Djer (Table 2). For each set of ceramics the gamma dose rate for each sample
has been calculated in one of three ways: firstly by using a 4π geometric assumption using the IMA;
secondly using a scaled IMA based on a ‘best guess’ of the complex sample geometry and; thirdly
by using the gamma dose rate modelled using DOSIVOX. In the case of Bêt Khallaf, a sample ‘best
guess’ of 2π is displayed. This was derived by following the principles outlined in Section 1.2.2, as the
samples were known to be on the floor of the tomb (i.e., fill below and air above); in the case of the
Tomb of Djer, the pots contained organic residue and were more than half buried in fill. Thus, a ’best
guess’ of 3π fill and 1π pot contents is displayed.

Table 1. A comparison of the DOSIVOX gamma dose rate and the gamma geometries (full 4π geometry
and a ‘best guess’ scaled geometry of 2π, obtained using DRAC) for the tombs at Bêt Khallaf.

Sample ID
DRAC Ḋγ

(4π Geometry)
(Gy ka−1)

DRAC Ḋγ Error
(4π Geometry)

(Gy ka−1)

DRAC Ḋγ

(2π Geometry)
(Gy ka−1)

DRAC Ḋγ Error
(2π Geometry)

(Gy ka−1)

DosiVox Ḋγ

(Gy ka−1)

DosiVox Ḋγ

Error (Gy ka−1)

X4114 0.523 0.033 0.262 0.017 0.507 0.099
X4115 0.523 0.033 0.262 0.017 0.600 0.132
X4116 0.523 0.033 0.262 0.017 0.582 0.091
X4117 0.523 0.033 0.262 0.017 0.575 0.087
X4118 0.523 0.033 0.262 0.017 0.551 0.088
X5458 0.600 0.039 0.300 0.020 0.546 0.107
X5459 0.459 0.029 0.230 0.015 0.556 0.085
X5460 0.523 0.033 0.262 0.017 0.526 0.094
X5461 0.523 0.033 0.262 0.017 0.591 0.121
X5462 0.523 0.033 0.262 0.017 0.565 0.090
X5463 0.619 0.039 0.310 0.020 0.560 0.086
X5464 0.523 0.033 0.262 0.017 0.524 0.100
X5465 0.523 0.033 0.262 0.017 0.559 0.089
X5466 0.523 0.033 0.262 0.017 0.638 0.109
X5467 0.523 0.033 0.262 0.017 0.573 0.091
X5468 0.523 0.033 0.262 0.017 0.564 0.090
X5470 0.523 0.033 0.262 0.017 0.538 0.102
X5472 0.523 0.033 0.262 0.017 0.552 0.096
X5473 0.523 0.033 0.262 0.017 0.537 0.087

Table 2. A comparison of the DOSIVOX gamma dose rate and the gamma geometries (full 4π geometry
and a ‘best guess’ scaled geometry of 3π + 1π, obtained using DRAC), for the Tomb of Djer.

Sample ID
DRAC Ḋγ

(4π Geometry)
(Gy ka−1)

DRAC Ḋγ Error
(4π Geometry)

(Gy ka−1)

DRAC Ḋγ

(Scaled
Geometry)
(Gy ka−1)

DRAC Ḋγ Error
(Scaled

Geometry)
(Gy ka−1)

DosiVox Ḋγ

(Gy ka−1)

DosiVox Ḋγ

Error (Gy ka−1)

X5477 0.174 0.012 0.212 0.01 0.15 0.02
X5478 0.174 0.012 0.212 0.01 0.452 0.06
X5479 0.174 0.012 0.212 0.01 0.423 0.06
X6114 0.458 0.029 0.229 0.015 0.504 0.07
X6115 0.324 0.021 0.162 0.011 0.469 0.06
X6116 0.439 0.028 0.220 0.014 0.496 0.06
X6120 0.174 0.012 0.158 0.008 0.489 0.08

3. Discussion

We can see from the results presented in Tables 1 and 2 that the gamma dose rates obtained by
using DOSIVOX differ from those obtained by assuming ‘best guess’ scaled geometries. In the case of Bêt
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Khallaf the outcome saw DOSIVOX produce a gamma dose rate far more in keeping with an assumed 4π

geometry than in our ‘best guess’ scaled geometry, illustrating how DOSIVOX can provide a result which is
not subject to inbuilt biases and assumed geometries determined by the luminescence practitioner.

It can, of course, well be argued that the ‘best guess’ was in fact 4π, because the roof of the tomb
was of similar composition to the floor and the dry air of the tomb would only slightly attenuate
the radiation. We do not dispute this; we merely observe that all of these sweeping arguments and
assumptions can be replaced by a more rigorous procedure using DOSIVOX. One benefit of this
rigorous procedure is that there are many hidden assumptions in the 4π IMA estimate that DOSIVOX

makes explicit and testable (position of the pot, etc). More importantly, however, it is only having run
DOSIVOX (i.e., with hindsight) that we can know that the 4π IMA assumption was acceptable. Even though
it might seem a reasonable assumption about the transport of gamma radiation a priori, with DOSIVOX the
transport and absorption of gamma radiation is modelled in a way (using Geant-4) that has been extensively
tested against highly accurate particle physics experiments; thus we can be much more confident in its
results and we can eliminate at least one big assumption from our chain of reasoning.

In the case of the Tomb of Djer the DOSIVOX gamma dose rate was significantly different to the
IMA and ‘best guess’ geometry dose rates. The complex depositional environment and the array of
different elements affecting the dose rate was such that the gamma dose rate achieved using DOSIVOX

modelling varied significantly enough from assumed geometries that final dose rate determinations
varied considerably (which in turn affects the final luminescence age calculations). (It is beyond the
scope of this paper to present the final age calculations for this material. If interested, the reader is
referred to References [10,11], noting that final ages therein obtained using DOSIVOX were in good
agreement with associated archaeological and historical chronologies.)

In simple geometric cases, for example, when a sample is known to have full, 4π geometry,
DOSIVOX may be too significant an undertaking to apply to every luminescence sample and
indeed will, in all likelihood, give a similar result. However, the more informative analysis
and more accurate gamma dose rates achievable by DOSIVOX modelling in more complex burial
environments, for example, that seen in the Tomb of Djer, illustrates how using the programme can
improve luminescence age determination. In the case of complex sample geometries, it is therefore
recommended that DOSIVOX modelling be incorporated into luminescence work to improve dose rate
calculations and, in turn, age determinations.

One limitation of this research is that from the tomb reports we know that the ceramics at both
sites were found as caches, that is multiple vessels were found in the same deposit. However, it was
impossible at either site to determine the order or precise location of the ceramics relative to one
another. In an ideal situation, if this information were recorded at the time of excavation, it would be
possible to improve upon the DOSIVOX model even further by adding in each individual ceramic into
the model so that the gamma dose rate determined for each vessel would also factor in the gamma
dose being emitted by the surrounding vessels. This could be easily achievable for those wanting to
use DOSIVOX modelling of complex deposits found in current excavations or fieldwork situations.

DOSIVOX is a valuable new tool when dealing with samples that have complex geometry and
where in situ gamma measurements are not able to be made. Using DOSIVOX in conjunction with
current projects could yield gamma dose rates far more accurate than those achievable through a
simple incorporation of the IMA. This is because, in most cases, all the elements required to construct
a DOSIVOX model would be readily available and, as a result of the more detailed model and more
limited (and explicit) assumptions, a higher degree of confidence could be placed upon such a model,
thus potentially yielding more accurate gamma dose rates than the IMA alone. We recommend that
DOSIVOX modelling is routinely carried out at locations where in situ measurements are not available.

DOSIVOX modelling can be used in both helping to determine the gamma dose rate at recently
excavated sites, those sites excavated in the past (i.e., where the resulting material has been stored
in museums) and for both geological and archaeological situations. We are of the opinion that
the incorporation of DOSIVOX into luminescence research can be of significant value in a number
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of situations, and believe that more accurate gamma dose rates can be achieved using DOSIVOX

in cases of complex sample geometry. As such, DOSIVOX has the ability to greatly improve the
reconstruction of dating profiles at geological and archaeological sites worldwide and assist in more
accurate chronologies being achieved.

4. Materials and Methods

4.1. Constructing a DOSIVOX Model

A DOSIVOX model broadly consists of two parts:

1. a model of the composition and layout of the materials in the burial environment, and
2. a similar but more detailed model of the target site (the place where the sample is drawn from).

Before discussing how those parts are created it is helpful define the following terms:

• Material—the model is divided into regions that are filled with materials that are broadly uniform
in composition: for example, a layer of sand, or a mud-brick wall.

• Component—materials are described by their density, their water content and the relative quantities
of their chemical components (e.g., SiO2 or TiO).

• Voxel—the whole burial environment is broken up into a grid of cubes which are called voxels
(effectively “3D pixels”). Each voxel contains one material.

• Subvoxel—in the mode of DOSIVOX used in this paper, one voxel in the model may be broken
down into a fine grid made up of subvoxels. This voxel is referred to as the ’sub-voxelized voxel’.
The sub-voxelized voxel is used when one part of the model needs to be described in more detail.
In this work, we have the case of a ceramic vessel in a tomb. The tomb itself is described at lower
resolution using the voxels; one of these voxels (the sub-voxelized voxel) contains the vessel,
which is described at higher resolution using subvoxels. This is elaborated below in Section 4.1.1.

4.1.1. The Model Layout

The volume that is being modelled (e.g., a tomb) must first be reconstructed, and then represented
in terms of a 3D regular grid of voxels. Reconstructing the volume may be done using anything from
field reports and excavation maps, to the latest 3D mapping tools like GIS. Here we discuss our own
work using excavation reports from the early 20th century.

As discussed above, a major benefit of the Bêt Khallaf and Djer material is that Garstang’s and
Petrie’s excavation records [12,13] were of excellent quality for the early 20th century and they allow
us to reconstruct with a reasonable degree of confidence the exact burial environment of each vessel,
which is further strengthened by finding parallels for similar temporal contexts and recent excavations
(i.e., in the case of the Tomb of Djer).

Regardless of the source of information about the burial environment, what must eventually be
constructed is a series of evenly spaced layers (i.e., horizontal sections) each of which is composed of
an identical regular grid of voxels. In our model, the voxels were sized 30 cm × 30cm × 15 cm, with the
total number of voxels varying with the size of the tomb being modelled. Thus, once the tomb shapes
and sizes were reconstructed, each tomb layout was replicated using voxels in a three-dimensional grid.

Every voxel interior in the grid must be labelled with a number identifying a particular material.
One of the voxels on one of the layers must be chosen as the sub-voxelized voxel—in our case,
the location of the vessel of interest (as far as could be known, as we discuss below). Within the
sub-voxelized voxel the whole process is repeated again on a finer scale. The voxel is divided into
layers, which are divided into rectangular cells. Each cell, that is, each subvoxel, is labelled by a material
representing a number (this process allows a higher spatial resolution in a given section of the tomb
(i.e., the section that contains the vessel, without the cost of having such a high spatial resolution across
the whole tomb ([14])).
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A variety of possibilities are available when constructing the sub-voxelized voxel. As discussed
in Reference [14], there are many 3D scanning tools which may be used to make a 3D image of the
vessel, which can be converted into a series of subvoxel layers by, for example, associating colours
with materials. In our work, we constructed the sub-voxelized voxel manually from drawings of the
vessels. While we were careful to preserve the overall scale and thickness of the vessel, we determined
it was unnecessary to precisely specify the shape of the vessel, owing to the long attenuation depth of
the gamma rays. Accordingly, each jar-shaped vessel was simulated using a simplified model of the
vessel composed of 1 cm × 1 cm × 1 cm sub-voxels forming a regular rectangular shape (and for the
bowls and the pot stand other approximate shapes were used).

Figure 3 presents a set of schematic representations of the DOSIVOX simulation model used for
vessel X5472 in tomb K2 at Bêt Khallaf. Figure 4 presents a similar set for vessel X5476 in the tomb of
Djer. Supplementary Materials Video S1 presents a representative 3D visualisation of a ceramic vessel
in a tomb.

Figure 3. Wire frame representations of the DOSIVOX model for X5472. The whole tomb is subdivided
into voxels which are filled with different components: yellow = gebel/bedrock, green = fill, blue = air,
red = vessel walls, cyan = vessel base where the dose is recorded. (A–D) represent different views of
the model: (A) whole tomb; (B) whole tomb cut away to reveal the detector (the sub-voxelised voxel
which contains the vessel); (C) close up view of the detector, (D) detector cut away to reveal the vessel.
NB these figures represent an unburied vessel.
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Figure 4. Wire frame representations of the DOSIVOX model for X5476 in the Tomb of Djer. The whole
tomb is subdivided into voxels which are filled with different components: white = mud-brick, green =
fill, blue = air, red = vessel walls, cyan = vessel base, orange = sediment attached to vessel wall (seen in
(D) only), magenta = pot contents/residue. (A–D) represent different views of the model: (A) whole
tomb; (B) whole tomb cut away to reveal the detector (the sub-voxelised voxel which contains the
vessel); (C) close up view of the detector, (D) detector cut away to reveal a cross-section of the vessel
and surrounding fill.

4.1.2. Describing Materials

Having labelled all voxels and subvoxels as containing a particular material, we now need to
define these materials. For example, the materials of the tombs at Bêt Khallaf included air (within the
tomb chamber), a sand-based fill (on the floor of the tomb), and gebel—Egyptian bedrock—which
comprised the walls and roof of the tomb.

To define a material, we require its density, its bulk chemical composition, the concentrations of
radioisotopes, and the water content. As with the tomb dimensions, the methodology for determining
this information for each material will vary depending on the project. In an ideal situation, a large
sample would be obtained of each material, which would then be sent away for analysis using,
for example, a form of mass spectrometry. However, in most cases, all that is possible is to incorporate
all available information, and to make assumptions where necessary. The assumptions themselves can
then be tested, as we demonstrate below.

Below we present a complete list of all the materials used in this project, the methods used to
analyse them and necessary assumptions.

• Air—assumed to be typical atmospheric concentration, with water content based on a
specified temperature.

• Fill at Bêt Khallaf —bulk chemical composition and radioisotopes determined from analysis of
sediment attached to the outside of the vessels; density assumed to be that of loose sand.
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• Gebel at Bêt Khallaf —chemical composition and water content assumed to be the same as the fill;
density assumed to be that of sandstone;

• Fill at Djer—radioisotopes determined from analysis of sediment attached to the outside of one
vessel; bulk concentrations assumed to be similar to those at Bêt Khallaf;

• Clay (vessel fabric)—measurement of the bulk composition is discussed below in Appendix B.1;
radioisotope concentrations were measured separately for every vessel using ICP-MS analysis
of samples extracted using the minimum extraction technique [15] (the sub-voxels within the
vessel were classified as two separate materials—‘Clay’ and ‘ClayBase’—so that the average dose
rate was recorded for the base (i.e., the OSL sample location) and the rest of the vessel separately.
However, these two clay sub-voxel types were identical in their composition).

• Pot contents at Bêt Khallaf —vessels at Bêt Khallaf were assumed to be half-filled with fill.
• Pot contents in the Tomb of Djer—the vessels in the Tomb of Djer contained the organic/minerogenic

residue of their original contents; this residue had been analysed as part of another
project [11,16,17].

• Mud-brick walls in the Tomb of Djer—no direct samples or measurements were available of the
mud-brick composition. Accordingly, the composition of the mud-brick was assumed to be
similar to that of Nile silt clay.

The full chemical breakdowns of each material that resulted from these analyses and assumptions
are detailed in Appendix B.

4.1.3. Specifying Radioisotope Concentrations

While the bulk chemical composition is specified only once per material, the radioisotope
concentration is specified on a per-voxel (or per-subvoxel) basis. This allows the same material
to have different radioisotope concentrations in different places. Accordingly, as well as a grid
specifying which material is in which voxel (and another for subvoxels), we must also provide grids
specifying the radioisotope concentration in each voxel/subvoxel. DOSIVOX calculates the dose from
each radioactive element separately, and so a separate grid must be provided for each one.

4.2. Running and Resolving DOSIVOX

Once all the necessary data is assembled, it is time to input that data into DOSIVOX and then use
it to calculate the dose rates. Running DOSIVOX consists of the following steps.

1. Obtaining DOSIVOX.
2. Generating a DOSIVOX pilot file.
3. Running DOSIVOX.
4. Extracting the dose rates for each voxel and subvoxel.
5. Repeating the previous two steps with larger and larger numbers of particles, up to the point

where the dose rate is known to the required precision.

For the first step readers are referred to the DOSIVOX documentation [14]. For carrying out the
second step, DOSIVOX provides a graphical tool. However it is also perfectly possible to manually
construct a pilot file based on the included files. In this work, a template pilot file was manually
constructed for each sample studied. From that point, an automated tool called CODERUNNER [18,19]
was used to

1. set the radioisotope concentrations in the pilot file (for U, Th and K in turn);
2. run steps 3 and 4 above repeatedly, increasing the number of particles until the dose rates

converged (that is, until the dose rates are known to the required precision);
3. parallelize the process by running multiple identical simulations concurrently, as detailed towards

the end of this section.
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Because of the Monte-Carlo methods used by DOSIVOX, there is no concept of time in the
simulation. What is available in the DOSIVOX output data is the total dose emitted (Eγ) and the total
dose absorbed (Dγ) by each voxel and subvoxel during the course of the simulation. In order to
convert that total absorbed dose into a dose rate (Ḋγ), we must scale it using the emitted dose rate Ėγ

(a known quantity given the concentration of the particular radioisotope, obtainable from, for example,
Reference [4]). Thus, the absorbed dose rate from a given voxel or subvoxel is

Ḋγ =
Dγ

Eγ
Ėγ. (1)

This conversion was carried out automatically by the CODERUNNER tool.
The output Dγ is provided voxel by voxel and subvoxel by subvoxel. However, it is also provided

as an average per material. As mentioned earlier in Section 4.1.2, we define the material of the base of
the vessel (where the samples were taken in every case) separately to the walls. Thus in every case we
are calculating the average dose rate in the base of the vessel.

Given the complexity of the model and the relatively small volume occupied by the target site
(the base of the vessel), a very large number of particles were required to achieve a sufficiently low
uncertainty in the dose rates. Since the simulations were carried out on a laptop (albeit one with an
up-to-date hyperthreaded 4-core CPU) total CPU time was limited. Nonetheless, even with the limited
simulation time available, almost 550 simulations were carried out for this project (using approximately
5000 CPU hours). High-resolution simulations used 8 million particles; lower-resolution simulations
used 2 or 4 million particles. For each case, six individual simulations were run in parallel (i.e., the
same case, and hence the same input file, was run in parallel). As DOSIVOX uses a Monte Carlo method
it was possible to take the mean of the six simulations and combine these to increase the simulation
resolution to 48 million particles per high-resolution case, that is, six parallel simulations × 8 million
particles (Pers. Comm. L. Martin, 2015).

4.2.1. Testing Assumptions in the Reconstruction

As touched on above, the information provided about the burial environments were incomplete,
and several assumptions had to be made when constructing the DOSIVOX models. A DOSIVOX model
allows us to obtain the best possible estimates given available sources of information. However,
importantly, it allows us to assess the size of the error that may result from these assumptions.
Thus, DOSIVOX allows us to be quantitative about the effect of missing information from the
archaeological or geological record.

In this section we detail several of the necessary assumptions that were made for this project,
and assess their impact on the accuracy of our results. These are assumptions concerned with:

1. The orientation of the vessel: the pot can be either standing (upright or upside down), or lying on
its side. Since the OSL sample is drilled from the base in all instances in this project, the orientation
of the pot in its burial environment will affect Ḋγ (i.e., was the sample location submerged in fill
or exposed to air?)

2. Whether standing or lying on its side, the pot can be buried from 0% to 100% in fill, with the
remainder surrounded by air (or other material).

3. The vessels can be filled from 0% to 100% with either fill or other contents (e.g., organic bulk residue).
4. The density of the vessel’s clay matrix.
5. The density of the fill.
6. The vessel’s proximity to the tomb walls, that is, its location within the tomb. Was it in the centre,

corner, or along a side of the tomb?
7. The moisture content of the burial environment.

With regard to the position and burial situation of the vessels found within chamber tombs
(i.e., where the tomb is not entirely filled up with fill, such as in the cases of Bêt Khallaf and the Tomb of
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Djer), parallels at recently excavated sites can help inform of the most likely way in which the vessels
were found buried. Figure 5A provides a schematic representation of how a ceramic vessel cache may
look in an Early Dynastic chamber tomb (based on Hood’s personal observations in the field). As can
be seen, the vessels in such caches can be positioned in a number of ways and Figure 5B–E show the
four most likely of these.

Figure 5. (A–E): A: schematic representation of a ceramic cache in a chamber tomb; (B–E): the four
most common ways in which a ceramic vessel is deposited in a cache—the vessel is standing upright
in the fill (B), the vessel is lying on its side partially submerged in fill (C), the vessel is lying on its side
and resting on top of the fill (D), or the vessel is upside down in the fill (E). The red crosses seen in
(B–E) are illustrative of OSL sample locations as it is considered best practice to take these samples
from the base of a vessel wherever possible.

Owing to time constraints caused by the significant simulation time needed to test each case,
this project limited itself to testing the first five assumptions listed above at high resolution, as these
were deemed the most likely to affect Ḋext. Of the final two assumptions (assumptions 6–7), assumption
6 was considered, but at low resolution (the attenuation of radiation through air with low moisture
content is such that it should not matter where the vessel is located as it will, in theory, still receive
radiation from all four walls of the tomb). Assumption 7 was not tested as the literature consulted
seemed unanimous that the correct approximate value for water content within the burial environment
was 3% ± 2% ([20–23]). One situation that can not be tested for in these case studies is the proximity of
other vessels to the case vessel. It was impossible, for lack of information, to determine the order or
arrangement in which the vessels were located in the tombs. Thus, each vessel was modelled to be the
only vessel in the modelled tomb (see Section 3).
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A full description of the tests carried out for these seven assumptions and the effect of their
changes on Ḋγ is given in Table 3 and illustrated in Figure 6.

Figure 6. Graph depicting the effects of changes to the assumptions made in the DOSIVOX modelling.
The change in the final age in years as a result of changing each assumption is plotted (using internal
dose rate and equivalent dose rate data from Reference [10]). For each assumption we change,
we display the effect on the age as determined from the coarse grain fraction (CG) and the fine
grain fraction (FG) from the sample (NB a final age would result from combining these two values).
The inner set of larger bars represent the magnitude of the error in years (at the 1σ level) resulting
from the uncertainty in the DOSIVOX result for the reference case. It can be seen that changing all
assumptions results only in errors which are comparable to or less than the typical error in the DOSIVOX

simulations (which is itself small compared to the overall error). This means that there is insufficient
evidence to reject the null hypothesis (the null hypothesis being that there is no effect of changes, or
more precisely, that the effect of changes is smaller in magnitude than the uncertainty resulting from
the DOSIVOX simulations). The outer set of larger bars represents the magnitude of overall uncertainty
of the measured sample age in years. We can see that the DOSIVOX-derived uncertainty is itself only a
minor contribution to the overall uncertainty, and that since the null hypothesis states that the effect of
changes in assumptions are small, i.e., undetectable, with respect to the DOSIVOX-derived uncertainty,
we can therefore conclude that the effect of changing the assumptions is negligible.

Overall it was found that changing these assumptions only had a weak effect (i.e., if there was an
effect its magnitude was not statistically significant). This somewhat unexpected result is certainly
worthy of further study. It is likely to be a consequence of the particular circumstances being considered
here (specific dosimetries and so on). However, it may be hypothesised that it could be due to the
characteristics of the emission spectra of the radionuclides. The emission spectra of U and Th are
dominated by lower-energy, short-range gamma rays. Since the concentrations of U and Th are larger
in the clay than in the surrounding fill, it might be expected that the dose rate from these radionuclides
is dominated by the dose rate coming from the clay of the vessel (effectively the internal gamma dose
rate) and will thus be unaffected by most of the assumptions tested here. By contrast the K spectrum is
dominated by one high-energy, long-range gamma emission, for which the attenuation rate in any of
the components of the model of the tomb will be low. Therefore, whatever the orientation of the vessel
or its immediate surroundings, the absorbed K dose rate will effectively be an average of the tomb
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as a whole, i.e., it will be affected by whatever material is within 30 cm of it, or 30 cm of the material
which is separated from the pot by air (as the gamma radiation will travel directly through air with low
moisture content). Thus, even though the incomplete archaeological literature produced unavoidable
uncertainty in the model, this did not give rise to significant uncertainty in the calculated Ḋγ.

Table 3. The assumptions tested by DOSIVOX, illustrating the possible scenarios/assumptions that could
be made (left column) and the outcome of the DOSIVOX modelling for each assumption (right column).

Modelling Unknown
Effect on Modelled Dose Rate of the Bêt
Khallaf Assemblage

1. The pot can be (1) standing (upright or upside
down), or (2) lying on its side. Since the OSL sample
is drilled from the base in all instances, it also matters
whether the sample location was on the upper or
lower side of the deposited vessel (i.e., was the
sample location submerged in fill or exposed to air)?

Two scenarios were considered: the pot standing on
its base or lying on its side. These were considered
the two limiting cases and as no measurable change
was observed, it was concluded that the orientation
of the pot and the location of the sample had no
significant effect. To further examine the seeming
minimal effect of vessel orientation on the measured
Ḋext, it would be possible in the future to determine
Ḋext for a set of samples taken from different
locations on the same vessel.

2. Whether standing or lying on its side, the pot can
be buried up to 100% in fill, or be unburied and thus
exposed to air up to 100%.

Two scenarios were considered: the vessel lying on
the surface of the fill or buried ∼15 cm, which for
bowls means they are completely buried and for
storage jars, they are buried up to half their height.
Again, no measurable change was observed.

3. The vessels can be filled from 0% to 100%
with either fill or other contents (e.g., organic
bulk residue).

Two scenarios were considered: the vessel was
filled with fill or it had no fill inside it. Again,
no measurable change was observed.

4. How does the density of the vessel’s clay matrix
affect the external Ḋ?

Although we were not able to measure the clay
density of all vessels, a single sherd (X5460) was
measured as having a density of 1.4 g/cm3. In the
visual analysis of the clay fabric that accompanied
each of the vessels the density of the vessels was
determined as being ‘high’, ‘medium’, or ‘low’.
Independently of the density measurement carried
out upon X5460, the vessel this sherd came from was
deemed to have a ‘low’ density. Thus, based on this
information, we were able to extrapolate that the
density for vessels deemed to have a medium
density was likely to be ∼1.6 g/cm3, and for vessels
with a ‘high’ density, ∼1.8 g/cm3.
Two scenarios were considered—the clay density
was either set to its known value or to a reference
value of 1.8 g/cm3. No measurable change was
observed between the two scenarios and thus it was
concluded that although the clay densities are not
known precisely for each vessel, variation within the
likely range of values will not affect the result.
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Table 3. Cont.

Modelling Unknown
Effect on Modelled Dose Rate of the Bêt
Khallaf Assemblage

5. How does the density of the fill affect the external Ḋ?

Two different fill densities were
considered—1.2 g/cm3 and 1.7 g/cm3 and no
measurable change was observed. Thus while the
density of the fill is an unknown quantity, given that
the fill density is visibly less than that of the low
density clay whose density was measured (as above),
the value of 1.2 g/cm3 was used in final dose rate
calculation. Thus, while the exact density of the Bêt
Khallaf tomb fill can not be reconstructed accurately,
simulation of two different scenarios illustrates that
within the likely range of fill densities which could
be present at Bêt Khallaf, variation within this range
will not affect the modelled dose rate.

6. The vessel’s proximity to the tomb walls, that is,
its location within the tomb. Was it in the centre,
corner, or along a side of the tomb?

A limited study of this was carried out at low
resolution and no measurable changes were
observed. Given the very low attenuation rates of
gamma rays in air with low moisture content, this is
to be expected.

Supplementary Materials: The following are available online at http://www.mdpi.com/2409-9279/2/4/91/s1,
Video S1: 3D expanded view of a DOSIVOX model.
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Appendix A. Infinite Minute Matrix Assumption Plus Geometric Assumption

We wish to determine the radiation absorbed per unit time in an infinitesimal volume δV in the
situation illustrated in Figure A1. In the case where Material 2 is identical to Material 1, the infinite
matrix assumption (IMA) applies and the radiation absorbed is equal to Eγ1δV where Eγ1 is the
volumetric emissivity of Material 1. However, we may also write it as

Eγ1δV =
∫ 30

0
δr

∫
δφr2Γ (r, φ) , (A1)

where r is the radius and Γ(r, φ) is the dose rate in δV that originates at radius r and solid angle φ.
Now let us consider the case where Material 2 is not identical to Material 1. Let us first define

Γa
1(r, φ) to be the dose rate from material a where only one collision occurs (equivalent to path γ1 in

Figure A1). If we can neglect all intermediate (Compton) collisions, then we can write down the dose
rate in δV as

∫ 30

0
δr

∫
Material1

δφr2Γ1
1 (r, φ) ,+

∫ 30

0
δr

∫
Material2

δφr2Γ2
1 (r, φ) = f1Eγ1δV + f2Eγ2δV (A2)

where f1 and f2 are the fractions of the total volume of the white sphere occupied by Materials 1 and 2
respectively. The right hand side of Equation (A2) is precisely the geometric approximation discussed
in Section 1.2.2.

Material 2

γ2

γ1

δφ
30cm

Sample

Material 1

Figure A1. A sample surrounded by two materials; a solid angle δφ is projected onto the 2d plane;
the small black circle represents an infinitesimal volume δV; gamma photons may arrive in δV directly
(γ1) or after one or more intermediate collisions (γ2).

What about if intermediate collisions cannot be neglected? In fact the direct path γ1 typically
accounts for only half the dose (Ref. [5]: 289). In this case the geometric assumption still holds
approximately for Figure A1 provided the attenuation of gamma radiation is similar for Materials 1
and 2. This is likely to be the case if, for example, Materials 1 and 2 have similar bulk compositions,
differing chiefly in their radioisotope profiles. If, on the other hand, the materials have different attenuation
properties, then the geometric assumption is not expected to apply.

Lastly, we note that in the case where the sample does not lie at the interface between two
materials, one may use approximations like those described in Ref. [5]: 291.

Appendix B. Determining Chemical Compositions

Appendix B.1. The Bulk Composition of the Clays

The composition data for the Nile silt clay was provided by five bulk samples initially tested by a
commercial laboratory, which in addition to the elemental analysis, provided a breakdown of the main
components of the clay in percentages. With only five samples analysed it was not possible to know
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the specific chemical breakdown of each individual vessel from the Bêt Khallaf assemblage. Instead,
based on these five samples, an average breakdown was determined (See Table A1). Table A2 gives
the chemical composition breakdown of marl clay and Nile silt clay used in the DOSIVOX simulations
(for more detailed discussion see Ref. [11]).

Table A1. Chemical breakdown of five ceramic vessels from Bêt Khallaf obtained using ICP-MS.

Sample SiO2 Al2O3 Fe2O3 MnO MgO CaO Na2O K2O TiO2 P2O5 Vacuum Total

X5460 57.62 13.01 8.2 0.124 2.49 3.58 2.11 2.2 1.52 0.6 8.54 91.46
X4112 51.49 14.6 8.5 0.251 1.87 6.07 1.41 1.62 1.661 0.64 11.89 88.11
X4114 67.02 11.98 8.17 0.209 2.26 3.54 1.96 1.46 1.524 0.52 1.36 98.64
X4118 61.49 11.96 7.9 0.131 2.4 4.68 2.18 1.85 1.587 0.72 5.09 94.91
X4119 65.15 11.99 7.79 0.123 2.11 3.53 1.7 1.86 1.462 0.56 3.74 96.26

Mean
Value 60.55 12.71 8.11 0.17 2.23 4.28 1.87 1.80 1.55 0.61 6.12 93.88

Table A2. Chemical breakdown of Nile clay, take from Table A1, and marl clay, taken from [24], used in
the DOSIVOX simulations.

Clay SiO2 Al2O3 Fe2O3 MnO MgO CaO Na2O K2O TiO2 P2O5 Vacuum Total

Nile 60.55 12.71 8.11 0.17 2.23 4.28 1.87 1.80 1.55 0.61 6.12 93.88
marl 41.3 21.95 6.76 0.05 1.8 18.8 1.39 1.20 0.90 0.45 1.3 98.7

Appendix B.2. Determining Radioisotope Concentrations

Appendix B.2.1. Isotope Concentrations in the Clay and Pot Contents

The radioisotope concentrations in the clay of the vessels were also needed to calculate the internal
dose rate, and thus were already available for inclusion in the DOSIVOX model. Owing to the samples
being taken from museum specimens, the minimum extraction technique was used for nearly all
sample collection [15]. The first ∼1⁄2 of the sample was analysed using ICP-MS. Special care was taken
with sample collection and measurement owing to the small size of the sample [11,15].

Tables A3 and A4 give the measured concentrations of radioisotopes in the clay and (in the case
of the Tomb of Djer) contents of the vessels from Bêt Khallaf and Tomb of Djer respectively.

Table A3. Concentrations of U, Th and K (to three significant figures) for each Bêt Khallaf ceramic
sample, measured using ICP-MS analysis, used to determine Ḋint.

Sample K (%) 232Th (ppm) 238U (ppm)

X4114 0.987 4.32 1.03
X4115 1.26 5.82 1.44
X4116 0.977 7.30 1.99
X4117 1.25 7.49 1.85
X4118 1.42 5.79 1.48
X5458 0.972 6.70 1.82
X5459 1.01 7.69 2.45
X54600 1.42 5.79 1.48
X5461 1.51 5.56 1.31
X5462 1.32 4.90 1.19
X5463 1.45 5.95 1.24
X5464 1.33 5.78 1.27
X5465 1.41 7.06 1.70
X5466 1.59 17.6 3.68
X5467 1.48 5.63 1.15
X5468 1.04 6.95 1.88
X5470 1.27 6.05 1.14
X5472 1.37 5.15 1.43
X5473 1.22 5.64 1.77
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Table A4. Concentrations of U, Th, and K for each sample from the Tomb of Djer, measured using
ICP-MS analysis, used to determine Ḋint. Samples beginning with X5 are the clay fabric of the vessel;
samples beginning with X6 are pot contents from select vessels.

Sample K (%) 232Th (ppm) 238U (ppm)

X5474 0.87 8.15 3.75
X5475 1.08 9.03 4.21
X5476 1.21 14.19 3.39
X5477 1.00 10.57 1.93
X5478 0.85 8.75 3.46
X5479 1.00 7.99 3.20
X6114 0.51 4.2 1.3
X6115 0.37 3.2 0.8
X6116 0.38 3.3 1.8
X6120 0.13 2.26 0.35

Appendix B.2.2. Radioisotope Concentrations in the Fill

For the Bêt Khallaf material, it was noticed during the sampling process that several vessels had
material adhering to their interior surface (vessels X5458, X5458, X5463, X5467, and X4120), or lodged
tightly up under the rim of the vessel (vessels X5458 and X5459). It was possible therefore to collect
this material for ICP-MS analysis and use the radionuclide concentrations as a proxy for the entire
assemblage (see Table A5).

Table A5. Concentrations of radioisotopes in sediment samples in direct association with several Bêt
Khallaf ceramic vessels.

Sample Location of Sample
Concentration of

K (%)
Concentration of

232Th (ppm) 1
Concentration of

238U (ppm)

X5458 Interior of vessel 1.38 4.4 1.3
X5459 Interior of vessel 0.88 3.9 1.5
X5463 Interior of vessel 0.88 4.6 1.8
X5467 Interior of vessel 0.41 1.38 0.45
X4120 Interior of vessel 0.81 3.2 2
X5458 Under rim 0.98 3.4 1.2
X5459 Under rim 0.71 3.2 1.4

Average 0.86 ± 0.11 3.44 ± 0.40 1.38 ± 0.19

1 ppm = parts per million mass.

The ICP-MS values for this project that were used to determine Ḋext are presented in Table A5,
with the average value being used. It was decided that an average value would be the best value to use
for Ḋext calculation, even though the values varied slightly between the individual vessels yielding
external sediment. This was because the long attenuation depth of the external gamma radiation
means that Ḋext is affected by a larger body of material than the sediment in direct contact with the
vessel. In this case, an average value will be more representative than an individual measurement as it
will compensate for the variation in composition of the surrounding sediment.
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Abstract: Karst caves host most European Paleolithic sites. Near the Eurasian-Arabian Plate
convergence in the Caucasus’ Lower Chegem Formation, Saradj-Chuko Grotto (SCG), a lava
tube, contains 16 geoarchaeologically distinct horizons yielding modern to laminar obsidian-rich
Middle Paleolithic (MP) assemblages. Since electron spin resonance (ESR) can date MP teeth with
2–5% uncertainty, 40 sediment samples were analyzed by neutron activation analysis to measure
volumetrically averaged sedimentary dose rates. SCG’s rhyolitic ignimbrite walls produce very
acidic clay-rich conglomeratic silts that retain 16–24 wt% water today. In Layers 6A-6B, the most
prolific MP layers, strongly decalcified bones hinder species identification, but large ungulates
inhabited deciduous interglacial forests. Unlike in karst caves, most SCG’s layers had sedimentary
U concentrations >4 ppm and Th, >12 ppm, but Layer 6B2 exceeded 20.8 ppm U, and Layer 7,
>5 ppm Th. Such high concentrations emit dose rates averaging ~1.9–3.7 mGy/y, but locally up to
4.1–5.0 mGy/y. Within Layer 6, dose rate variations reflect bone occurrence, necessitating that several
samples must be geochemically analyzed around each tooth to ensure age accuracy. Coupled with
dentinal dose rates up to 3.7–4.5 mGy/y, SCG’s maximum datable ages likely averages ~500–800 ka.

Keywords: ESR dating; sedimentary dosimetry; Saradj-Chuko Grotto (SCG), Russia; lava tube;
Middle Paleolithic

1. Introduction

ESR (electron spin resonance) can establish absolute (chronometric) dates for fossils, like teeth
and molluscs, which range from <10 ka to >4 Ma, depending on the radiation dose rates that
the fossils experience in their depositional history. Like the other trapped charge dating methods,
like thermoluminescence (TL), optically stimulated luminescence (OSL), and radioluminescence (RL),
ESR measures the intensity of a radiation-induced signal recorded in the datable mineral compared
with the rate at which that radiation irradiates that mineral when deposited in sediment’s can date
the hydroxyapatite in tooth enamel, carbonate minerals in molluscs and other invertebrates, and quartz
in fault gouge and quartz-rich sediment. Used mainly in Quaternary geology and archaeology,
ESR can date teeth and molluscs from some late Pliocene sites. Using teeth, ESR has been used to date
many archaeological, human paleontological sites, and mammalian paleontological sites (see details
in [1–6]).

In the hydroxyapatite in vertebrate tooth enamel, ESR dating uses the HAP signal at
g = 2.0018 ± 0.0002, which has a mean signal lifetime, τHAP ≈ 1019 y ([3]; for all variables and their
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definitions, see Table A1). If a tooth experiences a low total radiation dose rate, DΣ(t), the minimum
and maximum datable ESR age limits will be relative old, whereas a high DΣ(t) translates into much
younger minimum and maximum age limits. By comparing the radiation doses accumulated in tooth
enamel,AΣ, with DΣ(t) affecting the enamel, ESR dating can calculate an ESR age:

AΣ =

∫ t1

t0

DΣ(t)dt (1)

AΣ =

∫ t1

t0

(Dint(t) + Dsed(t) + Dcos(t))dt (2)

where

AΣ = the total accumulated dose in the sample,
DΣ(t) = the total dose rate,
Dint(t) = the internal dose rate from within the tooth: U, its daughters, and other radioisotopes,
Dsed(t) = the external dose rate from sedimentary U, Th, K, and other radioisotopes,
Dcos(t) = the external dose rate due to cosmic radiation,
t1 = the sample’s age,
t0 = today [7].

Ideally, 2–8 subsamples of enamel from each tooth are analyzed.
For subsample, the accumulated dose,AΣ, is determined with the additive dose method, in which

12–15 aliquots of pristine, powdered, well homogenized enamel receives added radiation doses with
the highest added dose ~10 times higher than the accumulated dose measured in the 1–2 natural
aliquot that receive no added irradiation. After measuring the ESR peak heights for both the naturally
and artificially irradiated aliquots, the peak heights are plotted vs. their added doses to yield a growth
curve whose x-intercept givesAΣ (for example, see [6]).

In a tooth, the internal dose rate, Dint(t), depends on the U concentration in the dental tissues,
and the U uptake rate at which U was absorbed into the enamel, dentine, dental cementum, and any
immediately adjacent bone. In most environments, however, neither the external radiation dose
rates, Dsed(t) nor Dcos(t), stay constant with time. For example, Dcos(t) drops as sediment or water
accumulates above the tooth, but Dcos(t) rises again, if erosion exposes buried teeth. Meanwhile,
Dsed(t) varies as deposition, erosion, cementation, or sedimentary diagenesis alter the sedimentary
composition, its water concentration, and its thickness around a tooth. For most Middle Paleolithic
teeth found in caves, however, low enamel and dentinal U concentrations often make Dint(t) low,
while Dcos(t) tends to be small compared to Dsed(t). Together, these factors result in dating limits that
range from ~10–20 ka to ~3–4 Ma and ESR ages whose accuracy and precision depend critically depend
upon the accuracy and precision in the Dsed(t) measurements (see references in [1–6,8]).

In other depositional settings, however, the ESR age’s dating limits, accuracy, and precision can
be dramatically different. This study examines how the sedimentary radioactivity in a Paleolithic site
found in a lava tube affects the ESR dating analyses by examining the dosimetry on Saradj-Chuko Grotto
(SCG), a newly discovered Middle Paleolithic (MP) site occurring in a lava tube in the north-central
Caucasus in Kabardino-Balkaria (Figure 1; Table 1).
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Figure 1. The important stratified Middle Paleolithic sites in the Northern Caucasus, Russia.

Nestled in the Saradj-Chuko Valley, the Saradj-Chuko Grotto sits close to the fluvial divide between
rivers flowing northwest into the Black Sea and those flowing southeast to the Caspian Sea.
Within the Kabardino-Balkaria Republic, in the central northern Caucasus Mt., Russia, this lava
tube formed in the rhyolitic ignimbrites of the Gelasian-Pliocene Lower Chegem Fm. In the later
Quaternary, the grotto hosted Mousterian, other Paleolithic, and Medieval peoples.

Table 1. Teeth from Saradj-Chucko Grotto in the Study.

Number Location Sample Type

ESR Field Plan
Layer

(Horizon)
Square

South,
X (cm)

West,
Y (cm)

Depth,
Z (cm)

Species Tooth

JT5 2018SCG35 4 6B (1) P17 34 48 11 herbivore cheek

2. ESR Dating in Archaeological and Human Paleontological Sites

ESR dating is often used to date the fossils in caves sensu lato, especially those containing
Neanderthals, other early hominins, their tool assemblages, and/or vertebrate fossils. Although open-air
sites do exist that have yielded Pleistocene hominin and other vertebrate fossils, the higher propensity
for open-air sites to experience erosion before, during, and after deposition means that such sites
tend to lack thick stratigraphical sequences, when compared to those in caves. Lava tubes, especially
the smaller tubes, tend to collapse as they undergo diagenesis (for example, see [9]), likely making
it harder to find them. For Neanderthals and their tool assemblages, the majority of the multi-layer
stratified sites occur in caves or abris (rock shelters). Saradj-Chuko Grotto is one of the few lava tube
caves in Europe that has yielded Mousterian assemblages, whereas hundreds of karst caves in Europe,
western Asia, and the Mediterranean coast of northern Africa have yielded Neanderthals, or earlier
hominins, and their characteristic assemblages. In Iceland, Hawaii, and other volcanic islands, several
lava tube caves have yielded recent archaeological finds (for example, see [10]). In Africa, several
caves in granite, ash beds, or lava tubes have yielded hominin fossils or tool assemblages, especially
those near the East African Rift. These caves include Kitum [11], Leviathan [12], the Mau Mau Caves,
and Makubike [13]. Again, however, many more important multi-layered sites yielding hominins,
their artefacts, or Quaternary or Pliocene vertebrates have occurred in karst caves within Africa. Many
important archaological and vertebrate sites known in Eastern Asia or India also occur in karst caves,
although caves in lava tubes or igneous units are also known (for example, see [14]). Few studies have
examined the sedimentary dosimetry in lava tubes, unlike that in karst caves.
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Determining the External Dose Rates, Dext(t)

Since Rink [1], Skinner [2], Blackwell [5], and Blackwell et al. [6] among other authors, have
discussed the theory and application of ESR dating in detail, we will only discus the theory underlying
the sedimentary dose rates herein. Radiation, α, β, and γ, from the sediment surrounding the dating
sample generates Dsed(t). In limestone caves, sediment may derive from aeolian and fluvial processes,
mass wasting, seepage through cracks, stoping of the roof, non-human and human biogenic sources
(Figure 2a). In a lava tube, like SCG, the sediment will lack or contain few, mostly carbonate deposits,
while the more acidic sediment may destroy bone and carbonate fossils (Figure 2b). Thus, geological
and archaeological sites have inhomogeneous (“lumpy”) sediment sitting within sequences of several
very thin horizons with mineralogically and biologically distinct geochemistries. This generates
inhomogeneous radiation dose fields that must be measured precisely and accurately to generate
reliable ESR dates.

 

Figure 2. Sediment sources for caverns. Groundwater or surface water as fluvial or seeping in along
cracks can transport sediment into caverns. Winds may add aeolian clastic or volcaniclastic sediment.
Humans may contribute manuported minerals or fossils used as tools and ritual objects, but their fires
also can add ash, burnt or charred wood and bone. Animals, including humans, accumulate their
excretia, food debris, and their degradation products. As well as the dust and silt trapped on their
feet, and in their pelts, feathers, or clothing, animals contribute their hunted or foraged prey carcasses.
Plants add pollen. From the cave walls, roof, and the cliff face above the mouth come physical, chemical
and biological weathering that contribute mass wasting products, including éboulis, as the cave stopes
upward. Diagenetic processes and cementation can also add new authigenic minerals: (A) In karst
systems, carbonate deposits, like stalagmites, stalactites, flowstone, and tufa, as well as authigenic
carbonate cements usually form a significant sedimentary component. (B) In a grotto within a lava
tube, carbonate sediment and cements will likely be insignificant compared to the clay generated by
degradation of the igneous minerals or volcanic glasses.

To determine a reliable Dsed(t) experienced by a tooth, the individual dose rate, Dsed,i,j(t), for each
mineral j, in each layer or horizon i within the sphere of influence that generates the total dose rate
reaching the tooth must be measured. For the β radiation component in sediment, that sphere of
influence has a radius of ~3 mm in sediment, but the γ radiation sphere’s radius averages 30 cm in
sediment. The radius for the sphere of influence represents the distance over which the radiation
attenuates in sediment or its intensity drops below the level at which it produces a measurable effect
in the sample. Radiation sources closer to the sample will produce a stronger effect on the sample
than sources further away: This effect is modelled as a function of the distance squared between
the source and the sample. Therefore, to assess the sedimentary β radiation dose rate, Dsed,β(t), the fine
sediment immediately attached to, or surrounding, and any other larger clasts, like éboulis, bone, or flint,
within 3 mm of the dating sample is usually analyzed by neutron activation analysis (NAA) or other
radiogeochemical analyses (i.e., fission track, X-ray fluorescence, TL dosimetry, β or γ spectrometry),
while for the sedimentary γ radiation dose rate, Dsed,γ(t), Dsed,γ,i(t) measurements for all the layers
or horizons within 30 cm of the dating sample must be calculated. Thus, since most archaeological
and paleontological sites have inhomogeneous (“lumpy”) sediment, finding the most representative
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value for Dsed(t) requires collecting multiple samples immediately around the sample for sedimentary
dosimetry up to 30 cm away from the tooth [5]. Brennan et al. [15] discussed the issues in lumpy
sites. In most sites, using γ spectrometry and TL dosimetry usually requires that the dosimetry
be completed before excavation removes any sediment. Because that sedimentary inhomogeneity
produces significant variation in Dsed(t) laterally and vertically for any tooth to be dated, γ spectrometry
and TL dosimetry measurements often lack the precision and accuracy needed to get the highest
reliability, if not supplemented by geochemical analyses.

Since water absorbs radiation, it reduces Dsed(t), making it essential to correct Dsed,γ,i(t)
measurements, regardless of how they were measured, if the water content varies by >5 wt% [5].
In newly excavated sites, the modern water concentration, [Wsed(0)], should be measured for each layer
or horizon. Nonetheless, [Wsed(0)] measurements do not guarantee that [Wsed(t)] has been constant
over time, because paleoclimatic and hydrological changes may have altered the time-averaged
sedimentary water concentrations

[
Wsed(t)

]
in the past. Therefore, geomorphological, mineralogical

and geochemical data should be used to model in order to find better Dsed(t) and Dcos(t).
To find the tooth’s time and volumetrically averaged dose rate, Dsed,γ(t) derived from the γ

radiation sources can then be calculated by integrating all Dsed,γ,i(t) over the 30 cm sphere and over
time [6,8,15,16]. is This includes correcting Dsed,γ,i(t) for any absorption or leaching of radioactive
elements from the various sedimentary components [16]. Analagously, Dsed,β(t) is integrated over
the 3 mm sphere and over time.

3. Saradj-Chuko Grotto (SCG), South Russia

Lying at 934 m amsl in the central Caucasus Mt., south Russia, Saradj-Chuko Grotto sits ~35 m
above the Saradj-Chuko River, which is a tributary of the Kishpek River that is, in turn, a tributary of
the Baksan River within the Terek River Basin in Kabardino-Balkaria. Some 70–80 km NE of Mount
Elbrus, Europe’s tallest mountain, the grotto also sits 4 km south of Zayukovo and 20 km SE of Nalchik,
the capital of the Kabardino-Balkaria Republic (Figure 1; [17–19]).

The cave formed in rhyolitic ignimbrites and tuff deposited in the Lower Chegem Formation,
which erupted in the extension zone between the Laba-Malka monoclinal uplift and the Terek-Caspian
Trough, in the continental convergence zone between the Saudi Arabian and Eurasian Plates (Figure 3).
These Lower Chegem volcaniclastic deposits mainly comprise rhyolitic and liparitic tuffs, andesites,
basalts, and rhyolitic ignimbrites ranging from a few tens to almost 500 m thick in the junction zone,
although some extrusive domes, like Mt. Elbrus and Kazbek, also exist (Figure 3; [17–19]). Discovered
in 2016, Saradj-Chuko Grotto contains 11 distinct geoarchaeological horizons ranging from modern,
Medieval, Roman to Middle Paleolithic deposits (Figures 4 and 5). Averaging 5–6 cm thick, Layer 1
contains a grey sandy silt that dips to the NE. With few animal fossils and slag, mixed Medieval
ceramic and several obsidian pieces suggest a bioturbated deposit. Layers 1A–C comprise yellow,
sandy silt units mixed with charcoal and ash [17–19].

Dipping to the west, Layer 2 ranges from 11 to 24 cm of yellow, sandy silt (Figures 4 and 5).
Although Layer 2 yielded a few mammal bones, it lacks artefacts. Also dipping to the west, Layer 3
averages 12–17 cm thick, with yellow sandy silt interspersed with three gruss horizons. Layer 3 yielded
a few mammal fossils and obsidian artefacts, one of which was a Middle Paleolithic bifacial tool.
Comprising 14–30 cm of grey-brown silt dipping to the west, Layer 4 also yielded obsidian artefacts
and several mammal bones. Actually a tectonic fissure, Layer 5 produced flakes, but few fauna in
a dark brown-black sandy silt [17–19].

Averaging 30–40 cm thick dipping to the west, Layer 6A comprises gray sandy silt with some tuff
éboulis likely fallen from the roof (Figures 4 and 5). During the 2017 excavations, Layer 6A yielded
72 artefacts. Of these, most were made on obsidian, with only two on flint, and one on silicified
limestone. With no formal tools or cores, eight flakes, 46 shatters, and 18 chips were identified, probably
attributable to the Middle Paleolithic. Most of the obsidian tools and chips were made on Zayukovo
(Baksan) obsidian [17–19].

55



Methods Protoc. 2020, 3, 20

 

Figure 3. The Geology near Saradj-Chuko Grotto. Saradj-Chuko Grotto lies within the Lower
Chegem Formation, which erupted in the extension zone between the Laba-Malka monoclinal uplift
and the Tarak-Caspian Trough, during the collision zone between southern Euroasia and the Arabian
Plate during the latest Pliocene and earliest Pleistocene (Gelasian). These volcaniclastic deposits
extensively occur in the area. Zayukovo (Baksan) obsidian (Obsidian sites 1 and 2) was found in Layer 6B.
Legend: 1–8: Quaternary units; 9: Early Gelasian-Late Pliocene Lower Chegem Fm.; 10: Middle-Upper
Oligocene to Lower-Middle Miocene, Maikop Fm.; 11: Paleogene strata; 12: Upper Cretaceous strata;
13: Acidic volcanogenic deposits, mainly tuffs; 14: Undissected landslide, scree, deltaic, and fluvial
units; 15: Fluvial deposits; 16: Emergent discharge, 17: Buried discharge; 18: Saradj-Chuko Grotto;
19: Obsidian and flint outcrops: 1–4: All Zayukovo (Baksan) obsidian; 5: Shtauchukua-1 flint;
6: HanaHaku-1 flint; 7: Kamenka-1 flint (adapted from Kizevalter and Karpinsky [20]).

 

Figure 4. Profile Z1–Z2, Saradj-Chuko Grotto, Russia. In Squares Q13–Q14, nine geoarchaeological
layers were identified. Cutting through Layers 2–3 in Square P17, the large disruption that begins just
beneath the label for Layer 1C is likely a Medieval smelting pit or a slag discard pit.
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Figure 5. Sampling sediment, Saradj-Chuko Grotto, Russia. To find the sedimentary dose rates for
ESR dating, 40 sediment samples were analyzed by NAA from 16 geoarchaeological horizons.

At 20 cm thick, Layer 6B contains dark brown silt with ignimbrite pebbles and tuff (Figures 4 and 5).
Some organic matter contained secondary iron hydroxides, while some bones had decomposed to decalcified
phosphate clusters. In 2017, Layer 6B yielded 1591 lithic artefacts, 98% of which were made on obsidian,
again mainly Zayukovo obsidian [17–19].

Undoubtedly, hominins knapped local obsidian in SCG, but any flint artefacts had been imported
ready to use. High quality grey, black, and pink flint was also available along the Baksan, Chegem,
and Kamenka River valleys (Figure 3). The flint may have come from local sources, such as HanaHaku
and Shtaucukua 5–7 km to the northwest, and from Kamenka to the southeast. Inhabitants rejuvenated
flint artefacts at the site. In Layer 6B, the few retouched tools included simple side- scrapers,
rare diagonal and transverse sidescrapers, convergent tools, and Mousterian points. Neanderthals
likely made this Levallois-laminar Mousterian industry [17–19].

Where visible, Layer 7 ranges >20–30 cm thick (Figure 5), but it has not been fully excavated,
iron hydroxide has cemented the archaeologically sterile ignimbrite. Excavations have yet not hit
the grotto floor [17–19].

In Layers 6B and 7, pollen analyses found many tree and shrub grains, including Alnus
glutinosa, Ulmus campestris, and Castanea sativa, with rare Compositae, Poaceaea, and Apiacae.
These layers were deposited during an interglacial period, most likely Marine Isotope Stage
(MIS) 5 when hazel-hornbeam-oak forests with oriental beech, chestnuts, and walnuts surrounded
the cave. Sula and Strobus suggest that the minimum winter temperature locally reached −9 ◦C,
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while precipitation averaged 80–150 cm/y. These mixed deciduous and coniferous forests provided
hominins with complex dietary choices [17–19].

Within Layer 6B, the very fragile bones ranged from whitish grey to yellowish-orangish red.
In some, the original bone shape (“ghosts”) could be discerned when first found, but they had been
decalcified enough that they disintegrated into tiny flakes, spots, or dust if disturbed. Most intact
bones had been broken or cracked before deposition. Thus, taxonomically or anatomically (typing)
identifying many bones was impossible. Some bones, however, had been heated, charred, or calcined,
hinting the animals had likely been hunted by Neanderthals [17–19].

4. Method

Since this study does not focus on the ESR dating age analyses, only a brief description of
the tooth’s preparation for ESR dating will suffice here. All samples were prepared using standard
protocols for a Class 10,000 clean lab. To reduce cross-sample contamination, all glass- and plasticware
were soaked in 6 M HCl(aq) and rinsed ≥15 times with doubly distilled, deionized water to remove all
Cl− ions [21].

After measuring their thicknesses with a CD-4C digital caliper, the tooth was split into four
subsamples with a diamond-tipped Dremel drill, and each subsample cleaned of any attached
sediment or dentine, which were removed and saved for NAA. After measuring enamel thicknesses
in 30–50 places with a Mitutoyo IP-C112E micrometer, 20 μm were shaved off both enamel sides to
remove the externally α-dosed enamel and thicknesses were remeasured. After powdering the enamel
to 200–400 mesh (38–76 μm) in an agate mortar and pestle, it was split into 13–16 identical aliquots,
each weighing 20.0 ± 0.1 mg [21].

Immediately after collection in the field (Figure 5), sediment samples were doubly sealed in
ziplock bags. Samples with sharp gravel were triply bagged. Before powdering the sediment for
NAA, ~30 g of sediment was sampled for [Wsed(0)] immediately after opening the bags. To calculate
[Wsed(0)], the sediment mass was measured and gently heated at ~50 ◦C for several days until no mass
changes were recorded to find the mass loss.

To measure [Used], [Thsed], and [Ksed], all associated sediment were powdered to ≤500 mesh
and analyzed by neutron activation analysis (NAA). In JT5, 1–2 dentines/subsample
and enamels/subsample were analyzed for their U concentrations, [Uden] and [Uen] respectively.
After a 60.0 s irradiation and a 10.0 s delay, U was counted for 60.0 s in a delayed neutron counting
system. Th and K were counted for 20.0 min in a γ counter. Th was counted after a 1.0 h irradiated
and a 7.0 day delay. K had a 24–30 h delay after a 60.0 s irradiation. To ensure accuracy, all results were
calibrated against NIST Standard 1633B [21].

Each Dsed,i,j(t) and its error for each mineral, j, in Layer i, was calculated from [Used], [Thsed],
[Ksed], and [Wsed(0)] [22], assuming no cosmic dose rate contribution, using both Rosy v. 1.4.2 [23]
and Data [24]. Both these programs calculate Dsed,i,j(t) as seen by the sample sitting in a sphere of
homogeneous sediment corrected for radiation backscattering and for β and γ, but not α, attenuation,
due to the sedimentary and tissue water concentrations, tissue density, and thicknesses from sediment
and tissues. Dsed(t) were calculated by using the program VolSed v. 2.2 that integrates all the applicable
Dsed,i,j(t) values within 3 mm for the β dosimetry or 30 cm for the γ dosimetry respectively over their
applicable sedimentary units, weighted by their volume and distance from the sample. Distances
between sedimentary components and a tooth was determined visually in the field, from the total
station data, and from the site photographs. For the saturation simulations and modelling, Dcos(t)
were calculated assuming ramped box models [7] using Rosy v. 1.4.2, and integrated over time since
the simulated deposition using the program AgeTimeAv v. 4.4. Comparisons between the other
dosimetry methodologies, namely “instantaneous” γ and TL dosimetry, with the geochemical analyses
described here, show that insignificant differences occurred between the three dosimetric methods
(for example, see [5,6,25], and more references therein).
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5. Results and Discussion

In Saradj-Chuko Grotto, water, U, Th, and K concentrations were measured for 16 different layers
or horizons, from which Dsed,β(t) and Dsed,γ(t) were calculated (Table 2). To see the trends, means for
the four concentrations and the two dose rates were plotted vs. depth (Figure 6).

Table 2. Sedimentary Radioactivity, Saradj-Chuko Cave, Russia.

Location Concentrations Sedimentary Dose Rates 1

Sample Layer Square
N–S,

X (cm)
E–W,

Y (cm)
Depth,
Z (cm)

Water
(wt%)

U
(ppm)

Th
(ppm)

K
(wt%)

DBG
sed,β(t)

2

(mGy/y)

DBG
sed,γ(t)

3

(mGy/y)

a. Layer 1
2018SCG11 1 Q17 72 98 +123 15.9 2.62 9.25 2.86 0.727 1.212
bulk sediment ± 0.2 0.02 0.18 0.07 0.064 0.016

b. Layer 1A
2018SCG10 1A Q14 40 97 +115 20.3 0.60 2.28 7.90 1.519 1.627
bulk sediment ± 0.2 0.02 0.09 0.20 0.142 0.037

c. Layer 1B
2018SCG09 1B Q14 35 97 +112 22.9 2.45 8.09 6.44 1.290 1.688
bulk sediment ± 0.1 0.02 0.15 0.18 0.119 0.033

d. Layer 1C
2018SCG08 1C Q14 43 97 +106 23.3 3.04 7.61 4.88 1.019 1.429
bulk sediment ± 0.2 0.02 0.17 0.13 0.093 0.024

e. Layer 2
2018SCG06 2 Q15 4 96 +106 15.6 4.87 16.01 4.54 1.193 2.055
bulk sediment ± 0.4 0.02 0.27 0.12 0.105 0.029

f. Layer 3A
2018SCG07 3A Q17 23 97 +83 14.6 4.81 19.74 4.31 1.185 2.193
bulk sediment ± 0.1 0.02 0.35 0.11 0.104 0.027
2018SCG19 3A Q17 58 13 +78 16.4 5.93 21.93 4.00 1.148 2.277
bulk sediment ± 0.1 0.02 0.37 0.10 0.099 0.026

bulk sediment 3A Q17 +86 15.5 5.37 20.84 4.16 1.166 2.238
mean (n = 2) − +78 ± 0.9 0.56 1.09 0.16 0.072 0.019

g. Layer 3B
2018SCG17a 3B Q17 64 17 +79 17.5 4.28 17.82 3.84 1.014 1.889
bulk sediment ± 0.1 0.02 0.31 0.10 0.089 0.023
2018SCG18 3B Q17 54 13 +78 17.2 4.42 17.13 3.74 1.000 1.861
bulk sediment ± 0.1 0.02 0.31 0.10 0.088 0.023
2018SCG20 3B Q17 60 17 +72 17.8 4.31 16.99 3.96 1.029 1.873
bulk sediment ± 0.2 0.02 0.31 0.10 0.090 0.024

bulk sediment 3B Q17 +79 17.5 4.34 17.31 3.85 1.014 1.875
mean (n = 3) − +71 ± 0.2 0.06 0.36 0.09 0.051 0.014

h. Layer 4
2018SCG05 4 Q13 91 95 +69 16.5 4.60 17.42 3.92 1.054 1.943
bulk sediment ± 0.3 0.02 0.30 0.11 0.093 0.027

i. Layer 6A
2018SCG22 6A Q17 61 27 +17 19.7 4.66 12.91 2.62 0.735 1.436
bulk sediment ± 0.1 0.02 0.23 0.07 0.064 0.017
2018SCG23 6A Q17 60 27 +10 18.5 3.89 13.59 2.77 0.754 1.447
bulk sediment ± 0.1 0.02 0.25 0.07 0.066 0.018

bulk sediment 6A Q17 +17 19.1 4.28 13.25 2.70 0.745 1.441
mean (n = 2) − +10 ± 0.6 0.39 0.34 0.07 0.046 0.012

j. Layer 6B1a
2018SCG29 6B1a P16 65 53 +5 17.7 9.89 18.28 2.82 1.015 2.218
bulk sediment ± 0.1 0.02 0.31 0.07 0.084 0.019
2018SCG25 6B1a P16 60 55 +3 18.8 8.42 17.11 3.36 1.044 2.108
bulk sediment ± 0.1 0.02 0.31 0.09 0.088 0.022
2018SCG27 6B1a Q15 90 20 −3 21.8 5.76 14.42 2.76 0.783 1.575
bulk sediment ± 0.1 0.02 0.26 0.07 0.067 0.017
2018SCG26 6B1a P16 60 55 −5 19.0 8.85 15.32 2.84 0.945 1.968
bulk sediment ± 0.1 0.02 0.28 0.08 0.079 0.020
2018SCG30 6B1a P16 65 52 −5 17.8 6.98 14.76 2.71 0.867 1.781
bulk sediment ± 0.1 0.02 0.26 0.07 0.073 0.017

bulk sediment 6B1a P16 +5 19.0 7.98 15.98 2.90 0.931 1.930
mean (n = 4) -Q15 − −5 ± 1.5 1.45 1.48 0.24 0.096 0.230
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Table 2. Cont.

Location Concentrations Sedimentary Dose Rates 1

Sample Layer Square
N–S,

X (cm)
E–W,

Y (cm)
Depth,
Z (cm)

Water
(wt%)

U
(ppm)

Th
(ppm)

K
(wt%)

DBG
sed,β(t)

2

(mGy/y)

DBG
sed,γ(t)

3

(mGy/y)

k. Layer 6B1b
2018SCG32 6B1b P18 36 90 +9 19.4 3.68 17.43 2.91 0.786 1.594
bulk sediment ± 0.1 0.02 0.31 0.08 0.068 0.021
2018SCG34 6B1b P18 98 89 +4 18.1 3.25 13.63 2.94 0.769 1.431
bulk sediment ± 0.1 0.02 0.26 0.08 0.068 0.020
2018SCG40 6B1b P17 23 99 −1 17.9 3.51 15.73 3.05 0.814 1.568
bulk sediment ± 0.1 0.02 0.29 0.08 0.071 0.020
2018SCG33 6B1b P18 37 89 −2 19.9 3.53 15.53 3.01 0.783 1.512
bulk sediment ± 0.1 0.02 0.27 0.09 0.070 0.020

bulk sediment 6B1b P17 +9 18.9 3.51 15.64 2.98 0.789 1.530
mean (n = 4) -P18 −2 ± 0.3 0.12 0.91 0.04 0.068 0.040

l. Layer 6B2
2018SCG41 6B2 Q16 2 30 −1 20.8 18.43 15.13 3.15 1.303 2.810
bulk sediment ± 0.1 0.02 0.28 0.08 0.104 0.019
2018SCG42 6B2 P17 23 99 −11 21.9 14.33 13.13 2.49 1.012 2.213
bulk sediment ± 0.1 0.02 0.23 0.07 0.082 0.016
2018SCG61 6B2 Q17 40 36 −20 21.2 29.73 13.56 2.14 1.481 3.531
bulk sediment ± 0.1 0.02 0.25 0.06 0.112 0.016

bulk sediment 6B2 Q16 −1 21.3 20.83 13.94 2.59 1.276 2.851
mean (n = 3) -P17 −20 ± 0.5 6.51 0.86 0.42 0.339 0.539
bulk sediment 6B2 Q16 −1 21.4 16.38 14.13 2.82 1.160 2.532
mean (n = 2) -P17 −20 ± 0.6 2.05 1.00 0.33 0.015 0.032

m. Layer 6B3a
2018SCG45 6B3a P15 60 30 −9 20.9 5.30 16.94 2.90 0.819 1.682
bulk sediment ± 0.1 0.02 0.30 0.08 0.070 0.019

2018SCG44a 6B3a P15 47 25 −10 20.4 6.15 19.00 2.53 0.802 1.795
bulk sediment ± 0.1 0.02 0.33 0.07 0.068 0.019
2018SCG44b 6B3a P15 47 25 −10 20.4 14.19 15.90 2.82 1.108 2.421
bulk sediment ± 0.1 0.02 0.30 0.07 0.089 0.018
bulk sediment 6B3a P15 −9 20.6 8.55 17.28 2.75 0.910 1.966
mean (n = 3) −10 ± 0.2 4.01 1.29 0.16 0.140 0.325
bulk sediment 6B3a P15 −9 20.7 5.79 17.99 2.71 0.810 1.742
mean (n = 2) −10 ± 0.2 0.43 1.03 0.19 0.010 0.014

n. Layer 6B3b
2018SCG54 6B3b Q16 45 97 −10 22.2 16.49 13.27 2.56 1.093 2.408
bulk sediment ± 0.1 0.02 0.24 0.07 0.088 0.016
2018SCG49 6B3b Q17 40 30 −11 28.2 - - - - -
bulk sediment ± 0.2 - - - - -
2018SCG58 6B3b Q17 70 45 −16 23.6 15.62 12.69 2.06 0.949 2.175
bulk sediment ± 0.1 0.02 0.23 0.05 0.075 0.013
2018SCG57 6B3b Q17 4 15 −17 21.0 10.66 15.09 2.81 0.972 2.058
bulk sediment ± 0.1 0.02 0.26 0.07 0.080 0.017
2018SCG62 6B3b Q17 17 65 −19 22.4 15.40 15.05 2.43 1.040 2.353
bulk sediment ± 0.1 0.02 0.26 0.06 0.083 0.016

2018SCG55 6B3b Q16 80 79 −19 25.2 21.12 15.73 2.51 1.195 2.771
bulk sediment ± 0.1 0.02 0.28 0.07 0.094 0.016

bulk sediment 6B3b Q16 −10 23.8 15.86 14.37 2.47 1.050 2.353
mean (n = 5 or 6) -Q17 −19 ± 2.4 3.33 1.17 0.24 0.089 0.244
bulk sediment 6B3b Q16 −10 23.0 14.54 14.03 2.47 1.014 2.249
mean (n = 4) -Q17 −19 ± 0.9 2.28 1.07 0.27 0.070 0.140

o. Layer 6B3c
2018SCG46 6B3c P15 47 22 −19 20.8 5.76 17.24 2.91 0.839 1.739
bulk sediment ± 0.1 0.02 0.31 0.08 0.071 0.019
2018SCG59 6B3c Q17 3 10 −26 21.1 7.74 14.68 2.44 0.801 1.715
bulk sediment ± 0.1 0.02 0.26 0.06 0.067 0.015
2018SCG63 6B3c Q17 43 39 −30 21.7 9.19 16.17 2.50 0.862 1.896
bulk sediment ± 0.1 0.02 0.27 0.07 0.072 0.017

bulk sediment 6B3c P15 −19 21.2 7.56 16.03 2.62 0.834 1.783
mean (n = 3) -Q17 −30 ± 0.4 1.41 1.05 0.21 0.025 0.080

p. Layer 7
2018SCG04 7 Q13 75 95 +5 - 10.18 27.20 3.20 1.164 2.714
bulk sediment ± - 0.02 0.44 0.08 0.097 0.027
2018SCG03 7 Q13 75 95 −6 17.1 8.00 22.90 2.78 0.976 2.249
bulk sediment ± 0.3 0.02 0.37 0.07 0.081 0.023

bulk sediment 7 Q13 +5 17.1 9.09 25.05 2.99 1.070 2.481
mean (n = 2) −6 ± 0.3 1.09 2.15 0.21 0.094 0.233
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Table 2. Cont.

Location Concentrations Sedimentary Dose Rates 1

Sample Layer Square
N–S,

X (cm)
E–W,

Y (cm)
Depth,
Z (cm)

Water
(wt%)

U
(ppm)

Th
(ppm)

K
(wt%)

DBG
sed,β(t)

2

(mGy/y)

DBG
sed,γ(t)

3

(mGy/y)

q. Grotto walls
2018SCG01 - debris - - - - 11.05 31.64 3.97 1.317 3.011
weathered
roof fall ± - 0.02 0.51 0.11 0.147 0.209

2018SCG02 - debris - - - - 5.81 25.34 5.60 1.621 2.963
unweathered roof pile ± - 0.02 0.42 0.13 0.142 0.033

roof rock - - - - - 8.43 28.49 4.79 1.469 2.987
mean (n = 2) ± - 2.62 3.15 0.82 0.152 0.024

1 Abbreviations: DBG
sed,β(t) = the bulk sedimentary dose rate from β sources; DBG

sed,γ(t) = the bulk sedimentary dose

rate from γ sources; Concentrations and 1 σ errors were calculated for the closest tooth; 2 Calculated using the nearest
tooth’s thicknesses and clastic sediment density, ρsed = 2.66 ± 0.01 g/cm3; enamel density, ρen = 2.95 ± 0.02 g/cm3;
enamel density, ρden = 2.85 ± 0.02 g/cm3; 3 Calculated using cosmic dose rate, Dcos(t) = 0.00 ± 0.00 μGy/y; 4 Values
below detection limits: Assumed to be 0.00 ± 0.00 ppm for calculations.

Figure 6. Factors affecting sedimentary dosimetry vs. depth, Saradj-Chuko Grotto (SCG), Russia.

Mean factors plotted here show that significant changes occur with depth in the sediment at SCG:
(A) Mean modern sedimentary water concentration,

[
Wsed(0)

]
, vs. depth: Layers 1B, 1C, and 6B3b had

highest mean sedimentary water concentrations, all of which exceeded 22 wt%, while Layers 3A and 2
had the lowest averaging <16 wt%. Layers 1, 4, and 7 also had water concentrations at 16–17 wt%.
Within Layer 6, water concentrations ranged from 18.9 ± 0.3 to 23.8 ± 2.4 wt%, with higher uncertainties
than seen in other layers. (B) Radioactive elemental concentrations vs. depth: For all but Layers 1A, 1B,
1C, and 2, mean [Ksed] stayed below 4 wt%, with a low at 2.5 ± 0.2 wt%. Layer 1A had the highest
[Ksed] occurred at 7.9 ± 0.2 wt%, but the lowest [Thsed] and [Used] at 2.28 ± 0.09 and 0.60 ± 0.02 ppm
respectively. Below Layers 1–1C, all the mean [Thsed] exceeded 12 ppm, while the mean [Used] exceeded
3.5 ppm. Within Layer 6, significant variations in both [Used] and [Thsed] and their uncertainties
occurred. (C) Sedimentary dosimetry vs. depth: While both the highest Dsed,β(t) and Dsed,γ(t) within
Layer 6 occurred in 6B2, Layers 6B1b and 6A both had very low Dsed,β(t) and Dsed,γ(t). Since both
Dsed,β(t) and Dsed,γ(t) showed substantial variation and high uncertainties from one horizon to the next,

the means, D
BG
sed,β,i, j(t) and D

BG
sed,γ,i, j(t), could not be used to calculate the specific volumetrically

averaged dose rates, Dsed,β,i(t) or Dsed,γ,i(t), near each tooth. Instead, several samples with 30 cm of
each tooth must be measured, which will increase the cost to date each tooth.
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5.1. Sedimentary Geochemistry

Throughout the layers at SCG, the sediment retained high modern water concentrations, [Wsed(0)]
(Table 2; Figure 6a). Layers 3A and 2 had the lowest mean [Wsed(0)] at 15.5 ± 0.9 and 15.6 ± 0.4 wt%
respectively, while Layer 1 averaged 15.9 ± 0.2 wt%, and Layer 4, at 16.5 ± 0.3 wt%. Probably due to its
higher sand concentrations and less clay, Layer 7 had a water concentration at 17.1 ± 0.3 wt%. Within
Layer 6, water concentrations ranged from 18.9 ± 0.3 to 23.8 ± 2.4 wt%, with higher uncertainties
than seen in other layers. Meanwhile, Layers 1B, 1C, and 6B3b all had >22 wt% [Wsed(0)]. Within
Layer 6, [Wsed(0)] ranged from 18.9 ± 0.3 to 23.8 ± 2.4 wt%, with higher uncertainties than seen
in other layers. In most karst cave sediment, [Wsed(0)] tends to average 5–15 wt% [5,6,8,25–33].
At [Wsed(0)] >12–15 wt%, the sediment feels damp, which tends to discourage both long-term human
inhabitation and cave bear hibernation. Undoubtedly, the high clay concentrations in most of SCG’s
sedimentary layers ensures that they stayed wet, which also promoted higher degradation of bone
and other the organic remains, as well as the igneous minerals found in the ignimbrite constituting
the cave rocks. Whether under different climate regimes, the sediment may not have stayed as wet as
it is now. Nonetheless, wet sediment might have discouraged hominin and cave bear inhabitation
in the grotto during all but the driest seasons and the coldest glacial periods. With the high bone
dissolution, the dental seasonal analyses needed to answer this question have yet to be completed.

The SCG sediment also contained high K concentrations, [Ksed] (Table 2; Figure 6b). In both
Layers 1B and 1C, [Ksed] exceeded 6.5 wt%, but in Layer 6B3c, [Ksed] averaged a low of 2.47 ± 0.24 ppm.
Nonetheless, throughout SCG, [Ksed] at 2.5–4.0 wt% more than doubles the typical [Ksed] at 0.5–2.0 wt%
seen in most karst cave sediment [5,6,8,25–33]. Thus, the high [Ksed] also leads to higher Dsed,β(t)
(see below).

Except for Layer 6B1b, all the layers deeper than Layer 1C had sedimentary U concentrations,
[Used], >4 ppm (Table 2; Figure 6b). Layer 1A had the lowest U concentrations at 0.60 ± 0.02 ppm,
but Layer 6B2′s [Used] exceeded 20.8 ppm U, with 2018SCG61 at 29.73 ± 0.02 ppm (Table 2l). In SCG,
its [Used] values average 4–6 ppm for those layers above Layer 6, but below, [Used] generally exceeded
7.5 ppm, except for Layer 6B1b. In karst caves, the sediment tends to have [Used] ≤4 ppm [2,5,6,8,25–33]
namely ≤50% of that seen in SCG.

Below Layer 1C, all the mean Th concentrations, [Thsed], exceeded 12 ppm (Table 2; Figure 6b).
The lowest [Thsed] occurred in Layer 1A at 2.28 ± 0.09 ppm, while Layer 7 had highest [Thsed]
at 25.05 ± 2.15 ppm. In typical karst caves, [Thsed] usually ranges from 3 to 8 ppm, but the carbonate
rocks often have [Thsed] near or below NAA [Thsed] detection limits [5,6,8,25–33]. Hence, SCG’s [Thsed]
ranged from 150% to >300% more than typically seen in karst cave sediment.

Interestingly, within Layer 6, large variations in both [Used] and [Thsed] occurred (Table 2i–o;
Figure 6b). Due to the high [Wsed(0)], and its igneous source rocks that weather into sediment with high
acidity, the SCG sediment contained up to 40–50% clay in many horizons. That acidity contributed to
high dissolution rates for bone and other organic tissues, as shown by the prevalence of the bone ghosts
seen in many layers. Once exposed to U in the sediment, however, bone, dentine, and dental cementum
begin to scavenge U rapidly [34–39]. Certainly, samples with higher bone concentrations had more
[Used], coupled with somewhat lower [Thsed]. These horizons also yielded the higher artefact numbers.
Likely, in these horizons, the hominins contributed more bone and dental tissues to the sediment than
in other horizons. Without a good proxy for the initial bone concentrations, however, estimating how
much [Used,os] derived from U scavenging by bone and dental issues from the groundwater compared
to U scavenged from [Used,igrx], including [Used,éb], after igneous rock dissolution is difficult. Nor can
we estimate how high [Used] might have been for each horizon before the bones began to dissolve
and release [Used,os] again to the sediment, from where it may have been subsequently leached.
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5.2. Sedimentary Dose Rates

Overall, the SCG’s Dsed,β(t) ranged from 0.727± 0.064 to 1.519± 0.064 mGy/y, while Dsed,γ(t) varied
from a low of 1.212 ± 0.016 mGy/y to a high of 2.851 ± 0.539 mGy/y (Figure 6c; Table 2). The highest
Dsed,β(t) and Dsed,γ(t) occurred in Layers 2–4 and some horizons in Layers 6 and 7.

In Layer 1, although [Wsed(0)] rose with depth, Dsed,β(t) reached a local maximum in Layer 1A
due to high [Ksed] and Dsed,γ(t) in Layer 1B due to [Thsed] (Figure 6; Table 2). In Layers 2–3, lower high
[Wsed(0)] coupled with high [Thsed] produced high Dsed,β(t) and Dsed,γ(t). In Layer 7, low [Wsed(0)]
mixed with both high [Used] and [Thsed] again yielded high Dsed,β(t) and Dsed,γ(t).

Within Layer 6, Layers 6a, 6B1b, 6B3a, and 6B3c had lower Dsed,β(t) and Dsed,γ(t), while Layers
6B1a, 6B2, and 6B3b gave higher Dsed,β(t) and Dsed,γ(t) (Figure 6c; Table 2i–o). In Layers 6a and 6B1b,
moderately low [Wsed(0)] combined with low [Used] to make low Dsed,β(t) and Dsed,γ(t). Despite higher
[Wsed(0)], the very high [Used] in Layers 6B2 and 6B3b produced the highest and second highest
Dsed,β(t) and Dsed,γ(t) within Layer 6.

Within Layer 6, Dsed,β(t), Dsed,γ(t), and their uncertainties varied greatly from horizon to horizon,
due in part to [Used,os] associated with the sedimentary bone concentrations (Figure 6c; Table 2i–o).
Since [Used] strongly affected both Dsed,β(t) and Dsed,γ(t), the effect of [Used,os] was examined by
plotting the means for both Dsed,β(t) and Dsed,γ(t) using all samples analyzed from the layer, as well
as the means in the samples having higher amounts of bone, and those without the highest [Used,os]
samples (Figure 7; Table 2i–o). In each of the three horizons, removing the sample with the highest
[Used] left a smaller mean with a significantly smaller uncertainty. Nonetheless, the mean for Layer
6B2 without the highest [Used] still had much higher Dsed,β(t) and Dsed,γ(t) than for all other horizons
and comparable those seen in Layer 7, which lacks hominin artefacts.

Figure 7. The effect of bone in the sedimentary dose rates, Dsed(t), at Saradj-Chuko Grotto, Russia.
Within Layer 6 at Saradj-Chuko, having more bone in the sediment produced: (A) higher β sedimentary
dose rates, Dsed,β(t) (B) higher γ sedimentary dose rates, Dsed,γ(t) Bone-rich samples had up to
0.32 mGy/y for Dsed,β(t) and 1.0 mGy/y for Dsed,β(t). If bone-rich samples were removed from the means
for Dsed,β(t)and Dsed,β(t), the resulting Dsed,β(t)and Dsed,γ(t) had lower mean rates with significantly
smaller uncertainties. Thus, knowing the precise locations for bone-rich sediment will increase
the precision for the dose rates.

In karst caves, Dsed,β(t) typically ranges from 100 to 500 μGy/y, while Dsed,γ(t) varies from 300 to
1000 μGy/y, partly due to the limestone and éboulis that tend to range at 30–60 μGy/y for Dsed,éb,β(t)
and 100–250 μGy/y for Dsed,éb, γ(t) [5,6,8,16,25–33]. By comparison, at SCG, both Dsed,β(t) and Dsed,γ(t)
range 3–15 times higher.
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5.3. The Effects on the ESR Ages

With such high Dsed(t) in several horizons and their high variations within Layer 6,
the volumetrically averaged sedimentary dose rates, Dsed(t), will need to be calculated using
the individual Dsed,i,j(t) for each layer and sedimentary component within the 3 mm and 30 cm

spheres of influence around each tooth. Using the means, D
BG
sed,β,i, j(t) and D

BG
sed,γ,i, j(t), for each horizon

will not provide, Dsed(t) that will be accurate and precise enough to get the most reliable ESR ages.
Thus, several individual sediment samples near each tooth must be tested by NAA. This could
dramatically increase the costs for dating each tooth.

To test the dentinal dose rates, eight subsamples from JT5 were analyzed for its U concentrations,
[Uden] (Table 3). Not surprisingly, both [Uinden] and [Uoutden] ranged from 136.12 to 162.38 ± 0.02 ppm,
which produce Dden(t) ranging from 3.751 ± 0.270 to 4.475 ± 0.322 mGy/y assuming an early U uptake
model in the dentine. Again, [Uden] tend to range 100–150 ppm higher than comparable [Uden] values
seen in dentine from karst caves [5,6,8,25–33,38,39]. JT5′s Dden(t) emits as much as ~2.5–4.0 mGy/y,
significantly more than in the comparable dentine seen in Middle Paleolithic teeth collected from
karst caves.

Table 3. Dental Radioactivity at Saradj-Chuko Grotto, Russia.

Sample
U Concentrations (ppm)

Enamel Inner Dentine Outer Dentine

[Uen] [Uinden] [Uoutden]

JT5, cheek tooth, Layer 6B1:
JT5en1 - 1 136.78 136.12
JT5en2 - 1 149.66 151.08
JT5en3 - 1 162.38 158.35
JT5en4 - 1 156.85 161.71
Mean - 1 151.42 151.82

± - 1 11.06 11.37

Typical concentration ~ 0.01 0.01 0.01
uncertainties 2 - 0.02 0.02 0.02

Typical isotopic ~ 0.01 0.01 0.01
detection limits 2 - 0.02 0.02 0.02

Typical water 0.02 0.05 0.05
concentrations (wt%) 2 ± 0.02 0.02 0.02

1 Data not available. 2 Typical uncertainties, detection limits, and water concentrations depend on the tissue’s mass,
tissue type, and diagenetic state.

In humans, the lethal dose for 50% of people tested, LD50, is ≤4 Gy of radiation, although a dose as
low as 0.25 Gy produces measurable effects in the body [40]. With a combined Dsed(t) averaging from
~1.9 to 3.7 mGy/y, but locally as high as 4.1–5.0 mGy/y, coupled with Dden(t) as high as 3.7–4.5 mGy/y,
hominins living in SCG received measurable effects after as few as ~26 years at the highest dose rates,
assuming that no areas in the cave have a higher dose rate. Although they would not likely accumulate
lethal doses in a lifetime, especially if the wet sediment discouraged long-term inhabitation, the effects
on mutation and cancer rates likely affected people who inhabited SCG for short times periodically
over many years or those visiting frequently.

Since both Dsed(t) and Dden(t) are so high, any tooth from SCG will have a much higher accumulated
dose, AΣ, than a tooth of comparable age from a karst cave. Because the precision with which AΣ

can be calculated drops asAΣ rises, the precision for the ESR ages for the SCG teeth also drops with
the rising AΣ. For most teeth, full saturation of the HAP signal occurs at ~13–22 kGy, but must be
tested in each. At the highest Dsed(t) and Dden(t) seen in SCG, teeth might reach their full saturation
dose, Asat, within 250 ka of being deposited. More realistically, given that neither all the horizons

64



Methods Protoc. 2020, 3, 20

within the spheres of influence around each tooth are likely to emit the highest Dsed(t) nor are all Dden(t)
will have the highest concentrations, the maximum dating age could be <500–800 ka. If the teeth
date <200–250 ka (i.e., Marine Isotope Stage, MIS, 7) or even <360–420 ka (i.e., MIS 11), reliable ages
should be calculable. Given that the assemblages in the oldest layers resemble closely the Mousterian,
one would expect their teeth to post-date 200 ka. If, however, the cave contains teeth deposited
older than MIS 15, their calculated ages might represent minimum ages, because their teeth might
have reached their Asat. Should more archaeological layers occur below Layer 7, the potential for
encountering teeth that might have reached saturation increases.

At a depth of+11 cm, JT5 sat within Layer 6B1a, just above the boundary with Layer 6B1b. For the β
dosimetry, both Layers 6b1a and 6B1b fell within JT5′s sphere of influence, giving its preliminary
Dsed,β(t) = 955 ± 91 μGy/y. For the γ dosimetry, 2 cm of Layer 4 and 18 cm of Layer 6A overlay JT5,
while 18 cm of Layer 6B2 lay below Layer 6B1b. After estimating and correcting for the amount of bone
and rooffall around JT5, its preliminary Dsed,γ(t) = 2000 ± 109 μGy/y. Final calculations must await
excavation of nearby quadrants to assess the currently hidden sediment nearby and its inhomogeneous
components. If JT5 was deposited during MIS 5 (i.e., ~74–128 ka), as the palynological analyses
suggest [18], JT5′s accumulated dose, AΣ, would be expected to lie between 580 and 1080 Grays,
assuming a linear U uptake model (LU; Figure 8a), which would allow an definite age determination for
JT5, rather than a minimum age estimate. Assuming LU, JT5 would likely reachAsat at ages between
1.16 and 1.92 My after its initial deposition (Figure 8b). With the crystal damage rates produced
by the high ionizing radiation fields bathing the teeth and the dentinal U concentrations (Table 3),
however, the teeth might have uptaken U more frequently as the tooth aged. Thus, an RU model,
with the uptake rate, p > 0, would better model the tooth’s U uptake history. If so, JT5′s MIS 5 ages
would be older, and it would likely reach itsAsat if it had been deposited earlier in the Quaternary
than would be generated by assuming LU.

Figure 8. Calculated ages vs. accumulated doses, AΣ, JT5, Saradj-Chuko Grotto, Russia. Using
the preliminary volumetrically averaged sedimentary dose rates, Dsed,β(t) and Dsed,γ(t), ESR ages were
calculated for JT5 at: (A)AΣ = 0.0–2.0 kGy (B)AΣ = 2.0–22.0 kGy AsAΣ rises, so do the calculated
ages, with a nearly linear function. Assuming that an early U uptake model (EU, p = −1) describes the U
uptake rate into the tooth, JT5 would haveAΣ = 0.99–1.96 kGy if it dates to MIS 5. Under EU, JT5 would
reach its saturation dose, Asat, after ~665–1100 ky following its initial deposition. Using a linear U
uptake model (LU, p = 0), JT5 would haveAΣ = 0.58–1.06 kGy if it dates to MIS 5. Under LU, JT5 would
reach itsAsat at ~1.16–1.92 My after its initial deposition. Assuming a recent U uptake (RU) model with
an U uptake rate, p = 10, an age for JT5 dating to MIS 5 would haveAΣ = 280–520 Gy. Assuming p = 10
(RU), JT5 would likely reach itsAsat after ~2.92–4.94 My. Assuming p = 20, a tooth from MIS 5 would
have AΣ = 250–240 Gy, and reach its Asat after ~3.59–5.90 My in the sediment. Thus, this analysis
shows that JT5 will give definitive ESR ages regardless of its actual U uptake model. For teeth found
in other layers with higher Dsed,β(t) and Dsed,γ(t), or for those found in thicker bone-rich horizons,
however, theirAΣ may approach the saturation dose,Asat, too closely to distinguish itsAΣ fromAsat.
That would make it impossible to calculate anything other than a minimum age limit.
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6. Conclusions

Unlike typical karst limestone caves, Saradj-Chuko Grotto nestles in rhyolitic ignimbrite. Due to
its calcium carbonate, limestone buffers the sediment and its groundwater, but the rhyolitic ignimbrite
at SCG lacks an effective geochemical buffer. Thus, in situ degradation of the ignimbrite has made
the sediment very acidic. Thus, the acidic sediment contains high clay concentrations from the degraded
silicates and obsidian in the lava. Acting as an aquatard, the clay also retains water well, producing
[Wsed(0)] higher than 16 wt% on average, but as high as ~24 wt%. Since clays adsorb Th, the SCG
sediment contains 10–20 ppm more [Thsed] than those seen in most karst cave sediment. At SCG,
[Ksed] concentrations also far exceeded those in karst caves. Dissolution of bones that scavenged
[Used] from the local groundwater has produced [Used] up to ~30 ppm, SCG’s [Used] averaged
5–10 times higher than [Used] seen in most karst caves. In SCG, Dsed,β(t) averaged from 0.727 ± 0.064 to

1.519 ± 0.142 mGy/y and Dsed,γ(t) from 1.212 ± 0.016 to 2.987 ± 0.024 mGy/y. Namely, SCG’s Dsed,β(t)
and Dsed,γ(t) both exceed those seen in typical karst caves by 200–300%. In the fossils, the dentine
and bone scavenged U from the uraniferous groundwater bathing the sediment, leading to high Dden(t)
measures. With high [Uden] near 130–160 ppm, Dden(t) also contribute radiation at 2–4 times faster than
typical seen in karst caves. Therefore, for some SCG teeth found in the horizons rich in bone where
the highest Dsed(t) occur, a viable maximum datable age may be as small as 0.25–0.8 Ma. Hominins
living in SCG might have begun to experience medical effects from the high radiation rates within
a few decades. People excavating in SCG should also be monitored with personal dosimeters.
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Appendix A

Table A1. ESR symbols and abbreviations.

Symbol Definition

ESR electron spin resonance (also called electron paramagnetic resonance, EPR)
HAP hydroxyapatite, the major constituent mineral in bone, enamale, dentine, and dentinal cementum
AΣ the total accumulated radiation dose in the dated sample or subsample

DΣ(t) the total dose rate from all sources for the dated sample or subsample
Dint(t) the dose rate from U, its daughters, and other radioisotopes inside the dated sample or subsample
Dext(t) the dose rate from all sources outside the dated sample or subsample
Dsed(t) the dose rate from sedimentary U, Th, K, and other radioisotopes around the dated sample

Dsed,β(t)
the dose rate from β particles from sedimentary U, Th, K, and other radioisotopes around the dated sample or
subsample

Dsed,γ(t) the dose rate from γ radiation from sedimentary U, Th, K, and other radioisotopes around the dated sample
or subsample

Dcos(t) the dose rate from cosmic sources affecting the dated sample or subsample
t1 the dated sample’s or subsample’s age
t0 today
τ the mean ESR signal lifetime for an ESR signal
τHAP the mean ESR signal lifetime for the hydroxyapatite (HAP) signal in bone, enamel and other dentinal tissues
[Uen] the uranium concentration in the enamel for a dated tooth
[Uden] the uranium concentration in the dentine for a dated tooth

[Uinden] the uranium concentration in the inner dentine for a dated tooth
[Uoutden] the uranium concentration in the outer dentine for a dated tooth

[Used] the uranium concentration in the sediment around a dated sample
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Table A1. Cont.

Symbol Definition

[Used,éb] the uranium concentration in the éboulis (clasts generated by mass waste as the cave roof stopes upward)
within the sediment around a dated sample

[Used,os] the uranium concentration in the other osseous components within the sediment around a dated sample,
including in the bone, enamel, dentine, and/or dental cementum

[Used,igrx] the uranium concentration in the igneous rock clasts (e.g., éboulis, fluvial, or aeolian clasts) in the sediment
around a dated sample, including any igneous rocks, tephra, volcaniclastic deposits, etc.

[Thsed] the thorium concentration in the sediment around a dated sample
[Ksed] the potassium concentration in the sediment around a dated sample

[Wsed(0)] the modern water concentration measured now in the sediment around a dated sample[
Wsed(0)

]
the mean modern water concentration measured now in the sediment

[Wsed(t)] the water concentration in the sediment as a function of time around a dating sample[
Wsed(t)

]
the time-averaged water concentration in the sediment around a dating sample

ρen the density of the enamel in a dated tooth
ρden the density of the dentine in a dated tooth
ρsed the clastic sedimentary density around a dating sample

p the U uptake rate (parameter) used in calculating Dint(t)
EU the early U uptake model used in calculating Dint(t) with p = −1
LU the linear (continuous) U uptake model used in calculating Dint(t) with p = 0
RU any recent U uptake model used in calculating Dint(t), often generally used with p = 10

Dsed(t0) the modern sedimentary dose rate measured now for a dated sample
Dsed,i(t) the sedimentary dose rate derived from Layer i
Dsed,j(t) the sedimentary dose rate derived from Component j
Dsed,i,j(t) the sedimentary dose rate derived from Component j in Layer i

Dsed,β,i,j(t) the individual sedimentary dose rate derived from β sources within Component j in Layer i
Dsed,γ,i,j(t) the individual sedimentary dose rate derived from γ sources within Component j in Layer i
Dsed,éb,β(t) the sedimentary dose rate derived from β sources in the éboulis within the sediment
Dsed,éb,γ(t) the sedimentary dose rate derived from γ sources in the éboulis within the sediment
Dsed,os(t) the sedimentary dose rate derived from osseous components, including the bone, dentine, dental cementum

Dsed,clay(t) the sedimentary dose rate derived from the clay minerals
DBG

sed,β(t) the sedimentary dose rate from β sources derived from bulk sedimentary geochemical analyses
DBG

sed,γ(t) the sedimentary dose rate from γ sources derived from bulk sedimentary geochemical analyses
DBG

sed,β,i(t) the sedimentary dose rate from β sources derived from bulk sedimentary geochemical analyses in Layer i
DBG

sed,γ,i(t) the sedimentary dose rate from γ sources derived from bulk sedimentary geochemical analyses in Layer i
Dsed(t) the time- and volumetrically averaged sedimentary dose rate for a dated sample

Dsed,β(t) the time- and volumetrically averaged sedimentary dose rate for a dated sample from β sources
Dsed,β,i(t) the time- and volumetrically averaged sedimentary dose rate for a dated sample from β sources in Layer i
Dsed,β,i,j(t) the individual sedimentary dose rate derived from β sources within Component j in Layer i
Dsed,γ,i,j(t) the individual sedimentary dose rate derived from γ sources within Component j in Layer i

D
BG
sed,β,i, j(t) the mean sedimentary dose rate derived from bulk analyses due to β sources within Component j in Layer i

D
BG
sed,γ,i, j(t) the mean sedimentary dose rate derived from bulk analyses due to γ sources within Component j in Layer i

Dsed,γ(t) the time- and volumetrically averaged sedimentary dose rate for a dated sample from γ sources
Dsed,γ,i(t) the time- and volumetrically averaged sedimentary dose rate for a dated sample from γ sources in Layer i

Dcos(t) the time- and volumetrically averaged sedimentary dose rate for a dated sample
Asat the accumulated radiation dose in the dated sample or subsample at signal saturation
LD50 the lethal dose for 50% of humans tested

X the north-south position within a square for a tooth or sediment sample relative to the (0,0,0) cave datum
Y the east-west position within a square for a tooth or sediment sample relative to the (0,0,0) cave datum
Z the depth for a tooth or sediment sample relative to the (0,0,0) cave datum

MIS Marine (Oyygen) Isotope Stage
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I: Upper Pleistocene Palaeolithic Site in Slovenia), Vol. 1: Geologija in paleontologija (Geology and Paleontology);
Turk, I., Ed.; Opera Instituti Archaeologici Sloveniae: Ljubljana, Slovenia, 2007; Volume 13, pp. 123–149.

29. Blackwell, B.A.B.; Yu, E.S.K.; Skinner, A.R.; Turk, I.; Blickstein, J.I.B.; Turk, J.; Yin, V.S.W.; Lau, B. ESR dating
at Divje Babe I, Slovenija. In Divje babe I: Paleotiscko Najdišče Mlajšega Pleistocena v Sloveniji (Divje babe I:
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Skinner, A.R. ESR dating tooth enamel from the Mousterian Layers at Pešturina Cave, Serbia. In Paleolithic
and Mesolithic Research in the Central Balkans; Mihailović, D., Ed.; Serbian Archaeological Society:
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Abstract: The impetus behind this study is to understand the sedimentological dynamics of very
young fluvial systems in the Amazon River catchment and relate these to land use change and
modern analogue studies of tidal rhythmites in the geologic record. Initial quartz optically stimulated
luminescence (OSL) dating feasibility studies have concentrated on spit and bar deposits in the Rio
Tapajós. Many of these features have an appearance of freshly deposited pristine sand, and these
observations and information from anecdotal evidence and LandSat imagery suggest an apparent
decadal stability. The characteristics of OSL from small (~5 cm) sub-samples from ~65 cm by ~2 cm
diameter vertical cores are quite remarkable. Signals from medium-sized aliquots (5 mm diameter)
exhibit very high specific luminescence sensitivity, have excellent dose recovery and recycling,
essentially independent of preheat, and show minimal heat transfer even at the highest preheats.
These characteristics enable measurement of very small signals with reasonable precision and, using
modified single-aliquot regenerative-dose (SAR) approaches, equivalent doses as low as ~4 mGy
can be obtained. Significant recuperation is observed for samples from two of the study sites and,
in these instances, either the acceptance threshold was increased or growth curves were forced
through the origin; recuperation is considered most likely to be a measurement artefact given the
very small size of natural signals. Dose rates calculated from combined inductively coupled plasma
mass spectrometry/inductively coupled plasma optical emission spectrometry (ICP-MS/ICP-OES)
and high-resolution gamma spectrometry range from ~0.3 to 0.5 mGya−1, and OSL ages for features
so far investigated range from 13 to 34 years to several 100 years. Sampled sands are rich in quartz
and yields of 212–250 μm or 250–310 μm grains indicate high-resolution sampling at 1–2 cm intervals
is possible. Despite the use of medium-sized aliquots to ensure the recovery of very dim natural
OSL signals, these results demonstrate the potential of OSL for studying very young active fluvial
processes in these settings.

Keywords: Amazon; Rio Tapajós; quartz OSL dating; small samples; very high specific sensitivity;
very young fluvial deposits

1. Introduction

1.1. Background

An important facet of the development of a geochronological technique is the investigation of
potential age range. Much recent work in the luminescence field has focused on maximum achievable
ages using high-temperature post-infrared infrared (pIRIR) signals from feldspars [1,2]. In contrast
for quartz optically stimulated luminescence (OSL), the more efficient signal resetting coupled with
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environments where grain reworking is evident make it well suited to assessment of minimum
achievable age. Notable examples are studies of young fluvial deposits [3–6] and dunes [7–11].

Regarding the application of OSL dating to fluvial sediments in the Amazon region, a number
of studies have used the technique to try to constrain the origin and development of the drainage
system, documenting Mid–Late Pleistocene ages [12–14], and OSL analyses have also been carried out
to investigate the Late Pleistocene to Holocene development of fluvial bars [15].

The impetus behind this work was to investigate the feasibility of optically stimulated luminescence
(OSL) dating of very young fluvial and shoreline landforms in the Amazon River catchment.
The ultimate goal of the study is to use OSL to help understand the sedimentological dynamics
of fluvial systems in the Amazon. This has relevance to the important issue of the anthropogenic effect
of decades of land use and land cover change on the Amazon biome [16–18], that has impacted the
stock of carbon and biodiversity [19,20] and resulted in erosion in many areas of the basin including
along the rivers [21]. Furthermore, the Amazon is subject to significant marine tides, which propagate
inland 1000 km from the mouth region, and OSL data have the potential to contribute to depositional
models for modern analogues of ancient tidal rhythmites [22]. Initial OSL dating feasibility studies
have concentrated on fluvial/shoreline features in the Rio Tapajós.

1.2. Geologic Setting

The Rio Tapajós is a major river system draining the Amazon basin, running ~1930 km from the
Mato Grosso plateau (14◦25′ S) north to the confluence with the Rio Amazonas at Santarém (2◦25′ S)
(Figure 1a). In the last ~160 km the Tapajós widens to 6–14 km, deepens considerably, and forms a ria
(flooded river valley) (Figure 1b). To the south, deposits of pristine quartz-rich sand line the banks
of the ria. These sands are primarily sourced by Cretaceous sandstone bedrock [23,24] that forms
prominent bluffs as high as 90–120 m. Because of prevailing, equatorial tradewinds, out-of-phase
peak discharge between Amazon mainstem (May–July) and Tapajós (March–May) [25], and potential
tidal influence [24], the spits and bars exhibit an unusual pattern of upstream progradation. LandSat
imagery indicates depositional systems have undergone only minor morphological changes in four
decades (Figure 2). On the Amazonas mainstem at Santarém, a ~6 m seasonal oscillation of river
level is documented [22]. Examples of both subaerially exposed and subaqueous spits and bars were
identified in the Tapajós during fieldwork; the range in seasonal oscillation of the Tapajós is not as well
documented but has been reported to be a similar order to the mainstem at ~5 m [24].

Figure 1. (a) Shuttle Radar Topography Mission Digital Elevation Model (SRTM DEM) image [26]. Box
indicates study area in lower ~160 km stretch of the Rio Tapajós. (b) Detail of study area (USGS Global
30 Arc-Second Elevation data, GTOPO30, [27]) indicating sampling sites (black squares). The work
described here investigated samples from Cupari, Tapuama and Arapiuns.
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Figure 2. Historic LandSat imagery of bird’s foot delta, northern Tapajós, indicates only minor
morphological changes over the past four decades.

The drainage basin of the Tapajós is covered with dense rainforests on highly weathered, ancient
shields, resulting in a clearwater river. Conversely, the mainstem of the Amazon has very high
suspended sediment loads. Floodplain deposition along the Amazon has kept pace with Holocene
rise in base level. Along the Tapajós, however, lack of sediment has resulted in a ria that is partially
dammed along the Tapajós-Amazon confluence. The waters within these two disparate types of rivers
maintain individual identity downstream of this confluence. A zone of mixing, very similar to the
“meeting of the waters” at Manaus, occurs along the riverfront at Santarém.

2. Study Area and Sampling

Our study focused on shoreline features (spits, bars and dunes) that were accessed by boat and
speedboat. The study area and sampling localities are shown in Figure 1b. Sands were sampled with a
vertical push corer, with black spray-painted plastic sleeve inserts, allowing cores of ~65 cm in length
by ~2 cm in diameter to be collected. The painted sleeves were examined carefully for complete paint
coverage and tested to ensure bright white light was not visible through the painted exterior. Empirical
luminescence tests of the light-tightness of the sleeves were not considered necessary but, as an added
precaution, all core samples were promptly capped and immediately wrapped in thick black plastic
when removed from the corer.

The work described in this study investigated core samples from three southerly sampling localities
at Cupari, Tapuama and Arapiuns. At Cupari, duplicate samples (CUP-030808-01 and CUP-030808-02)
separated by ~2–3 m were collected from a densely vegetated sand bar ~150 m from the riverbank.
At the Tapuama locality, two samples were collected from a spit. The first (TAP-030808-03) from the
unvegetated southerly distal end and the second (TAP-030808-04) from sands a few meters within the
vegetated proximal end. At Arapiuns, a single sample (ARA-040808-05) was collected from the crest of
a shoreline Aeolian dune directly behind a sandy beach. Sampling was conducted in the month of
August, when fluvial discharge is roughly half-way between maximum (March–May) and minimum
(September–December) flow periods [24]. The sampled cores were collected above the observable river
water level, and probably above reach of capillary fringe influence (~0.2–0.3 m in sands [28]). Given
the seasonal oscillation of the Tapajós, even if ~5 m (Section 1.2, [24]) is an overestimate, we anticipate
the sampling sites oscillate between subaerial and subaqueous fluvial landforms. The altitude of all
sampling sites was recorded as ~10 m above sea level with a hand-held GPS.

3. Luminescence Studies

3.1. Sample Preparation

Preparation procedures to produce 212–250 μm or 250–310 μm quartz grains for OSL analyses
were carried out under low-intensity red safe lighting. Sediment at a core depth of ~63–65 cm was
removed from the end of each core to exclude the possibility of analyzing grains that had been exposed
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to daylight during sample retrieval. The next ~5 cm from a core depth of ~58–63 cm was prepared for
luminescence analyses. Standard preparation steps [29] included dry sieving, 10% HCl and 30% H2O2

pre-treatments to remove carbonates and organic matter, respectively, separation of heavy minerals
(>2.70 gcm−3) with lithium metatungstate (LMT) heavy liquid, and treating with 48% HF for 40 min
to dissolve feldspar minerals and etch the surface of quartz grains to minimize luminescence due to
ionization from external alpha particles. Initial test measurements indicated the dimmest natural OSL
signals could only be recovered with use of medium-sized (5 mm diameter) aliquots. Potentially such
small signals could be observed if a large number (e.g., ~100) of small (e.g., 1 mm) multi-grain aliquots
were analyzed but given practical limitations of machine time we prepared medium-sized aliquots
for all samples analyzed. Monolayers (5 mm circles; ~280 grains of 250–310 μm, and ~420 grains of
212–250 μm) of quartz grains were dispensed onto ~9.7 mm diameter stainless steel discs using silicone
oil and a spray template.

The sediment at a core depth of ~63–65 cm was used for inductively coupled plasma
mass spectrometry / inductively coupled plasma optical emission spectrometry (ICP-MS/ICP-OES)
measurements and at a core depth of ~53–58 cm for high-resolution gamma spectrometry. After drying,
these samples were pulverized in a Shatterbox ring and puck mill before sending for analysis.

3.2. Measurements

OSL measurements were carried out using a Risø TL/OSL-DA-20 reader [30], with optical
stimulation of quartz provided by an array of blue light (470 nm, FWHM 20 nm) diodes, optical
stimulation of feldspar with infrared (870 nm, FWHM 40 nm) diodes, a calibrated 90Sr/90Y beta source
(~0.16 Gys−1) to administer laboratory radiation doses, and a heating stage for thermal stabilization.
All luminescence signals were detected in the ultraviolet (peak transmission ~340 nm) using 7.5 mm of
Hoya U-340 filter with an EMI 9235QB photomultiplier tube.

Determination of the equivalent dose (De) was carried out using a single-aliquot regenerative-dose
(SAR) protocol [31–33] with modifications. Continuous power or continuous wave OSL (CW-OSL) was
conducted in all measurements. We routinely utilize post-infrared optically stimulated luminescence
(post-IR OSL) measurement approaches [29,34–40], which in certain instances has been shown
to improve dose recovery results even if infrared signals are negligible or absent [29]. Post-IR
OSL was used to measure the luminescence from the quartz grains in this study. This procedure
removes charge sensitive to infrared stimulation, commonly associated with remnant feldspathic
minerals, before measuring OSL from the quartz grains. The post-IR OSL measurement comprised 40
s infrared-stimulated luminescence (IRSL) at ~117.9 mWcm−2 (22 Vishay TSFF5200 IR led’s at 90%
power) at a sample temperature of 50 ◦C, followed by 40 s OSL at 38.7 mWcm−2 (28 Nichia NSPB500S
blue led’s at 90% power) at a sample temperature of 125 ◦C. After measurement of the natural OSL in
the first SAR cycle, regenerative doses in subsequent cycles were approximately 0.8, 1.6, 2.4, 0, and
0.8 Gy. The test dose administered for sensitivity correction was typically ~1.6 Gy, exceeding typical
De values by a factor of ~10 to 400 (consistent with data from [7]). Test doses were heated to 160 ◦C
prior to measurement. A hot bleach measurement of 40 s OSL at 280 ◦C was incorporated at the end of
each SAR cycle [32].

All natural IRSL signals appeared negligible but natural OSL signals (Figure 3) were also very
dim. There was little observable scaling in size of IRSL at the regenerative dose level suggesting IR
contamination may not be a problem. However, for such small OSL signals, negligible IRSL may still
be a source of overestimation and requires careful assessment if a post-IR protocol is not used.
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Figure 3. Typical optically stimulated luminescence (OSL) signals for an aliquot from sample Tapuama
(TAP)-030808-03.

For all measurements we compared two approaches to define the net OSL signal: (1) late
background subtraction where the signal was defined as the initial 0.8 s integral with subtraction of the
final 8 s integral [31], and (2) early background subtraction with the same initial 0.8 s integral with
subtraction of the following 0.8 to 2.72 s integral. The latter method has been assessed to optimize the
contribution from the fast component [41]. The De value was estimated by interpolation of the natural
OSL with a best-fit linear or saturating exponential curve fitted to regenerative OSL data. Uncertainty
in De was estimated by combining error from counting statistics for the natural OSL, curve fitting, and
instrumental systematic uncertainty [42].

Dose-rate measurements were conducted using the core portions described in Section 3.1.
High-resolution gamma spectrometry was performed using a small-sample 2 g well geometry for
assessment of U and Th. With the use of such a small sample for gamma spectrometry, a homogenous
medium is assumed for accurate assessment of the radioactivity within a 30 cm radius sphere; the
fluvial sand samples studied here are of uniform composition with well-sorted grain sizes, and thus a
homogeneous medium is a good approximation. Li-metaborate fusion ICP-OES and ICP-MS were
performed for K and Rb, respectively. These data were converted to annual dose rate using conversion
factors [43]. Calculated beta dose was corrected using attenuation factors for grain size and HF
etching (described in detail in [44] and references therein). In the absence of detailed imagery or
documented evidence of the nature of subaerial-to-subaqueous cyclicity at the Tapuama and Cupari
sites, attenuation of dose rate via moisture conditions over the burial time of the samples was calculated
by using present day field moisture content with a maximum absolute error of 5% to allow for past
changes. The dose rate from the ionizing cosmic ray component was calculated following [45]. For the
purposes of this feasibility study, a constant overburden depth was assumed; we deliberately chose the
deepest part of the cores for our sample selection in an attempt to minimize shallow gamma and hard
cosmic corrections [46]. Finally, an estimate of an internal dose rate of 0.01 ± 0.002 mGya−1 [47] was
incorporated into total dose-rate assessment.

3.3. Luminescence Characteristics

3.3.1. Specific Sensitivity of OSL Signals

An important consideration with dating features on an annual to decadal timescale is whether the
luminescence is sufficiently sensitive to enable measurement of very small radiation doses. Quartz
from the Tapajós shows weak natural OSL signals but very high specific sensitivity in response to a
small regenerative dose (Figure 3). In Section 1.2 above, we suggest that the primary source of sand
in the Tapajós is from Cretaceous sandstone bedrock that forms prominent bluffs. Given the high
sensitivity of the quartz, the interplay of sources from Paleozoic [23] or even Paleoproterozoic [48]
igneous and metamorphic rocks from the Amazon Craton must also be considered.
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3.3.2. Effect of Preheating

The importance of investigating the influence of preheating for very young samples has been
emphasized in previous studies [7]. We carried out De plateau tests and thermal transfer tests on all
samples investigated; the latter tests were carried out using an optical bleach at ambient temperature
(40 s OSL, 4000 s pause, 40 s OSL; [7]). For the samples from Tapuama, these data indicate a low
temperature De plateau region below 210 ◦C (Figure 4), and minimal thermal transfer in a similar
temperature band (Figure 5). The samples from Cupari and Arapiuns showed similar characteristics.
A plateau in De data is a possible indication of complete resetting but, given the medium aliquots
utilized in this work, such an interpretation must be treated with some caution.

Figure 4. Determination of the equivalent dose (De) plateau test results on samples from Tapuama.

Figure 5. Thermal transfer test results on samples from Tapuama.

3.3.3. Dose Recovery Tests

Dose recovery tests with preheat variation [29] were carried out on all the samples investigated.
Test results that typify the behavior of all samples are shown in Figure 6 for TAP-030808-03 and
TAP-030808-04. The given dose was ~1.6 Gy (10 s beta exposure). This value was considerably larger
than the De values indicated in Figures 4 and 7, and Table 1, but was considered prudent because
the offset time [49] for our source had not been determined, and even doses administered for 1 s of
source exposure would exceed De by a factor of ~40 for youngest samples. An implication of using a
relatively large given dose is that evidence of the thermal transfer signal above ~220 ◦C is masked
(Figure 6). Despite this, measured-to-given ratios for all samples were close to unity and imply the first
sensitivity measurement is appropriate to the preceding natural OSL [32,33], and support choice of
preheat (see Table 1) from De plateau tests and thermal transfer tests.
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Figure 6. Dose recovery test data on samples from Tapuama.

Figure 7. (a) and (b): Examples of growth curves of sensitivity-corrected OSL (Lx/Tx) with regenerative
dose for two aliquots of Arapiuns (ARA)-040808-05. Only growth to first regenerative recycled point
is shown, with linear fit corresponding to all regenerative dose points. Inset figures show details of
interpolation with the natural OSL in the first 20 mGy of the growth curve. Blue line is fit to Lx/Tx

value for zero regenerative dose, red line is fit forced through the origin, and green symbol and lines
are interpolation of natural OSL to both growth curve fits. Corresponding De values for both fits are
shown. Recuperation in (a) and (b) is 9.7 ± 5.4% and 19.5 ± 7.2%, respectively. (c) and (d): Distribution
of De data when growth curves are forced through the origin (c), compared to growth curve fitting to
zero regenerative dose (d). In (d), acceptance threshold for recuperation was set at 35%, with 18 of 22
aliquots accepted.
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Table 1. Summary of OSL data.

Sample a Lat., Long.
(◦S, ◦W)

n b Preheat c

(◦C)
Recuperation
threshold d

σb, De
e

(%)
De

f (mGy)
Dose Rate
(mGya−1)

Age g (a)

ARA-040808-05
3◦6′3” 18 (22) 220 35% 0 10.1 ± 0.86 c 0.42 ± 0.04 24 ± 355◦13′39”

TAP-030808-03
3◦29′33” 12 (12) 200 Origin fit 0 4.10 ± 1.56 c 0.31 ± 0.02 13 ± 555◦15′41”

TAP-030808-04
3◦29′31” 12 (12) 200 Origin fit 0 12.2 ± 2.83 c 0.36 ± 0.03 34 ± 855◦15′39”

CUP-030808-01
3◦42′44” 10 (10) 200 5% 20.1 147 ± 9.80 m 0.46 ± 0.03 324 ± 2955◦23′45”

CUP-030808-02
3◦42′44” 23 (23) 220 5% 13.3 261 ± 7.48 c 0.47 ± 0.03 557 ± 3555◦23′45”

a Samples are arranged from northerly-to-southerly sampling localities; further details in Section 2. b Number of
aliquots accepted for De analysis (figures in parentheses are total number measured). Sample Cupari CUP-080308-01
had a lower quartz yield and only ten aliquots were measured for De analysis. c Ten-second preheat for De
measurement chosen from a combination of preheat plateau, thermal transfer and dose recovery test data; cutheat
was 160 ◦C for all measurements. d Individual De values were accepted if recuperation was below the specified
threshold; for the Tapuama samples the growth curves were forced through the origin. e Over-dispersion in De data.
f Superscript ‘c’ indicates central age model (CAM) result; superscript ‘m’ indicates minimum age model (MAM)
result. g OSL ages quoted are in years (a) from 2009 with 1-sigma uncertainty.

3.4. Towards OSL Dating of Multi-Grain Quartz Aliquots

A summary of the OSL analysis is given in Table 1. De data, calculated using late background
subtraction, were indistinguishable from those data analyzed using early background subtraction.
An important observation is that recuperation measured during the De SAR cycle is significant for
the quartz from Arapiuns (Figure 7a,b) and Tapuama. For the Arapiuns sample (ARA-040808-05),
we calculate a similar De result when the growth curves are forced through the origin (Figure 7c;
all aliquots accepted) compared to when the acceptance threshold for recuperation was set at 35% to
achieve a satisfactory De dataset (Figure 7d; 18 of 22 aliquots accepted); for Tapuama (TAP-030808-03
and TAP-030808-04), recuperation was much more significant and as a consequence all growth curves
were forced through the origin to obtain De values. High recuperation is somewhat surprising given the
minimal thermal transfer for preheats <~220 ◦C (Figure 5), and the likelihood of numerous bleaching
events occurring in these shoreline environments which have been linked to substantially reduced
recuperation effect [50]. Given that the values measured are unusually high (e.g., for Tapuama aliquots,
recuperation exceeds Ln/Tn by a factor ranging from ~1 to ~60), we suspect that the majority of
the recuperation signal recorded could be a measurement artefact due to the comparatively large
regenerative doses (lowest beta dose was ~800 mGy) used compared to the measured De values
(Table 1). Furthermore, if for example the De values were ~400 mGy, then the majority would be
accepted below the 5% threshold level. Future work will investigate whether there is a systematic
dose-dependent effect on the size of the recuperation signal.

Over-dispersion (σb; [51]) values of 0% for the Arapiuns and Tapuama samples indicate the OSL
signals were completely reset, although the true extent of resetting may not be revealed due to the
medium-sized aliquots measured. For these samples the final De was calculated using the central age
model (CAM) [52]. The second of the Cupari samples, CUP-030808-02, had a moderate over-dispersion
value of 13.3%, but was also well suited to a CAM analysis. CUP-030808-01 was the only sample with
a lower quartz yield and, subsequent to De plateau, thermal transfer and dose recovery tests, only
10 aliquots were available for De analysis. Over-dispersion for this sample was higher at 20.1% but,
despite the low number of aliquots a minimum age model (MAM; [52]), analysis returned a result with
a reasonable number of significant aliquots contributing to the MAM result (p-value = 0.333).

The OSL age for sample ARA-040808-05, from the shoreline dune feature at Arapiuns, is 24 ± 3
a from 2009. For Tapuama, the sample from the unvegetated distal end of the spit, TAP-030808-03,
is 13 ± 5 a, and from the sands within the vegetated proximal end of the spit, TAP-030808-04, is 34 ±
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8 a. Although we lack direct independent dating evidence, these are plausible ages for the Tapuama
samples, with the sands from the unvegetated distal end of the spit of younger depositional age than
the sands in the vegetated proximal end of the spit. Vegetation adds stability to sediments via root
networks increasing cohesive strength, and by grasses, shrubs, and trees increasing surface roughness
and dissipating some energy of wind or water; together, these lower the effectiveness of erosion by wind
or water. The result for TAP-030808-04 is supportive of apparent decadal stability of other vegetated
landforms (cf. Figure 2), whereas TAP-030808-03 suggests continual reworking and redeposition occurs
in more active zones of the spit. The duplicated samples from the densely vegetated bar at Cupari
have significantly older OSL ages of 324 ± 29 a and 557 ± 35 a; these ages in the 100s-of-years range
are more consistent with youngest ages from other OSL studies of Tapajós sand bars [15]. Although
the Cupari bar seems likely to be an older feature, we suspect that the discordance in the two ages
may in part be related to poor resetting that is not apparent because of the large aliquots measured.
For these samples the natural OSL is sufficiently large that smaller aliquots, or potentially single grains,
could be measured to investigate this age discordance. 210Pb data from a series of channel bottom
cores from the Tapajós indicate sedimentation rates of 0.2–0.7 cmyr−1 in the upper stretch of the ria
(consistent with the sampling localities in the work described here), and 0.2–1.9 cmyr−1 sampled across
the entire ria [25]. If we make the assumption that these values represent sedimentation rates not only
for clays, silts, and sands in the channel bottom but also for sands in shoreline features, we derive an
age range of ~30–300 years (for 60 cm depth assuming uniform linear deposition) similar to the age
range indicated from this OSL study.

This study demonstrates the potential of OSL to determine depositional age of very young
fluvial landforms in the Rio Tapajós. Importantly it has revealed how future experimental approaches
should be modified in the following ways: (1) use of ultra-low-dose beta source (and assessment of
possible dose-dependency of recuperation); (2) optimization of aliquot size or single grain analyzes
(including assessment of F-statistic [53] and un-logged age model approaches [6]); and (3) considering
the seasonal river-level oscillation and extremely low external dose rates, careful assessment of water
content fluctuation, accurate measurement of internal dose rates, and modelling of gamma and cosmic
dose rates [46]. Given the nature of this study as one of feasibility of OSL approaches on a small
selection of samples, it follows that geomorphological interpretation is somewhat speculative and
should be limited. We propose future work with detailed stratigraphic and lateral sampling strategies
which, in combination with differential remotely sensed imagery and hydrological data, will provide
a sensitive monitor of how fluvial landforms change in response to land cover and land use change
(including planned dam projects) and modern analogue data for depositional models of ancient
tidal rhythmites.

The landforms investigated in this study were all quartz rich, but quartz yield was dependent
on grain size distribution. For the ~5 cm core samples from Cupari, the majority of the sample was
>310 μm, and quartz yields for sieve fractions <310 μm were correspondingly low. Conversely, ~5 cm
core samples from Arapiuns and Tapuama had high quartz yields in the 250–310 μm and 212–250 μm
sieve fractions, respectively. This indicates that in certain localities, a 1–2 cm sampling resolution may
be possible.

4. Conclusions

In this study, we have investigated the feasibility of OSL dating of small samples of very young
quartz collected from bar, spit and dune shoreline features along the Rio Tapajós, Brazilian Amazon.
Five samples were collected from three study sites in ~65 cm by ~2 cm diameter vertical cores. Small
subsamples from ~58–63 cm core depth were analyzed. The measured OSL signals exhibit very high
specific luminescence sensitivity, have excellent dose recovery and recycling, essentially independent
of preheat, show minimal thermal transfer below ~220 ◦C, and have a low temperature De plateau in a
similar temperature band. Significant recuperation is observed for samples from two of the study sites
but, given the minimal thermal transfer and likely numerous bleaching–burial cycles, we propose that
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the recuperation is possibly a measurement artifact due to the relatively high regenerative and test
doses compared to the natural dose. Preliminary ages of features so far investigated range from 13 to
34 to several 100 years. Sampled sands are rich in quartz, and yields of 212–250 μm and 250–310 μm
grains indicate high-resolution sampling is possible. These results demonstrate the potential of OSL
for studying very young active fluvial processes in these settings.
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Abstract: The loess-paleosol archive from Mircea Vodă (Romania) represents one of the most studied
sections in Europe. We are applying here the current state of the art luminescence dating protocols
for revisiting the chronology of this section. Analysis were performed on fine (4–11 μm) and
coarse (63–90 μm) quartz extracts using the single aliquot regenerative (SAR) optically stimulated
luminescence (OSL) dating protocol. Laboratory generated SAR dose response curves in the high dose
range (5 kGy for fine quartz and 2 kGy for coarse quartz) were investigated by employing a test dose
of either 17 or 170 Gy. The results confirm the previously reported different saturation characteristics
of the two quartz fractions, with no evident dependency of the equivalent dose (De) on the size of
the test dose. The OSL SAR ages are discussed and compared to the previously obtained results on
quartz and feldspars. The previous reports regarding the chronological discrepancy between the two
quartz fractions are confirmed. However, while previous investigations on other sites concluded that
this discrepancy appears only above equivalent doses of about 100 Gy, here fine grain quartz ages
underestimate coarse quartz ages starting with equivalent doses as low as around 50 Gy.

Keywords: luminescence dating; loess; optically stimulated luminescence; single aliquot regeneration
protocol; quartz; grain size

1. Introduction

The development of the single-aliquot regenerative-dose (SAR) protocol [1] for optically stimulated
luminescence (OSL) dating of quartz has revolutionized the luminescence dating method by giving
rise to high precision equivalent dose estimates. Loess-paleosol sequences are important archives
of the climatic changes that took place during the Pleistocene, but their significance can only be
fully understood once a reliable and absolute chronology is available. Due to its quartz rich and
windblown nature, loess is generally considered an ideal material for the application of OSL. However,
although more precise ages can be obtained by SAR-OSL, the validation of the accuracy of these
OSL ages by independent age control is hindered by the lack of methods which can directly date
the depositional time of the sediments. In this context, the identification of the paleosol associated
with marine isotope stage (MIS) 5 is known to yield valuable time control as the identification of this
paleosol provides a minimum age threshold for the sediments underlying it, which should be no
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younger than ~130 ka. However, it is well known that the results of luminescence dating methods
applied on quartz underestimate the expected ages for samples collected below this soil. For example,
an age of 106 ± 16 ka (equivalent dose of 310 ± 9 Gy) was obtained for quartz grains of 4–11 μm from
one sample taken immediately below the S1 paleosol (associated with MIS 5) at Mircea Vodă loess
paleosol site, Romania, while an increasing degree of age underestimation with depth was observed
for samples taken from below S1, S2 and S3 paleosols at the same location [2]. The same trend in age
underestimates was reported in China. At Luochuan, Buylaert et al. [3] obtained an age on coarse
(63–90 μm) quartz of 81± 7 ka (De= 229 ± 16 Gy) for the loess beneath the S1 paleosol while Lai [4]
reported lower ages than expected for samples older than 70 ka on 45–63 μm quartz. In the case of
another site on the Chinese Loess Plateau (Zhongjiacai), Buylaert et al. [5] obtained for a sample taken
from the lower part of the last interglacial paleosol an age of 69.8 ± 3.8 ka (De= 216 ± 6 Gy) on coarse
(63–90 μm) quartz.

Another important issue which was raised relates to the choice of the quartz grain size. The use
of coarse grains (so called inclusion dating) or fine grains (4–11 μm) has been proposed five decades
ago for thermoluminescence dating of pottery, based on the different penetration powers of nuclear
radiations in minerals by Fleming [6] and Zimmerman [7], respectively. However, in later geological
applications in what regards OSL dating technique, the choice between these protocols was dictated by
the dominant grain size within the investigated sedimentary unit. Consequently, it is common practice
to use only one grain size fraction. A series of investigations carried out by our group during the last
decade on quartz of different grain sizes extracted from loess yielded intriguing and concerning results.
While ages obtained on fine (4–11 μm) and coarse (>63 μm) quartz samples were in good agreement
up until ~40 ka, after this age the optical ages obtained on coarse (63–90 μm) quartz were reported to
be systematically higher than those on fine (4–11 μm) quartz [8–13].

In the light of these findings, we are applying here the single aliquot regeneration dating protocol
on quartz of different grain sizes for revisiting the chronology of Mircea-Vodă loess paleosol sequence in
Romania. This is the site where we have reported for the first time various problems when investigating
different quartz grain sizes [8] and we have subsequently applied alternative luminescence dating
protocols on feldspars [14,15]. Additionally, there is a limited practice of performing interlaboratory
comparison exercises in the field of luminescence dating. This represents an interesting endeavor since
this new investigation takes place a decade later and in different laboratories (Ghent, Belgium [2,8] and
Cluj-Napoca, Romania—current paper), using different samples from the same site. We are testing the
robustness of the protocol by performing intrinsic rigor tests and we are discussing the accuracy of the
obtained ages, also in the light of the results of the previous studies.

2. Optically Stimulated Luminescence Dating Methodology

2.1. Principles of Luminescence Dating

Optically stimulated luminescence was developed by Huntley et al. [16] and was aimed for
establishing the chronology of sediments, especially those where the luminescent signal can be zeroed
by exposure to sunlight before deposition such as loess, desert sands and coastal dunes [17]. This
dating technique makes use of natural dosimeters (primarily quartz and feldspar grains) that have
thermally stable traps capable of storing electrons that arise from the interaction of the environmental
ionizing radiation during burial (these radiations coming from the decay of uranium, thorium and
potassium in the sediment and from cosmic radiation) with the crystal lattice [18]. This trapped charge
population builds up since the time of deposition. As such there is a functionality between the dose
received by the crystal (hence the time as the dose rate is assumed to be constant) and the amount of
trapped charge. Under controlled laboratory conditions this charge can be quantified in the form of
a luminescence signal. The assumption on which the method is based on is that the growth of the
luminescence signal in nature can be reproduced by performing controlled laboratory irradiations.
Consequently, a dose response curve is constructed and the natural luminescent signal measured in the
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laboratory is expressed as an equivalent dose by interpolating the natural signal on this dose response
curve. The luminescence age equation is shown below. The age is obtained by dividing the equivalent
dose value (expressed in Gy) by the dose rate (expressed as Gy/ky).

Age (ky) = Equivalent dose (Gy)/Dose rate (Gy/ky)

2.2. Fine (4–11 μm) Versus Coarse (>63 μm) Quartz Grains Dating of Loess

Besides the type of mineral used for OSL measurements, the grain size also plays an important role.
Commonly, the size is chosen depending on the dominant grain size of the investigated sedimentary
unit. However, it is mandatory to take into consideration the depth at which the alpha, beta and gamma
radiation penetrate the grain when age calculation is performed. The silt-sized (4–11 μm) fraction is
fully penetrated by all three types of radiations (alpha, beta and gamma, respectively). The sand-sized
(>63 μm) grain, on the other hand, receives less of the external beta dose rate due to the attenuation of
these radiations in the grain [19,20] and the alpha dose is not homogenously delivered to the grain, the
latter being concentrated in an exterior layer which is usually removed by hydrofluoric acid treatment.
As a result, the alpha contribution can determine a dose rate for fine grains of even 40% of the total in
comparison to coarse grains where the contribution is almost zero [20]. Additionally, an α-efficiency
(a-value) must be incorporated when calculating the dose rate for fine grains (~4–11 μm) due to the
different efficiency of α-particles compared to β- and γ-radiation in producing luminescence [21].
However, the need for using these different correction factors when dose rates are calculated is well
known for decades [20].

It is generally believed that relying only on one fraction for OSL dating should lead to obtaining
reliable chronologies. Dating studies on relatively young samples (De < 100 Gy) using multiple
different grain sizes of quartz yielded accurate ages as confirmed by comparison with independent age
control provided through tephrochronology [13,22] or radiocarbon dating [23,24]. In this dose range a
good agreement has been reported when both fine and coarse quartz were used in order to obtain a
chronology of the investigated loess sites [25–27]. On the other hand, for older samples the optical
ages obtained on coarse quartz (>63–90 μm) were reported to be systematically higher than those on
fine quartz (4–11 μm), resulting in a significant difference between the ages obtained on the two grain
sizes and raising significant doubts on previously obtained chronologies for ages older than about
50 ka [8,11,12,28]. For large doses (>~500 Gy) the laboratory dose response can be well fitted only by a
sum of two single saturating exponential functions [9]. Different saturation characteristics between
the fine and coarse quartz fractions extracted from loess were noted, with the fine grains showing
higher saturation characteristics worldwide [11]. This is most intriguing when correlated to the fact
that the fine fraction underestimates the true ages sooner than the coarse ones. At the moment, the
source of the age discrepancy is not fully understood, but it is thought to reside, at least partly, in the
different saturation characteristics of fine grains compared to the coarse grains, and in the differences
reported between the laboratory and the natural dose response curves as reported by Timar-Gabor and
Wintle [29] for Romanian loess as well as by Chapot et al. [30] for loess in China.

3. Studied Site

3.1. Location and Importance

The Middle and Lower Danube Basins contain the westernmost part of the Eurasian steppe belt,
covering the Pannonian Basin and reaching up until the Danube flows into the Black Sea. Here, loess
intercalated with paleosols plateaus developed on top of accumulations of fluvial deposits in subsiding
areas during the Quaternary. These loess-paleosols sequences (LPSs) are considered to be important
and continuous paleoclimatic archives, displaying similar sedimentological and pedological properties
to deposits from China and Central Asia [31,32].
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The Lower Danube Basin encompasses the area outlined by the Iron Gates gorges, the Black Sea,
the Southern Carpathians and the Balkans. The basin is divided into three main regions—the Bulgarian
Danube Plain, the Romanian Plain and the Dobrogea Plateau. For the Romanian part, the loess-like
deposits are predominant [33]. They were first described in the works of Ana Conea and were given a
proposed chronology based on pedostratigraphic methods [34,35]. Dating studies later focused on the
Romanian Plain and Dobrogea loess, with a small number of Middle to late Pleistocene loess-paleosol
sites being investigated using modern techniques—Mostis, tea [14,36–38], Lunca [39], Mircea Vodă,
Costines, ti, Tuzla [2,8,12,31,32,35,40–42] and Urluia [43] (Figure 1).

Figure 1. Showing the location of the loess and loess-like deposits in Romania alongside the previously
investigated sites—Mircea Vodă, Tuzla, Costines, ti, Urluia, Mostis, tea and Lunca.

The loess-paleosol archive from Mircea Vodă (48◦19′15” N, 28◦11′21” E) is situated in the Dobrogea
region, in the proximity of the Danube River, the Black Sea and the Karasu valley. It is considered
to be a key section, being one of the most studied sections in Eastern Europe. Six well developed
pedocomplexes (covering the last 17 Marine Isotope Stages (MIS)) are comprised in the approximately
26 m thick eolian deposit with no visible hiatuses, overlaying Tertiary and Mesozoic sediments [41].

Previous sedimentological, geochemical and environmental magnetic results showed that the loess
from Mircea Vodă displays similarities with the loess from Serbia (Vojvodina) and China (Chinese Loess
Plateau) [31,41,44–46]. More precisely, the site displays similar major element ratios and geochemical
fingerprint as the Serbian loess from the Vojvodina region, with Danube alluvial sediments being also
the main loess source [31]. Furthermore, there is a resemblance in the concentration related magnetic
parameters, diffuse reflectance spectroscopy results and soil color proxies for hematite and goethite,
with the magnetic grain size and mineralogy being also similar to that of Chinese LPSs [44–46]. It was
observed that the background susceptibilities for Mircea Vodă and Serbian loess sites are in the same
range (21 × 10−8 −22 × 10−8 m3·kg−1) [31] and that the characteristic magnetic susceptibility patterns
of their paleosols can be correlated with corresponding patterns in the susceptibility record of Chinese
LPSs [31,41].

Grain-size analysis concluded that throughout the section, silt and fine sand (>16 μm) dominate,
while in the lower part of the section there is a larger amount of clay-sized material [8]. The section
also exhibits overall pedogenic processes, thus suggesting that loess deposition took place at the same
time as weak pedogenesis [8].

From a geochemical point of view, Mircea Vodă exhibits higher carbonate content than the Serbian
sites, probably as a result of a more arid climate [31]. The loess units, formed during glacial periods,
are dominated by windblown coarse ferromagnetic minerals and have a high quartz content alongside
a trend to higher zirconium and hafnium content [31,46]. The paleosol layers are dominated by fine
ferromagnetic minerals produced during interglacial pedogenesis, with small amounts of coarser
eolian magnetic grains [46]. With the sediment budget being attributed to the Danube River, due to
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the origin of the quartz and zircon and the bi- and three-modal distribution of the grain-size in loess
layers, an additional input from the Ukrainian glaciofluvial deposits and local sand dune fields was
also proposed [8,31].

3.2. Stratigraphy

As previously mentioned, the Mircea Vodă section displays six pedocomplexes, comprising at
least 700 ka of paleoclimate. The S0 layer is a steppe soil which displays similarities with the L3 unit in
what regards magnetic granulometry [31,45]. An interstadial pedocomplex (L1S1) of the last glacial
cycle is comprised in the L1 unit [2,31].

The S1pedocomplex has been identified as a gray-brown fossil steppe soil [38,41]. It displays three
magnetic susceptibility peaks—a dominating peak in the lower half of the unit which may represent
MIS 5e and two additional weakly expressed susceptibility peaks, probably representing MIS 5a and
MIS 5c [41].

The S2pedocomplex has also been identified as a gray-brown fossil steppe soil [38,44]. It comprises
three clearly separated peaks and it is attributed to MIS 7. Moreover, due to its characteristic magnetic
susceptibility pattern, it can be correlated with the Chinese Loess Plateau sections which show similar
enhanced magnetism resulting from interglacial pedogenesis [47].

Due to its paleopedological characteristics, the S3 unit can be identified as a fossil steppe or
forest-steppe soil [44]. The S3 does not show the characteristic double peak like other nearby sections
does (Batajnica, Serbia), but it has the strongest magnetic enhancement and it corresponds to MIS
9 [42]. The S4 paleosol is correlated with MIS 11 [44].

The S5 paleosol is correlated with MIS 13-15 and has been classified as a fossil (chromic) Cambisol
and Luvisol [48]. It is the best-developed soil of the Brunhes-chron therefore it may represent a marker
horizon in this area [41]. The S6 unit shows two susceptibility peaks, the latter most probably indicating
the interglacial formation of MIS 17 or MIS 19 [41].

3.3. Previous Studies on Mircea Vodă Section

In order to obtain a continuum time-depth model for the Mircea Vodă section, modeling has been
employed on the magnetic susceptibility data by Timar et al. [2] by using Match-2.3 software [49] and
the stack of 57 globally distributed benthic δ18O records as the target curve [50]. Two tie points have
been used for the upper part (0 ka) and the bottom (626 ka) of the section [2]. The modeling results,
similar to the previously obtained chronostratigraphy by Buggle et al. [41], show that paleosols and
loess units correspond to interglacial and glacial periods, therefore being correlated with odd and even
marine isotopes, respectively. Moreover, both models assign the weakly developed paleosol embedded
in L1 to the MIS 3 interstadial, thus disproving the chronology proposed by Conea [34,35].

Mircea Vodă was the first section in Romania to be dated using optically stimulated luminescence
(OSL) methods based on fine quartz (4–11 μm) by Timar et al. [2]. At the same time, Bălescu et al. [38]
investigated alkali feldspars extracted from three samples taken from L1, L2 and L3 loess units, with
the age results being in broad (stratigraphic interpretation) agreement with those obtained by Timar
et al. [2]. The quartz luminescence study of Timar et al. [2] focused on the last four glacial periods, with
9 samples being taken from the uppermost loess layer (L1) and three more from L2, L3 and L4 loess
units, respectively (Figure 2). Timar-Gabor et al. [8] later presented a comparison on ages obtained
on coarse (63–90 μm) quartz. The two OSL datasets were not in agreement as one would generally
expect. As a result, the same samples have been investigated by Vasiliniuc et al. [14,15,51] by using
polymineral fine (4–11 μm) fraction extracted from the same material used by Timar et al. [2].
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Figure 2. Stratigraphic column of the Mircea Vodă loess-paleosol section (drawn by the authors based
on field observation and in accordance with previous stratigraphy presented by a Bălescuet al. [38]).
The column on the right represents the first approximately 5 m at a higher resolution. The colored circles
represent the position of the samples which were investigated in previous studies and current paper.

Luminescence Characteristics and Behavior

The first OSL chronology obtained for the Mircea Vodă section was reported by Timar et al. [2] on
fine (4–11 μm) quartz fraction extracted from 12 samples (MV 01–13) (Figure 2). Later on, Timar-Gabor
et al. [8] focused on the coarse (63–90 μm) quartz fraction obtained from the same samples. The
luminescence characteristics were studied by applying the SAR protocol [1] (Table 1). The OSL signal
for both fine (4–11 μm) and coarse (63–90 μm) quartz grains exhibited rapid decay during optical
stimulation, with the natural, regenerated and calibration quartz signals being indistinguishable from
one another [2,8]. In order to further assess whether the signal is dominated by the fast component,
LM-OSL measurements have been performed (Table S1). Once more, the natural signal for both quartz
fractions proved to match the signal from the calibration quartz, displaying no significant dependency
on the different preheat temperatures used [2]. This was also confirmed by LM-OSL dose response
curves (DRC) constructed up to 1 kGy [9].
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Moreover, the SAR measurement sequence proved to be accurately corrected for sensitivity
changes based on the results obtained for recycling and IR depletion tests (both ratios within 10% from
unity). Recuperation tests shown that thermal transfer is not a significant issue either, with signals
measured following a zero dose being <0.3% of the sensitivity corrected natural signal. The dose
recovery tests (Table S1) also showed that known laboratory given doses can be successfully measured
over the entire dose range (from ~28–~480 Gy) for both fine and coarse quartz [2,8].

However, the equivalent doses obtained on fine (4–11 μm) quartz were lower than those obtained
on coarse (63–90 μm) quartz, in contradiction with what is presumed considering the expectations
based on dose rates [2,8]. In other words, due to the fact that the fine grains have received alpha dose,
they should display higher equivalent doses compared to coarse grains. This raised one significant
issue—why are different results obtained despite the similar OSL characteristics and behavior? In order
to further investigate this issue, pulse annealing measurements on both quartz fractions have been
employed in order to assess the potential contamination of the OSL dosimetric trap with an unstable
component. The results disproved the contamination scenario, with the signal being confirmed to be
thermally stable [8].

The only noticeable difference between the two grain sizes was seen in the response of the signal
as function of dose. Sensitivity corrected dose response curves built up to ~700 Gy either fitted with
single saturating exponential or a sum of a single saturating exponential and a linear component
showed different growth patterns for the two quartz fractions [8] (Table S1). Later on, Timar-Gabor
et al. [9] further investigated dose response curves up to 10 kGy for both quartz grain sizes and
Timar-Gabor et al. [28] investigated the reproducibility of the dose response curves up to 15 kGy on
coarse (63–90 μm) quartz (Table S1). In the first experiment the curves were fitted better with a sum of
two saturating exponentials function and the coarse grains saturated much earlier [9]. For the latter
experiment the dose response constructed up to 15 kGy could be well reproduced following repeated
light exposure and irradiation cycles [28].

The site has also been investigated by Bălescu et al. [38], alongside two more loess sites from
Eastern Romania—Tuzla and Mostis, tea. At Mircea Vodă, samples have been taken from the L1, L2 and
L3 units, from which 60–80 μm alkali feldspars fraction was extracted. The measurement protocol
used was the multiple aliquot additive dose method (MAAD) [52] (Table 1).

Bearing in mind the issues rose by the quartz results, Vasiliniuc et al. [14,15,51] tried a different
approach. Their studies focused on luminescence properties and ages obtained for polymineral fine
(4–11 μm) material extracted from previously investigated samples by Timar et al. [2].

Feldspar dating was carried out by Vasiliniuc et al. [14] who used IRSL signals by employing
the post-IR IRSL SAR protocol [5,53] (Table 1). Two preheat post-IR IR stimulation temperature
combinations were used. In the first, a 60 s preheat treatment at 250 ◦C was followed by 100 s IR
stimulation at 50 ◦C (IR50) and a second 100 s stimulation at 225 ◦C (post-IR50 IR225). The second
choice of measurement parameters involved a 60 s preheat treatment at 325 ◦C was followed by 100
s IR stimulation at 50 ◦C (IR50) and a second 100 s stimulation at 300 ◦C (post-IR50 IR300) (Table S1).
Residual doses obtained were between 3.8 ± 0.3 Gy and 17.0 ± 0.4 Gy for the post-IR IR225 and between
11.3 ± 0.3 Gy and 33.2 ± 1.1 Gy for the post-IR IR300, the latter results being similar to those obtained
by Thiel et al. [54] and Stevens et al. [55].

The observation of both natural and laboratory induced (during dose recovery tests) signals
above the saturation level of the dose response curve, in the case of post-IR IR300 signals lead to the
conclusion that these signals suffer from dose dependent initial sensitivity changes. On the other hand,
the post-IR IR225 signals were observed to successfully pass the SAR performance tests in terms of
recycling ratio, recuperation and dose recovery. For old samples both natural and regenerated signals
(measured during dose recovery tests) were observed to correspond to the saturating region of the
dose-response curve, indicating that the small fading rate determined for this signal is probably an
artefact of the measurement procedure. The uncorrected ages obtained using the post-IR IR225 signals
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for samples taken from L2, L3 and L4 were found in good agreement with the results of time-depth
modelling based on magnetic susceptibility data.

Table 1. Previous studies and protocols used for the chronology of Mircea Vodă section.

Authors/Year Mineral
Stratigraphical Units

Investigated
Measurement Protocol

Bălescu, S.; Lamothe, M.;
Panaiotu, C.; Panaiotu, C.
(2010) [38]

alkali feldspars
(60–80 μm)

• 1 sample from L2
• 1 sample from L3
• 1 sample from L4

Multiple aliquot additive
dose method (MAAD)

Timar, A.; Vandenberghe, D.;
Panaiotu, E.C.; Panaiotu,
C.G.; Necula, C.; Cosma, C.;
van den haute, P. (2010) [2]

quartz (4–11 μm)

• 9 samples from L1
• 1 sample from L2
• 1 sample from L3
• 1 sample from L4

SAR (CW-OSL)

Timar-Gabor, A.;
Vandenberghe, D.A.G.;
Vasiliniuc, S, .; Panaiotu, E.C.;
Panaiotu, C.G.; Dimofte, D.;
Cosma, C. (2011) [8]

quartz (63–90 μm)

• 9 samples from L1
• 1 sample from L2
• 1 sample from L3
• 1 sample from L4

SAR (CW-OSL)

Timar-Gabor, A.; Vasiliniuc,
S.; Vandenberghe, D.A.G.;
Cosma, C.; Wintle, A.G.;
(2012) [14]

quartz (4–11 and
63–90 μm)

• 2 samples from L1
• 1 sample from L2
• 1 sample from L3

SAR (CW-OSL) Dose
response curves
constructed up to 1200 Gy
using LM-OSL signals

Vasiliniuc, S, .; Vandenberghe,
D.A.G.; Timar-Gabor, A.;
Panaiotu, C.; Cosma, C.; van
den Haute, P. (2012) [14]

polymineral grains
(4–11 μm)

• 5 samples from L1
• 1 sample from L2
• 1 sample from L3
• 1 sample from L4

Post- IR IR225, 300

Vasiliniuc, S, .;Vandenberghe,
D.A.G.;Timar-Gabor,
A.;Cosma, C.; Van Den
haute, P. (2013) [51]

polymineral grains
(4–11 μm)

• 9 samples from L1
• 1 sample from L2
• 1 sample from L3
• 1 sample from L4

Double SAR (CW-OSL)

Vasiliniuc, S, .;Vandenberghe,
D.A.G.;Timar-Gabor, A.; van
den Haute, P. (2013) [15]

polymineral grains
(4–11 μm)

• 9 samples from L1
• 1 sample from L2
• 1 sample from L3
• 1 sample from L4

Modified SAR -IRSL at
115◦C and 250◦C

Timar-Gabor, A.; Constantin,
D.; Buylaert, J.P.; Jain, M.;
Murray, A.S.; Wintle, A.G.
(2015) [28]

quartz (63–90 μm) • 2 samples from L1
SAR (CW-OSL)
Dose response curves
constructed up to 15 kGy

3.4. Current Study on Mircea Vodă

3.4.1. Sampling, Preparation and Analytical Facilities

For the current paper, investigations were performed on 20 new samples from Mircea Vodă
section. The first 12 samples (2MV 40–MV 2.6) were taken from the Pleistocene/Holocene transition
(Figure 3a), while doublet samples (2MV 570, L3, L4 and L5) were taken directly beneath the S1–S4

units, respectively (Figure 3b). The sampling procedure was carried out by using stainless steel tubes
inserted horizontally in the freshly cleaned profile.

Standard laboratory sample preparation was then performed under red light conditions. The
bulk material was first treated with HCl (35% concentration) for carbonate removal and H2O2 (30%
concentration) for organic matter removal. After each of these steps the samples were rinsed 3 times.
The coarse fraction (63–90 μm) was extracted by wet and dry sieving, after which the material was
treated with 40% HF for 60 min and a 60 min bath in 10% HCl. Attenberg cylinders were used for
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obtaining the fine fraction (<11 μm). The material was afterwards etched with 35% hexafluorosilicic
acid (H2SiF6) for 10 days and centrifuged with distilled water in order to attain the 4–11 μm quartz
grains [56,57]

 

Figure 3. (a) Sample positions on the field in the Holocene soil (S0) and L1 loess unit; (b) relative
positions for the collected doublet samples beneath the S1–S4.

For measurement purposes the coarse (63–90 μm) quartz grains were mounted on stainless steel
disks using silicone oil as adhesive. The fine (4–11 μm) quartz grains were settled on aluminum disks
from a 2 mg/mL suspension in acetone.

The samples were measured on Risø TL/OSL-DA-20 readers [58] with the stimulation being
performed by blue light emitting diodes (470 ± 30 nm) and IR light emitting diodes (875 ± 80 nm). The
luminescence emissions were detected by an incorporated bialkaline EMI 9235QA photomultiplier
(maximum detection efficiency ~400 nm) through a 7.5 mm thick Hoya U-340 UV filter. Irradiations were
carried out using a 90Sr-90Y radioactive source which was calibrated using gamma irradiated fine and
coarse calibration quartz [59]. Radionuclide specific activities were measured though high-resolution
gamma spectrometry using a coaxial detector with high purity germanium well detector (120 cm3

volume), full width at half maximum (FWHM) of 1.40 keV at 122 keV and a full width at half
maximum (FWHM) of 2.30 keV at 1332 keV. IAEA 312 and IAEA 327 standards have been used for
relative calibration.

3.4.2. Luminescence Measurements

For De determination for the fine (4–11 μm) and coarse (63–90 μm) fractions the single-aliquot
regenerative dose (SAR) protocol was used [1,60]. To corroborate the previous quartz studies on Mircea
Vodă, the De dependency on the preheat treatment was assessed for one doublet sample from the L4

unit. The test concluded that there is no systematic variation for the 200–280 ◦C temperature range
(Figure 4). Thus, for consistency reasons with our previous studies a preheat temperature of 220 ◦C for
10 s and a cutheat of 180 ◦C have been further used, alongside a test dose of 17 Gy. A high-temperature
bleach by stimulation with blue LEDs for 40 s at 280 ◦C at the end of each test dose signal measurement
was employed (Table 1). TL was recorded during the preheat procedure. The OSL signal used was
recorded during the first 0.308 s of stimulation and an early background subtraction has been applied
from the 1.69–2.31 s interval [61].
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Figure 4. Equivalent dose dependence on preheat temperature for sample 2MV L4A for fine (4–11 μm)
quartz fraction (open red squares) and coarse (63–90 μm) quartz fraction (open blue circles).

For determining equivalent doses at least 8 aliquots have been measured per sample per quartz
fraction. The accepted aliquots exhibited good recycling and IR depletion ratios, though the average
values in the case of coarse (63–90 μm) quartz were 2% and 4%, respectively, lower than those obtained
by Timar-Gabor et al. [8]. In the case of the 63–90 μm quartz extracts, 22% of the measured aliquots
were rejected due to poor IR and recycling, while for the 4–11 μm only 1% of the aliquots were rejected
and only due to poor IR depletion values. In Figure 5 representative CW-OSL decay and dose response
curves for two samples are presented. By interpolating the sensitivity corrected natural OSL signals
onto the dose response curve constructed the equivalent doses were determined (Table 2).
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Figure 5. SAR dose response curves for accepted aliquots from samples 2MV40 (a,b) and 2MV570
(c,d) for both quartz fractions. Natural signals are represented as stars. Error bars are smaller than the
symbols. The comparison between the normalized decay curves (the number of counts in each data
channel divided by the number of counts measured in the first channel of stimulation) of the natural
OSL signals, the regenerated signals and the decay of the calibration quartz is represented in the insets.

Based on previous reports, the CW-OSL growth curves up to high doses for both fine and coarse
quartz is best described by a sum of two saturating exponential functions [65–68] of the form:

I(D) = I0 + A1∗(1 − exp(−D/D01)) + A2∗(1 − exp(−D/D02))

where the parameters are: I—intensity of the signal for a given dose D; I0—intercept; A1, A2—saturation
amplitudes of the two exponential components; D01, D02 -doses which represent the onset of saturation
of each exponential function.

In order to assess the closeness to saturation of the coarse quartz (63–90 μm) natural signal,
CW-OSL growth curves were constructed up to 1 kGy for the old samples taken from L3, L4 and L5

loess units. The ratio between the average sensitivity corrected signal (Lnat/Tnat) and the corrected
luminescence signals measured for the 1000 Gy regenerative dose (Lx/Tx1000Gy) was calculated since for
this dose it was observed that the dose response curve is very close to saturation. The coarse (63–90 μm)
quartz natural signal for these older samples reached between 71% and 87% of the laboratory saturation
level. All equivalent doses are presented in Table 2.

For both quartz fractions, the average sensitivity-corrected natural signals (Lnat/Tnat) for the
2MV570, 2MV3, 2MVL4 and 2MVL5 samples were plotted as a function of the expected De (Figure 6).
Bearing in mind the fact that these samples were taken directly under the paleosol units, the expected
ages were found based on the climatic records of benthic δ18O [50]. The expected De was thus calculated
by multiplying these ages with the annual dose values obtained in Table 2. A relative uncertainty of
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10% was considered. It can be noted that the samples are in field saturation, meaning that the natural
signals are no longer increasing with depth. The averaged natural signal for fine quartz is 59% of
the average sensitivity corrected signal for the 5000 Gy regenerative dose (a dose high enough for
the laboratory dose response to approach saturation—see Figure 7) and the coarse quartz natural
signal is 75% of the average sensitivity corrected signal for the 2000 Gy regenerative dose (a dose high
enough for the laboratory dose response to approach saturation—see Figure 7). These ratios of the
natural signals to laboratory saturation levels for the two grain sizes are in agreement with previous
reports from Timar-Gabor et al. [9] for an infinitely old sample. Differences of 60% (4–11 μm quartz)
and 80% (63–90 μm quartz) were reported between the natural and laboratory dose response curves
constructed for the nearby loess-paleosol site of Costines, ti [28]. Similar discrepancies between the
natural and the laboratory dose response curves were reported by Chapot et al. [30] on samples taken
from Luochuan, China.

Figure 6. The natural sensitivity corrected luminescence signal (Lx/Tx) for samples 2MV570, 2MV3,
2MVL4 and 2MVL5 for 4–11μm quartz (open squares) and 63–90μm quartz (open circles) plotted against
the expected De. The average maximum sensitivity corrected signal (Lx/Tx max) for a regenerative
dose of 2000 Gy in the case of coarse grains and 5000 Gy in the case of fine grains (taken from the data
presented in Figure 7) is shown as a reference for both quartz fractions.

Extended CW-OSL growth curves were subsequently constructed for samples 2MV L3A and 2MV
L4A up to 5 kGy (for 4–11 μm quartz grains) and 2 kGy (for 63–90 μm quartz grains) using at least 6
regenerative points and a test dose of 17 Gy as well as a test dose of 170 Gy (Figure 7a–d). The data
was fitted using a sum of two exponential functions (Table 3). Results obtained using a test dose of 17
Gy confirm the different saturation characteristics between the two quartz fractions [9,11,22,28], with
average value of the two samples obtained for the fine (4–11 μm) fraction (D01 = 88 ± 22 Gy; D02=

1194 ± 142 Gy) similar to those reported by Timar-Gabor et al. [11] (D01 = 151 ± 5 Gy; D02 = 1411 ±
64 Gy) and the coarse (63–90 μm) fraction (D01 = 50 ± 8 Gy; D02 = 427 ± 54 Gy) close to values from
Timar-Gabor et al. [11] (D01 = 44 Gy; D02 = 452 Gy), Murray et al. [65] (D01 = 44 Gy; D02 = 450 Gy for
180–250 μm quartz) and Pawley et al. [66] (D01 = 51 Gy; D02 = 320 Gy for 125–180 μm quartz). For a
test dose of 170 Gy, there is a general trend for the D01 and D02 values to decrease (Figure 7a–d). For
the 2MV L3A and 2MV L4A fine (4–11 μm) quartz the D01 values decreased by 34% and 18%, while the
D02 values decreased by 31% and 19%, respectively. The D01 values for coarse (63–90 μm) quartz were
lower than those using a test dose of 17 Gy by 24% and 22% and the D02 values were lower by 18% and
10%, respectively (Table 3). As a result, the use of the 170 Gy test dose increased the closeness of the
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natural corrected luminescence signals to the saturation levels for both quartz fractions by 3.5% up to
16%, with the coarse (63–90 μm) quartz for the two oldest samples reaching ≥86% of saturation level.
The equivalent doses were obtained by measuring at least 3 aliquots (Table 3). Even though there is
a slight increase in the values obtained the results remain consistent within uncertainties. It should
be noted that poor recycling ratios have been observed for fine (4–11 μm) quartz when the 170 Gy
test dose was employed (4 aliquots measured), with values lower than unity by 27%. However, this
effect was not significant for the coarse (63–90 μm) quartz measured with a test dose of 170 Gy with
recycling values contained in the 0.9–1.1 interval.

Figure 7. Comparison of growth curves for samples 2MVL3A (a,b) and 2MVL4A (c,d) for both quartz
fractions. The curves were best described by a sum of two exponential exponentials function. At least
three aliquots have been used in order to obtain the average corrected luminescence signals used to
construct de growth curves. A preheat temperature of 220 ◦C for 10 s and a cutheat of 180 ◦C have
been employed.
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4. Ages and Discussion

Previous luminescence dating studies on Mircea Vodă site (Figure 8a) revealed an age discrepancy
between the two quartz fractions investigated that is still not yet understood. The ages obtained ranged
from 8.7 ± 1.3 to 159 ± 24 ka for fine silt-sized (4–11 μm) quartz and from 16 ± 2 ka to 230 ± 31 ka for fine
sand-sized (63–90 μm) quartz, the difference varying between 20% to 70% [2,8]. Despite the fact that
both datasets were consistent with the stratigraphic position of the samples, the fine (4–11 μm) quartz
ages for the three samples taken from the L2, L3 and L4 loess units were interpreted as underestimates.
The post-IR IR225 signal was considered more reliable than the previously obtained quartz ages for the
L2, L3 and L4 units. These ages are presented alongside the quartz ages in Figure 8a.

Due to the importance of Mircea Vodă loess-paleosol master section, the current study aimed
to obtain a more detailed chronological framework. In this regard 13 samples have been collected
from the Holocene soil (S0) and L1 loess unit and doublet samples have been collected directly
beneath the S1–S4 units, respectively. The luminescence ages were found to be mostly in agreement
with their stratigraphically corresponding results reported by Timar-Gabor et al. [8] and Vasiliniuc
et al. [14]. The overall uncertainties associated with the new OSL ages are dominated by the systematic
uncertainties caused by the time-averaged water content, a-value and beta attenuation factors. The
overall contribution from random sources of uncertainties scatters around 2.5% for the fine (4–11 μm)
quartz (generally 10 aliquots per sample) and ranges from 4.2% to 11.8% for the coarse (63–90 μm)
quartz. It has been proposed that the source for such a large spread could be attributed to reduced
number of coarse quartz grains on the disk compared to fine aliquots, thus reducing the variability
in the luminescence properties. Other studies have also reported similar spread in coarse quartz
data [23,25].

 
Figure 8. Cont.

99



Methods Protoc. 2020, 3, 19

 
Figure 8. (a) Schematic representation of the loess (L) and paleosol units (S; hatched area) with magnetic
susceptibility values (χ) from [2].The boundaries of paleosols developed during odd marine isotope
stages (MIS) are after [49]. The ages for the old samples (green circles) and new samples (purple circles)
are shown as follows: written in red—[2]; blue—[8]; green—[14] and written in orange—4–11 μm
quartz current paper; purple—63–90 μm quartz current paper. The current ages represent the weighted
results from the doublet samples. The optical ages marked with asterisk (*) were obtained for samples
which were found to be close to saturation levels. (b) Plot of new optical ages as a function of depth
alongside new magnetic susceptibility data. The fine (4–11 μm) quartz ages are represented as open
squares and the coarse (63–90 μm) quartz ages are represented as open circles.

The top part of the profile that encompasses the Pleistocene/Holocene transition (L1/S0 unit) is
characterized by increasing ages with profile depth, ranging from 5.3 ± 0.5 ka to 22.8 ± 2.3 ka for
fine (4–11 μm) quartz and from 5.3 ± 0.7 ka to 35.9 ± 3.2 ka for coarse (63–90 μm) quartz (Figure 8b).
In the Holocene soil, for ages up to about 11 ka OSL ages obtained for coarse and fine quartz agree,
as expected and previously reported for such young samples [27]. The older samples taken from
the L1/S0 transition and the L1 loess unit yielded ages that no longer agree within uncertainties. The
fine (4–11 μm) ages continue to be younger than coarse (63–90 μm) ages. As previously reported by
Timar-Gabor et al. [8] on Mircea Vodă, Timar-Gabor et al. [9] on Mostis, tea, Constantin et al. [12] on
Costines, ti, Timar-Gabor et al. [10] on Orlovat in Serbia as well as by Timar-Gabor et al. [11] in China,
the equivalent doses are higher for coarse (63–90 μm) quartz, which is unexpected considering the
annual dose rate.

The age discrepancy between the two quartz fractions appears to begin sooner than previously
reported. For Romanian, Serbian and Chinese loess samples, SAR-OSL ages divergence arose beyond
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~40 ka (>~100 Gy) [11]. Only for samples collected from Lunca section (southern Wallachian Plain, see
Figure 1) such a difference occurred starting with samples as young as <30 ka (~80 Gy) [39].

For the samples starting with L2 downwards, the results obtained on doublet samples on each
quartz fractions were found in agreement within uncertainties. Consequently, weighted ages have
been calculated for each grain size fraction on the doublet samples.

The doublet samples collected from the L2 loess unit yielded weighted ages on the two quartz
fractions of 111 ± 11 ka for fine (4–11 μm) quartz and 130 ± 11 ka for coarse (63–90 μm) quartz. Fine
quartz ages underestimate the expected age, while the coarse quartz age is in broad agreement with the
expected age. These results are consistent with those reported by Timar-Gabor et al. [8] and Vasiliniuc
et al. [14].

The weighted average ages recovered from the L3 samples were that of 177 ± 18 ka for 4–11 μm
quartz and 204 ± 18 ka for 63–90 μm quartz. The fine quartz age clearly underestimates the expected
age, the offset being of 37%, while for the coarse quartz age the underestimation is of 19%. In the
case of coarse quartz it was observed that the signal was close to laboratory saturation levels, with an
average of 80%, while in the case of fine quartz, the natural signals were interpolated significantly
below the saturation level of the laboratory dose response curve.

In what regards the samples from L4 and L5 loess units, the ages on fine (4–11 μm) quartz are
180 ± 15 ka and 198 ± 21 ka and the ages for coarse (63–90 μm) quartz are 230 ± 20 ka and 184 ± 19 ka,
respectively. The two set of ages underestimate severely the expected values from stratigraphical
boundaries considerations [50]. The coarse(63–90 μm) quartz signals were found to be close to
laboratory saturation for both L4 and L5 samples (85% and 77%, respectively), with the closeness to
laboratory saturation being more pronounced when a larger test dose was used. On the other hand,
the same statement cannot be made for fine (4–11 μm) quartz (e.g., for 2MVL5 sample the natural
signals were at 60% of the laboratory saturation level).

The reasons behind the age discrepancies between fine (4–11 μm) quartz and coarse (63–90 μm),
especially in the case of the Mircea Vodă site have been proposed, discussed and investigated in
previous studies. Microdosimetry could be a reason, but one should bear in mind the fact that such
an age discrepancy could only arise from a dose rate difference of approximately 1 Gy/ka [8]. The
purity of the quartz extracts was checked by comparing the natural and regenerated signals with
the calibration quartz, by performing the IR depletion test [69] and by checking the 110 ◦C TL peak
recorder during preheats. The results dismiss the possibility of a feldspathic component which would
end in different age results between the two fractions. This also concurs with previous time resolved
OSL (TR-OSL) results reported by Timar-Gabor et al. [28]. In what regards partial bleaching, residual
doses of the order of at least tens or even hundreds of Gy would be needed in order to cause such an
age offset for all samples investigated. This is not to be expected in the case of quartz.

5. Conclusions

Fine (4–11 μm) and coarse (63–90 μm) quartz have been investigated by applying SAR-OSL
protocol in order to augment the existing chronological framework from Mircea Vodă loess-paleosol
master section. The age results for the Pleistocene/Holocene transition have shown that fine and coarse
fractions agree only up to ~20 ka. For samples older than this, fine grains quartz ages underestimate
coarse quartz ages. Thus, the discrepancy between two datasets occurs sooner than previously shown
for other sites [11]. The reason for this difference is yet not understood.

As previously reported the 63–90 μm quartz does not underestimate the expected geological
ages and agrees with post-IR IR225 for samples collected just below S1. For older samples coarse
quartz SAR OSL signals approach (86%) laboratory saturation and also enter field saturation. For the
counterpart fine grains quartz OSL natural signals are significantly below laboratory saturation levels.
However, the fine quartz ages underestimate the expected ages. Therefore, these ages should be taken
as minimum ages. Investigation on extended growth curves up to 5 kGy (for 4–11 μm quartz grains)
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and 2 kGy (for 63–90 μm quartz grains) using test doses of a different order of magnitude (17 and
170 Gy) have concluded that the equivalent dose was insensitive to the size of the test dose.
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55. Stevens, T.; Marković, S.B.; Zech, M.; Hambach, U.; Sümegi, P. Dust deposition and climate in the Carpathian
Basin over an independently dated last glacial-interglacial cycle. Quat. Sci. Rev. 2011, 30, 662–681. [CrossRef]

56. Lang, A.; Lindauer, S.; Kuhn, R.; Wagner, G.A. Procedures used in optically and infrared stimulated
luminescence dating of sediments in Heidelberg. Anc. TL 1996, 14, 7–11.

57. Frechen, M.; Schweitzer, U.; Zander, A. Improvements in sample preparation for the fine grain technique.
Anc. TL 1996, 14, 15–17.

58. Thomsen, K.J.; Bøtter-Jensen, L.; Jain, M.; Denby, P.M.; Murray, A.S. Recent instrumental developments for
trapped electron dosimetry. Radiat. Meas. 2008, 43, 414–521. [CrossRef]

59. Hansen, V.; Murray, A.S.; Buylaert, J.-P.; Yeo, E.-Y.; Thomsen, K. A new irradiated quartz for beta source
calibration. Radiat. Meas. 2015, 81, 123–127. [CrossRef]

60. Murray, A.S.; Wintle, A.G. The single aliquot regenerative dose protocol: Potential for improvements in
reliability. Radiat. Meas. 2003, 37, 377–381. [CrossRef]

61. Cunningham, A.C.; Wallinga, J. Selection of integration intervals for quartz OSL decay curves. Quat.
Geochronol. 2010, 5, 657–666. [CrossRef]

104



Methods Protoc. 2020, 3, 19

62. Prescott, J.R.; Hutton, J.T. Cosmic ray contributions to dose rates for luminescence and ESR dating: Large
depths and long-term time variations. Radiat. Meas. 1994, 23, 497–500. [CrossRef]
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Abstract: Compared to quartz, the infrared stimulated luminescence (IRSL) of K-feldspar saturates at
higher dose, which has great potential for extending the dating limit. However, dating applications
with K-feldspar has been hampered due to anomalous fading of the IRSL signal. The post-IR IRSL
(pIRIR) signal of K-feldspar stimulated at a higher temperature after a prior low-temperature IR
stimulation has significantly lower fading rate. Different dating protocols have been proposed with
the pIRIR signals and successful dating applications have been made. In this study, we review the
development of various pIRIR dating protocols, and compare their performance in estimating the
equivalent dose (De). Standard growth curves (SGCs) of the pIRIR signals of K-feldspar are introduced.
Single-grain K-feldspar pIRIR dating is presented and the existing problems are discussed.

Keywords: OSL dating; K-feldspar; post-IR IRSL; standard growth curve (SGC); single-grain

1. Introduction

Optically stimulated luminescence (OSL) dating is applied to date the last exposure event of
a mineral grain to sunlight [1]. The OSL ages are obtained by the equation: Age = De/Dr, where
De is the equivalent dose, representing the radiation dose that mineral grains have received after
being blocked from sunlight, and the Dr is the environmental dose rate mainly dominated by the
radioactive elements U, Th, K. Quartz has long been used as the ideal mineral for OSL dating, because
of its abundance in nature, its signal stability, and its susceptibility to bleaching, especially after the
single-aliquot regenerative-dose (SAR) protocol was established [2–4]. However, the OSL signal of
quartz saturates with relatively low radiation dose, which has limited its application in dating older
samples. Studies have shown that the quartz OSL ages were underestimated when the samples were
older than ~100 ka [5–7], a situation usually attributed to the early saturation behavior of quartz
OSL signal [8]. In some case, such as in the aeolian deposits from the Chinese Loess Plateau, age
underestimation began at ~70 ka [9,10], which may be related to abnormally short lifetime of the OSL
signal [11,12].

Compared to quartz, the infrared stimulated luminescence (IRSL) of K-feldspar has several
advantages: the IRSL signal of K-feldspar saturates at higher dose, which has the potential to
date older samples; the IRSL signal intensity of K-feldspar is much greater than quartz OSL signal,
providing higher data precision; and the K element within K-feldspar grains provides an internal
component for the dose rate, which is not affected by variations of the external environment [13–15].
However, the application of K-feldspar IRSL dating has long been hampered by a phenomenon called
anomalous fading [16–18]. The thermally stable luminescence signal of K-feldspar fades under ambient
temperature, which is suggested to be a result of quantum tunneling between the electron traps
and holes [16–19]. Fading correction method has been proposed to address this problem [14,20,21].
With this solution, the fading rate of IRSL signal for each individual sample needs to be measured,
which requires a large amount of laboratory work. In addition, fading correction for older samples
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would become more complicated because of the dose-dependent behavior of fading rate [21–24], and
age overestimation after fading correction has been widely reported [25–29]. An isochron dating
method has also been proposed [30,31]. In this method, it is assumed that the IRSL signal induced by
internal dose does not fade, and De values of K-feldspar fractions with different grain sizes need to be
measured, which is also laborious.

It would be highly advantageous if a non-fading signal of K-feldspar could be identified. Studies
that aimed to isolate the non-fading IRSL signals have driven the development of post-IR IRSL (pIRIR)
dating protocols, and a detailed review has been published in 2014 [32]. Here, we briefly introduce the
pIRIR developments before 2014, and focus on the improvements since 2014.

2. Development of pIRIR Dating Protocols

2.1. Two-Step IR Stimulation

Thomsen et al. [33] found that the IRSL signal stimulated at 225 ◦C after a preceding IR stimulation
at 50 ◦C (post-IR IRSL) faded much more slowly. The 50 ◦C IR stimulation (IR50) is supposed to remove
the close trap-hole pairs which are prone to tunneling; while the left distant trap-hole pairs stimulated
at the subsequent high temperature experience less fading [33–36]. Following the observation of
Thomsen et al. [33], Buylaert et al. [37] tested the two-step post-IR IRSL (pIRIR50, 225) dating protocol
(Table 1) on K-feldspar extracts from various depositional environments. The fading rate (g2days value)
of the pIRIR50, 225 signal (mean value, 1.62 ± 0.06%/decade) was significantly lower than the fading
rate of the IR50 signal (mean value, 3.23 ± 0.13%/decade) [37]. After fading correction, the pIRIR50, 225

and IR50 signals had similar ages; however, the smaller fading rate made the pIRIR50, 225 ages less
dependent on the assumptions behind the fading correction model [37].

In order to isolate a more stable pIRIR signal, Thiel et al. [38] increased the temperature of the
second-step stimulation from 225 ◦C to 290 ◦C (Table 1). The measured fading rate of the pIRIR50, 290

signal of loess samples from Austria was 1.0–1.5%/decade, compared to 2.1–3.6%/decade of the IR50

signal [38]. However, based on observations that the natural pIRIR50, 290 signal of a sample from below
the Brunhes/Matuyama geomagnetic reversal boundary was saturated and that a quartz sample also
showed a measured fading rate of 1.3 ± 0.3%/decade, Thiel et al. [38] suggested that the fading rate of
the pIRIR50, 290 signal was a laboratory artifact, and fading uncorrected pIRIR50, 290 ages were the most
appropriate. Buylaert et al. [39] systematically tested the pIRIR50, 290 protocol and concluded that it
was a robust dating method for Middle and Late Pleistocene sediments without fading correction.

The pIRIR signals stimulated at higher temperatures (e.g., pIRIR50, 225, pIRIR50, 290, pIRIR200, 290)
are more stable than the IR50 signal; however, they are also more difficult to bleach [33,37,38]. Thus,
the residual doses of the high-temperature pIRIR signals are a concern in dating. Buylaert et al. [40]
reported that the residual doses of the pIRIR50, 225 and pIRIR50, 290 signals from modern aeolian samples
of the Chinese Loess Plateau were in the range of 2–8 Gy and 5–19 Gy, respectively. The pIRIR50, 290

residual doses of three modern samples from an alluvial bar in Murray et al. [41] were measured to be
5–10 Gy. While quite high pIRIR50, 290 residual doses (20–55 Gy) were reported for modern glaciofluvial
sediments from a glaciated bay [42]. In various solar bleaching experiments, the measured residual
doses of the pIRIR signals varied within a wide range, from less than 2 Gy to >40 Gy [38,39,43–45],
and the residual doses increased systematically with higher preheat temperature and stimulation
temperature [46–48]. A positive relationship between the residual doses and De values has been
documented in numerous studies [39,49–54]. With a fixed bleaching time, a linear function between
the residual doses and De values can be determined, and a minimal residual dose can be obtained by
extrapolating to De = 0 Gy. The minimal residual dose of the pIRIR50, 225/290 signal is mostly in the
range of 4–7 Gy, which represents the contribution of an un-bleachable component that ubiquitously
exists in fully-bleached samples [39,49,50,52–54]. In addition, some studies showed that with extremely
long bleaching durations, the residual doses were also reduced to <10 Gy [29,51,52]. In summary, the
residual doses of pIRIR290 signal for partially-bleached sediments (e.g., glaciofluvial deposits) could be
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high (up to ~50 Gy), but the residual doses for well-bleached sediments are, in most cases, smaller than
10 Gy. Some studies argued that bleaching under different natural conditions (e.g., sub-aqueous and
sub-aerial) had different efficiency due to different spectrum, which questioned the strategy of residual
dose subtraction for De measurements [51,55].

For well-bleached old samples, a De overestimation of<10 Gy would result in an age overestimation
of <~3 ka (e.g., for typical loess sediments), which has small effect. However, it becomes significant for
young samples (e.g., of Holocene ages). In order to reduce the effect of residual dose, Reimann et al. [27]
proposed a modified two-step pIRIR protocol with the first IR stimulation at 50 ◦C and the second IR
stimulation at 180 ◦C, together with a preheat temperature of 200 ◦C (Table 1). The residual dose of the
pIRIR50, 180 signal was reduced to ~1 Gy [27]. Reimann et al. [27] showed that the pIRIR50, 180 signal
was sufficiently stable to date well-bleached middle Holocene and late Pleistocene samples, as the
pIRIR50, 180 ages agreed very well with quartz OSL ages and radiocarbon ages. To make it suitable
to date even younger samples (e.g., of hundreds of years), the second IR stimulation was decreased
to 150 ◦C, with a preheat treatment at 180 ◦C [28,56]. In several studies, the second IR stimulation
temperature was changed to 170 ◦C with the preheat temperature at 200 ◦C to date Holocene aeolian
deposits [57–59].
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2.2. Multi-Step IR Stimulation

Li and Li [26] proposed a multiple-elevated-temperature (MET) pIRIR dating protocol, with
five-step IR stimulations from 50 ◦C to 250 ◦C with an increment of 50 ◦C (Table 1). An advantage
of this protocol is that there are multiple De values corresponding to IR stimulations at different
temperatures. Once the De reaches a plateau in the high temperature range, it would provide firm
evidence that the high-temperature pIRIR signals are sufficiently stable and experience negligible
anomalous fading (Figure 1) [26]. Later, the five-step MET-pIRIR protocol was modified to a six-step
MET-pIRIR protocol, with the highest IR stimulation temperature increased from 250 ◦C to 300 ◦C,
and the preheat temperature increased from 300 ◦C to 320 ◦C [63]. For the studied loess and desert
samples from north China, the fading rates of the IR50 signal were 3–5%/decade, while the fading rates
of MET-pIRIR250 or MET-pIRIR300 signals were very close to zero [26,63].

From the solar bleaching experiments, residual doses of the MET-pIRIR250 signal were mostly in
the range of 2–10 Gy, although in some cases they were up to ~20 Gy [26,64–68]. In order to make the
MET-pIRIR protocol suitable for dating Holocene sediments, Fu and Li. [69] developed a modified
low-temperature MET-pIRIR protocol. The preheat temperature was set to 200 ◦C and the five-step
IR stimulation was performed from 50 ◦C to 170 ◦C with a step of 30 ◦C. The residual dose of the
MET-pIRIR170 signal was generally less than 1 Gy [69]. For Holocene samples, Fu and Li. [69] observed
an age plateau between the stimulation temperatures of 110–170 ◦C. The five-step stimulation can be
simplified to a three-step stimulation at temperatures of 110, 140, 170 ◦C. With the three-step protocol,
the age plateau still existed at the stimulation temperatures of 140 ◦C and 170 ◦C, indicating that
the pIRIR signals at 140 ◦C and 170 ◦C can be considered as sufficiently stable over the timescale of
Holocene period [69]. Thus, Fu and Li. [69] further simplified the three-step protocol to a two-step
protocol, with IR stimulations at 110 ◦C and 170 ◦C. Although no age plateau can be observed with
the two-step IR stimulation, the pIRIR110, 170 signal can still provide identical ages as the five-step
pIRIR170 signal, the three-step pIRIR170 signal, and the quartz OSL signal. However, when the first IR
stimulation temperature was decreased from 110 ◦C to 50 ◦C, the corresponded pIRIR50, 170 ages were
slightly underestimated [69].

As pIRIR signals stimulated at higher temperatures are more difficult to be bleached, several
studies have proposed that the different bleaching rates of MET-pIRIR signals can be applied to infer
the degree of bleaching, and thus to trace the transport history of sediments [70,71].

 

Figure 1. De versus IR stimulation temperature in the MET-pIRIR protocol. The sample used is
14LC-11.0, from the top of the L2 layer (second loess layer, corresponding to Marine Isotope Stage 6)
in the Luochuan section, Chinese Loess Plateau (Zhang et al. [72]). Four aliquots were measured.
The error bar of the average is the standard error calculated from four aliquots.
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2.3. Modified Protocols to Extend the Dating Limit

The two-step pIRIR or MET-pIRIR protocols discussed above are all based on the conventional
SAR protocol, with a subsequent test dose signal (Tx) to correct for the change in the sensitivity of
the regenerative dose signal (Lx). Each aliquot is measured repeatedly with several cycles to build its
individual growth curve [8]. The growth curve of the luminescence signal with the radiation dose can
be fitted with a single saturating exponential function:

I = I0 + Imax ∗
(
1− e−D/D0

)
, (1)

where I is the luminescence signal, D is the radiation dose, and D0 is called the characteristic saturation
dose which quantifies the saturation behavior of the signal.

For quartz, D0 varies significantly between different grains and samples, but in most cases it is
smaller than 200 Gy [73–76]. It is suggested that for reliable dating with quartz, the De should not
exceed the 2D0 limit [8]. Although D0 of the K-feldspar pIRIR signal varies with different samples and
experimental parameters (e.g., test dose, IR stimulation temperature), it is usually around 200–500 Gy
with the conventional SAR protocol (Table 2). Applying the 2D0 limit, the dating range of the K-feldspar
pIRIR signals would not exceed 1000 Gy. To extend the dating limit, modified protocols have been
proposed based on the dose-dependent sensitivity of the MET-pIRIR signals from K-feldspar [61,62,77].
Li et al. [62] applied the multiple-aliquot regenerative-dose (MAR) protocol, but added a second test
dose (T2) after a ‘cutheat to 600 ◦C’ treatment behind the first test dose (T1). The T1/T2 signal was
applied to represent the dose-dependent sensitivity. For the MET-pIRIR250 signal, the D0 of the T1/T2

signal was ~740 Gy, which was significantly larger than that of the Lx/T1 signal (~340 Gy). In addition,
the Lx/T2 signal also had a D0 of ~770 Gy, close to that of the T1/T2 signal. Chen et al. [77] presented
that with the Lx/T2 signal, the De of a sample from the fifth paleosol layer (S5) of the Chinese loess
sequence, corresponding to Marine Isotope Stage (MIS) 13–15, was estimated to be 1360 ± 200 Gy,
which was broadly consistent with the expected De of 1550 ± 72 Gy. The modified MAR protocol
is termed ‘MAR with heat’ in the text below (Table 1). Li et al. [61] modified the conventional SAR
protocol, by adding a solar beaching treatment behind each cycle—‘SAR with solar’ (Table 1). It was
found that solar bleaching was able to reset the luminescence sensitivity. Hence, the regenerative dose
signal (Lx) or the test dose signal (Tx) can be used alone to estimate the De. Here, the Tx is used to
represent the dose-dependent sensitivity. While the D0 of the Lx/Tx signal was ~400 Gy, the D0 of both
the Lx and Tx signals was ~800 Gy [61].

These modified MAR and SAR protocols have greatly increased the D0 of the K-feldspar pIRIR
signal, and have extended the dating limit of K-feldspar to ~1500 Gy. Zhang and Li [78] proposed that
a D0 of ~800 Gy was very likely to be the intrinsic property of the pIRIR signals. In the conventional
SAR protocols, the signals of the test dose (Dt) would be overestimated due to the effect of the
preceding regenerative dose [43,78–82]. Multiple hypotheses have been proposed to account for the
overestimation, such as the thermally transferred signal [43,79], signal inheritance [80,81], and dose
dependent sensitivity change [62,82]. The test dose signal following a larger regenerative dose would
be overestimated in a higher degree, and the corresponding Lx/Tx would be underestimated more
significantly; hence the fitted growth curves have apparently lower D0 values (200–500 Gy) compared
to the intrinsic D0 (~800 Gy). A larger test dose would reduce such an effect, thus a positive relationship
between D0 and Dt has been observed in numerous studies (Figure 2) [78–81,83,84].
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Figure 2. Characteristic saturation dose (D0) of the pIRIR signals versus the test dose (Dt), with the SAR
protocol. Data are from Table 2. A general positive relationship exists between D0 and Dt. Please note
that the pIRIR signals in this graph includes different kinds of signals, such as pIRIR50, 170, pIRIR50, 225,
pIRIR50, 290, MET-pIRIR250/300 signals. So the D0 is scattered even with the same Dt.

Table 2. Characteristic saturation dose (D0) of the growth curves from the conventional SAR protocol
with different pIRIR signals.

Signal D0 (Gy) Test Dose (Gy) Reference

pIRIR50, 295 204 ± 5 12 Qin and Zhou [79]
286 ± 24 84

pIRIR50, 290 203 4 Liu et al. [81]
320 53
424 595

pIRIR50, 225 159 ± 87 5 Colarossi et al. [80]
455 60
435 120
526 200

556 ± 66 320

pIRIR50, 290 290 32 Qin et al. [84]
349 213

pIRIR50, 225 367 32
433 213

pIRIR50, 170 404 32
484 213

MET-pIRIR250 327 ± 16 54 Li and Li [63]
MET-pIRIR300 250 ± 12 54

MET-pIRIR250 324 ± 5 72.5 Zhang and Li [78]
417 ± 9 145

MET-pIRIR300 396 ± 13 300 Zhang et al. [85]
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3. Comparison between Different pIRIR Protocols

Several studies have been performed to investigate the pIRIR290 De dependence on the prior-IR
stimulation temperature, and these studies suggested that the De values did not change significantly
with the prior-IR stimulation temperature varied in the range of 50–260 ◦C [39,52–54,86]. From a
comparison of the De values obtained with the pIRIR50, 290, pIRIR200, 290, MET-pIRIR250 signals, Li
and Li [60] showed that the estimated De values were consistent between the three signals when De

was less than ~400 Gy; however, when the expected De exceeded ~400 Gy, the pIRIR50, 290 signal
had underestimated De results compared to the other two signals. Li and Li [60] suggested that the
50 ◦C prior-IR stimulation was too weak to completely remove the prone-to-fade signal. Qiu and
Zhou. [87] compared the performance of four signals, which were pIRIR50, 290, pIRIR200, 290, three-step
pIRIR200, 290 signal with first stimulation at 50 ◦C, second stimulation at 200 ◦C and last stimulation
at 290 ◦C, IRoff-pIRIR200, 290 signal with isothermal holding (IR-off) for 200 s before the 290 ◦C IR
stimulation, respectively. The De values of their tested samples were within the range of 400–900 Gy.
Only the pIRIR50, 290 signal had underestimated the De values, whereas the other three signals provided
consistent De results [87]. Buylaert et al. [39] revealed that when the prior-IR stimulation temperature
was increased from 50 ◦C to 200 ◦C, the intensity of corresponded pIRIR200, 290 signal was only 7%
of the pIRIR50, 290 signal. However, it was later found that the pIRIR290 signal intensity was still
sufficiently high to guarantee precise measurements even when the prior-IR stimulation temperature
was as high as 260 ◦C, and thus Buylaert et al. [88] applied the pIRIR200, 290 protocol to date the last
interglacial paleosol (S1) in the Chinese Loess Plateau. Stevens et al. [89] reported that De values were
underestimated when the prior-IR stimulation temperature was below 140 ◦C, but a De plateau had
been reached when the prior-IR stimulation temperature was ≥170 ◦C; and the pIRIR200, 290 protocol
was adopted to date the Chinese loess back to the S2 layer (second paleosol layer, corresponding to
MIS 7). Ito et al. [29] carried out prior-IR stimulation temperature test on marine terrace deposits from
Japan, and the results showed that the pIRIR290 De plateau existed when the prior-IR temperature was
within the range of 100–200 ◦C; while the pIRIR290 De was underestimated with a prior-IR temperature
of 50 ◦C and overestimated with a prior-IR temperature of 250 ◦C. A study performed on rock slices
showed that the pIRIR290 signal from naturally saturated slices was close to the laboratory saturation
level only when the first-IR stimulation temperature was high (e.g., 200 ◦C or 250 ◦C) [81]. These studies
suggest that the first-IR stimulation is better to be performed at a higher temperature (e.g., 200 ◦C)
when dating older samples with the pIRIR290 signal.

All of the foregoing comparisons in this section are based on the SAR protocol. However, the
upper dating limit of these pIRIR SAR protocols has seldom been studied. A sample from the fifth
loess layer (L5) of the Mangshan loess-palaeosol sequence of China was dated to be 401 ± 35 ka
with the pIRIR200, 290 protocol, which was much younger than the expected age within MIS 12 [87].
Zhang et al. [85] showed that with the SAR protocols, irrespective of the pIRIR200, 290 signal or the
MET-pIRIR250/300 signal, the De values were underestimated when the expected De exceeded ~800 Gy,
whereas the ‘MAR with heat’ protocol could provide reliable De estimates. The SAR De underestimation
began to occur at the De value of ~800 Gy, which was close to twice the D0 (~400 Gy with SAR protocol)
for samples in Zhang et al. [85]. This indicates that the empirical 2D0 limit is also applicable to De

measurements with K-feldspar.
Figure 3A shows that for a loess sample with the De of ~640 Gy, the SAR De values are smaller

compared to the MAR De values for the low-temperature signals, but they become similar for the
high-temperature (250 ◦C and 300 ◦C) signals. Several studies have illustrated that sensitivity
correction in the first cycle (natural signal measurement) of the SAR protocol is unsuccessful
for the low-temperature IRSL signals (e.g., IR50) of K-feldspar when a high preheat temperature
(e.g., >200 ◦C) is applied, and De underestimation exists for those low-temperature signals [67,84,90–92].
Age underestimation of the low-temperature IRSL signals has two sources with the SAR protocol—the
anomalous fading and the failure of sensitivity correction. Some studies proposed that the failure
of sensitivity correction was related to the increased electron trapping probability caused by the
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first preheat treatment [67,90,91]; while a recent study suggested that it was a combined effect of
the decrease in the electron trapping probability and the increase in recombination probability [84].
The sensitivity correction of the high-temperature pIRIR signals is generally acceptable [67,84,91,92],
which is why consistent SAR De and MAR De values can be obtained at the temperatures of 250 ◦C and
300 ◦C for relatively young samples (Figure 3A). However, the SAR De value becomes smaller than the
MAR De value for a sample with De of ~900 Gy (Figure 3B) [85]. Despite of the generally successful
sensitivity correction of the high-temperature pIRIR signals, both slight SAR De underestimation or
overestimation can still occur, depending on the stimulation temperature of the pIRIR signals, the size
of the De and the test dose, as well as sample origins [52,67,82,84,89]. Zhang et al. [85] performed
dose recovery tests on the samples from their study, and observed a 10% overestimation for the dose
recovery ratios with a recovery dose of 900 Gy, which cannot explain the SAR De underestimation for
these old samples.

 
Figure 3. Comparison of De values obtained by the conventional SAR protocol (Li and Li [63]) and the
modified ‘MAR with heat’ protocol (Li et al. [62]), with a six-step IR stimulation from 50 ◦C to 300 ◦C.
(A) Sample 14LC-16.0 is from the base of the L2 layer (second loess layer, MIS 6) in the Luochuan
section, Chinese Loess Plateau. The higher degree of SAR De underestimation compared to MAR De at
low IR stimulation temperatures is due to the failure of sensitivity correction. Note that the De values
are still consistent between the SAR and MAR protocols at higher IR stimulation temperatures (250 ◦C
and 300 ◦C). (B) Sample B-610 is from the Jingbian section of Chinese Loess Plateau. Note that the
SAR De values are still underestimated at high IR stimulation temperatures compared to the MAR De

values, because De is already larger than 800 Gy. Figure 3B is modified from Zhang et al. [85].

The empirical 2D0 limit was initially proposed for quartz [8]. A recent study argued that the De

underestimation beyond the 2D0 limit of quartz was caused by the rejection of the ‘saturated’ aliquots
or grains which resulted in a truncated De distribution [93]. Instead of the conventional ‘mean De’
method, Li et al. [93] proposed a ‘mean Ln/Tn’ method to overcome this problem. The ‘mean Ln/Tn’
method applies the mean of re-normalized natural signal (Ln/Tn) to calculate the final De, thus no grains
or aliquots would be abandoned when their natural signals lie above the saturation level of the growth
curve. This method has been successfully applied in dating quartz of archeological cave sediments
with De values up to ~300 Gy [94]. However, for the K-feldspar samples whose SAR De values were
underestimated in Zhang et al. [85], no ‘saturated’ aliquots were observed and discarded. Applying
the ‘mean Ln/Tn’ method cannot overcome the De underestimation of K-feldspar in Zhang et al. [85].
Several studies revealed that the natural dose response curve of quartz saturated at lower dose than the
laboratory dose response curve, and they suggested it was the reason for quartz De underestimation in
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the high dose range [74,95–97]. Whether the natural dose response curve of K-feldspar also saturates
at lower dose than the laboratory dose response curve needs further research.

4. Standard Growth Curves

The standard growth curve (SGC) was initially proposed for quartz to simplify the measurement
procedure of De estimation [98]. Test dose standardized OSL signal (Lx/Tx × Dt) was applied to
construct the SGC [98]. With the SGC, only the sensitivity corrected natural signal (Ln/Tn) needs
to be measured to estimate the De, which has greatly improved the efficiency of OSL dating [98].
However, some studies reported that if different Dt values were used, the Lx/Tx × Dt signal were still
deviated from each other, with larger Lx/Tx × Dt for larger Dt [99,100]. Later, a regenerative dose
normalization (re-normalization) procedure was proposed [101,102]. For each individual aliquot, the
sensitivity corrected signals (Lx/Tx) are firstly re-normalized by a signal (Lr1/Tr1) from the aliquot itself.
The re-normalized signal (I) is obtained by the following equation:

I =
Lx/Tx

Lr1/Tr1
, (2)

where Lx/Tx are the sensitivity corrected signals of all the regenerative doses and Lr1/Tr1 is the sensitivity
corrected signal of a specific regenerative dose (Dr1). The I values of different aliquots and samples
are plotted together, against the regenerative doses, to fit the SGC with appropriate functions such
as the single saturating exponential (SSE) function, double saturating exponential (DSE) function,
and general-order kinetic (GOK) function [103]. To estimate De, two cycles of the conventional SAR
protocol need to be performed. The first cycle is to measure the natural signal (Ln/Tn) and the second
cycle to measure the signal (Lc/Tc) of a regenerative dose, which is here termed the calibration dose
(Dc). It is better to use a Dc that is close to the expected De value [78,102,104]. The Lc/Tc is used to
calibrate the Ln/Tn:

f (De) = f (Dc)
Ln/Tn

Lc/Tc
, (3)

where the f (Dc) is the corresponded functional value of Dc on the SGC. The SGC De can be estimated
from the f (De) according to the SGC function.

The Dt applied in the SGC construction of K-feldspar was 24–66 Gy in Li et al. [102]. Due to the
small size of the test dose, no dependence had been observed between the shape of the SGC and the
Dt [102]. Zhang and Li [78] applied two larger Dt (72.5 Gy, 145 Gy) for SGC constructions, and reported
that the SGC with a Dt of 145 Gy had a larger D0 than the SGC with a Dt of 72.5 Gy. As illustrated
above, D0 generally increases with Dt (Figure 2). Zhang and Li [78] suggested that the Dt used for SGC
De estimation should be close to the Dt used for SGC construction. Identical Dt for SGC construction
and De estimation would always be the best choice.

A least-squares normalization procedure (‘LS-normalization’) was proposed to establish the SGCs
for quartz from Haua Fteah cave, Libya [76]. Later, this LS-normalization procedure has also been
applied in constructing SGCs for K-feldspar [92,105]. The ‘LS-normalization’ can further reduce the
inter-grain and inter-aliquot variation of individual growth curves. It involves an iterative re-scaling
and fitting process [76]. First, a starting curve is chosen. Then, individual growth curve of each aliquot
or grain is re-scaled by multiplying a factor to make the sum of squared residuals—the difference
between the observed values and the fitted values—is the smallest. All the rescaled-data are fitted
again with a certain function. Iterate the re-scaling and fitting process until there is negligible change
(<1%) in the results. The procedure can now be easily performed with the lsNORM function in the R
package ‘numOSL’ [106].

For quartz, different grains or aliquots have quite different D0 values, and different SGCs need
to be built for quartz groups with different saturation behaviors [76,94]. In Figure 2, the D0 values
of K-feldspar are scatted even when the Dt is similar. That is because the figure includes different
kinds of pIRIR signals (pIRIR50, 170, pIRIR50, 225, pIRIR50, 290, MET-pIRIR250, etc.). Also, the maximum
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regenerative doses used to build the growth curves in different studies are also different. Usually, the
D0 would increase when the maximum regenerative dose is larger [107]. When using the same Dt,
the identical pIRIR signal from K-feldspar has quite similar saturation behavior between different
samples [78,102,105]. Individual growth curves of different K-feldspar grains or aliquots from different
continents become very close to each other after re-normalization or re-scaling, which indicates the
existence of a global SGC of K-feldspar [102,105].

With a SGC, the machine time needs to estimate the De is only 1/3 of the time with a standard
SAR approach, but the De values obtained by the SGC method are almost identical to the SAR
De values [78,102]. Similar to quartz, the SGC also provides the ‘mean Ln/Tn’ solution to date
K-feldspar samples with natural signals close to saturation [108], which cannot be accomplished with
the conventional SAR approach.

5. Single-Grain Dating

The conventionally used aliquots in OSL dating usually contain hundreds of grains. The De values
determined by aliquots are the mean of multiple grains. For partially-bleached samples, it would
result in age overestimation. Single-grain dating measures the De values of individual grains, thus it
has great advantages in dealing with partially-bleached sediments. By applying certain age models
(e.g., [109–113]), the portion of fully-bleached grains can be distinguished and the last exposure event can
be dated. Single-grain dating is also applicable to sediments that were well-bleached at deposition, but
suffered disturbance after burial which resulted in mixing between different-aged grains (e.g., [114–118]).
Several studies have applied single-grain dating of K-feldspar with the low-temperature IRSL signal
(e.g., at 50 ◦C) [119–125]. Different methods were applied to overcome the fading problem, such as
the fadia method [119–121], the isochron method [122], isolating ‘zero’-fading grains [123], and fading
correction [124,125]. After the pIRIR dating protocol was established, single-grain pIRIR dating with
K-feldspar has been reported in numerous studies [43,108,126–137]. The machine time can be saved by
performing prior-IR stimulations on all the grains simultaneously [108,129,137].

However, a general trend has been observed that brighter K-feldspar grains (higher signal
sensitivity) yield higher De values [108,126,129,130,137]. Reimann et al. [126] applied pIRIR50, 180

dating protocol on K-feldspar single grains from southern Baltic Sea coast, NE Germany. A dependence
of De values on the brightness of individual grains was observed—with higher De values for brighter
grains, and only the brightest 30% of the K-feldspar grains yielded the mean single-grain pIRIR50, 180

ages that agreed with the age control [126]. As Reimann et al. [126] found that the fading rates of
grains with different brightness were still close to each other, they suggested that the single-grain De

dependence on brightness might be due to the different K contents in the grains (dimmer grains may
contain less K). Brown et al. [129] performed K-feldspar single-grain pIRIR50, 225 dating for alluvial
fan deposits in Baja California Sur, Mexico. In their study, the grains with brighter signal were found
to have smaller fading rates. Rhodes [130] also reported a positive relationship between the grain
brightness and De values, when dating individual K-feldspar grains from different locations with the
pIRIR50, 225 signal. Rhodes [130] proposed an improved separation method to select the K-feldspar
grains with density smaller than 2.565 g/cm3—the ‘Super-K’ grains with higher brightness, rather than
the regular K-feldspar fraction (density < 2.58 g/cm3).

Jacobs et al. [108] carried out K-feldspar single-grain pIRIR200, 275 dating on sediments of the
Denisova Cave in southern Siberia. For more than half of their samples, the weighted mean De values
increased with a higher ’brightness threshold’ of the grains (Tn), and similar pattern was also observed
in the dose recovery ratios [108]. To make accurate De estimation, Jacobs et al. [108] determined a
‘threshold’ Tn for each sample, above which a mean De ‘plateau’ could be reached. The measured K
contents of 60 individual K-feldspar grains (density < 2.58 g/cm3) from Jacobs et al. [108] were mostly in
the range of 12–14%, and no dependence of brightness on the K contents was observed. Guo et al. [137]
compared the single-aliquot and single-grain MET-pIRIR170 De results of K-feldspar samples from the
Nihewan Basin, northern China. The mean De values of single-grain results were smaller than the those
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of the single-aliquot results (single-aliquot De was dominated by brighter grains inside the aliquot).
Applying the ‘brightness threshold’ method, the mean single-grain De values corresponding to brighter
grains became close to the single-aliquot De values. Fading rate tests showed that dimmer grains
had higher fading rates, and Guo et al. [137] suggested that the discrepancy between the single-grain
and single-aliquot De values were mainly due to the different fading rates of grains. However, a
systematic increase in the fading-corrected De values with the ‘brightness threshold’ still existed and
they proposed that brighter grains might still have slightly higher internal K contents than dimmer
grains [137]. Guo et al. [137] have not observed a dependence of dose recovery ratios on the grain
brightness. All the recovery ratios were close to unity irrespective of grain brightness, indicating that
the sensitivity correction of natural signal (the first cycle in SAR protocol) is still successful for both
bright and dim grains [137].

These studies presented above indicate that it is a ubiquitous phenomenon that brighter K-feldspar
grains have higher De estimates, and can provide more reliable ages. By now, at least three factors
may contribute to the lower De values for dim grains. One is that the dim grains have higher fading
rates [129,137]. The second is that dim grains contain less internal K (less than 12–14 %), which
corresponds to lower environmental dose rate [126,137]. The third is that sensitivity correction of
natural signal is not successful for dim grains [108]. The true reason may be a combination of several
factors and may also be sample-dependent. Therefore, in single-grain dating of K-feldspar, it is essential
to exclude the dim grains with a ‘brightness threshold’, as age underestimation would be brought
in if all grains are included to calculate the mean De value. A suitable ‘brightness threshold’ might
be determined by the relationship between the mean De values and the ‘brightness threshold’—the
‘plateau’ method [108,137].

6. Conclusions

The pIRIR signals of K-feldspar can be sufficiently stable to provide accurate age estimations
without fading correction. However, care should be taken to choose the suitable pIRIR signal to date
samples with different ages. For young samples (e.g., <10 ka), the low-temperature signals (e.g.,
pIRIR50, 180, MET-pIRIR170) can be applied with a low preheat temperature (e.g., 200 ◦C) to avoid the
age overestimation caused by residual doses. For intermediate-aged samples (e.g., 10–110 ka), the
pIRIR50, 290, pIRIR200, 290, MET-pIRIR250 signals are all suitable. For older samples, with De larger than
400 Gy (~110 ka with a typical dose rate of ~3.5 Gy/ka), the pIRIR50, 290 would underestimate the De

values, while the pIRIR200, 290, MET-pIRIR250 signals can still provide robust results. The empirical
upper dating limit of 2D0 is also applicable to K-feldspar. With the modified protocols, such as ‘MAR
with heat’ and ‘SAR with solar’, the dating limit can be increased to ~1500 Gy due to larger D0.

The SGC of K-feldspar can greatly save the machine time needed for De measurement, while it
provides De estimates almost identical to those of the standard SAR procedure. In addition, with the
SGC, a ‘mean Ln/Tn’ approach for De estimation can be performed for samples whose natural signals
are close to the saturation level of the growth curve. In single-grain dating of K-feldspar, bright grains
usually have higher De values than the dim grains. Suitable ‘brightness threshold’ should be applied
to exclude the dim grains to avoid age underestimation.
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Abstract: We studied the characteristics of the optically stimulated luminescence (OSL) signal of
single-grain quartz from three sites in China, Italy, and Libya, including the brightness, decay curve
and dose response curve (DRC) shapes, recuperation, and reproducibility. We demonstrate the large
variation in OSL behaviors for individual quartz grains of different samples from different regions,
and show that recuperation, sensitivity change, and reproducibility are independent of the brightness
and decay curve shape of the OSL signals. The single-grain DRCs can be divided into at least eight
groups with different characteristic saturation doses (D0), and a standardized growth curve (SGC)
can be established for each of the DRC groups. There is no distinctive difference in the shape of OSL
decay curves among different DRC groups, but samples from different regions have a difference in
the OSL sensitivities and decay shapes for different groups. Many of the quartz grains have low D0

values (30–50 Gy), and more than 99% of the grains have D0 values of <200 Gy. Our results raise
caution against the dating of samples with equivalent dose values higher than 100 Gy, if there are
many low-D0 and ‘saturated’ grains.

Keywords: OSL; quartz; standardized growth curves; decay curve; saturation dose

1. Introduction

Single-grain optically stimulated luminescence (OSL) dating of quartz has been widely used for
dating sediments, because of its inherent advantages over the single-aliquot method in identifying
poorly behaved grains and dealing with insufficiently bleached samples and those affected by
post-depositional mixing (e.g., [1–5]). It has previously been reported that different quartz grains may
have substantially different OSL behaviors even for grains from the same sample or site (e.g., [6–8]).
Understanding the intrinsic variability of OSL behaviors at the single-grain level is important for dating,
since De estimation can be dependent on these behaviors, e.g., the shape of the dose response curve
(DRC) (or characteristic saturation dose, D0) [9–15], OSL sensitivity (or brightness) [16], and shape of
OSL decay curves [17–19].

Previous studies have focused on the relationship between De estimates and the variability of
a particular OSL characteristic for single grains, e.g., luminescence sensitivity [1,7,15,20], shape
of OSL decay curve [1,6,7,15,19,20], and measurement uncertainties (including counting errors
and instrument irreproducibility errors) [21]. However, none of these studies have systematically
investigated correlations between multiple luminescence behaviors. In this paper, we studied quartz
grains extracted from three sites in China, Italy, and Libya. We compared the OSL characteristics
of different grains from the same and different samples from different sites. We investigated the
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relationship and correlation between the OSL characteristics, and discuss their implications for
optical dating.

2. Sample Description, Preparation, and Measurements

Seven sediment samples were studied, including three from the Tianhuadong Cave (THD) [22],
Yunnan Province, southwest China; one from the Visogliano (VISO) in Italy [23]; and three from the
Haua Fteah Cave (HF) in Libya [14,24]. The samples from THD and HF have been described in detail
in Hu et al. [25] and Jacobs et al. [14], respectively. These sites were chosen because their quartz grains
generally have bright OSL signals, which allows us to study and compare their luminescence behavior
in detail. Quartz grains of 150 to 180 or 180 to 212 μm in diameter were extracted using standard
preparation procedures [26,27].

All OSL measurements were made on automated Risø TL-DA-20 luminescence readers equipped
with a green laser (532 nm) [28]. Laboratory irradiations were carried out within the luminescence
readers using calibrated 90Sr/90Y beta sources. For single-grain OSL measurements, standard Risø single
grain discs were used (each disc contains 100 holes, each 300 μm in diameter and 300 μm deep) [29].
For the samples of 150 to 180 μm in diameter, extra care was taken to ensure that each hole contained
only one grain (e.g., by picking up extra grains with a needle of static electricity). The discs were visually
checked under a microscope to ensure that each hole contained only one grain. The spatial variation
in the dose rate for individual grain positions was calibrated using gamma-irradiated calibration
quartz standards. For the readers used in this study, the maximum difference of single-grain dose rates
ranged from ~30% to ~60% (with relative standard deviation from ~5% to ~15%). The ultraviolet OSL
emissions were detected by an Electron Tubes Ltd. 9235QA photomultiplier tube fitted with a 7.5-mm
Hoya U-340 filter.

A single-aliquot regenerative-dose (SAR) procedure [30,31] was applied to measure the OSL
signals and establish DRCs for individual grains. The SAR procedure (Table S1) involves measuring
the OSL signals from the natural (burial) dose and from a series of regenerative doses, each of which
was preheated at a specific temperature (240 ◦C) for 10 s prior to optical stimulation by the green laser
beam for 2 s at 125 ◦C. A fixed test dose (Dt = ~10 Gy) was given after each natural and regenerative
dose, with the induced test dose OSL signals used to monitor any sensitivity change that may have
occurred during the SAR sequence. A cutheat to a temperature (180 ◦C) was applied to the test dose.
From seven to nine regenerative doses (up to ~1200 Gy) were measured for each sample, including
a duplicate regenerative dose to check on the validity of sensitivity correction and a ‘zero dose’ to
monitor the extent of any ‘recuperation’ or ‘thermal transfer’ induced by the preheating. We also
applied the OSL IR depletion-ratio test [32] at the end of the SAR sequence, using an infrared bleach of
40 s at 50 ◦C, to check for feldspar contamination.

3. Comparing OSL Characteristics

3.1. OSL Decay Curves and Signal Intensities

We first investigated the OSL decay signals from individual grains for different samples. Figure 1a–c
shows the test-dose OSL decay curves of 10 grains for one sample (HF6031, THD-OSL4, VISO-OSL1)
from each of the three sites. It is shown that most of the OSL signals decay to negligible levels after
0.5 s of green-laser stimulation. We calculated the net OSL intensity based on the integral from the first
0.1 s of OSL decay with subtraction of the background estimated from the last 0.3 s. The OSL intensity
varies significantly from grain to grain. The net OSL signal intensities of the first test dose (Tn) range
from a few tens to several tens of thousands of counts per 0.1 s of stimulation time (Figure 1d). The
samples from HF have much brighter grains and a wider range of Tn intensities, followed by those
from THD. In contrast, the samples from VISO are comparatively dimmer and have a much narrower
range of Tn intensities. We calculated the cumulative percentage of luminescence intensities for all the
samples, and it is observed that for most of the samples, 15% to 20% of the grains contribute ~80% of
the total luminescence (Figure 1e).
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Figure 1. Ten representative OSL decay curves from three samples (a) HF6031, (b) THD-OSL4, and
(c) VISO-OSL1. The inset panels show the same curves but with the y-axis on a logarithmic scale.
(d) The density distribution of the test dose signal intensity (Tn) of individual grains from each site.
Different colors represent the grains associated with poor or good DRCs, respectively (see Section 3.2).
(e) Cumulative light sum plotted against the proportion of grains for each sample.

To investigate if there was any correlation between the OSL signal intensity and decay curve
shape, we compared the fast ratios (FR) [33,34]—A quantitative measure of the dominance of the
fast component in the initial OSL signal—of the Tn signal against its intensities. The fast ratios were
calculated using the following equation:

Fast Ratio =
F− S
M− S

(1)

where F is the initial intensity of the signal from the first 0.02 s of the decay curve, M is the signal
intensity from 0.07 to 0.08 s, and S represents the contribution of slow components and background
estimated from the signals from 0.5 to 0.6 s. Figure 2 shows the relationship between Tn and FR for
samples from each of the three sites. It appears that brighter grains tend to have larger FR ratios, which
is indicated by the positive correlation coefficients (R values) and is especially prominent for samples
from VISO (R = 0.13) and THD (R = 0.18), although many dimmer grains also have larger FR ratios and
uncertainties. We also tested using a later integral (0.9–1.0 s) for S, and we found no detectable change
in the pattern of the relationship. This result suggests that selecting brighter grains may preferentially
select grains dominated by the fast component.
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Figure 2. Relationship between the test dose signal intensity (Tn) and fast ratio of individual grains
from each site.

3.2. Dose Response Curves

Apart from the variation in the OSL decay curve shapes and intensities, we also investigated
the variability of DRCs among grains and samples. Grains were rejected if they had one or more of
the following properties: (1) Test-dose signal following the natural dose (Tn) was too dim, i.e., the
initial intensity was below the instrument detection limit (3σ below background intensity) and/or
the relative standard error on the test dose measurement was more than 20%; (2) recuperation or
thermal transfer was too high, i.e., the ratio between the sensitivity-corrected OSL signals for the zero
dose and the largest regenerative dose was greater than 5%; and (3) the DRC data were too scattered
to be fitted with suitable functions (e.g., a single saturating exponential function or a general-order
kinetic (GOK) function [35]). We used a figure-of-merit (FOM) value of 10% and a reduced-chi-square
(RCS) value of 5, as recommended by Peng and Li [36], as the upper limits for selecting satisfactory
DRCs. The implementation of the rejection process was achieved using the functions provided in
the R-package ‘numOSL’ [36]. The numbers of grains measured and rejected for each sample are
summarized in Table 1. About 25%, 40%, and 65% of the grains from each of the three sites were
rejected due to signals being too weak. Less than 5% of the grains in all samples had recuperation
values greater than 5%. It is interesting to note that the proportions of grains with poor DRCs differed
significantly from site to site, e.g., ~40% for HF, ~11% to 29% for THD, and 22% for VISO. Since the
samples from HF are generally much brighter than those from the other sites, it is likely that the
brighter grains may be preferentially rejected by the criterion of ‘poor DRC’. In order to test this, we
compared the signal intensity distributions of the Tn signal from the grains being associated with ‘good’
and ‘bad’ DRCs, respectively (Figure 1d). It shows that there was no distinctive difference between the
Tn intensity distributions of the two groups, indicating that the different proportions of grains with
poor DRCs reflects the variability of the grain’s behavior among different sites.
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To investigate whether the OSL signals from the rejected and accepted grains had distinctly
different features, we compared the sensitivity (Tn) and OSL decay curve shapes (using the FR as proxy)
of grains to their recuperation value and recycling ratio. For recuperation, we compared all grains
with recuperation values <5% (accepted) and >5% (rejected). For the recycling ratio, we compared the
grains that had ratios consistent with unity at 2σ (accepted) and those that were inconsistent with unity
(rejected). Figure 3a,b shows the Tn and FR values for all accepted and rejected grains based on either
the recuperation or recycling ratio from different samples. No distinctive differences were observed.
Figure 4 shows all test-dose normalized sensitivity-corrected signals (Lx/Tx*Dt) from a total of 1146
grains that passed the rejection criteria. It shows large between-grain variability in DRCs from the same
site, and a similar range of DRCs between grains from different sites. We also measured the DRCs for
sample THD-OSL4 using different preheating temperatures ranging from 180 to 280 ◦C (Figure 4b), and
no distinctive difference was observed in the variability in DRCs for different preheating temperatures.
The results suggest that the variation in the DRCs is an intrinsic physical behavior rather than an
artefact caused by the preheating conditions.

Figure 3. Boxplots showing the (a) sensitivity (Tn) and (b) fast ratio of grains with different recuperation
percentages and recycling ratios. Grains that have recuperation values<5% or recycling ratios consistent
with unity (at 2σ) are shown as ‘accepted’ (light blue bars), and those with recuperation values >5% or
recycling ratios inconsistent with unity are shown as ‘rejected’ (pink bars). The center lines in each of
the boxes show the data median. Boxes show the first and third quartiles (the 25th and 75th percentiles),
and the whiskers extend from the upper and lower hinge to the largest and smallest values no further
than 1.5 times the interquartile range from the hinge. Data beyond the end of the whiskers are outliers
and are plotted individually.
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Figure 4. (a) Test-dose normalized sensitivity-corrected signal (Lx/Tx*Dt) plotted as a function of
regenerative doses for a total of 1146 grains from the study sites. (b) Comparison of DRCs obtained for
the sample THD-OSL4 using different preheating temperatures (shown in different symbols).

3.3. Sensitivity Change

Sensitivity change in quartz OSL are commonly observed during SAR measurements [37,38] and
may be caused by irradiation, preheating, and/or OSL stimulation [39]. A reliable De determination
relies on a successful correction of the sensitivity change, which is usually monitored through the use
of a recycling ratio as part of the SAR procedure. Grains with poor recycling ratios are usually rejected
for De analysis [1]. In this section, we investigated the extent of the sensitivity change for different
grains during the SAR measurement procedure and its relationship to different OSL characteristics,
such as the brightness, decay curve shape, recuperation, and reproducibility (e.g., recycling ratio).
We used the ratio between Tx and Tn as an indicator of the extent of the sensitivity change through
SAR cycles. Figure 5 plots the Tx/Tn values obtained for all grains from each site. The test dose
signals measured during the first five SAR cycles (including those corresponding to the natural
dose, Tn, and four regenerative doses, T1–T4) were normalized to Tn. Most of the grains show some
sensitivity change from cycle to cycle, and were sensitized or de-sensitized by <50% during the first
two measurement cycles (T1/Tn). Most of them, however, gradually sensitized during subsequent
measurement cycles, indicated by the systematic increase in Tx/Tn values. There are a small proportion
of grains that produced a >100% change in sensitivity during two successive measurement cycles; this
is most prominent for samples from HF and THD. Furthermore, the extent of sensitivity change is not
significantly correlated to the sensitivity of the grains (Figure 5) or rate of decay of the OSL signals
(Figure S1).
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Figure 5. Ratios between test-dose signals (Tx) of the second to fifth SAR cycles (T1–T4) and the first
cycle (Tn) plotted against inherent sensitivity (Tn) for grains from different sites (shown in different
rows). The dashed horizontal lines represent values at 0.5, 1.0, and 1.5, respectively.

4. Grouping of Grains According to the Shape of Their DRCs

Li et al. [13] found that small-aliquot DRCs for samples from HF could be divided into three
groups, which saturate at small, intermediate, and high doses, respectively. They proposed a method of
grouping individual DRCs, by analyzing the ratio of Lx/Tx values between two regenerative dose points,
and used the least-square normalization (LS-normalization) procedure to establish a standardized
growth curve (SGC) for each of the groups. To test the variability of DRCs of samples from different
regions, we grouped and applied the LS-normalization procedure to all grains measured for all the
samples investigated in this study.

One way of comparing the shapes of DRCs is to fit the individual curve data from different grains
with a single saturating exponential function, f(x) = A [1 − exp(−x/D0)], where x is the dose, D0 is
the characteristic saturation dose, and A is a constant, and then use the D0 estimate for comparison.
However, there are several drawbacks to this method. Firstly, D0 estimates are usually imprecise
when only a few regenerative data (e.g., 5–7) and a relatively narrow dose range (e.g., <2D0) are
measured. Li et al. [21] demonstrated that the D0 estimates are influenced significantly by measurement
uncertainties and also the measurement strategy (such as the number and range of regenerative doses
applied). Another issue with D0 is that it only works when all the DRCs follow a single saturating
exponential function, and it becomes problematic when there are many grains follow different growth
patterns, such as double exponential or exponential plus linear. For this reason, we followed the method
of Li et al. [13] by calculating the Lx/Tx ratios to quantify the saturation characteristic (e.g., shape
of DRC) of different grains. We chose the Lx/Tx values of two regenerative doses, ~300 and ~70 Gy,
respectively (see Li et al. [13] for a full discussion about how to choose the two regenerative doses).
Since different grains have different regenerative doses due to the spatial variation in the dose rates of
the beta sources, it is impossible to find exactly the same regenerative doses for all grains. To deal
with this, we first fitted the measured Lx/Tx data for individual grains using a GOK function, and
then estimated the Lx/Tx values at 300 and 70 Gy based on the best-fit DRCs for individual grains.
In order to estimate the uncertainties of individual Lx/Tx ratios, we applied a Monte Carlo method.
This involved generating random Lx/Tx values based on the experimental Lx/Tx values and their
uncertainties according to Gaussian distributions (by taking the uncertainty of each Lx/Tx value as
the standard deviation of the distribution). After that, the generated data were fitted using a GOK
function, and an Lx/Tx ratio was calculated for each simulation. This process was repeated 500 times,
so that a total of 500 Lx/Tx ratios were obtained. The final Lx/Tx ratio estimate and its uncertainty were
then derived directly from the mean and the standard deviation of the sampling distribution of the
500 ratios.
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The ratios for all the grains are shown in Figure 6a. A large range of ratios from ~1 to ~3 was
observed, indicating that the grains have a wide range of saturation doses. For example, the grains
with Lx/Tx ratios close to 1 correspond to early saturated grains (i.e., there was a negligible increase in
the OSL signal beyond 70 Gy). In contrast, grains with higher Lx/Tx ratios have a larger saturation
dose level.

Figure 6. (a) Radial plot showing the distribution of the ratios of Lx/Tx values between two regenerative
doses of 300 and 70 Gy for all accepted grains. The different colors and symbols represent different
groups of grains identified using the FMM. (b) The LS-normalized Lx/Tx values plotted against
regenerative doses for different groups. The data set for each group was fitted using a GOK function
(full lines) and then normalized to unity at 50 Gy.

To find grains that share a similar saturation level, we applied the finite mixture model (FMM) [40–42]
to analyze the ratios for all accepted grains. We ran the FMM using the build-in function from the R
package ‘Luminescence’ [43] by setting the expected overdispersion (so-called sigma-b value) as zero
(assuming that the sources of error associated with the signal intensity have been adequately taken into
account) and increasing the number of groups from 3 to 10. The optimal number of groups was then
estimated as the one associated with the lowest Bayesian information criterion. We found that nine
groups is an optimum number needed to account for the observed spread in ratios for our samples
(Figure 6a). As the ninth group (with the largest ratio of ~3) only contained one grain, we treated this
grain as an outlier and ignored this group in all subsequent analyses.

We noted that the HF samples contained grains from all the eight groups identified in our study,
which is different from the three groups identified by Li et al. [13] using the samples from the same
sites. This is, however, expected as (1) this study is a true single-grain result while Li et al. [13] used a
small aliquot (e.g., single-grain discs with smaller grains (90–125 um), where each hole contains about
~ eight grains); (2) the present study analyzed a much larger number of grains, which would reveal
more detailed information; and (3) Li et al. [13] assumed an extra overdispersion value of 3.5% when
applying FMM, but we assumed zero overdispersion in this study.

Since the Lx/Tx ratios from two regenerative doses do not necessarily tell us the shape of DRC,
it is still possible that two grains with the same Lx/Tx ratios have different shaped DRC (e.g., one grain
could follow a single-saturation exponential function, and the other could follow a single-saturation
exponential plus linear function). Whether different grains share the same shape of DRCs can only
be proved by establishing SGCs and investigating the goodness-of-fit of SGC to the data. In order to
test whether the eight groups identified in Figure 6 actually did represent their difference in DRCs,
the LS-normalization procedure was used to analyze the DRCs from each group. The GOK function
was used to construct the DRCs for data from the same groups. Figure 6b shows the LS-normalized
regenerative-dose data and their corresponding SGC curves for the eight groups. It can be seen that
different groups have considerably different saturation dose levels. When the data for each group were
fitted using a single saturating exponential function, D0 values of 32 ± 2, 39 ± 2, 57 ± 1, 76 ± 2, 97 ± 2,
120 ± 5, 144 ± 6, and 197 ± 12 Gy were calculated for groups 1 to 8. To test the validity of the groupings
and establishment of the SGCs, the ratios between the measured Lx/Tx values and the expected values
based on the best-fitted SGCs were calculated and are shown in Figure S2. The results show that most
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of the measured-to-expected signal ratios (~90% or more) are statistically consistent with unity at 2σ
for all the groups, indicating that most of the grains from the same groups classified based on the Lx/Tx

ratios follow the same DRC shape.
We then investigated the relative proportions of grains making up the different groups for each of

the samples (Figure 7a). Several patterns can be observed. Firstly, there are between-sample differences
for the samples from the same site. For example, group 8 was identified in sample HF6008 but absent
from samples HF6023 and HF6031. The proportion of grains in groups 1 and 2 vary significantly
between samples from HF. Secondly, different sites appear to have different relative proportions in
groups. For example, samples from HF generally contain more group 1 and 2 grains compared to the
other two sites. In contrast, samples from THD generally have more group 7 grains. Third, all the
samples have <10% of grains in groups 6 and 8, and more than half of the grains fall into groups 2 to 5.

Figure 7. (a) Proportional distribution of accepted grains that make up the different DRC groups for
each sample. (b) Boxplots showing the distribution of Tn for all grains from different DRC groups and
different sites (shown as different colors). (c) Boxplots showing the fast ratio of Tn for all grains from
different DRC groups and different sites (shown as different colors). Centre lines in each of the boxes
show the data median. Boxes show the first and third quartiles (the 25th and 75th percentiles), and the
whiskers extend from the upper and lower hinge to the largest and smallest values no further than 1.5
times the interquartile range from the hinge. Data beyond the end of the whiskers are outliers and are
plotted individually.

5. Comparison of OSL Characteristics between Different DRC Groups

To investigate whether different DRC groups had distinctive OSL behaviors (other than their
differences in saturation dose) that could be used to distinguish them from each other, we compared
the OSL sensitivities (Tn) and decay curve shapes (FR) of the grains from different groups. The Tn of
individual grains of different groups for the samples from different sites were compared and are shown
in boxplots in Figure 7b. It shows that all groups contain grains with a wide range of sensitivities.
There is no distinctive difference in the range of the sensitivities for different groups from the same site.
However, it appears that the HF and VISO samples tend to have a larger number of brighter grains in
the high-number groups associated with higher saturation doses than THD.

We also investigated the OSL decay shape of grains from different groups. Figure 7c shows the
distribution of fast ratios for grains for different groups of different sites in boxplots. No distinctive
difference in the range of fast ratios was observed between different groups and sites. However, the fast
ratios for the grains from site THD are generally higher than those from the other two sites. The results
of Figure 7b and c suggest that there is no discernible correlation between the sensitivity and decay
curve shapes of the OSL signals and the shape of DRCs.

To check if different groups of grains had different extents of sensitivity change during SAR
measurements, we compared the Tx/Tn values for the first five SAR cycles (similar to those shown in
Figure 5) for the grains from different groups for each site (Figure 8). Again, no discernible difference
in the extent of sensitivity changes among different DRC groups was observed.
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Figure 8. Boxplots showing the ratios between test-dose signals (Tx) of the second to fifth SAR cycles
(T1–T4) and the first cycle (Tn) for grains from different groups and different sites (shown in different
rows and colors). The center lines in each of the boxes show the data median. Boxes show the first and
third quartiles (the 25th and 75th percentiles), and the whiskers extend from the upper and lower hinge
to the largest and smallest values no further than 1.5 times the interquartile range from the hinge. Data
beyond the end of the whiskers are outliers and are plotted individually.

6. Discussions and Conclusions

Based on single-grain measurements of seven samples from three sites on different continents,
we demonstrated that the OSL signal sensitivity and decay shape are highly variable from grain to
grain and site to site (Figure 1). Comparisons between the OSL signal sensitivity and decay curve
shape suggest that the OSL signals of brighter grains may have faster decay rates (Figure 2), probably
indicating that these grains are more dominated by the fast component. However, the brighter and
fast component-dominant grains appear to have no advantage over dimmer grains in terms of SAR
performance (i.e., recuperation and reproducibility) (Figure 3), and our results suggest that both bright
and dim grains could behave poorly during SAR measurements. One of the explanations for this is
that the observed variability in the OSL shape does not entirely reflect the physical behavior of the
grains. It has been suggested that variation in the OSL decay rate could be caused by the differences
in the effective stimulation power when the laser hits the surfaces of different grains [19]. However,
previous studies have reported that the grains with fast-decaying OSL signals yield improved results
in De estimation [10,11,44], indicating that the decay shape of laser-based OSL curves does reflect the
physical behavior of the grains to some extent. Furthermore, if the stimulation mode is the primary
cause, then we should see a similar correlation between the FR and Tn for different samples, which is
not the case, as shown in Figure 2.

Large variation is observed in the DRCs for different grains, and the extent of variation appears to
be similar for different sites and independent of measurement conditions (e.g., preheating temperature)
(Figure 4). Although the grains from different sites show different extents of sensitivity change through
SAR measurement cycles (Figure 5), the test dose used during the SAR procedure appears to be able to
successfully monitor and correct for sensitivity changes for many grains, even though the sensitivity
of some may change by >100% from cycle to cycle. Furthermore, there appears to be no correlation
between the extent of the sensitivity change and the inherent brightness of the OSL signals or their
decay curve shape (Figure 5 and Figure S1).

We analyzed 4500 quartz grains extracted from these sites, and about eight groups were identified
and each group shared a similar DRC (Figure 6). Based on the establishment of an SGC for each
group, we found that many of the grains (~50%) fall into groups 1 to 3, which are associated with low
saturation doses (D0 < 50 Gy). Groups 4 to 6, making up 40% to 50% of the accepted grains, have
higher saturation doses (D0 from ~70 to 110 Gy), and <5% of the grains fall into groups 7 and 8 that
have D0 values of up to ~200 Gy. Among the analyzed grains, only one ‘super-grain’ with a D0 value
as high as ~600 Gy was identified. Our results suggest that more than 99% of the grains have D0 value
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<200 Gy, restricting the dating samples with natural doses higher than ~400 Gy (2D0) when using
the conventional SAR method [45], in which De is determined for individual grains based on their
corresponding DRCs.

Furthermore, since nearly half of the quartz grains have very low D0 values (~30–50 Gy), it may
result in “truncated” De distributions (and, hence, De underestimation) for samples with natural doses
>100 Gy [21]. As a result, caution should be taken when dating samples with a large proportion of
early saturation grains (e.g., [9–11,46]). For this case, it would be important to identify only the grains
that have relatively larger D0 values to estimate De values. To overcome this problem, previous studies
suggested the selection of grains based on a range of different D0 thresholds (e.g., [10–12,47]). However,
this method has limitations if the D0 values are obtained by fitting a few regenerative dose points
for each grain, because they strongly depend on measurement uncertainties (e.g., especially for the
signal from the largest regenerative dose) and strategy (e.g., the number and range of regenerative
doses applied) [21]. This method is also not straightforward when a large number of grains are
analyzed and different grains follow different growth patterns. For example, some grains may require
a single-saturating exponential plus a linear component to fit their data (in this case, the D0 value does
not reflect the saturation dose), and some grains may require a double-saturating exponential function
(with two different D0 values, and only the larger one reflects the saturation dose), which makes
the comparison of D0 values not straightforward. In contrast, we demonstrated that it is possible to
establish SGCs for different groups of quartz [48], which means that one can use the scaling factors
of individual grains obtained from SGC analysis to normalize their corresponding natural signals
and then apply the new method of Li et al. [21], which involves analyzing the re-normalized Ln/Tn

values for grains sharing the same SGC (i.e., from the same group) and projecting the overall estimate
(e.g., weighted mean) of Ln/Tn values onto the corresponding SGC to estimate the final De. Unlike the
conventional method, in which individual Ln/Tn values are projected onto the corresponding DRCs to
estimate De for individual grains, this method does not reject ‘saturated’ grains, so one can avoid the
truncation problem and obtain the full distributions of Ln/Tn for individual DRC groups. This allows a
reliable De estimation beyond the conventional limit of ~2D0 using the standard SAR procedure. For
the cases where the early saturation groups are saturated (i.e., their mean Ln/Tn values are consistent
with the saturation levels of corresponding SGCs), only the later saturation groups can yield finite
De values. This means that all the grains from the early saturation groups are rejected from the final
De estimation. This method has been successfully applied to date several archaeological sites from
southwest China [48] and Russia [49,50].
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Abstract: Finding the source or provenance of quartz grains occurring in a specific location allows
us to constrain their transport pathway, which is crucial information to solve diverse problems in
geosciences and related fields. The optically stimulated luminescence (OSL) sensitivity (light intensity
per unit mass per unit radiation dose) has a high capacity for discrimination of quartz sediment
grains and represents a promising technique for provenance analysis. In this study, we tested the use
of quartz OSL sensitivity (ultraviolet emission) measured under different preheating temperatures
and with blue light stimulation at room temperature (~20 ◦C) for sediment provenance analysis.
Quartz OSL sensitivity measured at 20 ◦C is positively correlated with the sensitivity of an OSL signal
measured using procedures (preheat at 190 ◦C for 10 s, blue stimulation at 125 ◦C and initial 1 s of light
emission) to increase the contribution of the fast OSL component, which has been successfully applied
for sediment provenance analysis. The higher OSL signal intensity measured without preheating
and with light stimulation at room temperature allows the use of lower given doses, thus reducing
measurement time. Additionally, the OSL sensitivity measured at 20 ◦C in polymineral silt samples of
a marine sediment core is also suitable for provenance analysis, as demonstrated by comparison with
other independent proxies. OSL signals obtained through light stimulation at room temperature have
thus the potential to considerably expand measurement possibilities, including in situ measurements
using portable OSL readers.

Keywords: sediment provenance; quartz fingerprint; luminescence; source-to-sink system

1. Introduction

Mineral grains resting on or near Earth’s surface can be dispersed through multiple ways, such as
by landslides induced by earthquakes [1] or extreme rainfall events [2], winds [3], rivers [4], coastal
waves, or tidal currents [5], soil-living insects [6], and diverse human activities [7]. Tracking the
primary or previous source of mineral grains allows for the reconstruction of varied events, ranging
from past climate changes [8] to a pathway taken by a crime suspect [9]. Thus, methods to find the
source or the provenance of mineral grains have several applications in geosciences and related fields.
Quartz (SiO2) is the most frequent mineral in sediments [10], and it is widespread over the Earth’s
surface, especially in the sand (63–2000 μm) and silt (4–63 μm) fractions. Thus, quartz is a valuable
material in provenance studies due to its ubiquitous occurrence and high stability in most Earth
surface settings. However, quartz grains are poorly discriminated by methods commonly used for
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provenance analysis of sediments, which are based on the chemical [5] or mineralogical composition
of sediment mixtures or on chemical variations of specific minerals [11]. The optically stimulated
luminescence (OSL) is the light arising from charges trapped in crystal lattice defects when quartz is
exposed to ionizing radiation and subsequently released for recombination when quartz is exposed
to a stimulation light [12]. The OSL sensitivity is defined as the intensity of light emitted per unit
mass of the material and unit radiation dose (photon counts Gy−1 mg−1). The quartz OSL sensitivity
ranges over five orders of magnitude [13,14] and can be measured in different types of sediment or
sedimentary rock samples. Luminescence readers allow performing automated OSL measurements on
aliquots (amount of grains) of silt, very fine to fine sand (62–250 μm), single grains of fine sand, or slices
of sedimentary rocks [15–17] in a fast and low-cost way. Quartz has relatively low OSL sensitivity
when crystallized in its parent igneous, hydrothermal, or metamorphic rocks [13,18], but it can be
subsequently sensitized by artificial or natural heating [19] or illumination-irradiation cycles [20].
In nature, the OSL sensitization occurs after quartz is released from its parent rocks and is transported
as a grain in sedimentary systems [13]. The OSL sensitization during the transport of quartz as
sediment grain is attributed to repeated cycles of bleaching and irradiation [20–22]. Despite the fact
that the increase of quartz OSL sensitivity due to bleaching–irradiation cycles is well demonstrated by
laboratory experiments, e.g., [19,22], it is not conclusive if the sensitization is related with changes in
the concentration of charge traps, recombination processes, or both [14,20]. However, this condition
does not hinder the use of quartz OSL sensitivity for sediment provenance analysis, e.g., [21]. Previous
studies to apply quartz OSL sensitivity in provenance analysis, e.g., [22–24] focused on the initial 1 s of
the OSL decay curve obtained by constant energy blue light stimulation at 125 ◦C after heating the
sample at temperatures from 160 to 260 ◦C, to eliminate unstable signals [25]. The OSL signal measured
under this condition is presumably dominated by the fast OSL component [26], but quartz with low
OSL sensitivity occurring in sediments around young mountain ranges can show the initial 1 s of light
emission with significant contribution of medium and slow components [14]. Despite the successful
use of the unstable 110 ◦C thermoluminescence (TL) peak of quartz in provenance analysis of coastal
and marine sediments [27,28], little is known about the suitability of using unstable OSL signals for
sediment-fingerprinting purposes. In this study, we performed experiments to improve measurements
of quartz OSL sensitivity for provenance analysis. Experiments aimed to simplify protocols for OSL
sensitivity measurements, including evaluation of heavy minerals contamination and whether thermal
treatments to eliminate unstable OSL signals are necessary. Our experiments show that quartz OSL
sensitivity measured without preheating and with optical stimulation at room temperature (~20 ◦C)
can be used for provenance analysis in the same way as the OSL measured with preheating and light
stimulation at 125 ◦C [21–23,28]. This expands the measurements conditions of quartz OSL sensitivity
to in situ measurements in sediment cores and outcrop sedimentary successions, as well as in thermally
sensitive materials hosting quartz.

2. Materials and Methods

OSL sensitivity measurements were carried out on quartz crystals from hydrothermal veins and
metamorphic rocks (blue schist) and on quartz sand grains extracted from sediments from different
geological settings (Table 1). Sediment samples were purposely selected to cover a wide range of
quartz OSL sensitivity, which was appraised in a previous study [14]. Additionally, 16 samples from
marine core GeoB16206-1 [29] were analyzed to further the application of OSL sensitivity provenance
analysis to fine-grained (silt) sediments.

Rock samples (IP22B and BS223) were crushed using a hammer, and quartz-crystal fragments
(1–5 mm) were handpicked for milling, manually, using a pestle and mortar. Afterward, these samples
were submitted to sieving and chemical treatments, in the same way as sand samples, to isolate quartz
grains. The procedures to obtain pure quartz concentrates for luminescence measurements consisted
of: (1) wet sieving for isolation of 180–250 or 63–180 μm grain fraction; (2) treatment with H2O2 35%
(not applied to quartz from rocks) and HCl 10%, to eliminate organic matter and carbonate minerals;
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(3) density separation with lithium metatungstate (LMT) solutions at densities of 2.75 and 2.62 g/cm3,
to isolate quartz grains from heavy minerals and feldspar grains; (4) treatment with HF 40% for 40 min,
to etch the outer rind of the quartz grains and to remove remaining feldspar; and (5) washing with
distilled water and another sieving for isolation of the 180–250 or 63–180 μm grain fractions. The
purity of quartz concentrates was tested by using infrared stimulation. Additional HF 5% (24 h)
treatments were applied if a significant infrared stimulated luminescence signal was observed. It is also
recommended to apply an additional HCl 10% wash, to eliminate possible fluorides formed as product
of HF treatments. This step is especially important for samples rich in feldspar. For the fine-grained
sediments of core GeoB16206-1, sample preparation [28] included the following: (1) sample drying at
60 ◦C; (2) weighing of 0.5 g of each sample; (3) treatment with H2O2 27% and HCl 10%, to remove
organic matter and carbonate minerals; and (4) addition of acetone to the content until 5 mL.

Table 1. Summary of characteristics of quartz samples used in this study.

Code Grain Size * OSL Sensitivity Source Material Geological Setting

IP22B 180–250 μm Low Hydrothermal vein Paraná Basin (Brazil)
BS223 180–250 μm Low Blue schist Andes (Chile)
L0674 180–250 μm Low Alluvial sand Atacama (Chile)
L0017 180–250 μm Medium Fluvial sand Central Amazon
L0698 63–180 μm Medium Fluvial sand Western Amazon
L0001 180–250 μm High Coastal sand Santa Catarina coast
L0229 180–250 μm High Fluvial sand Pantanal Wetland
L0231 180–250 μm High Fluvial sand Pantanal Wetland
L0688 180–250 μm High Fluvial sand Paraná River basin

** Cal. Qz 180–250 μm Very high Eolian sand Jutland, Denmark

* OSL sensitivity appraised in a previous study [14]. ** “Cal. Qz” is quartz used for calibration of beta radiation
sources of luminescence readers. It was artificially sensitized by heating at 700 ◦C for 1 h, 2 kGy gamma dose, and
another heating at 450 ◦C for 1 h [30].

Two samples of Holocene coastal sands (L0387 and L0393) from Southern Brazil (Santa Catarina)
were used to obtain heavy mineral concentrates, using the following procedures: (1) dry sieving to
isolate the 63–125 μm grain-size fraction; (2) heavy liquid separation with bromoform, at a density of
2.85 g/cm3, to isolate heavy and light minerals; (3) separation of magnetic and nonmagnetic heavy
minerals, using a hand-magnet; and (4) weighing of heavy minerals. Aliquots of magnetic and
nonmagnetic heavy minerals were used for luminescence measurements. Transparent nonmagnetic
heavy mineral types were also identified and quantified under polarized light optical microscopy.
The 63–125 μm fraction was chosen for heavy mineral analysis, to facilitate mineral identification
under the optical microscope. However, the heavy mineral types from this grain-size fraction are
representative of heavy minerals occurring in the grain-size fraction used in this study for the
luminescence analysis of quartz sand grains (63–180 and 180–250 μm).

Luminescence measurements were carried out in the Luminescence and Gamma Spectrometry
Laboratory at the Institute of Geosciences of the University of São Paulo. Measurements of quartz
concentrates in the sand fraction were performed in a Risø TL/OSL DA-20 reader, equipped with a
built-in beta source (90Sr/90Y; dose rate of 0.0981 Gy s−1 for 11.65 mm diameter stainless-steel cups),
blue (470 nm, maximum power of 80 mW/cm2) and infrared (870 nm, maximum power of 145 mW/cm2)
LEDs for stimulation, and Hoya U-340 filter for light detection in the ultraviolet band. Fine-grained
polymineral sediments from core GeoB16206-1 were measured in a Lexsyg Smart TL/OSL reader,
equipped with blue (458 nm, maximum power of 100 mW/cm2) and infrared (850 nm, maximum power
of 300 mW/cm2) LEDs, filters for light detection in the ultraviolet band (365 nm, U340 + BP 365/50),
and beta radiation source (90Sr/90Y), with a dose rate of 0.116 Gy s−1 for stainless steel discs.

In all experiments, the OSL sensitivity (blue stimulation, BOSL) was calculated by using the
integral of the first 1 s of light emission, minus the last 10 s as background. In experiments carried
out with quartz in the sand grain size, the OSL sensitivity calculation applied normalization by dose
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and aliquot mass (photon cts Gy−1 mg−1). In the first experiment, OSL sensitivity was also calculated
as a percentage of the initial 1 s of light emission in relation to the total OSL emission (%BOSL). This
approach has been used to minimize the effect of aliquot mass variation on the OSL sensitivity [23].
However, this approach limits the range of sensitivity variation (0–100%) and reduces the capacity of
sediment discrimination. The OSL sensitivity of fine-grained aliquots from core GeoB16206-1 was only
calculated as a percentage of the first second of light emission in relation to the total emission (%BOSL).
OSL decay curves for sensitivity calculation were analyzed by using the software Luminescence
Analyst v4.31.9 [31].

For each experiment, three aliquots per sample were prepared by mounting quartz or heavy
mineral grains in stainless-steel cups for measurements in the Risø TL/OSL DA-20 reader. An acrylic
plate with a circular microhole of 1470 μm diameter, with 1860 μm depth, was used to prepare aliquots
with similar volume [23], corresponding to 150–200 grains (180–250 μm grain size) and ensuring
a monolayer of grains onto cups or discs. Each aliquot was weighed for mass normalization of
luminescence signals. Aliquots of fine-grained sediments of the marine sediment core were mounted
by using four drops of acetone–sediment solution over stainless-steel discs, for measurements in
the Lexsyg Smart TL/OSL reader. Mounting of silt aliquots followed standard procedures used for
luminescence dating [32].

The first experiment comprised the measurement of OSL sensitivity of quartz and heavy mineral
concentrates, using the same protocol described in previous work [23] (Table 2). The first OSL
stimulation (step 1) bleaches natural signals. A relatively high given dose of 50 Gy was used to
guarantee measurable signals in low-sensitivity quartz and heavy mineral aliquots. After the given
dose (step 2), the infrared stimulation (step 4) aims to identify quartz aliquots contaminated by feldspar
or to bleach feldspar grains and measure quartz in polymineral aliquots [24]. The final blue stimulation
(step 5) is used to determine the quartz OSL sensitivity (pure quartz aliquots) or a quartz-dominated
OSL sensitivity (polymineral aliquots). Pure quartz aliquots with significant infrared-stimulated
luminescence signal were not used for sensitivity calculation. The OSL sensitivity measured using step
5 of the protocol in Table 2, subsequent to a preheating at 190 ◦C for 10 s (in step 3) and using blue
stimulation at 125 ◦C, is termed “BOSLF”; this signal presumably has a higher contribution of the fast
OSL component [23].

Table 2. Sequence of procedures used to measure OSL sensitivity of quartz and heavy mineral aliquots.
BOSLF represents the signal used for sensitivity calculation, which was measured under varied preheat
conditions (50–400 ◦C) and using blue stimulation at 125 ◦C.

Step Treatment Observed

1 Illumination with blue LED at 125 ◦C for 100 s
2 Give dose, 50 Gy
3 (1) Preheat at 190 ◦C for 10 s, (2) 50, 100, 150, 200, 300, or 400 ◦C for 10 s
4 Infrared LED stimulation at 60 ◦C for 300 s
5 Blue LED stimulation at 125 ◦C for 100 s BOSLF

The second experiment evaluated the influence of the preheat temperature on the OSL sensitivity.
In this experiment, the same protocol described in Table 2 was applied, but using preheat temperatures
of 50, 100, 150, 200, 300, and 400 ◦C, to measure the OSL sensitivity in samples IP22B, L0017 and L0229,
which have low, medium, and high BOSLF sensitivities, respectively (Table 1). The OSL sensitivity
from this experiment is also named BOSLF. However, it is important to note that, despite the fact
that higher preheating temperatures increase the fast-to-slow components ratio, the dominance of a
fast OSL component in the BOSLF signal is sample-dependent [26]. The OSL sensitivity from other
measurement conditions applied in this study is specified accordingly.

The third experiment was designed to evaluate the measurement of quartz OSL sensitivity, without
preheating and with stimulation at room temperature. Six quartz samples with low (IP22B and BS223),
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medium (L0017 and L0698), and high (L0001 and L0229) BOSLF sensitivity were used for this test. The
sequence of procedures (Table 3) comprises a longer bleaching with blue-light illumination for 500 s
(step 1), a given beta dose of 50 Gy (step 2), no pause or pause of 16 h to eliminate unstable signals (step
3), OSL stimulation using blue light at 20 ◦C (step 4), and a second OSL stimulation using blue light at
125 ◦C (step 5). The longer bleaching (500 s) was applied because illumination was performed at room
temperature, while the protocol from Table 2 used a bleaching at 125 ◦C. The infrared stimulation
step was not included, in order to reduce protocol time for measurement of pure quartz aliquots.
The pause before blue stimulation aimed to evaluate any effect of the 110 ◦C TL trap. The effect of
a 16 h pause is similar to heating the sample at 125 ◦C for 10 s [20]. Thus, the pause was applied to
eliminate the influence of the 110 ◦C TL trap on the further OSL measurement at 20 ◦C (BOSL20◦C)
(step 4). Measurements conduced with a 16 h pause were used to validate measurements carried out
with no pause. The blue stimulation at 125 ◦C (step 5) was performed to evaluate if the OSL sensitivity
(BOSL125◦C) can be measured twice without signal reset and dosing.

Table 3. Sequence of procedures used to measure OSL sensitivity of pure quartz aliquots without
preheating and with light stimulation at room temperature (20 ◦C). BOSL20◦C and BOSL125◦C represent
the signals used for sensitivity calculation.

Step Treatment Observed

1 Illumination with blue LED at 20 ◦C for 500 s
2 Give dose, 50 Gy
3 Pause for 0 s or 16 h
4 Blue LED stimulation at 20 ◦C for 100 s BOSL20◦C
5 Blue LED stimulation at 125 ◦C for 100 s BOSL125◦C

The sediment samples from marine core GeoB16206-1 were measured following the protocol
described in Table 4. The BOSL20◦C sensitivity for these samples were calculated as the percentage
of initial 1 s of light emission in relation to the total OSL emission (0–100 s). Then, the BOSL20◦C
was normalized by subtracting the average sensitivity and dividing by the standard deviation of all
samples. This normalization was applied in order to compare the BOSL20◦C with BOSLF values [28].

Table 4. Sequence of procedures to measure BOSL20◦C sensitivity in aliquots of fine-grained sediments
from core GeoB16206-1.

Step Treatment Observed

1 Illumination with blue LED at 125 ◦C for 100 s
2 Give dose, 10 Gy
3 Blue LED stimulation at 20 ◦C for 100 s BOSL20◦C

3. Results

BOSLF sensitivities of the studied quartz samples range in five orders of magnitude, from
0.42 ± 0.25 to 8565.00 ± 497.76 cts Gy−1 mg−1 (Figure 1 and Table 5). The lowest BOSLF sensitivity
occurs in quartz from a hydrothermal vein (IP22B), and the highest sensitivity is observed in artificially
sensitized quartz (CalQz). Magnetic heavy minerals, mainly represented by magnetite, have OSL
sensitivity between 0.63 ± 0.29 and 1.19 ± 0.65 cts Gy−1 mg−1. The OSL sensitivity of nonmagnetic
heavy minerals varied between 20.80 ± 6.00 and 94.77 ± 103.03 cts Gy−1 mg−1. Heavy minerals
correspond to 18% and 12% (weight percent) of the 63–125 μm grain-size fraction in samples L0387
and L0393, respectively. The nonmagnetic and transparent heavy minerals in the studied samples
include zircon (75–76%), rutile (6–7%), tourmaline (5–6%), kyanite (4%), staurolite (4%), epidote (1–3%),
monazite (<1%), sillimanite (<1%), hornblende (<1%), and garnet (<1%). Figure 1 shows OSL decay
curves of quartz, magnetic heavy minerals, and nonmagnetic heavy minerals for comparison.
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Figure 1. (A) OSL decay curves (step 5 of the protocol in Table 2) of quartz with different sensitivities.
OSL decay curves of nonmagnetic and magnetic heavy minerals are also shown for comparison.
Aliquots irradiated with 50 Gy. (B) Range of BOSLF sensitivity comprised in the studied quartz samples.
Each sample is represented by the average of three aliquots. Error bars correspond to the standard
deviation. Sample type is described in Table 1.

Table 5. Average (n = 3 aliquots) OSL sensitivity (± standard deviation) of studied quartz samples.
The OSL sensitivity of heavy minerals concentrates from coastal sands (samples L0387 and L0393)
are also shown for comparison. The OSL sensitivities of magnetic (M) and nonmagnetic (NM) heavy
minerals were calculated in the same way as the BOSLF. OSL signal was not detected for the magnetic
heavy mineral fraction of sample L0387. A given dose of 50 Gy was used for all aliquots.

Sample %BOSLF
BOSLF BOSL125◦C/0 s BOSL125◦C/16 h BOSL20◦C/0 s BOSL20◦C/16 h

(cts Gy−1 mg−1) (cts Gy−1 mg−1) (cts Gy−1 mg−1) (cts Gy−1 mg−1) (cts Gy−1 mg−1)

IP22B <1.00 ± 4.70 0.42 ± 0.25 <0.10 ± 0.17 <0.10 ± 0.15 1.31 ± 0.49 0.64 ± 0.16
BS223 8.43 ± 5.03 2.89 ± 3.34 1.47 ± 0.52 0.87 ± 0.32 11.74 ± 2.77 3.11 ± 1.65
L0674 12.33 ± 4.83 11.20 ± 7.36 - - - -
L0017 19.36 ± 0.17 62.60 ± 4.98 55.68 ± 11.95 46.29 ± 8.60 814.58 ± 317.15 189.21 ± 101.99
L0698 19.40 ± 4.46 80.41 ± 35.04 52.61 ± 5.84 51.81 ± 3.52 917.67 ± 113.41 341.72 ± 58.18
L0001 50.28 ± 6.74 925.57 ± 295.55 94.91 ± 21.50 118.38 ± 25.81 4501.14 ± 807.25 1468.82 ± 566.53
L0229 44.78 ± 2.16 1963.84 ± 835.53 230.30 ± 43.89 254.61 ± 44.12 11,376.18 ± 3089.01 3794.16 ± 1489.61
L0231 36.31 ± 11.03 1311.64 ± 401.13 - - - -
L0688 54.52 ± 6.48 3370.86 ± 205.27 - - - -
CalQz 56.08 ± 2.94 8565.00 ± 497.76 - - - -

L0387NM 25.75 ± 6.28 20.80 ± 6.00 - - - -
L0393M 57.79 ± 49.30 1.19 ± 0.65 - - - -

L0393NM 33.31 ± 25.88 94.77 ± 103.03 - - - -

The BOSLF sensitivity normalized by mass and dose is correlated with the BOSLF, represented
as a percentage of the total OSL emission (%BOSLF). The advantage of BOSLF over %BOSLF is its
larger amplitude of variation and, then, the higher capacity of quartz discrimination, especially among
higher OSL sensitivity quartz (Figure 2).

The BOSLF sensitivity decreases with the increase of preheat temperature, but sensitivity differences
among samples are not affected by the preheat temperature (Figure 3 and Table 6).
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Figure 2. Quartz OSL sensitivity represented by the percentage of the initial 1 s of light emission
(%BOSLF) compared to the absolute quartz BOSLF sensitivity (normalized by dose and aliquot
mass). Each sample is represented by the average of three aliquots. Error bars correspond to the
standard deviation.

Figure 3. (A) Variation of BOSLF sensitivity (step 5 of Table 2), measured using preheat temperatures
from 50 to 400 ◦C. (B) Variation of BOSLF sensitivity (preheat from 50 to 400 ◦C) normalized by the
BOSLF sensitivity measured with preheat at 50 ◦C. Sensitivity values correspond to the average of three
aliquots. Error bars are the standard deviation. Sample type is described in Table 1. BOSLF sensitivity
values are shown in Table 6.
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The BOSL20◦C sensitivity measured at room temperature has positive correlation with the BOSLF

(preheat at 190 ◦C). The correlation is observed both for the sensitivity measured with no pause
or with pause of 16 h before blue stimulation (Figure 4), which confirms that the OSL sensitivity
obtained without use of thermal treatments to eliminate unstable components can be used for quartz
fingerprinting. The BOSL20◦C sensitivity obtained for measurements after 16 h pause is two- to
three-times lower than measured without pause (Table 5), confirming the significant contribution of
unstable OSL components.

Polymineral fine-grained aliquots of core GeoB16206-1 show BOSL20◦C sensitivity measured at
room temperature have a significant correlation (r2 = 0.56) with the BOSLF sensitivity measured with
stimulation at 125 ◦C (Table 7). The BOSL20◦C sensitivity at room temperature also reproduces the
pattern that links OSL sensitivity and precipitation changes (Figure 5).

Figure 4. Comparison between BOSLF sensitivity and sensitivity measured at room temperature
(BOSL20◦C). (A) BOSL20◦C sensitivity measured without pause between dose and blue stimulation.
(B) BOSL20◦C sensitivity measured with 16 h pause between dose and blue stimulation. Each sample is
represented by the average of three aliquots. Error bars correspond to the standard deviation.

 
Figure 5. OSL sensitivity for GeoB16206-1 sediment core, with standard error (gray shading) [30] and
normalized BOSL20◦C (dashed black line, this study). Bond events 4, 5, 6, 7, and 8, Younger Dryas
(YD), and the Heinrich Stadials (HS) 1 and 2 represent periods of higher precipitation in Northeast
Brazil [33,34].
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Table 6. Quartz BOSLF sensitivity measured using different preheat temperatures (step 5 of the protocol
in Table 2). Sensitivity values correspond to the average of three aliquots (± standard deviation).
Sample type is described in Table 1.

Preheat
BOSLF Sensitivity (cts Gy−1 mg−1)

IP22B L0017 L0229

50 ◦C 1.60 ± 1.12 111.24 ± 71.03 2773.75 ± 1858.26

100 ◦C 1.15 ± 0.90 75.58 ± 10.31 4723.34 ± 4264.40

150 ◦C 0.41 ± 0.45 62.11 ± 9.11 2252.60 ± 512.44

200 ◦C 0.20 ± 0.18 36.30 ± 7.98 2227.47 ± 694.52

300 ◦C 0.19 ± 0.09 34.09 ± 9.75 981.85 ± 161.90

400 ◦C <0.10 ± 0.27 0.84 ± 028 0.66 ± 064

Table 7. Comparison between BOSLF sensitivity [30] and sensitivity measured at room temperature
(BOSL20◦C) for silt aliquots from GeoB16206-1 sediment core. Sensitivity values correspond to the
average of three aliquots (± standard deviation). Data normalization included subtraction of mean and
division by the standard deviation of the data set (%BOSL20◦C or %BOSLF).

Sample Depth (cm) %BOSL20◦C BOSL20◦C (Normalized) %BOSLF BOSLF (Normalized)

96 14 ± 2 −1.01 9 ± 1 −1.78
150 22 ± 9 −0.66 12 ± 1 −1.34
260 53 ± 5 0.75 27 ± 2 0.99
280 39 ± 5 0.13 22 ± 1 0.31
310 54 ± 7 0.79 27 ± 1 1.04
400 10 ± 2 −1.20 13 ± 2 −1.11
430 40 ± 5 0.16 25 ± 3 0.72
460 65 ± 2 1.31 31 ± 8 1.68
490 4 ± 1 −1.48 19 ± 2 −0.17
550 71 ± 1 1.58 26 ± 1 0.83
610 35 ± 5 −0.08 18 ± 2 −0.40
630 63 ± 3 1.20 20 ± 1 −0.05
700 18 ± 3 −0.85 13 ± 1 −1.05
720 58 ± 9 0.97 24 ± 2 0.60
750 17 ± 4 −0.88 15 ± 2 −0.82
790 20 ± 1 −0.75 24 ± 2 0.54

4. Discussion

When quartz OSL is measured by using preheat (160–260 ◦C), blue stimulation at 125 ◦C, and light
detection in the ultraviolet band, the initial 1 s of light emission is presumably dominated by the fast OSL
component [26], which was intensely characterized for dating purposes [25,35]. The extensive research
to develop dating protocols based on the fast OSL component of quartz has also supported applications
in sediment provenance studies, e.g., [21–24,27,28]. However, thermal treatments to isolate the fast
OSL component usually require mounting samples on discs or cups for measurements in OSL readers
built for dosimetry purposes. The decrease of the preheat temperature from 400 to 50 ◦C allows us to
increase the intensity of the OSL signal (initial 1 s) and still preserve the pattern of sensitivity variation
observed in the studied quartz samples using protocols [23] designed to measure a signal dominated
by the fast OSL component. Higher signal intensity acquired by using lower preheat temperature is
advantageous to measure low-sensitivity samples because it permits the use of lower given doses and
reduce measurement time. In the same way, the OSL sensitivity measured without preheating and with
stimulation at room temperature (~20 ◦C) is positively correlated with the sensitivity of the OSL signal
with higher contribution of the fast component. The OSL sensitivities at room temperature (BOSL20◦C)
recorded after a 16 h pause or without pause between dosing and stimulation have similar patterns
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of variation. Accordingly, the preheat to eliminate unstable OSL components and light stimulation
at 125 ◦C to avoid any effect of the 110 ◦C TL on OSL signal measurement can be neglected in OSL
sensitivity assessment for provenance analysis of sediments. The BOSL20◦C signal measured without
preheating has higher contribution of medium and slow components, which are partially removed if
heating treatments are applied before light stimulation [26]. Its correlation with the BOSLF sensitivity
agrees with the observation that low and medium OSL components are also sensitized in nature
(bleaching–irradiation cycles), similarly to the fast OSL component [13,20]. The main advantages of
the BOSL20◦C measured without preheating are the reduction of measurement time and the possibility
to perform in situ measurements on sediment cores or sedimentary successions exposed in outcrops,
using portable OSL readers with an attached X-ray source, e.g., [36].

The assessment of quartz OSL sensitivity in polymineral aliquots of sand requires bleaching
other minerals presenting BOSL signals, but preserving the quartz OSL signal. Besides quartz, main
mineral components of sands are feldspar and heavy minerals. Feldspar OSL signals can be bleached
by using infrared stimulation, allowing for the measurement of quartz OSL signals in the presence of
feldspar [37]. However, little is known about the effect of heavy minerals for measurement of quartz
OSL sensitivity in polymineral aliquots. Magnetic heavy mineral concentrates have OSL sensitivities
similar to low-sensitivity quartz, while nonmagnetic heavy minerals can show OSL sensitivities similar
to medium-sensitivity quartz (Figure 1 and Table 5). Heavy minerals are minor components of sands,
with higher concentrations (>10%) occurring only in sediments from specific geological settings, such
as in areas around mafic parent rocks or environments where hydraulic conditions promoted the
selective transport of lighter minerals like quartz and feldspar [38]. Thus, OSL signals arising from
heavy minerals have minor influence on the record of quartz OSL sensitivity in bulk samples. However,
the tracking of sediment layers enriched in heavy minerals (placers) is recommended to validate that
the bulk OSL signal is dominated by quartz. This can be performed by using elemental composition
characterized through portable X-ray fluorescence spectrometers [39].

Quartz OSL sensitivity (BOSLF) measured in polymineral fine-grained sediments (silt) can also
be applied in provenance analysis, e.g., [23]. A recent example of a successful application of OSL
sensitivity for provenance analysis comprised measurements in silt of a marine sediment core [30].
Marine sediment cores are one of the most commonly used archives for the reconstruction of past
climatic and oceanographic changes, e.g., [40–44]. The OSL sensitivity represented by the percentage of
the initial (1 s) light emission in relation to the total OSL emission (%BOSLF) was used to track changes
in precipitation over the Parnaíba River watershed in Northeastern Brazil [28], where higher values of
sensitivity resemble with moments of increased precipitation (i.e., Heinrich Stadials 2 and 1, and the
Younger Dryas) [36]. Our data show that BOSL sensitivity measured at room temperature (BOSL20◦C)
in silt samples of core GeoB16206-1 can be used in the same way as the BOSLF signal with stimulation
at 125 ◦C (Figures 3 and 5). This allows us to increase data resolution through in situ measurements
and to couple the provenance analysis of different grain-size fractions (silt and sand), using a single
mineral component (quartz). Provenance analysis based on a single and chemically resistant mineral
type avoids spurious effects associated with hydraulic sorting during sediment transport or with
compositional changes due to weathering or diagenesis.

Therefore, the quartz OSL sensitivity measured without preheating and using blue light stimulation
at room temperature after a given dose is recommended for provenance analysis of quartz. Future
research can evaluate the use of other ionizing radiation sources, such as portable X-ray sources, and
test in situ OSL-sensitivity measurements, using a similar approach as employed, for example, in bulk
sediment geochemistry, using X-ray fluorescence. In this case, it is also necessary to improve protocols
to measure quartz OSL signals in polymineral material, especially in the presence of feldspar [37],
but without the use of thermal treatments.
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Abstract: Early European plucked instruments have recently experienced a great revival, but a few
aspects remain unknown (e.g., the gauge of gut strings). Here we report, for the first time, that
the electron spin resonance (ESR) signal intensity of oxidized iron, Fe(III), from gut strings at g = 2
increases linearly with age within a few hundred years. The signal increase in the remaining old
strings on early instruments can be used to judge if they are as old as or younger than the instrument.
Obtaining the authenticity information of gut strings contributes to the revival of the old instruments
and the music.

Keywords: ESR; gut strings; Fe(III); early plucked instruments; radiocarbon

1. Introduction

Electron spin resonance (ESR) has been utilized as a geochronometer, based upon the increase
in the number of trapped electrons and holes in crystal lattices induced by natural radiation with
time [1–3]. ESR also detects unpaired electrons in organic radicals and transition metals in organic
substances; the intensity of such ESR signals also increases with time, mainly by thermal activation
processes. The possibility of dating organic materials using organic radicals was first tested using
potato crisps [4]. The day-by-day increase in the organic radical intensity was used to estimate the
production date of the potato crisps. ESR signals of organic radicals and Fe(III) in organic matters,
e.g., animal skins, papers, silks and mummies were also investigated, and the intensity showed a
positive correlation with age [5–8]. Furthermore, Fe(II) in heme-proteins in human blood starts to
oxidize to Fe(III) after exposure to air, and therefore the increase in Fe(III) in bloodstains detected by
ESR has been suggested for use in forensic investigations [9].

In this study, we test the potential for establishing a relative chronology of gut strings from
early plucked instruments using the ESR signals of Fe(III) and organic radicals. Gut strings are made
from sheep guts containing heme-proteins with Fe(II), which is hardly detected with ESR. Once Fe(II)
changes to Fe(III) by the catalytic cycle reaction of the heme-proteins or oxidation reaction, it becomes
detectable with ESR. The g-values of the Fe(III) signals in oxidized heme-proteins are affected by the
ligand fields [10–12]; for instance, the Fe(III) signal at g = 6 (high spin state, S = 5/2) is originated from
methemoglobin coordinated with H2O, whereas the signal at g = 2 (low spin state, S = 1/2) is that
coordinated to CN− or OH− [12,13].

Early European plucked string instruments (e.g., lutes, early guitars and harp-lutes) had fallen
out of use by the middle of the 19th century, but have been revived with the increased interest in early
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music in the 20th century. Old gut stings are found occasionally on the instruments or in the cases. We
examine five old strings from guitars and harp-lutes, which were made in the 19th century, as well
as four strings with known ages. Radiocarbon dating of the strings is also conducted for six strings
for a comparison. Although radiocarbon dating has been frequently applied to archaeological music
instruments [14,15], little work has been done on recent plucked instruments [16]. To our knowledge,
this is the first study of radiocarbon dating on modern (19th–20th centuries) gut strings.

2. Samples and Results

The nine gut strings used for the ESR investigation are listed in Table 1. The approximate ages of
four gut string samples are known. Two of them (LHE-14 and -27) were obtained shortly before the
first measurement of the samples in April 2015. Another string (LHE-15) was acquired around the year
2000. LHE-16 was provided with a memorandum of the supplier, G. Butler and Sons in London, in
1913 (Figure 1a). Five string samples were collected from four original instruments. Two harp-lutes,
which are both assumed to have been made ca. 1815, had remaining old gut strings at the bridge. Two
string samples (LHE-17A, -17B) were collected from the 14-string harp-lutes (Figure 1b), and a sample
LHE-28 was taken from the 12-string instrument (Figure 1c). A separate string from the 14-string
harp-lute (LHE-17C) was used for radiocarbon dating. Sample LHE-19 was found in the original case
of a guitar, which was made approximately in ca. 1840 by D&A Roundhloff in London, and LHE-44
was obtained from a guitar, estimated to have been made between 1850 and 1860. All these original
instruments were produced and preserved in the United Kingdom.

Table 1. List of sample strings for ESR.

Sample ID Expected Production Year Weight (mg) Instrument

LHE-14 ca. 2013 13.6
LHE-15 ca. 2000 15.3
LHE-16 ca. 1913 1.5

LHE-17A ca. 1815 4.9 14-string harp-lute
LHE-17B ca. 1815 5.6 14-string harp-lute (same as above)
LHE-19 ca. 1840 1.6 a case of a D&A Roundfloff guitar
LHE-27 ca. 2013 24.8
LHE-28 ca. 1815 26.2 12-string harp-lute
LHE-44 ca. 1850–1860 20.1 from a guitar

Figure 1. Photos of (a) gut string and its receipt (LHE-16), (b) a 14-string harp-lute (LHE-17A and -17B)
and (c) a 12-string harp-lute (LHE-28). Gut string samples were collected from them.

ESR spectra of a recent (LHE-15) and an old string (LHE-17A) are shown for wider (250 ± 250 mT;
Figure 2a) and narrower (324 ± 5 mT; Figure 2b) scanned magnetic fields. All gut string samples
showed ESR signals from Fe(III) signal at g = 2 (low spin states, S = 1/2) (Figure 2a) and organic radicals
at around g = 2.005 (Figure 2b). The Fe(III) signal at g = 6 (high spin states, S = 5/2) (Figure 2a) was
observed in all samples except LHE-28.
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Figure 2. ESR spectra of LHE-15 and -17A for the magnetic field of (a) 250 ± 250 mT and (b) 324 ± 5 mT.
Note that the spectra in (b) were recorded with eight times larger receiver gain than (a) due to the weak
signal intensity.

All these strings are assumed to have been produced within ~2 years before the time of acquisition.
Crude but supporting evidence was obtained by the increasing intensity of the Fe(III) signal at g = 2
within the 11 months for the two modern strings, LHE-14 and LHE-27 (Figure S1). When the intensity is
plotted against the time after the first measurement, April 2015, the x-intercept of the fitted straight line
points to 15 months and 19 months before the first measurements for LHE-14 and LHE-27, respectively.

The correlation of the ESR signal intensity with age was first examined using four string samples
with known ages (LHE-14, -15, -16, and -27). The results are plotted in Figure 3a. Although the number
of known age samples is limited, it is clear that the best correlation between the ESR signal intensity
and age is obtained from the Fe(III) signal at g = 2 (r = 0.95, Spearman’s correlation coefficient). The
other two signals showed much less correlation with age, with correlation coefficient of 0.63 for both
organic radicals and the Fe(III) at g = 6. This indicates that the Fe(III) signal at g = 2 increases linearly
with time, for at least 100 years, and therefore can be used for the relative age estimation of older
gut strings.

In Figure 3b–d, the three ESR intensities of all samples are plotted against the known string age
(filled symbols) or the expected instrument age (open symbols). The results of Fe(III) at g = 6 and the
organic radicals are highly scattered, suggesting these two signals are not suitable as chronometers. For
the Fe(III) at g = 2, the intensity of three of the five old string samples is consistent with the extrapolated
fitted line of the known age strings within the 1-σ uncertainty (LHE- 17A, -17B, and -28) and one
is consistent within the 2- σ uncertainty (LHE-19). This suggests that these strings are as old as the
instruments. However, the Fe(III) signal (g = 2) of LHE-44 has a much lower intensity when compared
to the expected intensity from the age of the instrument.

The results of the radiocarbon dating are summarized in Table 2. The method successfully
distinguished the strings before and after 1950. The three recent samples (LHE-14, -15, -27) yielded
> 100% modern carbon (pMC), and are therefore judged as modern. The 14C ages of the older three
string samples (LHE-16, -17, and -44) ranged from 167 ± 26 y BP to 309 ± 29 y BP. These were calibrated
using OxCal v.3.10 based on Intcal13. Detailed results of the calibrated 14C ages are given in Figure S2.
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Figure 3. Plot of ESR intensity against the known (filled symbols) or the expected instrument age
(open symbols) for (a) all ESR signals of the known age samples, (b) Fe(III) at g = 2, (c) Fe(III) signal at
g = 6, and (d) organic radicals. The numbers besides the symbols are sample IDs. All error bars in
vertical axis are 1-σ standard error.

Table 2. Results of radiocarbon dating of the strings.

Lab. Code Sample ID δ13C (%�) pMC (%) 14C Age (Year BP)

YAUT-021827 LHE-14 −25.2 ± 1.7 104.57 ± 0.38 modern
YAUT-021828 LHE-15 −25.4 ± 1.8 114.34 ± 0.42 modern
YAUT-021830 LHE-16 −30.1 ± 0.5 97.73 ± 0.27 185 ± 22
YAUT-021832 LHE-17C −24.0 ± 1.7 96.23 ± 0.35 309 ± 29
YAUT-021833 LHE-27 −16.5 ± 1.3 118.13 ± 0.37 modern
YAUT-021834 LHE-44 −20.4 ± 1.3 97.95 ± 0.32 167 ± 26

3. Discussion

The oxidation of Fe(II) to Fe(III) should be sensitive to various environmental factors,
e.g., temperature and moisture. As shown in Figure 3a, the very good positive correlation of
the Fe(III) signal at g = 2 is probably due to the fact that all the string samples used in this study were
preserved in the United Kingdom, and therefore the environmental factors were similar. A possible
explanation of contrasting correlation with age for these two types of Fe(III) is that the low spin
heme-proteins are contained relatively uniformly in all gut strings, but the concentration of the high
spin heme-proteins is different from sample to sample.

The observed increase in the Fe(III) signal at g = 2 does not show clear tendency toward saturation,
although it is natural to assume that the signal intensity reaches saturation over a longer time period,
since a limited number of Fe(II) in heme-proteins should be available in the gut strings. The blue
dashed line in Figure 3b shows a regression line, fitted to a single saturation exponential function when
all Fe(III) data at g = 2 except LHE-44 are used. The fitted line is not significantly deviated from the
linear regression line (middle of black solid lines in Figure 3b), suggesting that the signal increase is
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still very close to linear for ~200 years. This result is in contrast with the study of the Fe(III) signal in
coagulated human blood; in which the intensity of high spin state Fe(III) reached close to saturation
in a few hundred hours at room temperature after coagulation [9], presumably because the Fe(III) in
blood was directly exposed to air and the oxidization process was faster.

To investigate how the Fe(III) intensity at g = 2 in gut strings changes over a longer timescale,
aging experiments were conducted using LHE-27 by heating at 60 and 70 ◦C in air. The result is shown
in Figure S3. At 60 ◦C, the signal increased only about 14% from the modern string intensity and
reached saturation, whereas at 70 ◦C the signal intensity once increased slightly then decreased. In
nature, the gut strings of original instruments of ~200 years old (LHE-17A, -17B, -19, and -28) showed
12–14 times larger signal intensity than the modern strings. We conclude that the heating at higher
temperature cannot reproduce the natural signal growth.

Using the linear increase in the Fe(III) signal (g = 2) of gut strings, it is possible to estimate the
age ranges of strings with unknown ages. For the five string samples obtained from early plucked
string instruments, the consistent ESR signal intensity with the linear regression line of the known age
strings for the four samples (LHE-17A, -17B, -19, and -28) indicate that the strings are as old as the
instruments. This indicates that these instruments (early guitars and harp lutes) were not used for a
long time after they were made. This also suggests that remaining strings can be used as a record of
the original gauges. One string sample, LHE-44 yielded much a lower Fe(III) intensity than expected
considering the instrument age. By comparing the intensity with the regression line, it is assumed that
this string was made 60–70 years before 2015.

Currently, it is still unknown how variable the signal increase is in different storage conditions.
More data of string samples with known ages and from different environments should be accumulated
to establish the method to be a robust dating technique.

AMS radiocarbon dating can accurately judge whether a gut string was made before or after
1950 (Table 2). However, calibration of a 14C age into a calendar age generates a large uncertainty
(Figure S2). Sample LHE-16, which was sold in 1913, yielded a calibrated age of AD1660–1690 (18.2%),
AD1730–1810 (53.4%) and later than AD1920 (23.8%) in 95.4% probability. As mentioned above, the ESR
of LHE-44 gave an assumption that the string was much younger than the instrument (AD1850–1860).
However, the calibrated 14C age of this sample yielded AD1660–1700 (16.7%), AD1720–1820 (51.9%),
AD1830–1880 (6.5%) and later than AD1910 (20.5 %), which cover both the instrument age and
ESR age of this string. For LHE-17, the calibrated 14C age yielded a much older age than the
instrument (ca. 1815)—AD1480–1650—which might be due to the contamination of old carbon in the
production process.

4. Methods

All ESR measurements were conducted using a JEOL-FA-100 X-band spectrometer at the Leibniz
Institute for Applied Geophysics, Hannover, Germany. The string samples, which were cut into ~1 cm
length, were inserted into quartz glass tubes of 4 mm outer diameter (3 mm inner diameter), and
used for the ESR measurements. The measurements were made at room temperature, three times
in April 2015, January 2016 and February 2016. The measurement parameters for the Fe(III) signals
were; 250 ± 250 mT magnetic field, 1 mW microwave power, 1 min scan time for 3 times, 0.5 mT
modulation amplitude and 0.1 s time constant. The organic radical signal (g = 2.005) was measured
with the following conditions; 324 ± 5 mT magnetic field, 2 mW microwave power, 30 s scan time up to
50 times, 0.3 mT modulation width and 0.1 s time constant. The mean peak to peak ESR intensity of the
three measurements and its 1-σ standard error was calculated. For one sample, which we obtained in
December 2015 (LHE-44) the mean signal intensity of two measurements was used. Since the available
sample mount varied significantly (1.5 and 26 mg; Table 1), all ESR signal intensities were normalized
to the weight of each string sample.

The radiocarbon dating of the six string samples (LHE-14, -15, -16, -17C, -19 and -44) was conducted
with an NEC 250 kV single-stage accelerator mass spectrometer (AMS) at the Atmosphere and Ocean
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Research Institute, The University of Tokyo [17]. The string samples were washed with ultra-pure water
and dried. These samples were oxidized using a Vario Micro Cube elemental analyzer manufactured by
Elementar Analysensysteme GmbH., and an AMS analytical target was prepared using an automated
graphitization process device manufactured by Koshin Rikagaku Seisakusho Co., Ltd (Tokyo, Japan).

5. Conclusions

A very good correlation between the Fe(III) signal and the known ages of gut strings was observed.
This probably indicates that Fe(II) in the gutstrings has been oxidized to Fe(III) with age. We conclude
that it is possible to assume whether a gut string is as old as the instrument or much younger, using
the correlation of the Fe(III) signal (g = 2) with age. Using 14C dating it is also possible to judge a string
is a recent one or older, but a calibrated age has a large uncertainty.

Supplementary Materials: The following are available online at http://www.mdpi.com/2409-9279/3/1/13/s1,
Figure S1: The increase of the Fe(III) (g = 2) signal after the first ESR measurement, April 2015 with time. The
production time before the first measurement was roughly estimated by linearly extrapolating the fitted line
to zero intensity. Data were normalised to the same factor as was used for Figure 3. Unfortunately further
measurements were not achieved due to a problem with the ESR spectrometer, Figure S2: Results of calibration for
the radiocarbon ages, Figure S3: Result of the aging experiment of a string sample LHE-27 heated at 60 ◦C and
70 ◦C. The intensity of Fe(III) at g = 2 after different durations of heating is shown.
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Abstract: Dating fluvial terraces has long been a challenge for geologists and geomorphologists,
because terrace straths and treads are not usually directly dated. In this study, the formation ages
of the Yellow River terraces in the Baode area in China were determined by dating fluvial deposits
overlying bedrock straths using optically stimulated luminescence (OSL) dating techniques. Seven
terraces (from the lowest terrace T1 to the highest terrace T7) in the study area were recognized, and
they are characterized by thick fluvial terrace deposits overlaid by loess sediments. Twenty-five
samples from nine terrace sections were dated to about 2–200 ka. The OSL ages (120–190 ka) of
the fluvial samples from higher terraces (T3–T6) seem to be reliable based on their luminescence
properties and stratigraphic consistency, but the geomorphologic and stratigraphic evidence show
that these ages should be underestimated, because they are generally similar to those of the samples
from the lower terrace (T2). The formation ages of the terrace straths and treads for the T1 terrace
were deduced to be about 44 ka and 36 ka, respectively, based on the deposition rates of the fluvial
terrace deposits, and the T2 terrace has the same strath and tread formation age of about 135 ka. The
incision rate was calculated to be about 0.35 mm/ka for the past 135 ka, and the uplift rate pattern
suggests that the Ordos Plateau behaves as a rigid block. Based on our previous investigations
on the Yellow River terraces and the results in this study, we consider that the formation ages of
terrace straths and treads calculated using deposition rates of terrace fluvial sediments can overcome
problems associated with age underestimation or overestimation of strath or fill terraces based on
the single age of one fluvial terrace sample. The implication is that, for accurate dating of terrace
formation, terrace sections should be systematically sampled and dated.

Keywords: terrace strath and tread ages; luminescence dating; deposition rate; age-depth model;
Yellow River terrace

1. Introduction

Fluvial terrace deposits and landforms can provide important information about river incision,
tectonic activity, climate change and archaeological traces of hominid activity [1–5], and terraces record
different stages of fluvial evolution and sedimentation. Yet, understanding the formation of terraces is a
perennial problem in geomorphology and has been hampered by the exact timing of terrace formation.
Determining the formation age of terraces is a challenge for geomorphologists and geologists. Recently,
the successful application of optically stimulated luminescence (OSL) dating techniques [6–8] to fluvial
sediments [9,10] has made it possible to establish the chronology of terraces by dating fluvial sediments
atop terrace straths [11–15]. Conventionally, only a single age is assigned to a terrace, but this may
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not reflect actual fluvial processes [16,17]. The development of OSL techniques allows dating a series
of samples from terrace deposits by systematic sampling, which helps to establish the chronology of
deposition and then deduce the formation ages of terrace straths and treads [18–20].

The investigations of Yellow River fluvial terraces have become one of the most important topics
in Chinese geomorphology and are also of interest to researchers in sedimentology, engineering,
hydrology and archaeology. The fluvial terraces in the Jinshaan Canyon in the middle reaches of the
Yellow River have been widely investigated and dated mainly using luminescence and paleomagnetic
dating methods [18,19,21–26]. However, the dates of the terraces obtained are not enough to construct
the precise chronology of a series of terraces in the region. This is further complicated by the fact
that some terraces with the same elevations above the modern river have different formation ages,
because their formations are controlled by knickpoint migration [19,25]. Therefore, it is necessary to
determine the ages of more Yellow River terraces in different localities of the region. On the other hand,
one sample for OSL dating is often collected from terrace deposits in fluvial terrace investigations [21],
and its age is usually assumed to be the terrace formation age. This assumption may be incorrect, and
its validity needs to be tested. In this study, we first identified terraces in the two banks of the Yellow
River in the Baode area in the middle reaches of the river, and terrace deposits were systematically
sampled for OSL dating, i.e., a series of samples were collected from channel facies and floodplain
facies and overlying loess deposits on terraces. The reliability of their ages was evaluated based on the
internal consistency of the OSL ages and the lithostratigraphic and geomorphological consistency in
the OSL ages, and the formation ages of terrace straths and treads were then inferred.

2. Geological and Geomorphologic Setting

The Ordos Plateau, with an area of 320,000 km2 located in the western part of the North China
block, is a relatively stable rigid block (Figure 1a) [27,28]. It is bounded by a series of marginal faults
and orogenic belts [29–34]. The basement of the plateau is composed of Archean and Proterozoic
metamorphic rocks that are overlain by Cambrian and Ordovician marine carbonates with the lack
of Silurian and Devonian strata. Carboniferous marine limestone and fluvial-deltaic sandstone are
overlain by fluvial Permian strata. Triassic and Jurassic strata are composed of fluvial and lacustrine
deposits, which are overlain by Cretaceous fluvial and eolian redbeds. The Ordos block evolved from
a basin to a plateau during the late Miocene–Pliocene, which influences the environmental effect on
the topography of the area [35]. Geomorphologically, the Ordos Plateau is surrounded by the Yin
Mountains to the north, Luliang Mountains to the east, Qinling Mountains to the south, Liupan and
Helan Mountains to the west (Figure 1). The arc-shaped Yinchuan–Hetao graben system along the
northwestern and northern margins of the block and the S-shaped Weihe-Shanxi graben system along
the southeastern margins bound the plateau [29,36]. The plateau is covered by Quaternary eolian
sediments. The northern part, the Mu Us Desert, is mantled by dune sands, and the southern part, the
Chinese Loess Plateau, is covered by loess/paleosol deposits.

The Yellow River (called Huanghe in Chinese), well-known for its tremendous sediment load,
originates in the northeast of the Tibetan Plateau. In its middle reaches, the river flows along the
northeastern and northern margins of the Ordos Plateau and cuts through the eastern plateau at an
average elevation ranging from 1000 to 1500 m above sea level (asl), from Lamawan in the north to
Yumenkou in the south (Figure 1a). The river then turns east and finally overflows into the Bohai Sea.
The river downcutting between Lamawan and Yumenkou leads to the formation of a deep and narrow
gorge called Jinshaan Canyon, which connects the Yinchuan-Hetao graben on the north and the Weihe
graben on the south. A series of strath terraces along the banks of the canyon have been found based
on the presence of fluvial deposits and bedrock strath. The terrace treads are covered by loess with
various thicknesses.

166



Methods Protoc. 2020, 3, 17

 
Figure 1. (a,b) Map showing the Yellow River course along the margins of the Ordos Plateau and
location of the study area (Baode); (c) topographic map showing the localities of the sections (A–I)
shown in Figure 2. The topographic map with contour intervals of 20 m was constructed based on a
Chinese 1:50,000 topographic map (unpublished).

3. Methodology

3.1. Field Work

As shown in Figure 1a, the two banks of the Yellow River in the study area are covered by
loess/paleosol deposits. This implies that the original stair-stepped topography of the fluvial terraces
in the area is not directly observed, and the situation is further complicated by the modification of the
loess landscape due to soil erosion. The fluvial terraces cannot be mapped from topographic maps,
satellite images or air photos or even identified in the field based on surface landform. In this case, the
identification of remnants of the terraces was only conducted by observing fluvial sediments exposed
in natural outcrops or road-cuts in the field. This means that the terraces were found as isolated
remnants. The heights of terrace strath (bedrock surface) and tread (here the “tread” is referred to as
the near-horizontal top surface of fluvial deposits, including channel or overbank facies resting on
terrace straths) above the modern river level and the thickness of the terrace deposits were measured
using a total station and a tape measure. The precise locations and altitude of the exposures were
recorded using a hand-held global positioning system (GPS) receiver with a barometric altimeter
(Garmin GPSmap 60CSx) with an accuracy of ±~3 m in altitude. Stratigraphy and lithology of the
exposures were described in detail.

A systematic sampling strategy was adopted for dating the sediments on terrace straths using
OSL techniques. Systematic sampling means that a series of samples are taken from fluvial and loess
deposits on a terrace, and their OSL ages are used to construct an age-depth model for the terrace
deposits. The model helps us to evaluate the reliability of OSL ages obtained for the terraces and to
explain the history of river incision. The formation ages of the strath and tread for a terrace can be
inferred from the age-depth relationship. OSL samples were taken from each unit of terrace deposits
and overlying loess/paleosol (see Figure 2). The samples were collected by hammering 3.5-cm-diameter
and 30-cm-long stainless-steel tubes horizontally into freshly cleaned exposures. The tubes were
wrapped with aluminum foil and adhesive tape in order to prevent further exposure to light and
moisture loss.
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Figure 2. Stratigraphic columns of the terrace deposits in outcrops (A–I) marked in Figure 1c, and the
positions of optically stimulated luminescence (OSL) samples and ages in ka. The elevations of bedrock
surfaces (strath surface) above the modern river are displayed.

3.2. Optical Dating

3.2.1. Equivalent Dose Measurements

The samples for OSL measurements were prepared in our dark room with a dim red light at
the Peking University, Beijing, China. Coarse- and fine-grained quartz were extracted from sand-
and silt-sized samples using the procedures in our laboratory, respectively [37,38]. In the laboratory,
the light-exposed ends (about 2–3 cm of sediment) of a sample tube were first removed, and this
removed material was used for dose-rate analysis. The remaining material from the middle of the tube
was treated with 10% hydrochloric acid to dissolve carbonates and then 30% hydrogen peroxide to
remove organic material, respectively. For sand-sized samples, the material was then washed with
water to eliminate finer grains, followed by drying and sieving to select coarse grains (grain sizes
for each sample are listed in Table 1) for luminescence measurements. The coarse-grained quartz
was obtained by immersing the sieved sample in 40% HF for 40 or 80 min and then 10% HCl to
remove feldspar contaminants. For fine-grained samples, the samples were then deflocculated using
a dilute sodium oxalate solution, and polymineral fine grains (4–11 μm) were isolated by settling
the polymineral fine silt fraction in the solution. Fine-grained quartz was obtained by treating the
polymineral extracts with silica-saturated fluorosilicic acid (H2SiF6) at room temperature to dissolve
feldspars, amorphous silica and other contaminant minerals, followed by a treatment with 10% HCl to
remove any fluorides produced. The purity of the quartz extracts was checked by infrared stimulation.
The results showed that the infrared-stimulated luminescence signals were negligible, indicating
feldspar contaminants were almost entirely removed. The chemically purified quartz was prepared for
luminescence measurements by settling the fine grains in acetone onto 0.97-cm-diameter aluminum
discs or mounting the coarse grains as a monolayer on 0.97-cm-diameter aluminum discs with the
grains covering the area with a diameter of ~5 mm (medium aliquots) using silicone oil as an adhesive.
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The improved single-aliquot regenerative dose procedure (SAR) [39,40] was used to measure the
single-aliquot equivalent dose (De) of the quartz extracts at Peking University. The regenerative beta
doses used in the SAR procedure included a zero dose used for monitoring recuperation effects and
a repeat of the first regeneration dose used to check the reproducibility of the sensitivity correction
(i.e., recycling ratio). Based on the results of the preheat plateau and dose recovery tests (see below),
the preheat temperature was set to 220 ◦C or 260 ◦C, and the cut-heat temperature to 160 ◦C. OSL
signals were measured for 40 s at 125 ◦C. In addition, a 20-s IR stimulation at room temperature before
each OSL measurement was carried out to remove the possible effect of feldspar contamination [38],
although IRSL signals were negligible, and a 40-s blue light stimulation at 280 ◦C at the end of each
cycle was also carried out for reducing recuperation. The signals were analyzed using late background
subtraction (the intensity of the initial 0.16 s minus a background (normalized to 0.16 s) from the last
3.2 s), and the value of De was estimated by interpolating the sensitivity-corrected natural OSL onto the
dose-response curve using the Analyst software [41]. The error on individual De values was calculated
using the counting statistics and an instrumental uncertainty of 1.0%.

All luminescence measurements, beta irradiation and preheat treatments were carried out in
automated Risø TL/OSL (DA-15 and DA-20) readers equipped with a 90Sr/90Y beta source (the Risoe
National Laboratory, Denmark Technical University, Denmark) [42]. Blue light LED (470 ± 30 nm)
stimulation was used for quartz OSL measurements and an IR laser diode (830 ± 10 nm) stimulation
for scanning feldspar contamination and for feldspar IRSL measurements. Luminescence was detected
by an EMI 9235QA photomultiplier tube with two Hoya U-340 filters (290–370 nm) in front of it.

3.2.2. Dose Rate Determination

The uranium and thorium contents of samples L782–787 were determined using thick-source alpha
counting (a Littlemore low-level alpha counter 7286 with 42-mm-diameter ZnS screens) (Littlemore
Scientific, UK), and other samples were analyzed using the neutron-activation-analysis (NAA) for U,
Th and K contents. The K content of all samples was also measured using flame photometry.
The present-day water contents (ratio of mass of water/dry-sample [6]) of all the samples were
measured in the laboratory to be 1.0%–8.4%, with an average of 3.1±0.5%, by weight. These samples
were taken from the subsurface position of the sections, and they have been partly dried due to
exposure to air before sampling. These values are clearly not to be representative of the long-term
water contents in the natural conditions during most of the burial history. In this case, the water
contents used for dose rate calculation were assumed and taken as 5% for sand, 10% for loess and
silt sediments (overbank deposits) and 15% for paleosol. A relative uncertainty is taken as 20% to the
long-term water content values. This large uncertainty on the water content should cover the water
content fluctuations during burial. An alpha efficiency factor (a-value) of 0.038 ± 0.003 for quartz [43]
was used to calculate the alpha contribution to the total dose rate. Based on the above measurements,
the effective dose rates and ages were calculated using the online dose rate and age calculator DRAC
v1.2 [44], in which cosmic ray contribution and conversion factors [45] are involved, and the alpha [46]
and beta [47] grain attenuation factors were used.

4. Results

4.1. Terraces and Deposits

A total of nine exposures of fluvial sediments in the study area were found and observed.
Their locations (numbered A to I) are marked in Figure 1c, and their detailed lithology are shown in
Figure 2. It can be seen that the sections (exposures) are mainly composed of fluvial sediments called
terrace deposits and overlying eolian sediments. The fluvial sediments consist of channel gravels
and sands capping the strath surfaces and overbank silt or silty clay overlying the channel deposits.
The top eolian layers composed of loess, paleosol or red clay were deposited after paleo-floodplains
were completely abandoned. The bedrock surfaces (strath) of Sections B–I were presented, and their

171



Methods Protoc. 2020, 3, 17

elevations range from about 13 m to 176 m above the modern river level (arl) (Figure 2). Based on
the elevation of the straths, Exposures B–I are considered to represent seven terraces, from the lowest
T1 terrace with the elevation of about 13 m arl and the highest T7 terrace with the elevation of 176
m arl. Accordingly, a schematic composite across-section of the terraces was generated based on the
elevations of the terraces and their spatial distribution and is shown in Figure 3. Note that T0 (Section
A) is referred to the high floodplain of the river. Exposures (Sections) G and H have the same elevation
of strath (111 m arl) and belong to the T6 terrace. It is noted that the effect of the variations in river
gradients on terrace height in the study area is negligible.

The high floodplain (T0) is composed of sand interbedded with gravel and laminated silty
(Figure 2A), and the thickness of the fluvial deposits is more than 4.5 m. The top layer of this section
was disturbed by human activities. The thickness of the terrace deposits, including channel facies
(gravels and sands) and overbank facies (silts), for the eight sections ranges from ~10 to ~16 m.
The fluvial gravels have moderate-to-high sphericity and are well-rounded. The gravel layers have a
thickness ranging from 1 to 12 m, within which, crude imbrication is present locally, such as in Section
G. The overbank silts overlying gravel layers are characterized by thin horizontal bedding. Some silty
layers are interbedded with sand or gravel or sand lenses. The thickness of the silt layers varies from 0
to 8 m. The top loess/paleosol deposits are characterized by massive structure and vertical joints. On
the highest terrace (T7, Section I), the red clay deposits were found between the top loess and fluvial
sandy gravels resting on the bedrock. It is noted that the pre-Quaternary red clay deposits [48,49] are
far beyond the upper limit of luminescence dating. Therefore, the T7 terrace is not sampled for OSL
dating. The bedrock mainly comprises Triassic sandstone with a horizontal bedding, and the surface
of bedrock is loose because of weathering. As shown in Figure 2, a total of 25 samples for OSL dating
were taken from sections A to H. The information about the samples are listed in Table 1, and their
positions are also shown in Figure 2.

 

Figure 3. Schematic composite cross-section across the Jinshaan Canyon at the Baode area showing the
Yellow River terrace sequence and fluvial and overlying loess/paleosol deposits, which are shown in
details in Figure 2 (here, the letters refer to the number of sections in Figure 2).

4.2. OSL Ages

Two dose-response curves (DRC) and two typical OSL decay curves for a fine quartz aliquot from
a loess sample from the T6 terrace and a coarse quartz aliquot from a fluvial sample from the T5 terrace
are shown in Figure 4. The decay curves demonstrate that the quartz OSL signals are easily bleached
and dominated by fast components. The dose response curves are well-fitted with a double-saturating
exponential function or a saturating exponential plus linear function. The recycling ratios are close to
unity, and the recuperation values are less than 0.5%. The DRCs for all the samples are very similar,
and the natural signals are apparently not close to saturation.

Preheat plateau and dose recovery tests were carried out on two samples to find the most suitable
preheat temperature in the SAR procedure for our samples. Preheat plateau tests were performed using
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the SAR procedure with different preheat temperatures ranging from 160 ◦C to 300 ◦C at an interval
of 20 ◦C. The results shown in Figure 5 demonstrate that the De values are independent of preheat
temperatures, at least between 220 ◦C and 280 ◦C, for both samples. Dose recovery tests were performed
on the same samples to further confirm the results of the preheat plateau tests. After removing the
natural OSL signals by exposing aliquots to blue light within the readers at room temperature for 40 s,
the residual OSL signals were examined by a second 40-s OSL measurement ~10,000 s after bleaching,
and no detectable OSL signals could be observed. The aliquots were then irradiated with a laboratory
beta dose approximately equal to the natural dose (De) of the sample. This artificial dose (given dose)
was then taken as unknown, and the aliquots were treated as “natural samples”. After a storage of
at least 10 h, the irradiated aliquots were then measured using the SAR procedure with the preheat
temperatures of 160–280 ◦C with an interval of 20 ◦C for a relatively young sample (L782) from the
T1 terrace and with the temperature of 260 ◦C for a relatively old sample (L557) from the T4 terrace.
The dose recovery ratios (ratio of measured dose to given dose) were plotted as a function of the
preheat temperature and shown in Figure 6. It can be seen that the average dose recovery ratios for
each temperature are close to unity between the preheat temperatures of 180 ◦C and 280 ◦C for sample
L782, and at 260 ◦C for sample L557, respectively. Based on the above results, the preheat of 220 ◦C for
10 s was adopted for the samples from the T1 terraces and 260 ◦C for 10 s for the samples from the
higher terraces.

 

Figure 4. Dose response curves for fine quartz grains from loess sample (L564) and coarse quartz grains
from fluvial sand sample (L572). The two curves are fitted by the functions of y = 13.8(1−exp(−(x +
0.139)/136) + 0.00869x and y = 3.17(1−exp(−x/83.3)) + 4.4(1−exp(−x/406)) + 0.0406, respectively. filled
diamonds and circles represent the corrected sensitivity natural signals. The insets show the decay
curves for the natural signals from the two quartz samples. Note that the signals were normalized to
unity at the first point.

The dating results are summarized in Table 1, in which the arithmetic means and weighted
means of individual De estimates are presented. The latter values and the overdispersion (OD) values
are obtained using the “central age model” (CAM) of Galbraith et al. [50]. For most of the samples,
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their unweighted average De values are larger than their CAM values. It can be seen that the OD
values for the sand samples from section A for the T0 floodplain vary from 53% to 72%, which are
much larger than those (13%–31% with an average of 22.9% ± 1.5%) for the terrace samples.

Representative De distributions shown as abanico plots [51] are presented in Figure 7. Here, OSL
ages were obtained by dividing the CAM De values by dose rates, and the age values are also shown
in Figure 2

 
Figure 5. Dependence of De on preheat temperatures for samples L557 and L782. The open circles and
diamonds represent the values of individual aliquots, and the filled circles and diamonds represent the
average with their associated errors (one standard error).

 
Figure 6. Plot of dose recovery ratios as a function of preheat temperatures for sample L557 and L782.
The dose recovery ratios were obtained by dividing the recovery De values by the given doses (see text
for details). The open circles and diamonds represent the values of individual aliquots, and the filled
circles and diamonds represent the average with their associated errors (one standard error).
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Figure 7. Abanico plots [51] showing the De distribution of four representative samples. The plots
were generated using the RadialPlotter software (version 9.5) [52]. An abanico plot is the combination
of both radial and kernel density estimate (KDE) plots [53]. It shows a visual correlation between De
errors (radial plot) and De frequency distribution (KDE, on the z-axis of the radial plot). σ/t and t/σ
refer to relative error (%) and precision, respectively.

5. Discussion

5.1. Reliability of OSL Ages

As mentioned above, the good luminescence characteristics of the studied samples for the SAR
protocol indicate that the SAR protocol is suitable for our samples [40]. However, the bleaching of
fluvial sediments prior to burial for young samples may be problematic and which are generally
evaluated by the OD values of their single-grain or single-aliquot De distributions. The three sand
samples (L549, 550 and 551) from section A have large OD values (53%, 69% and 72%, respectively),
indicating a large De scatter. The comparison with the global average value of 9 ± 3% published for
well-bleached large-sized aliquots [54] implies that these three samples were poorly bleached at the
time of deposition. Their CAM De values are 47.4 ± 5.6, 10.0 ± 1.5 and 5.0 ± 0.8 Gy, respectively;
corresponding to the OSL ages of 16.7 ± 2.0, 2.7 ± 0.4 and 1.7 ± 0.3 ka, they are in stratigraphical order.
Even if we assume that the De values of 10.0 ± 15 and 5.0 ± 0.8 Gy are the residual doses of the two
samples at the time of deposition, the corresponding ages of 2.7 ± 0.4 and 1.7 ± 0.3 are similar to the
age errors (one sigma) of the two sand samples (L551 and 550) from the T1 terraces. Their OSL ages are
39.8 ± 2.5 and 41.9 ± 2.7 ka, respectively (Table 1). Actually, previous investigations have demonstrated
that the residual dose of modern fluvial sand samples from the middle reaches of the Yellow River are
only 0.1 to 2.4 Gy, and have a large scatter, with OD values up to 90% [18,20,55]. The small residual
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doses of the modern fluvial sand samples are also confirmed by those of modern analogues from
different rivers in the world (e.g., [56–59]). These suggest that the effect of the residual dose on the
old samples from the terrace deposits in this study are insignificant. It is noted that the silty clay
sample (L552) from the top of section A was much overestimated based on the comparison with the
OSL ages of the underlying sand samples. That some fine grains from the Yellow River were relatively
poorly bleached at deposition time is supported by the residual dose of the modern samples [20,55].
We deduced that fine grains were derived from nearby loess deposits due to storm and gravitational
erosion [60]. Some grains were transported as aggregates, and there is not enough time to expose to
sunlight because of near-distance transport from the source areas and rapid deposition. Relative to the
large OD values of the samples from the floodplain of section A, the terrace deposits have smaller OD
values of 12–31%. For example, there are 52 aliquots of sample L573 measured, and the sample exhibits
log-normal De distribution with the OD value of 24% (Figure 7). The relatively large OD values may be
attributed to the variations in intrinsic brightness among the individual aliquots and the large De values
of the samples [15,61–64] and beta microdosimetry [65]. The difference in luminescence properties
between coarse grains may be attributed to the different sources of the sediments associated with the
Yellow River [55,60,66,67], including some grains from the local weathered sandstone bedrock [68].
In summary, the effect of the residual dose on the terrace samples in this study can be neglected.

As shown in Table 1, the samples from the T2–T6 terraces have the De values (arithmetic mean)
ranging from 228 to 643 Gy, and most of them are >320 Gy. The reliability of the De values obtained in
the high-dose region of dose-response curves has been debated [69–74]. For practical purposes, the 2D0
value (characteristic saturation dose) of a dose response curve fitted with a single saturating exponential
function is usually used as a criterion to evaluate the upper limit for precise age determination [40,74].
However, the D0 value has been found to be varied with the size of the maximum regeneration dose [74].
This is also the case for D01 and D02, when a double-saturating exponential function is applied [75].
In this study, the two typical dose response curves fitted with a double-saturating exponential function
and a saturating exponential plus linear function, respectively, and shown in Figure 4 demonstrate
that the two curves are not fully saturated at the dose of up to 1000 Gy, which are larger than the De
values obtained for our samples. This means that the reliability of the OSL ages for our samples cannot
be evaluated only on the basis of the shapes of the dose-response curves. Furthermore, there are no
independent age controls in this study. In this case, the reliability of the OSL ages obtained for the
terrace samples are assessed in terms of internal stratigraphical consistency of the OSL ages and/or
their geomorphological consistency.

5.2. Terrace Ages and River Incision Rates

The formation ages of terrace treads and straths are constrained by dating the overlying loess and
fluvial deposits between tread and straths and can be inferred from the OSL ages and/or the deposition
rates of the loess and fluvial sediments.

T1: The two fluvial sand samples (L782 and 783) from section B for the T1 terrace were dated
to 41.9 ± 2.7 and 39.8 ± 2.5 ka, respectively, and the overlying loess sample (L784) to 29.1 ± 2.1 ka
(Figures 2B and 3). These ages are in stratigraphic order. The deposition rate of the silt sediments was
calculated to be about 1.1 mm/a for the sediments between the two fluvial samples if errors are not
included in the analysis. If this deposition rate is assumed to be constant for the whole overbank silt
sediments, the formation age of the terrace tread is calculated to be ~36 ka using the deposition rate of
1.1 mm/a, and the age of the silt at the bottom is induced to be about 43 ka. If the deposition rate is also
used for the gravel layer, the age of the terrace strath is inferred to be about 44 ka. The accumulation of
the terrace deposits lasts about 8 ka. This is consistent with the period suggested by Weldon [76] and
Pazzaglia and Brandon [77]. The tread age of ~36 ka is also constrained by the age (29.1 ± 2.1 ka) of the
overlying loess sample (Figure 2B).

T2: The three sand samples (L567, 568 and 569) taken from section C for the T2 terrace (Figures 2C
and 3) were OSL dated to 135 ± 10, 137 ± 8 and 134 ± 15 ka, respectively. They are consistent within
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errors, suggesting that the sand sediments were rapidly deposited. We then deduced that the formation
age of the terrace tread is about 135 ka. If we assume that the deposition of the channel gravels was
rapid or the deposition and strath carving were simultaneous, the strath age is also inferred to be about
135 ka.

T3: The two samples (L570 and 571) from sand lens within the channel gravel facies in section
D for the T3 terrace were from the depths of 9.8 and 4.5 m, respectively, and their OSL ages are
respectively 126 ± 9 and 122 ± 6 ka (Figures 2D and 3). The consistency in age between them indicates a
higher deposition rate for this terrace. Even so, the deposition rate was calculated to be about 1.3 mm/a
based on the ages and the difference in depth between the two samples, and we deduced that the ages
of the tread and strath are about 119 and 129 ka, respectively. The deposition of the fluvial sediments
occurred during about 10 ka.

T4: The two channel sand samples (L556 and 557) from section E for the T4 terrace (Figures 2F
and 3) were determined to be 123 ± 8 and 135 ± 7 ka, respectively. They are not stratigraphically
consistent if errors are excluded in the analysis but are in agreement within error limits. We thus
deduce that the ages of the tread and strath may be both about 130 ka.

T5: The five samples from section F for the T5 terrace (Figures 2F and 3) were dated, and the
two channel sand samples (L572 and 573) were determined to be 139 ± 8 and 139 ± 7 ka, respectively.
The overlying overbank samples (L785 and 786) and the top loess sample (L787) were dated to 187 ± 12,
195 ± 12 and 65 ± 4 ka, respectively. The OSL ages of the overbank deposits are larger than those of the
underlying channel sands, which can be explained by the age overestimation of the overbank deposits.
This is because that the overbank deposits consist largely of reworked bedrock silty-clay pellets which
were not well-bleached prior to burial. Therefore, we infer that the strath and the tread ages of this
terrace are about 139 ka.

T6: A total of six OSL samples were taken from the two sections (sections G and H) for the T6
terrace (Figure 2G,H and Figure 3). In section G, paleosol immediately overlies the channel gravel layer.
The paleosol sample (L558) was dated to 187± 8 ka and the overlying loess sample (L559) to 189 ± 12 ka.
For section H at about 350 m distance from section G, the two channel sand samples (L561 and 562)
were respectively dated to 190 ± 15 and 187 ± 12 ka and the overlying paleosol (L563) and loess (L564)
samples to 187 ± 8 and 189 ± 12 ka, respectively. The OSL ages of the six samples are in agreement
within errors. The actual difference in ages between them may be masked by their errors. In this case,
we deduced that the ages of the tread and strath are about 190 ka.

As discussed above, the luminescence properties of the samples and stratigraphic consistency
of the OSL ages obtained for the terraces appear that the OSL ages are reliable. In order to further
evaluate the reliability of the ages, the strath ages obtained for the terraces and strath elevations above
the modern river level are plotted in Figure 8. It is known that higher strath terraces are generally
formed earlier than lower terraces for a river, implying that the OSL ages of samples from higher
terraces should be older than the ages of lower terraces. From Figure 8, it can be seen that the formation
ages of the straths for the T2, T3, T4 and T5 terraces are very similar, but their elevations increase from
48 m arl for the T2 terrace to 89 m arl for the T5 terrace. The only reasonable explanation for this
situation is that the OSL ages of the fluvial samples from the T3 to T6 terraces were underestimated or
regarded as the minimum ages of these terraces.
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Figure 8. Plot of elevation of strath above the modern river level as a function of strath ages. The error
of 10% was assumed for the inferred strath ages. The OSL ages of the T3 to T6 terraces marked as open
diamonds are obviously underestimated (see text for details). The dash regression line represents a
time-averaged incision rate 0.35 mm/a for the past 135 ka.

The elevation of terrace strath above a modern river level is often used to calculate the mean
bedrock river incision rates [78,79], which in some cases can be used as a proxy for rock-uplift rates [1].
Although Figure 8 shows that the ages of the T3–T6 terraces were underestimated, the strath heights
and ages of the T1 and T2 terraces can be used for calculating the average incision rate for the past 135
ka. The regression of the strath ages versus the elevations for the T1 and T2 terraces above the modern
river level defines a mean incision rate of 0.35 mm/a for the past 135 ka (Figure 8). The incision rate for
the past 44 ka was calculated to be about 0.35 mm/a by dividing the elevation by the age of the T1
terrace. The incision rate of 0.35 mm/a in this study is similar to the rates of 0.34 mm/a for the past
108 ka in the Heiyukou area [20] and 0.35 mm/ka for the past 70 ka in the Hukou area [19] (Figure 1a).
This can be explained by the fact that the Ordos Plateau, an uplifted basin, behaves as a rigid block
(Figure 1a). On the other hand, the incision rate also represents the uplift rates of the block.

5.3. Implication for Dating Fluvial Terraces

Fluvial terraces are morphostratigraphic units, and terrace deposits are channel sand and/or gravel
facies overlain by fine overbank facies deposits bound by bottom strath and upper tread. Loess/paleosol
deposits accumulate on the tread in our studied area (Figure 9). Fluvial terraces are geomorphologically
classified into strath terraces and fill terraces, and the only difference between them is that there is only
a thin layer of fluvial sands or gravels atop bedrock strath surfaces for strath terraces [80]. Practically,
different thicknesses (h1 in Figure 9) of the “thin layer” have been used when a terrace is assigned
as a strath terrace in the field. The thickness varies from about <3 m [4,77,81–83] or <10 m [2,84] or
>10 m [85–87]. Pazzaglia and Brandon [77] proposed the criterion of the thickness of <3 m of coarse
fluvial sediments for strath terraces and considered that this thickness represents the sediments in
transport in a channel and the approximate scour depth during bankfull or larger discharges in a
river the size of their studied river. This implies that the river downcutting and deposition of channel
gravels for a strath terrace are simultaneous, and the thickness of channel gravels for strath terraces is
associated with river size.

As shown in Figure 9, both strath age (ts) and tread age (tt) can be obtained for a terrace. ts refers
to the end of an interval of strath formation [88], and tt represents the last time that overbank or channel
deposition occurred on the strath. ts is often used to calculate the river incision rate [4,77,78,89] and tt

to calculate the age of the deposit and, when displaced by tectonic, the slip rate of faulting [13,90,91]
or strath incision rate [90]. As mentioned above, typical terrace deposits include channel gravels
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unconformably overlying bedrock strath, both generally covered by fine-grained overbank sediments.
The overbank deposits may be in unconformable contact with the underlying channel gravels because
of erosion; also, when gravels are exposed to air due to river downcutting. The strath ages are often
inferred from the ages of the directly overlying fluvial sediments, assuming that the sediments are
intimately associated with the beveling of the strath surface and considering that the sediments and
the strath have correlative ages [16]. It is noted that the tread ages refer to the timing of abandonment
of the tread, not the ages for the deposition of the terrace deposits. The ages can be inferred from the
ages of overlying loess and overbank deposits (Figure 9) for some terraces.

 

Figure 9. Photograph of an exposure in the Heiyukou area showing the lithostratigraphic units of
a fluvial terrace of the Yellow River (flow south (S)) and the boundaries between the units. It also
shows the difference (Δ) between the formation ages (ts and tt) of the strath, and the tread varies from
terrace to terrace. h, h1 and h2 represent, respectively, the thickness of the terrace deposits, channel
gravels and overbank sediments, h = h1 + h2 (see text for details). The upper overbank facies may be
in unconformable contact with underlying channel facies because of erosion or depositional hiatus.
The gate (about 2-m-wide) of a cave house excavated in loess provides a scale.

Figure 2 shows that the terrace types and the relationship among the ages of strath, tread, fluvial
terrace deposits and overlying loess are complicated. This is supported by those for the terrace sections
at other localities along the banks of the Jinshan Canyon previously investigated [18–20]. Almost all of
the terrace deposits for these Yellow River terraces are composed of channel gravels and overbank
silts, and these fluvial deposits are mantled by loess/paleosol. Single layers of channel gravels for
most of the terraces are >3-m-thick, even up to 20 m, and the thickness of the overbank silts varies
from 0 to about 10 m. For the higher terraces (T2–T6 in Figure 3, and the corresponding sections in
Figure 2C–F,H) in this study, the OSL ages of the fluvial samples from each section are older than 100 ka
and consistent within errors. The consistency may be attributed to the fact that (1) the age differences
between samples are less than their errors or (2) the upper age limits of OSL dating for the samples
are reached. The above discussion implies that the formation ages of terrace strath and tread can be
inferred based on deposition rate and thickness of terrace deposits, regardless of terrace types. Using
deposition rates to infer strath ages can overcome the potential age underestimation caused by dating
samples from thick-fill terraces [4,77]. For older terraces, the accumulation time of fluvial sediment
atop terrace strath may be negligible relative to the formation ages of terrace strath, meaning that
the ages of terrace deposits are approximately equal to the formation ages of terrace strath and tread.
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All the above analyses suggest that terrace deposits should be systemically sampled for dating when
dating fluvial terraces. Additionally, the ages of overlying loess deposits are often regarded as strath
ages [92,93]. Sections B and F in this study show that the burial ages of loess are much younger than
the underlying fluvial deposits, but other sections indicate that the ages of the two types of sediments
are almost similar. This implies that whether the ages of terrace loess are approximately equal to the
fluvial sediments varies from terrace to terrace. On the other hand, the age of terrace loess can at least
be used to constrain the tread age. Here, it should be pointed out that the formation of terrace strath or
tread should be specified when we report the formation ages of fluvial terraces.

6. Conclusions

In the Baode area in the middle reaches of the Yellow River, seven fluvial terraces (T1 to T7) were
identified in the field based on the presence of fluvial sediments and the elevation of terrace straths
observed on nine sediment exposures, and the thicknesses of fluvial sediments on these terraces are
about 10–16 m. Twenty-five samples for OSL dating using the SAR protocol on quartz grains were
collected from the terraces, except for the highest terrace (T7), whose age is beyond the upper limit
of OSL dating, and they were dated to ~2–200 ka. The luminescence properties of the samples and
stratigraphic consistency demonstrate that the OSL ages obtained appear to be reliable. However, the
geomorphologic evidence shows that the ages (>120 ka) of the fluvial samples from the higher terraces
(T3 to T6) should be underestimated, because these ages are generally similar to those of the samples
from the lower terrace (T2). Based on the deposition rate of fluvial sediments atop the straths, we infer
that the formation ages of both terrace strath and tread are, respectively, about 44 ka and 36 ka for the
T1 terrace, and the strath and tread of the T2 terrace has the same formation age of about 135 ka. Based
on our previous investigations on the Yellow River terrace and the results in this study, we argue that
the formation ages of terrace straths and treads calculated using deposition rates of terrace fluvial
sediments may be more accurate than those obtained from a single age of one sample. The incision
rate was calculated to be about 0.35 mm/ka for the past 135 ka. This is similar to the rates for the past
108 ka in the Heiyukou area and for the past 70 ka in the Hukou area in the middle reaches of the river,
implying the uplift rates of the Ordos Plateau as a rigid block.
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