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The present Special Issue, 'Entropy and Non-Equilibrium Statistical Mechanics', consists of seven original research papers. Although the issue has a long history, still it remains as one of the most fundamental subjects in physics. These seven papers actually cover various latest relevant topics, ranging from gravity as an entropic force to exotic statistics, including conservation laws, dynamics generated by entropy production, quantum measurements and the limits on the constitutive laws in classical gaseous systems.

We hope that the Special Issue will be able to play a role in further progress to come in the future.
In this paper, 'Classical Model of Quons', by G. Kaniadakis and A. M Scarfone [1] by using a kinetic interaction principle an evolution equation describing quons statistics is proposed by properly generalizing the inclusion/exclusion principle of standard boson and fermion statistics. In this way, a nonlinear Fokker-Planck equation for quons particles of type I and type II is introduced and the corresponding steady distribution is derived.

The paper 'Statistics of the Bifurcation in Quantum Measurement', by K.-E. Eriksson and K. Lindgren [2], deals with a quantum measurement of a two-level system improving the already known methods, basing the analysis of the interaction with the measurement device on the quantum field theory. In this way, a microscopic details of the measurement apparatus affect the process so that it takes the eigenstates of the measured observable by recording the corresponding measurement result.

The paper written by R. Kovács [3] deals with the experiments on rarefied gases. The generalized system of Navier-Stokes-Fourier equations is presented, which is required to model the ballistic effects appearing in gases at low pressures. The experimental evaluation consists of the investigation of scaling properties of models originating from the kinetic theory and continuum thermodynamics, especially emphasizing the importance of mass density dependence of material properties.

In the paper 'A Note on the Entropy Force in Kinetic Theory and Black Holes' by R. A. Treumann and W. Baumjohann [4] is derived a kinetic equations of a large system of particles including a collective integral term to the Klimontovich equation for the evolution of the signle-particle distribution function. The integral character of this equation transforms the basic signle particle kinetics into an
integro-differential equation showing that not only the microscopic forces but the hole system gets its probability distribution in a holistic way.

In their paper [5], motivated by the contact geometric structure in thermodynamics, V. Klika, M. Pavelka, P. Vágner, and M. Grmela present an approach to multilevel modeling based on the recognition that the state variables and their conjugate variables are independent. That procedure is called Dynamic MaxEnt, and demonstrated on various examples from continuum physics such as hyperbolic heat conduction and magnetohydrodynamics.

In the paper 'A Fourth Order Entropy Stable Scheme for Hyperbolic Conservation Laws' [6], Xiaohan Cheng presents the development of a numerical procedure with fourth order accuracy in order to solve hyperbolic system of partial differential equations of conservative form, for one-dimensional situations. Here, the novelty is to endow great importance for the entropy balance equation in updating the state variables, thus the numerical compatibility with the second law of thermodynamics is ensured. Its efficiency is demonstrated on several examples, e.g., on shock tubes and on the nonlinear Burgers equation.

In the paper [7], Ou, Yokoi and Abe note a possible diversity of baths in quantum thermodynamics. They discuss the isoenergetic processes in terms of the concept of weak invariants, where the time-dependent Hamiltonian is a weak invariant associated with a relevant master equation. In particular, they analyze as an explicit example the finite-time isoenergetic process of the nonequilibrium dissipative system of the Pauli spin in a varying external magnetic field based on the Lindblad master equation.

Acknowledgments: We would like to express our gratitude to the Editorial Board of Entropy for they helpful attitude and also to the Authors who made this Special Issue successful.
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#### Abstract

By using the kinetic interaction principle, the quons statistics in the framework of kinetic theory is introduced. This is done by properly generalizing the inclusion/exclusion principle of standard boson and fermion statistics within a nonlinear classical model. The related nonlinear Fokker-Planck equation is introduced and the corresponding steady distribution describing quons statistics of type I and type II is derived.


Keywords: classical model of boson and fermion statistics; inclusion/exclusion principle; nonlinear Fokker-Planck equation; type I quon statistics; type II quon statistics

## 1. Introduction

As is well known, one of the most fundamental theorems in quantum field theory and in quantum statistical mechanics, at the basis of many physical and chemical phenomena, is the spin-statistics theorem stated by Pauli [1,2].

This theorem fixes the statistical behavior of a many-body quantum system according to its spin. Bosons are integer spin particles whose creation and annihilation operators obey bilinear commutation relations. Their many-body wave function is symmetrical and the occupation number of particle in a given state is unlimited. On the opposite side, fermions are half-integer spin particles whose creation and annihilation operators obey bilinear anti-commutation relations. Their many-body wave function is anti-symmetric and the occupation number of the particle in a given state can never exceed the unity.

Experimental tests [3-5] have placed a straight limit to the possible violations of this theorem so that, today, it is widely accepted that elementary particles can be only bosons or fermions.

However, statistical deviations from bosons or fermions can be observed in quasi-particle excitations that occur in various condensed matter systems. Therefore, the study of physical systems that obey non-conventional statistics is one of the pillars of contemporary statistical physics [6-12]. Their interest spans from the theoretical foundation of generalized statistical mechanics [13,14], Fermi gas superfluid [15], high-temperature gas [16] and high- $T_{c}$ superconductivity [17], Laughlin particle with fractional charge related to fractional quantum Hall effect [18,19], Josephson junctions [20] and applications to quantum computation [21,22].

Basically, there are two different approaches to introduce non-conventional statistics. The first one is by modifying the bilinear algebraic relation between creation and annihilation operators and therefore the exchange factor between permuted particles. The second is by modifying the number of possible ways to put particles in a collection of single-particles state.

Within the first method we find: parastatistics [23], obtained by generalizing, respectively, the bilinear commutative and anti-commutative relation of creation annihilation operators in trilinear relation for para-Boson and para-Fermion; quons statistics of type I [24,25], with asymmetric $q$-numbers and type II $[26,27]$, with symmetric $q$-numbers, obtained in the framework of $q$-deformed
harmonic oscillator based on $q$-calculus [28]; fractional statistics of anyons [29-31] that are topological bi-dimensional quasi-particles derived in the framework of quantum groups arising from the study of quantum integrable systems and Yang-Baxter equation; Majorana fermions quasiparticles [32]; and Gentilionic statistics [33], obtained by using the permutation group theory with the indistinguishability principle of identical particles in the framework of non relativistic quantum mechanics.

Differently, within the second approaches we find: Haldane-Wu statistics [34,35], including semion [36], obtained by generalizing Pauli exclusion principle; intermediate statistics by Gentile [37], derived in a thermodynamical context by assuming that the maximum occupation particle number of an energy level is between one (standard fermions) and infinity (standard bosons); and more recently the interpolating boson-fermion statistics [38-42], used to study non relativistic quantum systems that obey to a generalized inclusion/exclusion principle, obtained by modifying the dependency of the transition probability from the occupation particle number of the starting and the arriving site [43,44].

In this paper, we propose an algebraic approach to introduce non-conventional statistics within a semiclassical kinetic framework. Following the kinetic interaction principle proposed in [43], which fixes the form of the transition probability $\pi\left(t, v_{i} \rightarrow v_{i+1}\right)$ in such a way to take into account its dependence on the particle population of the starting site $a\left(f_{i}\right)$ and of the arrive site $b\left(f_{i+1}\right)$, we obtain a nonlinear Fokker-Planck equation describing the particle evolution.

In standard boson and fermion statistics, the inclusion/exclusion principle is taken into account by the relation

$$
\begin{equation*}
b(f) \mp a(f)=1 \tag{1}
\end{equation*}
$$

In fact, when, $a(f)=f$ is fixed, it follows $b(f)=1 \pm f$, and the Bose (+) and Fermi (-) factors are obtained.

The relation (1) can be generalized in

$$
\begin{equation*}
b(f) \oplus a(f)=1 \tag{2}
\end{equation*}
$$

where $x \oplus y$ is a deformed composition law, depending on a deformation parameter $\xi$, and is reduced to the standard sum and subtraction in a suitable limit $\xi \rightarrow \xi_{0}$. Equation (2) defines the functional dependence between $a(f)$ and $b(f)$, and fixes the steady particle distribution. The relationship between the generalized composition law $x \oplus y$ and the induced statistics is the main goal of this work.

The plane of the paper is as follows. In the next Section 2, we briefly recall the kinetic interaction principle used to introduce the nonlinear Fokker-Planck equation governing the time evolution of the particles system toward the equilibrium. Section 3 contains our main result. Non-conventional statistics are introduced by means of a generalized composition law between the functions $a(f)$ and $b(f)$, which introduces nonlinear terms in the Fokker-Planck equation and then modifies substantially its steady state solution. Several well known statistics can be easily derived within this algebraic approach and new statistics can be obtained through the introduction of suitable composition laws. This is discussed in the subsequent Sections 4 and 5, which introduce, within the present formalism, type II quons statistics and type I quons statistics, respectively. In the last Section 6 we report our conclusions.

## 2. The Exclusion-Inclusion Principle

Let us consider a classical stochastic Markovian process in the $n$-dimensional velocity space. It is described by the distribution function $f \equiv f(t, v)$ which obeys the Pauli master equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\int\left[\pi\left(t, v^{\prime} \rightarrow v\right)-\pi\left(t, v \rightarrow v^{\prime}\right)\right] d^{n} v^{\prime} \tag{3}
\end{equation*}
$$

According to the kinetic interaction principle the transition probability $\pi\left(t, v \rightarrow v^{\prime}\right)$, from the site $v$ to the site $v^{\prime}$, can be written in

$$
\begin{equation*}
\pi\left(t, v \rightarrow v^{\prime}\right)=W\left(t ; v, v^{\prime}\right) a(f(v)) b\left(f\left(v^{\prime}\right)\right) \tag{4}
\end{equation*}
$$

This quantity defines a special interaction between the particles of the system that involve, separately and/or together, the two-particle bunches entertained at the start and arrival sites. It is factorized into the product of three terms. The first term $W\left(t ; v, v^{\prime}\right)$ is the transition rate that depends on the nature of the interaction between the particles and the bath, and is a velocity function of the starting $v$ and arrival $v^{\prime}$ sites. The second factor $a(f) \equiv a(f(v))$ is an arbitrary function of the particle population of the starting site and satisfies the condition $a(0)=0$ because, if the initial site is empty, the transition probability is equal to zero. Without loss of generality, we can always impose on $a(f)$ the further condition $a(1)=1$ by re-scaling the function $a(f)$ and opportunely redefining the quantity $W\left(t ; v, v^{\prime}\right)$. The last factor $b(f) \equiv b(f(v))$ is an arbitrary function of the arrival site population and satisfies the condition $b(0)=1$ since the transition probability does not depend on the arrival site if, in it, particles are absent. The expression of the function $b(f)$ plays a very important role as it allows us to introduce a sort of inclusion/exclusion effect in the system stimulating or inhibiting the transition to the arrival site, as a consequence of the interactions originated from collective effects.

Accounting for Equation (4), by using the Kramer-Moyal expansion, the Pauli master equation can be transformed in the following Fokker-Planck equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\nabla \cdot\left[D a(f) b(f) \nabla\left(\beta U+\ln \frac{a(f)}{b(f)}\right)\right] \tag{5}
\end{equation*}
$$

where $\boldsymbol{\nabla} \equiv\left(\partial / \partial v_{1}, \ldots, \partial / \partial v_{n}\right)$ is the gradient operator in the velocity space, $D$ is the diffusion coefficient, $\beta=1 / k_{\mathrm{B}} T$ the inverse temperature and $U=\frac{1}{2} m v^{2}$ is the single particle kinetic energy.

Equation (5) can be rewritten in

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\nabla \cdot(D m \beta \gamma(f) v+D \Omega(f) \nabla f) \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma(f)=a(f) b(f) \tag{7}
\end{equation*}
$$

affects the drift current $j_{\text {drift }}=D m \beta \gamma(f) v$, while

$$
\begin{equation*}
\Omega(f)=b(f) \frac{\partial a(f)}{\partial f}-a(f) \frac{\partial b(f)}{\partial f} \tag{8}
\end{equation*}
$$

models the diffusion current $j_{\text {diff }}=D \Omega(f) \nabla f$. The functions $\gamma(f)$ and $\Omega(f)$ are scalar quantities depending only on $f(t, v)$. In this way, both drift and diffusion current depend, in a nonlinear manner, on the distribution function through the population of the starting and arrival site.

The stationary distribution of the system described by Equation (5) follows from the condition

$$
\begin{equation*}
\frac{\partial f}{\partial t}=0 \tag{9}
\end{equation*}
$$

that, without loss of generality, implies the reletion

$$
\begin{equation*}
\beta U+\ln \frac{a(f)}{b(f)}=\beta \mu \tag{10}
\end{equation*}
$$

where $\mu$ is a constant. This last, can be rewritten in

$$
\begin{equation*}
\frac{a(f)}{b(f)}=e^{-\epsilon} \tag{11}
\end{equation*}
$$

which defines implicitly the statistical distribution of the steady state of the system, where $\epsilon=$ $\beta(U-\mu)$, with $\mu$ the chemical potential fixed by the normalization of the distribution function.

As well known, Fokker-Planck equation (5) is strictly related to a generalized entropic form, as discussed in [43], so that the steady state obtained from Equation (11) can also be obtained starting from an optimizing program performed to the corresponding entropic form.

## 3. Generalized Exclusion-Inclusion Principle

The kinetics of already known statistics can be derived from ansatz (4) by choosing opportunely the functions $a(f)$ and $b(f)$. For instance, the bosons and fermions statistics follow, in the quasi-classical picture, by posing

$$
\begin{align*}
& a(f)=f  \tag{12}\\
& b(f)=1 \pm f \tag{13}
\end{align*}
$$

The corresponding Fokker-Planck equation for quasi-classical Bose and Fermi particles reads

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\nabla \cdot(D m \beta f(1 \pm f) v+D \nabla f) \tag{14}
\end{equation*}
$$

that describes a drift-diffusion process with a constant diffusive current, being $\Omega(f)=1$, and a nonlinear drift term. The corresponding steady state

$$
\begin{equation*}
f(\epsilon)=\frac{1}{e^{\epsilon} \mp 1} \tag{15}
\end{equation*}
$$

follows by solving Equation (11) with the position (12) and (13).
To go one step further and introduce more general statistics, let us observe that Equation (13) actually may be rewritten in the two equivalent forms

$$
\begin{equation*}
b(f)=1 \pm a(f) \tag{16}
\end{equation*}
$$

or, alternatively

$$
\begin{equation*}
b(f)=a(1 \pm f) \tag{17}
\end{equation*}
$$

However, it is easy to see that, although both of these formulations are equivalent for $a(f)=f$, for another choice of $a(f)$ different from the identity, Equations (16) and (17) in general do not coincide.

To overcome this problem and have a consistent relationship between the functions $a(f)$ and $b(f)$, we introduce a generalized operation $x \oplus y$ to denote a new composition law between real numbers, hereinafter named deformed sum. It depends on a deformation parameter $\xi$ such that the generalized sum $\oplus$ reduces to the ordinary sum + in a suitable limit $\xi \rightarrow \xi_{0}$, that is $x \oplus y \rightarrow x+y$.

Reasonably, a deformed sum $x \oplus y$ should preserve the main proprieties of standard sum like commutativity, $x \oplus y=y \oplus x$; associativity $x \oplus(y \oplus z)=(x \oplus y) \oplus z$; the existence of neutral element $x \oplus 0^{*}=0^{*} \oplus x=x$; the opposite $x \oplus \bar{x}=\bar{x} \oplus x=0^{*}$, where, in general, $0^{*} \neq 0$ and $\bar{x} \neq-x$. Equipped with these properties, the algebraic structure $\mathcal{A} \equiv(\oplus: \Re \times \Re \rightarrow \Re)$ forms an Abelian group.

In this way, a deformed subtraction can be introduced as the inverse operation of the deformed sum, that is $x \ominus y \equiv x \oplus \bar{y}$.

Within the algebra $\mathcal{A}$, we can generalize Equations (16) and (17) in

$$
\begin{align*}
& b(f)=1 \oplus a(f),  \tag{18}\\
& b(f)=a(c \pm f), \tag{19}
\end{align*}
$$

where $c$ is a constant depending on the deformation parameter that must reduce to the identity in the $\xi \rightarrow \xi_{0}$ limit.

Consistently, by requiring that both Equations (18) and (19) define the same function $b(f)$ for any choice of $a(f)$, we obtain the following functional equation

$$
\begin{equation*}
1 \oplus a(f)=a(c \pm f) \tag{20}
\end{equation*}
$$

Thus, the generalized composition $\oplus$ fixes univocally the function $a(f)$. In fact, by posing

$$
\begin{equation*}
x \oplus y=a\left(a^{-1}(x) \pm a^{-1}(y)\right) \tag{21}
\end{equation*}
$$

we easily realize that Equations (18) and (19) coincide each to the other whenever we choose $c=a^{-1}(1)$.
According to definition (21), the neutral element is given by $0^{*} \equiv a(0)$ while the opposite is $\bar{x} \equiv a\left(-a^{-1}(x)\right)$.

Clearly, Equation (20) imposes $a(f)$, and then $b(f)$, to depend on the deformation parameter too so that, as expected in the $\xi \rightarrow \xi_{0}$ limit, these functions behave like $a(f) \rightarrow f$ and $b(f) \rightarrow 1 \pm f$, respectively.

Notice also that ansatz (21) requires that $a(x)$ be monotonic, and then invertible, function at least in the range $[0,1]$ of a distribution function.

Based on the algebra $\mathcal{A}$, we can introduce several relevant generalized functions. Among them, the generalized exponential $E(x) \in \Re^{+}$, defined in

$$
\begin{equation*}
E(x)=\exp \left(a^{-1}(x)\right) \tag{22}
\end{equation*}
$$

that satisfies the relation

$$
\begin{equation*}
E(x \oplus y)=E(x) E(y) \tag{23}
\end{equation*}
$$

as well as its inverse function, the generalized logarithm $L(x)$ for $x \in \Re^{+}$, with $L(E(x))=E(L(x))=x$, defined in

$$
\begin{equation*}
L(x)=a(\ln (x)) \tag{24}
\end{equation*}
$$

that satisfies the dual relation

$$
\begin{equation*}
L(x y)=L(x) \oplus L(y) \tag{25}
\end{equation*}
$$

In the $\xi \rightarrow \xi_{0}$ limit, in which $\oplus$ reduces to the standard sum, both the functions $E(x)$ and $L(x)$ reduce to the standard exponential and logarithm, respectively and Equations (23) and (25) reproduce the well know algebraic relation of standard exponential and logarithm functions.

## 4. Type II Quons

Within the formalism introduced above, let us now derive some statistics starting from deformed algebras already proposed in literature.

To start with, let us consider the $\kappa$-sum [43] defined in

$$
\begin{equation*}
x \oplus y=x \sqrt{1+\kappa^{2} y^{2}}+y \sqrt{1+\kappa^{2} x^{2}} \tag{26}
\end{equation*}
$$

whose deformation parameter $\xi \equiv \kappa$ is limited to $|\kappa| \leq 1$ and the $\kappa$-sum recovers the standard sum in the $\kappa \rightarrow 0$ limit.

The above $\kappa$-sum is the momenta relativistic additivity law of special relativity and plays a central role in the construction of $\kappa$-statistical mechanics [45].

According to Equation (21), the function $a(x)$ should be determined from the relation

$$
\begin{equation*}
a^{-1}(x \oplus y)=a^{-1}(x)+a^{-1}(y) \tag{27}
\end{equation*}
$$

In order to solve this functional equation we use the following identity

$$
\begin{equation*}
x=\frac{1}{\mathcal{K}} \sinh (\operatorname{arcsinh}(\kappa x)), \tag{28}
\end{equation*}
$$

in the r.h.s. of Equation (26) that becomes

$$
\begin{align*}
x \oplus y= & \frac{1}{\kappa} \sinh (\operatorname{arcsinh}(\kappa x)) \sqrt{1+(\sinh (\operatorname{arcsinh}(\kappa y)))^{2}} \\
& +\frac{1}{\kappa} \sinh (\operatorname{arcsinh}(\kappa y)) \sqrt{1+(\sinh (\operatorname{arcsinh}(\kappa x)))^{2}} \\
= & \frac{1}{\kappa} \sinh (\operatorname{arcsinh}(\kappa x)) \cosh (\operatorname{arcsinh}(\kappa y))+\frac{1}{\kappa} \sinh (\operatorname{arcsinh}(\kappa y)) \cosh (\operatorname{arcsinh}(\kappa x)) \\
= & \frac{1}{\kappa} \sinh (\operatorname{arcsinh}(\kappa x)+\operatorname{arcsinh}(\kappa y)) . \tag{29}
\end{align*}
$$

This means that

$$
\begin{equation*}
\operatorname{arcsinh}(\kappa(x \oplus y))=\operatorname{arcsinh}(\kappa x)+\operatorname{arcsinh}(\kappa y) \tag{30}
\end{equation*}
$$

which forces us to define

$$
\begin{equation*}
a^{-1}(x)=\frac{1}{\kappa} \operatorname{arcsinh}(\kappa x) \Rightarrow a(x)=\frac{\sinh (\kappa x)}{\kappa} . \tag{31}
\end{equation*}
$$

It is worth observing that function $a(x)$, derived in our approach within the $\kappa$-algebra, has already been studied in literature starting from [26,27] where quon statistics of type II has been introduced from a Hermitian version of the $q$-oscillator algebra of creation and annihilation operators.

In fact, recalling that algebra of type II quons is based on the symmetric $q$-numbers

$$
\begin{equation*}
[x]=\frac{q^{x}-q^{-x}}{q-q^{-1}} \tag{32}
\end{equation*}
$$

which are invariant under the exchange $q \rightarrow 1 / q$; it is easy to verify as definition (32) is related to function (31) according to

$$
\begin{equation*}
[x]=\frac{a(x)}{a(1)} \tag{33}
\end{equation*}
$$

with $\kappa=\ln q$.
Within the $\kappa$-algebra the generalized exponential reads $E(x) \equiv \exp _{\kappa}(x)$ and analogously the generalized logarithm reads $L(x) \equiv \ln _{\kappa}(x)$, where

$$
\begin{align*}
& \exp _{\kappa}(x)=\left(\sqrt{1+\kappa^{2} x^{2}}+\kappa x\right)^{1 / \kappa}  \tag{34}\\
& \ln _{\kappa}(x)=\frac{x^{\kappa}-x^{-\kappa}}{2 \kappa} \tag{35}
\end{align*}
$$

and fulfill relations (23) and (25), respectively, with the $\kappa$-sum given in (26).
The deformed-subtraction is given in

$$
\begin{equation*}
x \ominus y \equiv x \sqrt{1+\kappa^{2} y^{2}}-y \sqrt{1+\kappa^{2} x^{2}} \tag{36}
\end{equation*}
$$

being, in this case, $0^{*} \equiv 0$ and $\bar{x} \equiv-x$.
The function $a(f)$ given in Equation (31) defines univocally the function $b(f)$ throughout Equations (18) or (19) with $c=\operatorname{arcsinh}(\kappa) / \kappa$.

Therefore, the nonlinear kinetic underling type II quons statistics is depicted by a linear Fick diffusive current

$$
\begin{equation*}
j_{\mathrm{diff}}=D \nabla f \tag{37}
\end{equation*}
$$

with a constant diffusive coefficient. In fact, it is straightforward to verify from Equation (8) that in this case $\Omega=1$ [46]. Thus, like standard bosons and fermions, type II quons also undergo classical diffusive process governed by a linear diffusion current.

The corresponding nonlinear Fokker-Planck equation becomes

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\nabla(D m \beta \gamma(f) v+D \nabla f) \tag{38}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma(f)=\gamma_{+} e^{2 \kappa f}+\gamma_{-} e^{-2 \kappa f}+\gamma_{0} \tag{39}
\end{equation*}
$$

with

$$
\begin{equation*}
\gamma_{+}=\frac{ \pm \sqrt{1+\kappa^{2}}+\kappa}{4 \kappa^{2}}, \quad \gamma_{-}=\frac{ \pm \sqrt{1+\kappa^{2}}-\kappa}{4 \kappa^{2}}, \quad \gamma_{0}=-\gamma_{+}-\gamma_{-} . \tag{40}
\end{equation*}
$$

The steady state follows from Equation (11), that in this case reads

$$
\begin{equation*}
\frac{\sinh (\kappa f)}{\sinh (\operatorname{arcsinh}(\kappa) \pm \kappa f)}=e^{-\epsilon} \tag{41}
\end{equation*}
$$

that solved for $f(\epsilon)$ gives

$$
\begin{equation*}
f(\epsilon)=\frac{1}{\kappa} \operatorname{arctanh}\left(\frac{\kappa}{e^{\epsilon} \mp \sqrt{1+\kappa^{2}}}\right) . \tag{42}
\end{equation*}
$$

As easy check, in the $\kappa \rightarrow 0$ limit, functions $a(f)$ and $b(f)$ reduce to the one of standard bosons and fermions (12) and (13), as well as the nonlinear Fokker-Planck equation (38) reduces to Equation (14) and, in the same limit, the steady state (42) reproduces distribution (15).

## 5. Type I Quons

As known, type I quons firstly studied in [23], are based on the asymmetric version of $q$-numbers

$$
\begin{equation*}
[x]_{q}=\frac{q^{x}-1}{q-1} \tag{43}
\end{equation*}
$$

that is strictly related to the $q$-calculus introduced by Jackson [28]. In the present context, type I quons can be derived starting from the following deformed sum

$$
\begin{equation*}
x \oplus y=x+y+(q-1) x y \tag{44}
\end{equation*}
$$

emerging also in the context of generalized statistical mechanics [47]. The deformation parameter $\xi \equiv q$, is restricted to $q \geq 0$ and the $q$-sum recovers the standard sum in the $q \rightarrow 1$ limit.

Equation (44) can be rewritten in

$$
\begin{equation*}
x \oplus y=\frac{[1+(q-1) x][1+(q-1) y]-1}{q-1} \tag{45}
\end{equation*}
$$

so that

$$
\begin{equation*}
1+(q-1)(x \oplus y)=[1+(q-1) x][1+(q-1) y] \tag{46}
\end{equation*}
$$

which forces us to define the quantity

$$
\begin{equation*}
a^{-1}(x)=\frac{1}{\ln q} \ln (1+(q-1) x) \tag{47}
\end{equation*}
$$

and its inverse $a(x)$ coincides with function defined in Equation (43), that is

$$
\begin{equation*}
a(x) \equiv[x]_{q} . \tag{48}
\end{equation*}
$$

Asymmetric $q$-numbers have been employed in [23-25] to introduce quon statistics of type I starting from the $q$-generalization of the quantum oscillator algebras of creation and annihilation operators, like for the type II.

However, the algebra of asymmetric $q$ numbers differs from those of the symmetric one since

$$
\begin{equation*}
\overline{[x]}_{q}=-q^{-x}[x]_{q}, \tag{49}
\end{equation*}
$$

being, in general $0^{*}=0$ and

$$
\begin{equation*}
\bar{x}=-\frac{x}{1+(q-1) x}, \tag{50}
\end{equation*}
$$

that is, the opposite in $\mathcal{A} \equiv\left(\oplus_{q}, \Re\right)$ does not coincides with the opposite of the ordinary algebras in $\Re$ like in the symmetric case.

Within the $q$-algebra the generalized exponential reads $E(x) \equiv \exp _{q}(x)$ and analogously the generalized logarithm reads $L(x) \equiv \ln _{q}(x)$ where

$$
\begin{align*}
& \exp _{q}(x)=(1+(q-1) x)^{1 / \ln q}  \tag{51}\\
& \ln _{q}(x)=\frac{q^{\ln x}-1}{q-1} \tag{52}
\end{align*}
$$

that are strictly related to the $q$-exponential and $q$-logarithm introduced in the generalized statistical mechanics [47] and fulfill relations (23) and (25), respectively, with the $q$-sum given in (44).

The function $a(f)$ given in Equation (48) defines univocally the function $b(f)$ throughout Equations (18) or (19) with $c=1$. However, in this case due to relation (49), we must separate the case of boson-like quons, with

$$
\begin{equation*}
b(f)=1+q[f]_{q}, \tag{53}
\end{equation*}
$$

from the case of fermion-like quons, with

$$
\begin{equation*}
b(f)=1-q^{1-f}[f]_{q} \tag{54}
\end{equation*}
$$

### 5.1. Bosons-Like Quons

The kinetic of boson-like quons is depicted by the nonlinear Fokker-Planck equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\nabla\left(D m \beta \gamma_{\text {Bose }}(f) v+D \Omega_{\text {Bose }}(f) \nabla f\right) \tag{55}
\end{equation*}
$$

with a nonlinear drift term

$$
\begin{equation*}
\gamma_{\text {Bose }}(f)=\gamma_{2} q^{2 f}+\gamma_{1} q^{f}+\gamma_{0} \tag{56}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{2}=\frac{q}{(q-1)^{2}}, \quad \gamma_{1}=-\frac{1+q}{(q-1)^{2}}, \quad \gamma_{0}=-\gamma_{2}-\gamma_{1} \tag{57}
\end{equation*}
$$

and a nonlinear diffusive term

$$
\begin{equation*}
\Omega_{\text {Bose }}(f)=\frac{\ln q}{q-1} q^{f} \tag{58}
\end{equation*}
$$

that reduces to a constant $\Omega_{\text {Bose }}(f) \rightarrow 1$ in the $q \rightarrow 1$ limit. Therefore, differently from the symmetric case, Boson-like type I quons undergo classical diffusive process governed by a nonlinear diffusion current.

The steady state classical Boson-like quons follows from Equation (11) that in this case reads

$$
\begin{equation*}
\frac{q^{f}-1}{q^{1+f}-1}=e^{-\epsilon} \tag{59}
\end{equation*}
$$

that solved for $f(\epsilon)$ gives

$$
\begin{equation*}
f_{\text {Bose }}(\epsilon)=\frac{1}{\ln q} \ln \frac{e^{\epsilon}-1}{e^{\epsilon}-q} . \tag{60}
\end{equation*}
$$

As expected, in the $q \rightarrow 1$ limit, the steady state of the Boson-like quons (60) reduces to the stationary distribution of bosons.

### 5.2. Fermions-Like Quons

The kinetic of fermion-like quons is depicted by the nonlinear Fokker-Planck equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\nabla\left(D m \beta \gamma_{\mathrm{Fermi}}(f) v+D \Omega_{\mathrm{Fermi}}(f) \nabla f\right) \tag{61}
\end{equation*}
$$

with a nonlinear drift term

$$
\begin{equation*}
\gamma_{\text {Fermi }}(f)=\gamma_{+} q^{f}+\gamma_{-} q^{-f}+\gamma_{0} \tag{62}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{+}=-\frac{1}{(q-1)^{2}}, \quad \gamma_{-}=-\frac{q}{(q-1)^{2}}, \quad \gamma_{0}=-\gamma_{+}-\gamma_{-} \tag{63}
\end{equation*}
$$

and a nonlinear diffusive term

$$
\begin{equation*}
\Omega_{\mathrm{Fermi}}(f)=\omega_{0}+\omega_{+} q^{f}+\omega_{-} q^{-f} \tag{64}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{0}=\frac{2 q \ln q}{(q-1)^{2}}, \quad \omega_{+}=-\frac{\ln q}{(q-1)^{2}}, \quad \omega_{-}=-\frac{q \ln q}{(q-1)^{2}} \tag{65}
\end{equation*}
$$

and reduces to a constant $\Omega_{\text {Fermi }}(f) \rightarrow 1$ in the $q \rightarrow 1$ limit. Again, type I quons undergo classical diffusive process governed by a nonlinear diffusion current.

The steady state now follows from relation

$$
\begin{equation*}
\frac{q^{f}-1}{q^{1-f}-1}=e^{-\epsilon} \tag{66}
\end{equation*}
$$

that solved for $f(\epsilon)$ gives

$$
\begin{equation*}
f_{\text {Fermi }}(\epsilon)=\frac{1}{\ln q} \ln \left(\frac{1-e^{-\epsilon}}{2}+\sqrt{\left(\frac{1-e^{-\epsilon}}{2}\right)^{2}+q e^{-\epsilon}}\right) \tag{67}
\end{equation*}
$$

and reduces to the stationary distribution of fermion particles in the $q \rightarrow 1$ limit.

## 6. Conclusions

In this paper we have proposed an algebraic approach to study many body particle systems obeying a non-conventional statistics, in the semiclassical picture. A nonlinear Fokker-Planck equation, describing the kinetic of collectively interacting particles, has been obtained according to a kinetic interaction principle. The particle current is fixed by the two functions $a(f)$ and $b(f)$ that regulate the transition probability from the departing site to the arrival site in a way that depends only on the population of the initial and final sites, respectively. In this formalism, bosons-like and fermions-like particles follow from a very easy assumption on the function $a(f)$ and $b(f)$ by means of a generalized version of the inclusion/exclusion principle given by $b(f) \oplus a(f)=1$, with $b(f)=a(c \pm f)$ for a generalized composition law that fixes the form of the functions $a(f)$, and then $b(f)$, and consequently fixes the steady particle distribution.

Following this approach, we have studied boson-like and fermion like quons of type II [26], whose underling algebra is related with the generalized sum (26), as well as boson-like and fermion like quons of type I [13], whose underlying algebra is defined by the generalized sum (44). It has been shown that the kinetic of type II quons is described by a nonlinear Fokker-Planck equation with a nonlinear drift current and a linear diffusive current like in the case of standard Bose and Fermi particles; otherwise, the kinetic of type I quons is described by a nonlinear Fokker-Planck equation with a nonlinear drift current and a nonlinear diffusive current.

Finally, let us remark that, following the same approach described in this work, several non conventional statistics in the classical picture can be obtained employing different composition laws. For instance, in addition to the $\kappa$-sum and the $q$-sum studied in this paper, other examples can be found in the framework of the generalized statistical mechanics [48,49].
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#### Abstract

We model quantum measurement of a two-level system $\mu$. Previous obstacles for understanding the measurement process are removed by basing the analysis of the interaction between $\mu$ and the measurement device on quantum field theory. This formulation shows how inverse processes take part in the interaction and introduce a non-linearity, necessary for the bifurcation of quantum measurement. A statistical analysis of the ensemble of initial states of the measurement device shows how microscopic details can influence the transition to a final state. We find that initial states that are efficient in leading to a transition to a final state result in either of the expected eigenstates for $\mu$, with ensemble averages that are identical to the probabilities of the Born rule. Thus, the proposed scheme serves as a candidate mechanism for the quantum measurement process.
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## 1. Introduction

Quantum mechanics is at the basis of all modern physics and fundamental for the understanding of the world that we live in. As a general theory, quantum mechanics should apply also to the measurement process. From the general experience of non-destructive measurements, we draw conclusions about the interaction between the observed system and the measurement apparatus and how this can be described within quantum mechanics.

We thus consider a quantum system $\mu$, interacting with a measurement device. For simplicity we assume that $\mu$ is a two-level system that is not destroyed in the process. Then after the measurement, $\mu$ ends up in one of the eigenstates of the measured observable. If $\mu$ is prepared in one of these eigenstates, it remains in that state after the measurement. If $\mu$ is initially in a superposition of the two eigenstates, it still ends up in one of the eigenstates and the measurement result is the corresponding eigenvalue. The probability for a certain outcome is the squared modulus of the corresponding state component in the superposition (Born's rule).

An essential question is whether the probabilistic nature of quantum measurement with Born's rule is an inherent feature of quantum mechanics or whether it can be shown to hold as a result of a quantum-mechanical treatment of the measurement process combined with a statistical analysis. In the latter case, a single measurement would be a quantum-mechanical process in which the state of the measurement apparatus (possibly including its surroundings) determines the result. Born's rule would then emerge from the statistics of the ensemble that describes the measurement apparatus in interaction with the system subject to measurement.

The requirement that $\mu$, if initially in an eigenstate of the observable, remains in that eigenstate after interacting with the apparatus, is usually considered to lead to a well-known dilemma: If applying the (linear) quantum mechanics of the 1930s to $\mu$ in an initial superposition of those eigenstates, the result of the process appears to be a superposition of the two possible resulting states for $\mu$ and the apparatus without any change in the proportions between the channels. This has been referred to as von Neumann's dilemma [1], and it has led to paradoxical conclusions such as Schrödinger's cat.

Attempts to get around this problem include Everett's relative-state formulation [2] and its continuation in DeWitt's many-worlds interpretation [3] as well as non-linear modifications of quantum mechanics [4-8]. In the non-linear modifications, one gets the bifurcation of the measurement process but the non-linear character of the basic theory introduces new conceptual difficulties. Mathematically our treatment can be seen to be very close to quantum diffusion [5]; we have chosen to follow the same conventions in handling the statistics of stochastic variables as in Ref. [5]. The ambition to understand quantum measurement as a deterministic process we share with the De Broglie-Bohm theory [9], with the difference that we look for how details in the measurement device influence the process.

Bell pointed out that the Everett-DeWitt theory does not properly reflect the fact that the presence of inverse processes and interference are inherent features of quantum mechanics [10]:

Thus, DeWitt seems to share our idea that the fundamental concepts of the theory should be meaningful on a microscopic level and not only on some ill-defined macroscopic level. However, at the microscopic level there is no such asymmetry in time as would be indicated by the existence of branching and the non-existence of debranching. [...] [I]t even seems reasonable to regard the coalescence of previously different branches, and the resulting interference phenomena, as the characteristic feature of quantum mechanics. In this respect an accurate picture, which does not have any tree-like character, is the 'sum over all possible paths' of Feynman.

Therefore, as suggested by Bell, we investigate work of Feynman for a correct theory. We choose the scattering theory of quantum field theory, including Feynman diagrams, as a basis for our description of the measurement process. This theory contains inverse processes that result in a non-linear dependence on the initial state which removes the von Neumann dilemma.

In the field of investigation of the measurement process, a strong belief has been established that microscopic details of the measurement interaction cannot lead to the bifurcation determining the result of measurement (see, e.g., $[11,12]$ ). This belief is based on von Neumann's way of handling linear quantum mechanics. In this situation, many have abandoned the ambition to understand the mechanism of a single measurement and concentrated on the full ensemble of measurements. There one has studied the irreversible decoherence process that takes the initial ensemble, with $\mu$ in a pure state, into a mixed state for the final ensemble after measurement. Since 1970, the year of DeWitt's many-worlds theory [3] and Zeh's paper on decoherence [11], a new tradition has developed that includes different views on how to interpret quantum mechanics, see for instance Refs. [13,14]. Epistemological aspects play an important role in these interpretations.

Our idea is that the microscopic details of the measurement apparatus affect the process so that it takes $\mu$ into either of the eigenstates of the measured observable and initiates a recording of the corresponding measurement result. This is possible to see in a more developed form of linear deterministic quantum mechanics, namely the scattering theory of quantum field theory.

The development of relativistic quantum mechanics led to quantum field theory. For a situation where a quantum system $\mu$ meets a part $A$ of a measurement device, interacts with it and then leaves it, scattering theory can be an adequate description. As we have pointed out already, the scattering theory of quantum field theory has the reversibility that was requested by Bell. These are our reasons for the choice of studying measurement in the scattering theory of quantum field theory.

In our approach, measurement is part of the physics studied, rather than a subject for epistemological analysis. We show how non-linearities can be generated within quantum theory. Our statistical study of measurement processes then shows that those states of the apparatus which are competitive in leading to a final state, also take $\mu$ into one of the eigenstates of the measured observable. Moreover, this bifurcation, leading to one of the two possible final states for $\mu$, occurs with the frequencies given by Born's rule.

In the following sections, we shall first give our scattering theory description and then make all possible processes subject to a statistical analysis.

## 2. The Initial Phase of Measurement as A Scattering Process

Here we study the interaction between the small system $\mu$ and a larger system $A$ with a large number of degrees of freedom. The larger system is assumed to be characterized by an ensemble of possible initial microstates of $A$. We consider this interaction to be the first part of a measurement process.

Since we are dealing with a two-level system $\mu$, the Pauli matrices provide a suitable formalism with $\sigma_{3}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ representing the observable to be measured, with eigenstates $|+\rangle_{\mu}=\binom{1}{0}$ and


Let us investigate the characteristics of the interaction between $\mu$ and $A$ in scattering theory for the case with $A$ in a state with (unknown) microscopic details that are summarized in a variable $\alpha$. We then denote the normalized initial state of $A$ by $|0, \alpha\rangle_{A}$ (with 0 indicating a state of preparedness). This means that we assume $\alpha$ to represent one microstate in an ensemble of possible initial states.

A basic requirement is that if $\mu$ is initially in the state $|j\rangle_{\mu}(j=+$ or -$)$, after the interaction with $A$, its state remains the same. In this process $A$ changes from the initial state $|0, \alpha\rangle_{A}$ to a final state $\left|j, \beta_{j}(\alpha)\right\rangle_{A^{\prime}}$ also normalized. The first $j$ here indicates that $A$ has been marked by the state $|j\rangle_{\mu}$ of $\mu$. All other characteristics of the final state of $A$ are collected in $\beta_{j}(\alpha)$. The interaction thus transforms the system $A$ from an initial state of readiness, characterized by $\alpha$, to a final state, marked by $|j\rangle_{\mu}$ and characterized by $\beta_{j}(\alpha)$.

For a general normalized state of $\left.\mu,\left|\psi_{\mu}=\psi_{+}\right|+\right\rangle_{\mu}+\psi_{-}|-\rangle_{\mu}$ (with $\left|\psi_{+}\right|^{2}+\left|\psi_{-}\right|^{2}=1$ ), the combined initial state of $\mu \cup A$ is

$$
\begin{equation*}
|\psi\rangle_{\mu} \otimes|0, \alpha\rangle_{A}=\left(\psi_{+}|+\rangle_{\mu}+\psi_{-}|-\rangle_{\mu}\right) \otimes|0, \alpha\rangle_{A} \tag{1}
\end{equation*}
$$

A measurement of $\sigma_{3}$ on $\mu$ leads to a certain result. Since two different results are possible, the $\mu A$-interaction should in general result in a transition to one of the following states,

The conclusion is then that the outcome must depend on the initial state of $A$, i.e., on $\alpha$.
In scattering theory, the interaction between $\mu$ and $A$ is characterized by a transition operator $M$, and this leads to the (non-normalized) final state (see Figure 1),

$$
\begin{equation*}
M|\psi\rangle_{\mu} \otimes|0, \alpha\rangle_{A}=b_{+}(\alpha) \psi_{+}|+\rangle_{\mu} \otimes\left|+, \beta_{+}(\alpha)\right\rangle_{A}+b_{-}(\alpha) \psi_{-}|-\rangle_{\mu} \otimes\left|-, \beta_{-}(\alpha)\right\rangle_{A} \tag{3}
\end{equation*}
$$

In general, the amplitudes, $b_{+}(\alpha)$ and $b_{-}(\alpha)$, are not equal and therefore the proportions between + and - can change in a way that depends on the initial state $|0, \alpha\rangle_{A}$ of $A$. (Please note that $M$ must not to be confused with the unitary scattering operator $S$, see Appendix A).


Figure 1. Schematic Feynman diagram for a transition from the initial state $|\psi\rangle_{\mu} \otimes|0, \alpha\rangle_{A}$ to the final state $|j\rangle_{\mu} \otimes\left|j, \beta_{j}(\alpha)\right\rangle_{A^{\prime}} j= \pm$. The transition amplitude $\psi_{j} b_{j}(\alpha)$ depends on the microscopic details of the initial state $|0, \alpha\rangle_{A}$ of the larger system $A$ and on the initial state $|\psi\rangle_{\mu}$ of $\mu$.

The requirement of a statistically unbiased measurement means that $\left.\left.\left\langle\left.\langle | b_{+}\right|^{2}\right\rangle\right\rangle=\left\langle\left.\langle | b_{-}\right|^{2}\right\rangle\right\rangle$, where $\langle\rangle\rangle \text { denotes mean value over the ensemble of initial states } \mid 0, \alpha\rangle_{A}$ of $A$.

Equation (3) describes a mechanism of the measurement process in which von Neumann's dilemma is not present. Relativistic quantum mechanics, in the form of scattering theory of quantum field theory, is a more correct theory than the non-relativistic Schrödinger equation, as used in the 1930s, and we choose to use Equation (3) as our starting point.

In the Feynman-diagram language of quantum field theory, transitions between the two channels, + and - , are possible via returns to the initial state. This is a way to understand how the proportions of the channels can change as described by Equation (3). A formulation based on perturbation theory to all orders, leads to an explicitly unitary description of the whole process. (This is shown in Appendix B)

In scattering theory, transition rate (transition probability per unit time) is a central concept as we have reviewed in Appendix A. The transition rate from the initial state (1) to the final state (3) is $(2 \pi)^{-1} w(\alpha)$, where $w(\alpha)$ is the squared modulus of (3),

$$
\begin{equation*}
w(\alpha)=\left|\psi_{+}\right|^{2}\left|b_{+}(\alpha)\right|^{2}+\left|\psi_{-}\right|^{2}\left|b_{-}(\alpha)\right|^{2} . \tag{4}
\end{equation*}
$$

Each term in (4) represents the partial transition rate for the corresponding channel. Because of our assumption of common mean values for $\left|b_{ \pm}(\alpha)\right|^{2}$, the mean value of (4) is the same, $\left.\langle\langle w\rangle\rangle=\left\langle\left.\langle | b_{ \pm}\right|^{2}\right\rangle\right\rangle$.

For equation (3) to properly represent a measurement process, i.e., a bifurcation that leads to a final state with $\mu$ in either of the eigenstates of $\sigma_{3}$, it is necessary that the squared moduli of the amplitudes satisfy either $\left|b_{+}(\alpha)\right|^{2} \gg\left|b_{-}(\alpha)\right|^{2}$ or $\left|b_{-}(\alpha)\right|^{2} \gg\left|b_{+}(\alpha)\right|^{2}$. If this holds for (almost) all microstates $\alpha$ in the resulting ensemble of final states, then it can function as a mechanism for the bifurcation of the measurement process.

Part of the basis for the von Neumann dilemma was the assumption that $A$ is in a given initial state $|0, \alpha\rangle_{A}$. Before the $\mu A$-interaction, $A$ can be in any of the states of the available initial ensemble. These states are ready to influence the recording process in different ways. To reach a final state, given by Equation (3), they compete with their transition rates, $(2 \pi)^{-1} w(\alpha)$, which can differ widely between different values of $\alpha$. The competition can lead to a selection and to a statistical distribution over $\alpha$ of the final states that is very different from the distribution in the initial ensemble.

In the following section, we will construct a mathematical model of how $A$ influences the $\mu A$-interaction, including a description of the ensemble of possible initial states $\alpha$. We then make a statistical analysis to show how both the bifurcation and the proper weights for the different measurement results can be understood in this simple setting.

## 3. Mathematical Model of the $\mu A$-interaction

We shall now model the amplitudes describing the $\mu A$-interaction, leading to the final state (3), and how it depends on the initial state $|0, \alpha\rangle_{A}$.

To have a generic model, we think of our system $A$ as consisting of $N$ independent subsystems, each interacting with $\mu$, resulting in amplitudes that are products of $N$ factors [15,16]. Since only factors resulting in differences between the two amplitudes are important, we assume

$$
\begin{equation*}
\left|b_{j}(\alpha)\right|^{2}=\prod_{n=1}^{N}\left(1+j \kappa_{n}(\alpha)\right), \quad \text { with } j=+ \text { or }- \tag{5}
\end{equation*}
$$

where $\kappa_{n}(\alpha)^{*}=\kappa_{n}(\alpha)$. Small deviations from unity in the factors are characterized by a zero mean, $\left\langle\left\langle\kappa_{n}\right\rangle\right\rangle=0$, while the independence between the subsystems is expressed by $\left\langle\left\langle\kappa_{n} \kappa_{n^{\prime}}\right\rangle\right\rangle=\delta_{n n^{\prime}} \chi^{2}$, and $0<\chi \ll 1$. We have followed the convention, used in stochastic dynamics (as for instance in Ref. [5]), to calculate to second order in $\kappa_{n}$ and then replace $\kappa_{n} \kappa_{n^{\prime}}$ by its mean $\delta_{n n^{\prime}} \chi^{2}$. This model reflects the unbiased character of the measurement device, and it guarantees that on average the squared moduli of the amplitudes are identical and equal to unity, $\left.\left\langle\left.\langle | b_{j}(\alpha)\right|^{2}\right\rangle\right\rangle=1$.

As an illustration, in Appendix C, we describe a situation where $\mu$ is a fast charged particle emerging from some process and then interacting electrically with the system $A$. Here A consists of
a chain of small cylinders of ionizable material along the track where $\mu$ is passing in one of its state components. We show how the amplitude factorizes in this case.

We have chosen to keep each factor in the model close to unity in order to illustrate that even very small variations in how the subsystems interact with the system $\mu$ may result in one of the channels (one of the amplitudes), dominating over the other one, depending on the microstate $\alpha$ of the device. This makes it necessary to have a very large number $N$ of subsystems. The critical assumptions are (i) the unbiased character of the device, i.e., not favoring any of the channels; and (ii) the independence of the subsystems of the device. The statistics of the interaction is treated in the following section.

## 4. Statistical Theory of the Transition to the Final State

We are now ready to investigate the statistical consequences of the $\mu A$-interaction modelled in the previous section. We introduce the total variance of the parameters in Equation (5), $\Xi=N \chi^{2}$, and define an aggregate variable $Y=Y(\alpha)$ of $A$, suitably normalized,

$$
\begin{equation*}
Y(\alpha)=\frac{1}{\Xi} \sum_{n=1}^{N} \kappa_{n}(\alpha) \tag{6}
\end{equation*}
$$

to represent the overall degree of enhancement/suppression (so that $Y>0$ for net enhancement of + and $Y<0$ for net enhancement of - ). It follows that $Y$ is characterized by mean and variance $\langle\langle Y\rangle\rangle=0$ and $\left\langle\left\langle Y^{2}\right\rangle\right\rangle=\Xi^{-1}$. Then, for sufficiently small $\kappa_{n}$, we can rewrite (5) as

$$
\begin{equation*}
\left|b_{j}(\alpha)\right|^{2}=e^{\sum_{n} \log \left(1+j \kappa_{n}\right)}=e^{\Xi j Y(\alpha)-\frac{1}{2} \sum_{n} \kappa_{n}^{2}}=e^{\Xi\left(j Y(\alpha)-\frac{1}{2}\right)}, \tag{7}
\end{equation*}
$$

with $j=+$ or - . Here, in the exponent, we have done the calculation to second order in $\kappa_{n}$ and we have replaced $\sum_{n} \kappa_{n}^{2}$ by $N \chi^{2}$.

Since all factors in the product (5) are independent, the distribution $q(Y)$ over the aggregate variable $Y=Y(\alpha)$, defined by Equation (6), in the ensemble of initial states of $A$, is well described by the Gaussian distribution,

$$
\begin{equation*}
q(Y)=\sqrt{\frac{\Xi}{2 \pi}} e^{-\frac{1}{2} \Xi Y^{2}} \tag{8}
\end{equation*}
$$

centered around $Y=0$ with variance $\Xi^{-1}$.
Initial states differ in their efficiency in leading to a transition to a final state, since the total transition rate may depend strongly on $\alpha$. The transition to the final state (3) with $\left|b_{j}\right|^{2}$ given by (7) has the rate $(2 \pi)^{-1} w(Y)$ where

$$
\begin{equation*}
w(Y)=\left|\psi_{+}\right|^{2} e^{\Xi\left(Y-\frac{1}{2}\right)}+\left|\psi_{-}\right|^{2} e^{\Xi\left(-Y-\frac{1}{2}\right)} \tag{9}
\end{equation*}
$$

with $\langle\langle w(Y)\rangle\rangle=1$. The terms in (9) are the partial transition rates for the + and - channels.
The total transition rate (9) depends strongly on $Y$. We shall now go into the statistics of the final states which is strongly influenced by $w(Y)$. To get the distribution $Q(Y)$ over $Y$ for the final states, corresponding to $q(Y)$ for the initial states, we must multiply $q(Y)$ by the transition rate (9) which is normalized in the sense that its mean value is 1 . This is the standard approach in scattering theory, see, e.g., Ref. [17]. Here, it can be interpreted as a selection process, as previously discussed, that favors initial states which are efficient in leading to a transition, with a selective fitness being proportional to the transition rate (9). Thus, the distribution over final states can be written (see Figure 2)

$$
\begin{align*}
& Q(Y)=q(Y) w(Y)=\left|\psi_{+}\right|^{2} Q_{+}(Y)+\left|\psi_{-}\right|^{2} Q_{-}(Y) \\
& Q_{ \pm}(Y)=\sqrt{\frac{\Xi}{2 \pi}} e^{-\frac{1}{2} \Xi(Y \mp 1)^{2}} \tag{10}
\end{align*}
$$

The normalized partial distributions, $Q_{+}(Y)$ and $Q_{-}(Y)$, also with variance $\Xi^{-1}$, are centered around $Y=1$ and $Y=-1$ and refer to $\mu$ ending up in the state $|+\rangle_{\mu}$ and $|-\rangle_{\mu}$, respectively. The coefficients of $Q_{+}(Y)$ and $Q_{-}(Y)$ in $Q(Y)$ are $\left|\psi_{+}\right|^{2}$ and $\left|\psi_{-}\right|^{2}$, expressing Born's rule explicitly.


Figure 2. The distribution $Q(Y)$ over $Y$ of transitions taking place in $\mu A$-interaction for increasing size of $A$ corresponding to $\Xi=1$ (broken line), $\Xi=5$ (thin line), and $\Xi=60$ (thick line). $Q(Y)$ is composed of two distributions $Q_{+}(Y)$ and $Q_{-}(Y)$ with weights $\left|\psi_{+}\right|^{2}$ and $\left|\psi_{-}\right|^{2}$, respectively. These distributions become separated as $\Xi$ increases. Each initial state of $A,|0, \alpha\rangle_{A}$, is represented by a certain $Y=Y(\alpha)$. As the size of $A$ increases and $\Xi$ becomes larger, states that are efficient in leading to a transition are found around $Y=-1$ and $Y=+1$, respectively. These initial states then lead to $\mu$ ending up in either


It is instructive to follow the distribution $Q(Y)$ with growing $\Xi$. For small $\Xi\left(=N \chi^{2}\right)$ it is broad and unimodal; it then turns broad and bimodal with narrowing peaks. For large $\Xi$, it is split into two well separated distributions with sharp peaks, weighted by the squared moduli of the state components of $\mu,\left|\psi_{+}\right|^{2} Q_{+}(Y)$ and $\left|\psi_{-}\right|^{2} Q_{-}(Y)$, at $Y=1$ and $Y=-1$, respectively. They represent two different sub-ensembles of final states (see Equation (2)). Other values of $Y$ correspond to non-competitive processes. The aggregate variable $Y$ is "hidden" in the fine unknown details of $A$ that can influence the $\mu A$-interaction.

From Equation (7) we see that the dominance of either channel is characterized by $\left|b_{+}(\alpha)\right|^{2} /\left|b_{-}(\alpha)\right|^{2}=e^{2 \Xi Y}$ being either very large or very small. For a small system, i.e., small $N$ and hence small $\Xi$, this ratio does not deviate much from unity which means that we have an entangled superposition of the two final states. As $\Xi$ increases, the ratio deviates more strongly from unity and one of the channels starts to dominate. When $\Xi$ is of the order of 10 , the sub-distributions, $Q_{+}(Y)$ and $Q_{-}(Y)$, are essentially non-overlapping, $Q(Y)$ is concentrated around $\pm 1$, and the ratio of dominance between the channels is of the order of $e^{20} \approx 10^{10}$.

The initial state for $\mu$ in (1) is a superposition, a 'both-and state', and it ends up in (2) which is again a product state, with $\mu$ in either $|+\rangle_{\mu}$ or $|-\rangle_{\mu}$. The initial states of $A$ vary widely in their efficiency to lead to a final state. When one transition-rate term in (9) is large, the other one is small. The selection of a large transition rate therefore also leads to a bifurcation with one of the terms in (3) totally dominating the final state.

## 5. Concluding Remarks

The main contribution in our work is that we have demonstrated that the initial stage of quantum measurement can be described within reversible quantum mechanics. The key components are (i) a scattering theory formulation with inverse processes that both guarantee unitarity and allow for a non-linear mechanism leading to the bifurcation; and (ii) a statistical analysis that reveals how initial states that are efficient in leading to a transition to a final state have a selective advantage and how this results in the correct probabilities of the measurement results as stated by Born's rule.

In our description, we want the system $A$ to be big enough for a bifurcation to take place, i.e., for $\Xi=N \chi^{2}$ to be sufficiently large. Our idea has been to follow the qualitative recipe given by Bell who formulated a principle concerning the position of the Heisenberg cut [10], i.e., the boundary of the system $A$, interacting with $\mu$ according to quantum dynamics (Ref. [10], p.124):

## put sufficiently much into the quantum system that the inclusion of more would not significantly alter practical predictions

On the other hand, the system $A$ should not be so large that $\mu \cup A$ cannot be described by deterministic quantum mechanics. In the model that we have described, the bifurcation of measurement takes place in the reversible stage of the interaction between $\mu$ and $A$ before irreversibility sets in and fixes the result. In this respect, our analysis is very different from decoherence analysis [11,18].

Beyond $A$, the measurement apparatus must be considered to be an open system with its dynamics described by a Lindblad equation [19]. The starting point for the development here is one of the final states before the Heisenberg cut, i.e., $\left|+, \beta_{+}(\alpha)\right\rangle_{A}$ or $\left|-, \beta_{-}(\alpha)\right\rangle_{A}$, in one of the sub-ensembles described by $Q_{+}(Y)$ or $Q_{-}(Y)$. Thus, the open dynamics continues only in the channel that happens to have been chosen, + or - .

For future work, a more detailed description is needed of a typical $\mu A$-interaction, including the statistics of the initial states and the selection of one state $|0, \alpha\rangle_{A}$ with a large transition amplitude, leading to a final state (2) with $\mu$ in one eigenstate, $|+\rangle_{\mu}$ or $|-\rangle_{\mu}$. An important task is to construct a detailed physical model of a non-biased measurement apparatus. The model of Appendix C is a beginning in this respect, but the mathematical assumptions in Equation (3) should be directly tied to physical properties of $A$. In particular, the non-bias property of $A$ should be analyzed.

The system $A$ should be neither too small nor too large. Then it is reasonable to describe it as mesoscopic, but Bell's principle that we have quoted above gives no indication of its actual size. In the development of realistic models, questions of limits and the accuracy of approximations will have to be handled in more detail.

In practical scientific research, there is a common working understanding of quantum mechanics. Physicists have a common reality concept for a quantum-mechanical system when it is not observed, a kind of pragmatic quantum ontology with the quantum-mechanical state of the studied system as the basic concept. Development of this state in time then constitutes the quantum dynamics. If quantum mechanics now can also be used to describe the measurement process, this pragmatic quantum ontology can have a wider validity than has been commonly expected.
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## Appendix A. Scattering Matrix $S$ and Transition Matrix $M$

The unitary (i.e., probability preserving) scattering operator $S$, takes an initial state $|i\rangle$ into a final state $S|i\rangle$. If a certain final state $|f\rangle$ is of interest to us then we calculate the scattering-matrix element $\langle f| S|i\rangle$. When dealing with particle scattering, it is convenient to do this in momentum space. Eigenstates of momentum are plane waves, i.e., states that occupy all space and cannot be normalized.

We shall be interested in final states $|f\rangle$ that are different from the initial state $|i\rangle$, so that $|f\rangle$ and $|i\rangle$ are orthogonal, i.e., $\langle f \mid i\rangle=0$, and we can replace $S$ by $S-1$.

We use here the Quantum Electrodynamics book by Jauch and Rohrlich as our reference [17], to emphasize the development that had taken place between the physics of the 1930s and the quantum field theory of the 1950s.

To consider energy and momentum conservation, it is usual to write (Ref. [17], Equation (8)-(29))

$$
\begin{equation*}
\langle f|(S-1)|i\rangle=\delta\left(P_{f}-P_{i}\right)\langle f| M|i\rangle \tag{A1}
\end{equation*}
$$

where $\delta\left(P_{f}-P_{i}\right)$ is the 4-dimensional delta function over energy-momentum and $M$ is the transition matrix.

Usually the probability for a transition into the final state $|f\rangle$, given the initial state $|i\rangle$, would be the squared modulus of (A1) but the square of a delta function does not make sense. Then one imposes a very large but finite length $L$ in space and requires normalization for the wave-functions in the volume $L^{3}$, and, similarly, one imposes a time $T$ for the whole process. Energy-momentum conservation is nearly exact for large $L$ and $T$. One delta function in the squared modified (A1) becomes replaced by $(2 \pi)^{-4} L^{3} T$. When normalization conventions are taken into account, the result becomes independent of $L$ and proportional to $T$. After this we divide by $T$ to get the transition probability per unit time (see Ref. [17], Equation (8)-(40)),

$$
\begin{equation*}
\left.(2 \pi)^{-1} \delta\left(P_{f}-P_{i}\right)|\langle f| M| i\right\rangle\left.\right|^{2} \tag{A2}
\end{equation*}
$$

Then requesting the states $|i\rangle$ and $|f\rangle$ to have the same energy and momentum, we can interpret

$$
\begin{equation*}
\left.(2 \pi)^{-1}|\langle f| M| i\right\rangle\left.\right|^{2}=(2 \pi)^{-1} \operatorname{Tr}\left[|f\rangle\langle f| M \rho^{(0)} M^{\dagger}\right] . \tag{A3}
\end{equation*}
$$

as the transition probability per unit time, induced by $M$, from an initial state described by the density operator

$$
\begin{equation*}
\rho^{(0)}=|i\rangle\langle i| \tag{A4}
\end{equation*}
$$

to a final state described by the projection operator $|f\rangle\langle f|$. We thus find that the transition probability-rate matrix obtained from the initial state (A4) is $(2 \pi)^{-1}$ times

$$
\begin{equation*}
R=M \rho^{(0)} M^{\dagger} \tag{A5}
\end{equation*}
$$

Thus, $(2 \pi)^{-1} R$ is the total transition rate times the density operator for the final state. Since the trace of a density operator is unity,

$$
\begin{equation*}
(2 \pi)^{-1} w=(2 \pi)^{-1} \operatorname{Tr} R \tag{A6}
\end{equation*}
$$

is the total transition rate. The normalized final-state density matrix is then

$$
\begin{equation*}
\rho^{(f)}=\frac{1}{w} R=\frac{M \rho^{(0)} M^{\dagger}}{\operatorname{Tr}\left[M \rho^{(0)} M^{\dagger}\right]} . \tag{A7}
\end{equation*}
$$

Let us consider the systems $\mu$ and $A$. M makes $A$ entangled with $\mu$ without changing the state of $\mu$. Still the transition amplitudes can differ between + and - . This can distort the entanglement and induce changes in the relative proportions of + and - in the final state (Equation (2)). Thus, the proportions are no longer fixed by the von Neumann dilemma; the dilemma does not arise in the scattering theory that we are considering.

## Appendix B. Calculation of Feynman Diagrams with Explicit Unitarity and Reversibility

The unitarity of the scattering matrix has not been explicitly visible in the main text. Reversibility that we have pointed out as crucial, is also not explicit. To remedy this we shall present a slightly more elaborate description of the whole process where the observed system $\mu$ is produced in its initial state
$|\psi\rangle_{\mu}$ by an external source $B$ before interaction with $A$ and absorbed by a sink $D_{+}$or $D_{-}$in one of the possible final states after the interaction. In this version both unitarity and reversibility will be made explicit.

In this picture, the transition rate will instead be hidden and hence also the race to the final state. We therefore use the results that we have already obtained in the article, the transition rate (9) and the distribution (10) of the final states over the aggregated variable $Y$. The Born rule is also contained in (10).

As in the previous description, $A$ starts in the initial state $|0, \alpha\rangle_{A}$ but $\mu$ is produced by $B$ at an early time $-T$ in the state $|\psi\rangle_{\mu}$. After $\mu A$-interaction around the time zero, $\mu$ is absorbed in an eigenstate $|+\rangle_{\mu}$ or $|-\rangle_{\mu}$ at the time $+T$ by $D_{+}$or $D_{-}$, leaving $A$ in the state $\left|+, \beta_{+}(\alpha)\right\rangle_{A}$ or $\left|-, \beta_{-}(\alpha)\right\rangle_{A^{\prime}}$, respectively. We thus have one initial state $|0, \alpha\rangle_{A}$, a member of the ensemble of initial states, and three available final states, $|0, \alpha\rangle_{A}$ (no change), $\left|+, \beta_{+}(\alpha)\right\rangle_{A}$, and $\left|-, \beta_{-}(\alpha)\right\rangle_{A}$; The system $\mu$ takes part only in intermediate states.

Schematic Feynman-diagram elements for the action of the source $B$, the transition matrix $M$ in Equation (3) and the sinks $D_{+}$and $D_{-}$are shown in Figure A1, and the factors corresponding to them, $J^{*}, b_{ \pm} \psi_{ \pm}$and $F_{ \pm}$. We represent $\mu$ by a thin line and $A$ by a thick line. As in Figure 1, the interaction between $\mu$ and $A$ described by the transition matrix $M$, is represented by a shaded circle. Reversibility is included through the actions of the Hermitian or complex conjugates, $J, M^{\dagger}$, and $F_{j}^{*}$.


Figure A1. Schematic Feynman-diagram elements for the action of the source $B$, the transition matrix $M$ and the sinks $D_{j}(j= \pm)$ and their conjugates.

We use perturbation theory to compute the final-state density matrix,

$$
\begin{equation*}
S|0, \alpha\rangle_{A A}\langle 0, \alpha| S^{+} \tag{A8}
\end{equation*}
$$

We use the method of Nakanishi [20] to calculate this bilinear quantity directly rather than the state vector $S|0, \alpha\rangle_{A}$, simply because it makes normalization easy.

The diagrams of perturbation theory are shown in Figure A2. The zero-order no-change term is only an $A$-line corresponding to a contribution equal to 1 (Figure A2a). Figure A2b shows the diagram corresponding to that of Figure 1 with the source $B$ and one $\operatorname{sink} D_{j}(j=+,-)$. The inverse of this diagram is that of Figure A2c. The two taken together into one diagram represents a reduction of the no-change component due to transitions to the other states (Figure A2d). This can be repeated
any number of times. All these diagrams leading back to the initial state (Figure A2e) contribute a geometrical series, representing the total no-change component of the final state,

$$
\begin{align*}
& 1-\sum_{j=+,-} J \psi_{j}^{*} b_{j}^{*} F_{j}^{*} F_{j} b_{j} \psi_{j} J^{*}+\left(\sum_{j=+,-} J \psi_{j}^{*} b_{j}^{*} F_{j}^{*} F_{j} b_{j} \psi_{j} J^{*}\right)^{2} \pm \ldots=  \tag{A9}\\
& \frac{1}{1+\left(\left|F_{+}\right|^{2}\left|\psi_{+}\right|^{2}\left|b_{+}\right|^{2}+\left|F_{-}\right|^{2}\left|\psi_{-}\right|^{2}\left|b_{-}\right|^{2}\right)|J|^{2}}=\frac{1}{1+|J|^{2}|F|^{2}\left(\left|\psi_{+}\right|^{2} e^{\Xi\left(Y-\frac{1}{2}\right)}+\left|\psi_{-}\right|^{2} e^{\Xi\left(-Y-\frac{1}{2}\right)}\right)}
\end{align*}
$$

(a)

(b)

(c)

(d)

(e)

(f)


Figure A2. Schematic Feynman diagrams: (a) zero-order diagram for no change (the I-like sign above the $A$-line symbolizes "no $\mu$-system"); (b) lowest order diagram for transition to a state with $A$ marked by $\mu$ in the $j$ state (see Figure 1); (c) inverse diagram of $\mathbf{b}$; (d) diagrams $\mathbf{b}$ and c combined to a no-change correction; (e) summation over $d$ repeated any number of times, i.e., summation of no-change diagrams to all orders; ( $\mathbf{f}$ ) the full perturbation expansion of the diagonal elements of the final-state density matrix with $A$ marked by $\mu$ in the state $|j\rangle_{\mu}$.

Here we have used the expressions for the amplitudes in Equation (7) and given equal strength $F$ to the two sinks $D_{+}$and $D_{-}$. The total scattering probability, i.e., the probability of $A$ being marked by $\mu$ is

$$
\begin{align*}
& 1-\frac{1}{1+|J|^{2}|F|^{2}\left(\left|\psi_{+}\right|^{2} e^{\Xi\left(Y-\frac{1}{2}\right)}+\left|\psi_{-}\right|^{2} e^{\Xi\left(-Y-\frac{1}{2}\right)}\right)}= \\
& J \psi_{+}{ }^{*} e^{\frac{1}{2} \Xi\left(Y-\frac{1}{2}\right)} F^{*} \frac{1}{1+|J|^{2}|F|^{2}\left(\left|\psi_{+}\right|^{2} e^{\Xi\left(Y-\frac{1}{2}\right)}+\left|\psi_{-}\right|^{2} e^{\Xi\left(-Y-\frac{1}{2}\right)}\right)} F e^{\frac{1}{2} \Xi\left(Y-\frac{1}{2}\right)} \psi_{+} J^{*}+  \tag{A10}\\
& J \psi_{-}{ }^{*} e^{\frac{1}{2} \Xi\left(-Y-\frac{1}{2}\right)} F^{*} \frac{1}{1+|J|^{2}|F|^{2}\left(\left|\psi_{+}\right|^{2} e^{\Xi\left(Y-\frac{1}{2}\right)}+\left|\psi_{-}\right|^{2} e^{\Xi\left(-Y-\frac{1}{2}\right)}\right)} F e^{\frac{1}{2} \Xi\left(-Y-\frac{1}{2}\right)} \psi_{-} J^{*} .
\end{align*}
$$

The two terms on the right side of (A10) are the probabilities for the final states $\left|+, \beta_{+}(\alpha)\right\rangle_{A}$ and $\left|-, \beta_{-}(\alpha)\right\rangle_{A}$, corresponding to the diagrams of Figure A1f for the remaining diagonal elements of the density matrix. For large $\Xi$, the no-change contribution (A9) becomes negligible. The same is true for the non-diagonal elements of the density matrix. The diagonal terms for + and - in (A10) become

$$
\begin{equation*}
p_{ \pm}=\frac{\left|\psi_{ \pm}\right|^{2} e^{ \pm \Xi Y}}{\left|\psi_{+}\right|^{2} e^{\Xi Y}+\left|\psi_{-}\right|^{2} e^{-\Xi Y}} \tag{A11}
\end{equation*}
$$

For $Y=+1, p_{+}=1$ and the + channel takes everything and for $Y=-1, p_{-}=1$ and the channel takes everything. The norm is preserved, i.e., $S$ is unitary. Reversibility is also clearly visible: $J^{*}, M$ and $F_{ \pm}$are active together with their conjugates that represent inverse processes.

## Appendix C. Factorization of the Transition Amplitudes

We can think of the interaction between the small system $\mu$ and the measurement apparatus as an electromagnetic interaction with small energy and momentum transfer. In Quantum Electrodynamics (QED), it is described in terms of an exchange of soft photons. Emission and exchange of soft photons is an old and well-known example of factorizable processes in QED.

To show the factorization of soft photon exchange, we consider an outgoing electron (charge $-e$, mass $m$ ) with final momentum $p$, described by a spinor $\bar{u}(p)$ (we follow rather closely the conventions of Ref. [17]),

$$
\begin{equation*}
p^{2}+m^{2}=0, \bar{u}(p)(i p \cdot \gamma-m)=0 \tag{A12}
\end{equation*}
$$

after emitting two soft photons with momenta $k_{1}, k_{2}$, and polarizations $\tau_{1}, \tau_{2}$,

$$
\begin{align*}
& k_{1}^{2}=k_{2}^{2}=0 ; \quad k_{1} \cdot \tau_{1}=k_{2} \cdot \tau_{2}=0  \tag{A13}\\
& \left|\mathbf{k}_{\mathbf{1}}\right|,\left|\mathbf{k}_{\mathbf{2}}\right| \ll m
\end{align*}
$$

In the evaluation of the Feynman diagram of Figure A3, the spinor $\bar{u}(p)$ for the outgoing electron of an original diagram (without soft photons) is replaced by an expression proportional to

$$
\begin{align*}
& e^{2} \bar{u}(p)\left[\tau_{1} \cdot \gamma \frac{i\left(p+k_{1}\right) \cdot \gamma+m}{\left(p+k_{1}\right)^{2}+m^{2}} \tau_{2} \cdot \gamma+(1 \leftrightarrow 2)\right] \frac{i\left(p+k_{1}+k_{2}\right) \cdot \gamma+m}{\left(p+k_{1}+k_{2}\right)^{2}+m^{2}} \approx \\
& e^{2} \frac{1}{2\left(p \cdot k_{1}+p \cdot k_{2}\right)} \bar{u}(p)\left[\frac{\tau_{1} \cdot \gamma(i p \cdot \gamma+m) \tau_{2} \cdot \gamma(i p \cdot \gamma+m)}{2 p \cdot k_{1}}+(1 \leftrightarrow 2)\right]=  \tag{A14}\\
& e^{2} \frac{-p \cdot \tau_{1} p \cdot \tau_{2}}{p \cdot k_{1}+p \cdot k_{2}}\left(\frac{1}{p \cdot k_{1}}+\frac{1}{p \cdot k_{2}}\right) \bar{u}(p)=\left(s\left(k_{1}\right) \cdot \tau_{1}\right)\left(s\left(k_{2}\right) \cdot \tau_{2}\right) \bar{u}(p),
\end{align*}
$$

where we have used the basic relation for the Dirac gamma matrices, $\gamma_{\mu \nu}+\gamma_{\nu \mu}=2 g_{\mu v}$, where $g_{\mu \nu}$ is the metric tensor. In (A14), $s_{\mu}(k)$ is the Fourier transform of the current density of a classical point charge $-e$ moving from $\mathbf{x}=0$ at time zero with the velocity $\mathbf{p} / p_{0}$,

$$
\begin{equation*}
s_{\mu}(k)=-e \frac{i p_{\mu}}{p \cdot k}=-e \int_{0}^{\infty} d t \int d^{3} \mathbf{x} e^{i(\mathbf{k} \cdot \mathbf{x}-|\mathbf{k}| t)} \delta\left(\mathbf{x}-\frac{\mathbf{p}}{p_{0}} t\right) \frac{p_{\mu}}{p_{0}} \tag{A15}
\end{equation*}
$$

The contribution of the diagram that $\mu$ comes from is unchanged in the limit of small $k_{1}, k_{2}$. Equation (A14) states that the emission of the two photons is described by one scalar emission factor for each photon. This can be extended to also include absorption.


Figure A3. Feynman diagram for the emission of two soft photons.

The case of only one photon is, of course, similar and even simpler with just one emission factor. We took the example of two photons to show how the algebra gives the two factors also in this case. For the $n$-photon case one uses the algebraic identity

$$
\begin{equation*}
\sum_{\left(i_{1} i_{2} \ldots i_{n}\right)} \frac{1}{a_{i_{1}}\left(a_{i_{1}}+a_{i_{2}}\right) \ldots\left(a_{i_{1}}+a_{i_{2}}+\ldots+a_{i_{n}}\right)}=\frac{1}{a_{1} a_{2} \ldots a_{n}} \tag{A16}
\end{equation*}
$$

Thus, we can think of the classical current density

$$
\begin{equation*}
j_{\mu}(k)=-e \delta\left(\mathbf{x}-\frac{\mathbf{p}}{p_{0}} t\right) \frac{p_{\mu}}{p_{0}} \tag{A17}
\end{equation*}
$$

as representing the electron, i.e., the system $\mu$ as felt by other systems. $\mu$ can come as a very small wave-packet travelling along the $x_{1}$-axis $\left(\mathbf{p}=\left(p_{1}, 0,0\right)\right)$ through a substance that can be ionized. Then we take $A$ to be a thin cylinder of this substance around the path of the $\mu$ wave-packet.

It is convenient to consider $A$ as consisting of a chain of $N$ shorter cylinders $A_{1}, A_{2}, \ldots, A_{N}$ along the $x_{1}$-axis with $A_{k}$ defined by

$$
\begin{align*}
& x_{1}^{(0)}+\frac{k-1}{2} \Delta l \leq x_{1} \leq x_{1}^{(0)}+\frac{k+1}{2} \Delta l  \tag{A18}\\
& x_{2}^{2}+x_{3}^{2} \leq \Delta r^{2}
\end{align*}
$$

where $\Delta l$ and $\Delta r$ are small.
For our model, we can neglect the interaction between the small cylinders and we can consider $\mu$ to interact with $A_{k}$ only during its passage, i.e., during the time interval

$$
\begin{equation*}
\frac{p_{0}}{p_{1}}\left(x_{1}^{(0)}+\frac{k-1}{2} \Delta l\right)<t \leq \frac{p_{0}}{p_{1}}\left(x_{1}^{(0)}+\frac{k+1}{2} \Delta l\right) \tag{A19}
\end{equation*}
$$

Because of their independence, each of the cylinders acted on by $\mu$ via the current density (A17), contributes an independent factor to the total transition rate. In the mean, the factor from the $\mu A_{k}$-interaction should not change anything but in the single case, it can contribute an unknown factor close to one, as assumed in Equation (5). Thus, we have given here a rationale for this assumption.
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#### Abstract

There are limits of validity of classical constitutive laws such as Fourier and Navier-Stokes equations. Phenomena beyond those limits have been experimentally found many decades ago. However, it is still not clear what theory would be appropriate to model different non-classical phenomena under different conditions considering either the low-temperature or composite material structure. In this paper, a modeling problem of rarefied gases is addressed. The discussion covers the mass density dependence of material parameters, the scaling properties of different theories and aspects of how to model an experiment. In the following, two frameworks and their properties are presented. One of them is the kinetic theory based Rational Extended Thermodynamics; the other one is the non-equilibrium thermodynamics with internal variables and current multipliers. In order to compare these theories, an experiment on sound speed in rarefied gases at high frequencies, performed by Rhodes, is analyzed in detail. It is shown that the density dependence of material parameters could have a severe impact on modeling capabilities and influences the scaling properties.
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## 1. Introduction

The classical material laws such as Fourier and Navier-Stokes are acceptable for tasks concerning homogeneous materials, dense gases, and far from low-temperatures ( 20 K ). In the engineering practice, these constitutive equations are well-known and widely used. Nevertheless, there are situations where some generalizations must be applied. Such a case could occur on small (micro or nano) length scales, short time scales, near low-temperature or far from equilibrium.

It is easier to understand the origin of the present continuum model of non-equilibrium thermodynamics with internal variables (NET-IV) for rarefied gases together with its properties if a purely heat conduction problem is presented first, since the essential attributes are inherited. Moreover, the most visible differences are analogous in both cases, for instance, the available degrees of freedom, the structure of the equations and the interpretation of the parameters. All these differences originate at the roots of these approaches.

Considering only heat conduction, various forms of heat propagation are experimentally found [1-9]. These are called second sound and ballistic propagation [9-12]. Their modeling background is diverse, and one can find many extended heat conduction equations with many different interpretations in the literature [13-20]. One of them is related to the approach of Rational Extended Thermodynamics (RET) [9,21], it considers kinetic theory rigorously and uses phonon hydrodynamics to describe these deviations from Fourier's law [22,23]. Another approach uses non-equilibrium thermodynamics with internal variables and current multipliers (NET-IV) [12]. Both are tested on the same heat conduction experiment, and the latter one seems to be more effective [23].

The main difference between these two approaches is routed to the physics that lies behind the system of constitutive equations. Using kinetic theory, one always has to assume apriori a mechanism occurring between the particles and describe the interaction among them. On the other side, non-equilibrium thermodynamics is phenomenological, the derivation of constitutive equations does not require any assumption regarding the microstructure, which makes the model more general and, in parallel, offers more degrees of freedom by not restricting the coupling coefficients. In the kinetic theory, due to the prescribed interaction model, most of the coefficients can be calculated, and only a few of them have to be fitted to the experimental data. Although its mathematical structure is advantageous, it is symmetric hyperbolic [21,24], the fixed parameters lead to its weakness: e.g., in a previously mentioned heat conduction problem, one has to use at least 30 momentum equations with increasing tensorial order to obtain the ballistic propagation speed approximately. The approach of NET-IV can resolve this problem, also preserving the structure of momentum equation; however, in order to fit, it requires more parameters [12,22,23,25]. All these approaches have advantages and disadvantages, and their detailed comparison is presented in [26].

In the case of investigating room temperature non-Fourier phenomenon, the phonon picture is not applicable [25]. One advantage of NET-IV is that it is applicable and tested on room temperature experiments that show over-diffusive type non-Fourier heat propagation [27-29]. It makes the kinetic approach of heat conduction more challenging to apply for practical problems; however, there are situations where its predictive power is useful (e.g., estimating transport coefficients). Such a situation is related to the topic of rarefied gases [30]. In some senses, the behavior of a rarefied gas (i.e., a gas under low pressure) is analogous with a rarefied phonon gas that applied in case of heat conduction. The difference among them is the type of the particle and the interpretation of some physical quantities. In order to understand the analogy, the ballistic conduction must be defined.

Using phonon hydrodynamics, the ballistic heat conduction is interpreted as non-interacting particles that scatter on the boundary only, i.e., traveling through the material without any collision [9]. It is important to emphasize that the following Equations (1) and (2) describe not merely a ballistic phenomenon but together with the diffusion and second sound propagation modes. This assumption leads to the system of equations in one spatial dimension:

$$
\begin{align*}
\partial_{t} e+c^{2} \partial_{x} p & =0, \\
\partial_{t} p+\frac{1}{3} \partial_{x} e+\partial_{x} N & =-\frac{1}{\tau_{R}} p,  \tag{1}\\
\partial_{t} N+\frac{4}{15} c^{2} \partial_{x} p & =-\left(\frac{1}{\tau_{R}}+\frac{1}{\tau_{N}}\right) N,
\end{align*}
$$

where $e$ being the energy density, $p$ is momentum density, $c$ stands for the Debye speed, $\tau_{R}$ and $\tau_{N}$ are the relaxation times referring to the resistive and normal processes [9], furthermore, $\partial_{t}$ denotes the partial time derivative, applied for a rigid heat conductor. Here, $N$ is the deviatoric part of the pressure tensor. In phonon hydrodynamics, it can be identified as a current density of the heat flux. The key aspect to include ballistic contributions into the modeling is achieving coupling between the heat flux and the pressure. This is one merit of this approach: such coupling was not realized in any other theories before. That was the motivation for the approach of NET-IV, this coupling is obtained using current multipliers [31], and the same structure can be reproduced [12,25]:

$$
\begin{align*}
\rho c \partial_{t} T+\partial_{x} q & =0, \\
\tau_{q} \partial_{t} q+q+\lambda \partial_{x} T+\kappa \partial_{x} Q & =0, \\
\tau_{Q} \partial_{t} Q+Q+\kappa \partial_{x} q & =0, \tag{2}
\end{align*}
$$

where $Q$ plays the role of $N, q$ is the heat flux, $c$ denotes the specific heat and the coefficient $\kappa$ is not fixed on contrary to (1), this property allows to adjust the exact propagation speed using only

3 equations instead of 30. The properties of the models above are discussed deeply by Jou et al. [32], Alvarez et al. [33] and Guo et al. [34].

Despite the numerous differences between phonons and real molecules, the situation is similar for rarefied gases, at least at the level of entropy; Equation (3) does not contain restrictions about the type of the fluid, i.e., there is an "entropic equivalence" between them. Here, a gas under low pressure consists few enough particles to observe the ballistic contribution. In NET-IV, the starting point is the generalization of entropy density and its current:

$$
\begin{align*}
s\left(e, \rho, q_{i}, \Pi_{i j}\right) & =s_{e}(e, \rho)-\frac{m_{1}}{2} q_{i} q_{i}-\frac{m_{2}}{2} \Pi_{\langle i j\rangle} \Pi_{\langle i j\rangle}-\frac{m_{3}}{6} \Pi_{i i} \Pi_{j j} \\
J_{i} & =\left(b_{\langle i j\rangle}+b_{k k} \delta_{i j} / 3\right) q_{j} \tag{3}
\end{align*}
$$

then exploiting the entropy production inequality of second law [12], one obtains a continuum model compatible with the kinetic theory to model rarefied gases [25,26,35]. Einstein's summation convention is applied. Here $\Pi_{i j}$ is an internal variable [36-38], it is identified as the viscous pressure, $\Pi_{i j}=P_{i j}-p \delta_{i j}$ with $p$ being the hydrostatic pressure, in accordance with EIT [18,19]. This is the usual assumption in theories of Extended Thermodynamics, as a consequence of the compatibility with kinetic theory [21,32], it also includes Meixner's theory [39], the first extension of Navier-Stokes equation. Besides, $b_{i j}$ is called Nyíri-multiplier (or current multiplier) [31] which permits obtaining coupling between the heat flux and the pressure. Furthermore, the form of entropy flux (3) is compatible with the one proposed by Sellitto et al. [40], where the gradient of heat flux acts as a multiplier. Since the proper description requires the separation of deviatoric and spherical parts, in Equation (3) $\rangle$ denotes the traceless part of the pressure. Equation (3) presents the same generalization as used for modeling complex heat conduction processes that include diffusive and wave propagation modes together, thus, hereinafter it is called non-local generalization of entropy and its current density [25]. The linearized-generalized Navier-Stokes-Fourier system reads in one dimension [25]:

$$
\begin{array}{r}
\tau_{q} \partial_{t} q+q+\lambda \partial_{x} T-\alpha_{21} \partial_{x} \Pi_{s}-\beta_{21} \partial_{x} \Pi_{d}=0, \\
\tau_{d} \partial_{t} \Pi_{d}+\Pi_{d}+v \partial_{x} v+\beta_{12} \partial_{x} q=0, \\
\tau_{s} \partial_{t} \Pi_{s}+\Pi_{s}+\eta \partial_{x} v+\alpha_{12} \partial_{x} q=0, \tag{4}
\end{array}
$$

where the lower indices $d$ and $s$ denote the deviatoric and spherical parts, respectively. The $\eta$ is the bulk viscosity, $v$ denotes the shear viscosity, $\alpha_{a b}, \beta_{a b}(a, b=1,2)$ are the coupling parameters between the heat flux and the pressure and $\tau_{m}(m=q, d, s)$ are the relaxation times, here the coupling parameters and the relaxation times are to be fit. This structure is equivalent to the 1D linearized version model from RET [41-43]:

$$
\begin{array}{r}
\tau_{q} \partial_{t} q+q+\lambda \partial_{x} T-R T_{0} \tau_{q} \partial_{x} \Pi_{d}+R T_{0} \tau_{q} \partial_{x} \Pi_{s}=0, \\
\tau_{d} \partial_{t} \Pi_{d}+\Pi_{d}+2 v \partial_{x} v-\frac{2 \tau_{d}}{1+c_{v}^{*}} \partial_{x} q=0, \\
\tau_{s} \partial_{t} \Pi_{s}+\Pi_{s}+\eta \partial_{x} v+\frac{\tau_{s}\left(2 c_{v}^{*}-3\right)}{3 c_{v}^{*}\left(1+c_{v}^{*}\right)} \partial_{x} q=0 \tag{5}
\end{array}
$$

with $R$ being the gas constant and $c_{v}^{*}$ denotes the dimensionless specific heat: $c_{v}^{*}=c_{v} / R$. As it is apparent, only the relaxation times are free parameters, all the other coefficients are fixed. It is interesting to note that the system (5) is derived by considering a doubled hierarchy of balance equations $[24,44]$. The reason behind that fact is related to the more degrees of freedom within polyatomic gases [26]. It is also important to note that it is not the only way for the kinetic theory: Lebon and Cloot derived a possible generalization using gradient terms as new variables [45] to
model nonlocal phenomena. In order to obtain a complete (closed) system of equations, beside the constitutive equations above, one has to use the balance laws as well:

$$
\begin{align*}
\partial_{t} \rho+\rho_{0} \partial_{x} v & =0, \\
\rho_{0} \partial_{t} v+\partial_{x} \Pi_{d}+\partial_{x} \Pi_{s}+R T_{0} \partial_{x} \rho+R \rho_{0} \partial_{x} T & =0, \\
\rho_{0} \partial_{t} T+\partial_{x} q+R \rho_{0} T_{0} \partial_{x} v & =0, \tag{6}
\end{align*}
$$

i.e., the mass, momentum and energy balances, respectively.

It is worth mentioning the earlier works of Lebon and Cloot [45] and Carrassi and Morro [46,47] where a similar comparison is performed. In these papers, other experiments are analyzed that are conducted by Meyer and Sessler [48], which slightly differ from the following one.

Before discussing the experimental observations about rarefied gases, one must define what a rarefied gas is. According to Klimontovich, a density parameter $\varepsilon$ should be small for rarefied gases: $\varepsilon \ll 1$. It expresses the ratio of the occupied volume by the molecules and the overall available volume. Using the air properties at atmospheric pressure and room temperature, it turns out that $\varepsilon \approx 10^{-4}$ [49]. In other words, air at 10 atm is also rarefied or at least close to a rarefied state. Eventually this definition is not appropriate as it takes the volume corrections only into account, leaving the Knudsen number out of sight. The validity limit of the classical transport equations can be given more appropriately using the Knudsen number since it includes the mean free path as a characteristic quantity of a process. Above $K n \approx 0.05-0.1$ the generalizations of the Navier-Stokes-Fourier equations must be applied [30,35].

In the following, the particular experimental observations of Rhodes are presented. That experiment highlights two essential aspects which are not independent of each other, namely, the density dependence of material parameters and the frequency/pressure $(\omega / p)$ scaling properties of the RET and NET-IV models. The discussion aims to present the necessary requirements of obtaining $\omega / p$-dependence from continuum point of view. At the end, that measurement is evaluated using the framework of NET-IV and compared to the approach of RET.

## 2. Experiments

As in the case of heat conduction [23], the experimental results are considered as a benchmark problem in order to test the validity and feasibility of the corresponding generalized model. Here, one measurement performed by Rhodes [50] is discussed in detail. There are many other data in the literature [51-54], but this one is going to be sufficient to present all the necessary conclusions and difficulties arising in that field, i.e., how the scaling properties appear, the interpretation of the experiments and more importantly, the role of the material parameters.

A sonic interferometer [55] is used to measure the sound speed for various frequency-pressure ratios [50], see Figure 1 for typical data. The interferometer is placed in a dewar to maintain a constant temperature within.


Figure 1. Speed of sound measurement performed by Rhodes [50]. The vertical axis denotes the relative speed of sound, i.e., $v / v_{0}$, where $v_{0}$ is the speed of sound related to the normal state. The original data can be found in [50]. The relevant points are emphasized by red squares.

It has to be emphasized that the frequency was constant as well in the experiments [50], i.e., the pressure is varied over the whole interval. More appropriately, it was the density that changed during the experiment when the constant temperature has maintained. In Figure 1, the results related to normal Hydrogen is presented. The measurement is also performed using pure para-Hydrogen and the 50-50 mixture of para-ortho Hydrogen [50]. Now choosing the curve from Figure 1 corresponding to 296.8 K . Before making any advancement with the extended models, two essential aspects must be discussed. The first one is to investigate the density dependence of material parameters. Then, one can calculate the dispersion relation for the relating model (4)-(6) or (5) and (6) to model the experiment and analyze the frequency-pressure dependency, too.

### 2.1. Density Dependence of Material Parameters

Despite the fact that the experimental data are recorded as a function of $\omega / p$ only, it is also emphasized in the related paper of Rhodes [50] that the frequency was constant all along the measurement in an isothermal environment. It means that the pressure is varied by changing the density of the gas only. That is, changing the state of the gas from normal (or dense) state to a rarefied one must reflect the role of density dependence of material parameters.

Indeed, this is an efficient way to demonstrate the validity region of the classical Navier-Stokes-Fourier equations. As the experiment shows, some effects become essential when the gas reaches its rarefied state. Density-dependent material coefficients could represent it: some of them make the related memory and nonlocal effects (couplings) negligible for dense states and worthwhile to account in rarefied states while the others change accordingly. This is a natural expectation from theoretical point of view.

Considering the RET approach of Arima et al. [43], one can notice the following:

- the viscosities are constant: $v=p_{0} \tau_{d}$ for shear viscosity and $\eta \sim p_{0} \tau_{s}$ for the bulk part,
- the thermal conductivity is also constant: $\lambda \sim c p_{0} \tau_{q}$ (in which $c$ being the specific heat),
- as a consequence of the above, the relaxation times are inversely proportional with mass
density: $\tau \sim \frac{1}{\rho}$.
All the other parameters are fixed and do not depend on the mass density in any way. It is important to emphasize that the essential material parameters used in their analysis are constant for very different pressures, like $10^{3}$ or $10^{5} \mathrm{~Pa}$. These viscosities are derived on kinetic theory considerations (see, e.g., [56-58]) and are independent of the mass density. Since it is a theoretical value, in the following it is referred to be "physical" or theoretical quantity. It is needed to be underlined that only the "effective" or apparent properties are measurable which may differ from the theoretical ones. As Michalis et al. [59] draw the attention to the "effective" viscosity, the theoretical one must be corrected for rarefied gas flows as a function of the Knudsen number. These corrections are devoted to facilitating the phenomenological descriptions and can be compared to the above-mentioned measurements [59-63].

As the measured effective viscosity shows mass dependence, it requires corrections in both directions: from the rarefied state to the extremely dense states (up to the magnitude of $10^{3} \mathrm{MPa}$ ). One example is the Enskog-type correction [63-65]. It is in good agreement with particular experiments that are devoted to measuring the density dependence of shear viscosity for dense states [64,66-68]. These measurements do not aim to investigate low-pressure behavior. Extrapolating the "dense data" to zero, they show the presence of non-zero viscosities at zero density (see Figure 2 for details) $[56,60,66,69]$.

On the other hand, the measurements of Itterbeek et al. [70-72] demonstrate decreasing viscosity by decreasing the pressure. It can be only piecewise linear, its steepness changes drastically at very low pressures ( $1-10 \mathrm{~Pa}$ ), and the viscosity tends to zero (Figure 3). However, it is extremely difficult to perform viscosity measurements at such a rarefied state. The outcome of the experiment depends on the size of the apparatus and could influence the results. Furthermore, evaluating such
viscosity measurement that corresponds to high Kn number, the classical Navier-Stokes theory may be insufficient and a non-local theory should be used. So to say, there could be some uncertainty regarding the values of the viscosities. From practical point of view, the density dependence seems to be natural and the measurements of Itterbeek et al. also strengthen this expectation: at zero density, there is no viscosity. From a theoretical point of view, this is contradictory to the kinetic theory in the sense of the non-zero value for viscosity in the zero-density limit. Beskok and Karniadakis [73], to overcome that contradiction, suggested a correction that is inversely proportional with the Knudsen number. The correction of the "physical" viscosity is improved by Roohi and Darbandi [74], too.

From a practical point of view again, these effective quantities are essential for modeling, for instance see [59,75-79]. In these papers, generalized constitutive laws are proposed in which apparent quantities play a central role and are used as being the coefficients in the constitutive equations, this is the case also in NET-IV. These referred problems (rheology, non-Newtonian fluids, biological materials) demonstrates that the apparent transport coefficients can depend on various quantities, especially in complex materials. Since the theoretical coefficients differ from the apparent one, at least in the sense of density dependence, it could influence the scaling properties of a model. It is discussed in the following.


Figure 2. Density dependence of viscosity for dense gases when the non-zero viscosity at zero density appears. The original measurements can be found in [66]. Here, the red boxes show the region of interest together with the extrapolation to zero density.
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Figure 3. Pressure dependence of viscosity for rarefied gases at room temperature. The original data can be found in [72] which is only partially depicted here.

For the sake of complete comparison with the work of Arima et al., the same assumptions are used, i.e.,

- both viscosities and the thermal conductivity are constant:
$v=8.82 \times 10^{-6}$ Pas, $\eta=326 \times 10^{-6}$ Pas and $\lambda=0.182 \mathrm{~W} /(\mathrm{mK})$, respectively.
- all relaxation times and the coupling coefficients have $1 / \rho$ dependence.

These follow from a scaling requirement which is discussed in the next section.

### 2.2. Frequency-Pressure Dependence

It is stated frequently in the early experimental papers [51-53] that the behavior of a gas depends on the ratio of frequency and pressure alone. From the point of view of kinetic theory, this scaling property is natural and follows from the Boltmann equation.

However, it is not that straightforward from a continuum point of view. Although this scaling is correct based on the experimental data [50], it requires constant transport coefficients, $1 / \rho$ dependence in the new parameters (relaxation times and coupling coefficients) and ideal gas state equation. These assumptions work for the corresponding evaluations; it could not be valid for an extensive pressure (or density, accordingly) domain, e.g., from 10 Pa to $10^{8} \mathrm{~Pa}$ as the apparent (It is worth to note again that the continuum models consist apparent (or measurable) coefficients in the constitutive equations.) viscosities and the thermal conductivity do depend on the pressure. Moreover, it is not clear how that scaling would appear using a more general equation of state.

Furthermore, it would worth investigating the scaling of relaxation times as the particle-wall interaction starts to dominate the process instead of the particle-particle collisions. In this kind of process, the characteristics of relaxation times are changed and thus changing the scaling properties of the equations. This could be the validity limit of the pure $1 / \rho$ dependence. For example, in the experiments of Meyer and Sessler the lower pressure limit is around 0.2 Pa in which such particle-wall constribution can be especially important to consider.

This scaling property can be easily demonstrated for the classical Navier-Stokes-Fourier model by calculating the dispersion relation using the previous assumptions. Then, there no one will find terms containing the frequency $\omega$ and the pressure $p$ separately, as follows.

Assuming the common $e^{i(\omega t-k x)}$ plane wave solution of the system (7) with the usual wave number $k$ and frequency $\omega$,

$$
\begin{align*}
\partial_{t} \rho+\rho_{0} \partial_{x} v & =0, \\
\rho_{0} \partial_{t} v+\partial_{x} \Pi_{d}+\partial_{x} \Pi_{s}+R T_{0} \partial_{x} \rho+R \rho_{0} \partial_{x} T & =0, \\
\rho_{0} c_{V} \partial_{t} T+\partial_{x} q+R \rho_{0} T_{0} \partial_{x} v & =0, \\
q+\lambda \partial_{x} T & =0, \\
\Pi_{d}+v \partial_{x} v & =0, \\
\Pi_{s}+\eta \partial_{x} v & =0, \tag{7}
\end{align*}
$$

and omitting the detailed derivation, one obtains the following expression for phase velocity $v_{p h}=\frac{\omega}{k}$ :

$$
\begin{align*}
& v_{p h}^{2}=\frac{c R T \rho^{2}+R^{2} T \rho^{2}+i c \eta \rho \omega+i \lambda \rho \omega+i c v \rho \omega}{2 c \rho^{2}}+ \\
& +i \frac{\sqrt{\rho^{2}\left(-4 c \lambda \omega(-i R T \rho+(\eta+v) \omega)+\left(i R^{2} T \rho-\lambda \omega+c(i R T \rho-(\eta+v) \omega)\right)^{2}\right)}}{2 c \rho^{2}} . \tag{8}
\end{align*}
$$

Expanding all the terms within Equation (8), the $v_{p h}=v_{p h}(\omega / p)$ dependence becomes visible and all the experimental data can be evaluated without calculating the pressure (or the mass density) independently from the frequency. In the case of the generalized NSF model, the situation is the same, and the previous assumptions ensure such scaling. Here, the final remark is made from an experimental point of view: the frequency and the pressure are separately controlled and should be documented in this way. Then, in a continuum model, the pressure dependence in any parameter could be implemented without any problem, and the model would be free from assumptions that may be made unconsciously. Moreover, it could extend the validity region of this modeling approach.

### 2.3. Evaluations, Comparisons and Conclusions

First, let us consider the results of Arima et al. [24,43], see Figure 4 for details. There are some important remarks on their evaluation method:

1. Dimensionless frequency $\Omega=\tau_{d} \omega$ is used instead of $\omega / p$, moreover, $p \tau_{d} \omega / p=v \omega / p$ hence the shear viscosity $v$ is used to rescale the experimental data. Moreover, the papers [24,43] do not reflect the fact that the frequency was constant. It could be confusing hence it hides that the mass density $\rho$ is the real independent variable in the equations in which all new coefficients (relaxation times and coupling parameters) depend on $\rho$.
2. Regarding the temperature, 295.15 K is used instead of 296.8 K . It is seemingly a small difference; however, when one attempts to calculate the mass density from the data $\omega / p$, it leads to a different value, i.e., slightly inaccurate the data in [24]. As a consequence, even the speed of sound is slightly inaccurate that used for vertical scale.
3. In $[24,43]$, only certain ratios of relaxation times are fitted. One has to know the pressure in order to determine their values.
4. One single parameter set is used to fit the data from papers [50,53,80] (Figure 4). The relevant data is the following: $\tau_{q} / \tau_{d}=1.46, \tau_{s} / \tau_{d}=144$, since the coupling coefficients are also proportional with the relaxation times. It is apparent from Figure 4 that for other measurements, even on the same material, these ratios may be different.

Figure 4 demonstrates that kinetic theory can model the behavior of the gas in the rarefied state.


Figure 4. Calculations of Arima et al. [24]. The solid red line shows the prediction, the squares and triangles are referring to different experimental data; here, the triangles represent the data from Rhodes [50]. The dashed line shows the behavior of the Navier-Stokes-Fourier equations.

Here, using the NET-IV continuum model, only the experiment related to $T=296.8 \mathrm{~K}$ is considered for demonstrational reasons. It is not intended to evaluate the complete series of measurements. In Figure 5, two horizontal scales are used that intend to indicate the one-to-one correspondence between the $\omega / p$ and $\rho$. It is always possible if the frequency and the temperature are known. Although the fitting procedure is conducted by hand, it is clear that the NET-IV model is also applicable to these problems. However, it is more difficult to do due to more degrees of freedom. Tables 1 and 2 show the corresponding values of each parameter. For simplicity, in the fitting procedure the ratio of relaxation times was constrained to be the same as for RET, i.e., $\tau_{q} / \tau_{d}=1.46, \tau_{s} / \tau_{d}=144$.

Table 1. Fitted relaxation time coefficients for continuum model.

| $\tau_{q}=\frac{t_{1}}{\rho}, t_{1}=\left[\frac{\mathrm{kg} \cdot \mathrm{s}}{\mathrm{m}^{3}}\right]$ | $\tau_{d}=\frac{t_{2}}{\rho}, t_{2}=\left[\frac{\mathrm{kg} \cdot \mathrm{s}}{\mathrm{m}^{3}}\right]$ | $\tau_{s}=\frac{t_{3}}{\rho}, t_{3}=\left[\frac{\mathrm{kg} \cdot \mathrm{s}}{\mathrm{m}^{3}}\right]$ | $\tau_{q} / \tau_{d}$ | $\tau_{s} / \tau_{d}$ |
| :---: | :---: | :---: | :---: | :---: |
| $4.526 \times 10^{-9}$ | $3.1 \times 10^{-9}$ | $4.464 \times 10^{-7}$ | 1.46 | 144 |

Table 2. Fitted coupling coefficients for continuum model.

| $\alpha_{12}=\frac{a_{12}}{\rho}, a_{12}=\left[\frac{\mathrm{kg} \cdot \mathrm{s}}{\mathrm{m}^{3}}\right]$ | $\beta_{12}=\frac{b_{12}}{\rho}, b_{12}=\left[\frac{\mathrm{kg} \cdot \mathrm{s}}{\mathrm{m}^{3}}\right]$ | $\alpha_{21}=\frac{a_{21}}{\rho}, a_{21}=\left[\frac{\mathrm{kg}}{\mathrm{m} \cdot \mathrm{s}}\right]$ | $\beta_{21}=\frac{b_{21}}{\rho}, b_{21}=\left[\frac{\mathrm{kg}}{\mathrm{m} \cdot \mathrm{s}}\right]$ |
| :---: | :---: | :---: | :---: |
| $1.7 \times 10^{-6}$ | $1.27 \times 10^{-6}$ | $1.3 \times 10^{-4}$ | $1.55 \times 10^{-5}$ |



Figure 5. Evaluation using NET-IV (thick black line). The pressure starts at 1 atm and decreases to $2000 \mathrm{~Pa}, \omega=1 \mathrm{MHz}$. Error bars are placed for each measurement point to indicate the uncertainty of digitalizing data, its magnitude is $\pm 2.5 \mathrm{~m} / \mathrm{s}$. The red dashed line shows the results of Arima et al. [24].

## 3. Discussion

The models originated from RET and NET-IV are briefly introduced and tested on a particular experiment performed by Rhodes. It is apparent from the experimental data that the rarefaction in a Hydrogen gas shows substantial deviation from its dense state. Here, the speed of sound data can be evaluated without any obstacles in NET-IV as well, but this evaluation highlights some crucial aspects.

First, we note the difference between the theoretical and measured properties which has great importance in kinetic theory. In contrast, a continuum model does not propose this distinction, it is not possible to calculate the "physical" (theoretical) coefficient without a detailed micromechanism. Moreover, especially from practical point of view, the NET-IV model contains the "effective" (measurable) quantities which have density dependence as well, beside the temperature, according to the referred literature. Since the continuum approach does consist of the measurable transport coefficients, it keeps the continuum model on a more general level that is not restricted specifically, in contrast to the kinetic theory. In the present experimental evaluation, constant viscosities and thermal conductivity are used in order to keep the model compatible with the kinetic theory.

Second, it is advantageous if all the data are given in the experiment; the frequency-pressure ratio could be insufficient, especially when the effective transport coefficients are not constant respect to the pressure. In continuum theory, it does matter what is changed: the frequency, the pressure, or both. In that sense, it is confusing to use dimensionless frequency, especially when all the necessary data are
given for the appropriate scale. Besides that fact, the application of dimensionless quantities is still valid, but their use makes it a bit more difficult to interpret the experimental data. Moreover, in the end, even the kinetic approach requires the knowledge about the pressure in order to evaluate the relaxation times and the coupling coefficients.

Moreover, it is also shown that besides the frequency/pressure scaling of experimental data, it is not necessarily obtained in the dispersion relations of a continuum model, merely by restrictive assumptions of constant coefficients. However, it is worth noting that if every experimental data are given appropriately, that is, the frequency and pressure are given separately, then the experimental data become evaluable even if the $\omega / p$ scaling is not visible in the dispersion relations. Furthermore, recalling the experimental data of Itterbeek and Gracki et al. in which the viscosity depends on the mass density, this is clear that its inclusion into the models would strongly influence the scaling properties as well. Thus, one question remains: which transport property is important from the aspect of the scaling, the theoretical one or the measurable one?

The difference between the presented approaches originates in the preassumptions. Using kinetic theory, a detailed interaction is assumed, and it restricts some degrees of freedom. On the other hand, in NET-IV, it is not necessary to make any preassumption regarding the type of the fluid, while in kinetic theory it is fixed as a first step, and the derived model such as Equation (5) will be valid only for this restricted case, in the price of the number of free coefficients. As mentioned in the introduction, one of the main difficulties is the fitting of free parameters in the model of NET-IV (4), that is, 7 coefficients are to be fitted instead of 3 that presented by Equation (5). It can be reduced if one adopts some knowledge from the kinetic approach and applies in the continuum model, such as the ratio of relaxation times. This disadvantage could be an advantage if the number of equations is still enough to describe a three-dimensional process on the contrary to the kinetic theory where the momentum expansion generates a large system of equations for a more general situation, for instance in the low temperature heat conduction problems.

As a final remark, it is essential to realize that these approaches extend each other from different directions. While NET-IV keeps the models as general as possible, RET builds a detailed one, with much more knowledge about the coefficients. Although the underlying physical picture is different, the resulting system of equations can be compatible with each other.
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#### Abstract

The entropy force is the collective effect of inhomogeneity in disorder in a statistical many particle system. We demonstrate its presumable effect on one particular astrophysical object, the black hole. We then derive the kinetic equations of a large system of particles including the entropy force. It adds a collective therefore integral term to the Klimontovich equation for the evolution of the one-particle distribution function. Its integral character transforms the basic one particle kinetic equation into an integro-differential equation already on the elementary level, showing that not only the microscopic forces but the hole system reacts to its evolution of its probability distribution in a holistic way. It also causes a collisionless dissipative term which however is small in the inverse particle number and thus negligible. However it contributes an entropic collisional dissipation term. The latter is defined via the particle correlations but lacks any singularities and thus is large scale. It allows also for the derivation of a kinetic equation for the entropy density in phase space. This turns out to be of same structure as the equation for the phase space density. The entropy density determines itself holistically via the integral entropy force thus providing a self-controlled evolution of entropy in phase space.
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## 1. Introduction: Entropy Force

About thirty years ago, Prigogine [1] attempted a microscopic theory of entropy assuming that, by some quantum process, seeds of entropy could be generated. Such a hypothetical process would, in the early universe, possibly lay down the direction of time. Unfortunately, so far, such microscopic sources of entropy have not been confirmed. It seems that they can hardly be expected because quantum uncertainty itself is a stochastic process, which by its own nature does not contain any direction. It is hard to believe that it could lead to entropy production if not aided by some kind of dissipative interaction. Entropy is a thermodynamic concept, which by itself requires an underlying dynamics, which allows for the presence of many states that a system consisting of many subsystems, components, particles would be able to occupy.

More recently, it has been speculated [2] that that kind of a mesoscopic entropy in quantum string theory could cause gravity to emerge from the action of a quantum entropic force as a gradient of entropy generated in string interactions, intended to provide a physical basis for the so-called modified Newtonian gravity, which proposes that Newton's law should be corrected on the large scales to eliminate the problem of dark matter in astronomy.

From a completely different point of view, the idea of an entropy force has been picked up in the discussion of maximum entropy methods in prediction theory [3,4] in open systems where the probabilistic version of entropy depends on space and time, propagates into the future
and, thus, has a finite gradient in space and time, which is interpreted as force. It apparently is capable of allowing, based on maximization of entropy, predicting the time evolution of the system, an interesting and possibly far-reaching predictive concept. In a sufficiently small closed system, it necessarily must describe the evolution of entropy towards a finite thermal state of maximum entropy. Recently, entropy forces have also been applied to molecular dynamics in proteins ([5] and the references therein). Spatial smallness is required by causality to enable synchronization. Therefore, the concept applies to the universe on the cosmological timescale only in order to allow for homogenization of entropy. On any local scale, the entropy produced in the classical system represents a localized excess in entropy. If not artificially confined, this excess tends to expand and affect its environment. This necessarily generates a local entropy force, a classical force that should not be mixed up with the above-mentioned entropic force in string systems. This force follows from the first law in thermodynamics:

$$
\begin{equation*}
d E=T d S-P d V \tag{1}
\end{equation*}
$$

which relates the three different forms of energy $E$, pressure $P V$, and entropy $T S$. Gradients in energy, pressure, and temperature are known to be forces, and the gradient of volume causes dispersion, flows, and forces, for instance in charged systems.

In a similar vein, a gradient in entropy corresponds to a collective macroscopic effect as the entropy tends to expand and maximize. This is a purely macroscopic effect indeed because, similar to density/volume and pressure, the entropy $S$ is defined only for macroscopic systems, consisting of a large number of subsystems, to which finite temperature and density can be assigned and which occupy a finite volume. In the first law, it is only the energy $E$ that maintains its meaning also in the microscopic world down to only one particle, to which assigning temperature makes no sense. The entropy potential $U=T S$ indeed is not just a thermodynamic potential; it is also a real potential always being positive and thus repulsive. The entropy force is then given as its gradient:

$$
\begin{equation*}
\mathbf{F}=-\nabla U \tag{2}
\end{equation*}
$$

as usually taken negative. It consist of two parts, a thermal force $-S \nabla T$, which is of no interest here, and the genuine entropy force:

$$
\begin{equation*}
\mathbf{F}_{S}=-T \nabla S \tag{3}
\end{equation*}
$$

This might look trivial; however, it is not, as we will demonstrate below with a particular example: the black hole.

However, before proceeding, we recall that, since both $T$ and $S$ are positive definite, the entropy force is repulsive in the direction negative to the gradient of entropy. This means that an accumulation of entropy at some location, if not artificially confined to a box, will act outward. Adopting an interpretation of entropy as disorder, which by no means is generally justified, thus implies that disorder tends to infect its external region. It has the tendency to expand.

With temperature $T$ in energy units, the entropy $S$ has no dimension. Moreover, the product of temperature and entropy is a scalar function with the dimension of a potential. For scalar temperature, i.e., at temperature isotropy, $S$ is also a scalar. Under conditions of anisotropic temperature, the inverse temperature becomes a vector [6], and thus, $S$ becomes a vector as well (more generally, both become tensors). In the interest of simplicity, we do not consider this case in the following.

This entropy force does not depend on particle mass or charge, at least not explicitly. Mass is contained in temperature and energy, but there is no explicit reference to it in the definition of the entropy force. Thus, for a given temperature, all particles independent of their properties will be subject to the same entropy force. In this sense, the entropy force is a general mechanical force seeking to restore smoothness in disorder on a higher level of disorder, completely independent of which kind of particles have contributed to the inhomogeneity in disorder.

By its nature, the above entropy force is a long-range force. It does not compete with the Coulomb force on the short scales. From the first law, one realizes that the main force it competes with is the
pressure gradient. Both are proportional to the temperature, which thus drops out when comparing the forces. Both are proportional to the density gradient. Thus, in the presence of changing volume, the entropy force adds to or diminishes the effect of the pressure force.

## 2. Entropy Force of Schwarzschild Black Holes

Let us turn to our example, the Schwarzschild black hole, which we chose for demonstration because of its simplicity and cleanness compared to Kerr or charged Nordstrom black holes. Black holes are known to carry entropy [7-12]. More correctly, since the interior of the black hole is not accessible, it is the black hole horizon that carries an entropy. This came as a surprise, as it implies that the horizon possesses a temperature and therefore must be considered as a macrosystem, which occupies a large number of states. Microscopically, this puzzle has not been resolved until today, even though a large number of attempts have been put forward to elucidate the internal structure of the horizon (see [13-17] and several others). Such considerations were based on the Bekenstein-Hawking entropy and the Hawking radiation of a black hole [11], which is attributed to its finite entropy and thus finite temperature. It implies the existence of a thermodynamic for the black hole horizon with the implication that the horizon physics involves a very large number of states that can be occupied. Jacobson [15] extended this concept to horizons in general in order to develop a thermodynamics of gravitational horizons from which he found that Einstein's gravitational field equations formally play the role of equations of state. This concept was reviewed and extended subsequently by Padmanabhan [16] to speculate about the general importance of horizon physics in general relativity and cosmology, suggesting that all the physics is holographically contained in the physics of horizons.

Schwarzschild black holes are in the first place classical objects. However, their entropy includes the quantum nature of matter at the horizon (cf., e.g., [13]), which is induced by the sharpness of the horizon and indicates that black holes are not purely classical. Let us ask what the entropy force related to the presence of the horizon would be.

### 2.1. Schwarzschild Constant

A Schwarzschild black hole of mass $M$ has energy $M c^{2}$, radius $R_{S}=2 G M / c^{2}$, and spherical surface $A_{B H}=4 \pi R_{S}^{2}$. Forming the ratio of the total black hole energy and the Schwarzschild radius yields:

$$
\begin{equation*}
\mathcal{F}_{S}=M c^{2} / R_{S}=c^{4} / 2 G=6.053 \times 10^{43} \quad \mathrm{~N} \tag{4}
\end{equation*}
$$

a constant that has the dimension of a force and that we call the Schwarzschild constant. This is a universal constant, whose value is independent of any property of the black hole, a force. This force is the Planck force, which so far has not been given any physical meaning. We prefer to call it the Schwarzschild constant as the black hole is the only place where it naturally arises.

### 2.2. Horizon Entropy Force

The entropy of the black hole horizon is the (dimensionless) Bekenstein-Hawking entropy:

$$
\begin{equation*}
S_{B H}=\frac{A_{B H}}{4 \lambda_{P}^{2}}=\frac{\pi R_{S}^{2} c^{3}}{G \hbar} \tag{5}
\end{equation*}
$$

with $\lambda_{P}$ the Planck length, and its corresponding black-body radiation temperature is the Hawking temperature:

$$
\begin{equation*}
T^{B H}=k_{B} T_{H}=\hbar c^{3} / 8 \pi G M \tag{6}
\end{equation*}
$$

here given in energy units. This yields trivially the Bekenstein-Hawking energy $E_{B H}=T^{B H} S_{B H}=$ $\frac{1}{2} M c^{2}$ of the horizon, just half the black hole energy. For a classical black hole, the horizon has no width, suggesting an infinite gradient when crossing it. In order to obtain the force, the relevant distance
taken for the gradient is the diameter $2 R_{S}$ of the black hole, yielding for the modulus of the outward directed entropy force:

$$
\begin{equation*}
F_{S}^{B H} \sim \frac{T^{B H} S_{B H}}{2 R_{S}}=\frac{c^{4}}{8 G}=\frac{\mathcal{F}_{S}}{4} \approx 1.5 \times 10^{43} \mathrm{~N} \tag{7}
\end{equation*}
$$

a quarter of the Schwarzschild constant. A more precise calculation would correct for the numerical factor, which, however, is of order $O(1)$. Formally, the Schwarzschild constant, and thus also the entropy force at the horizon, is in fact a very strong force. Its presence, if real, at the horizon is rather surprising. It suggests that the physics of what happens inside the black hole is not really well enough understood.

Forming the ratio of the gravitational force $F_{G}^{B H}=-G m M / R_{S}^{2}$ any particle of mass $m$ experiences when approaching and touching the black hole horizon to this horizon entropy force, one obtains:

$$
\begin{equation*}
\left|F_{G}^{B H} / F_{S}^{B H}\right| \sim m / M \tag{8}
\end{equation*}
$$

For any massive black hole and any normal mass particle, this is a small number. A light particle $m \ll M$ will barely overcome this repulsion when hitting the horizon. To overcome it, it requires the collision of two black holes of nearly equal mass $M_{1} \sim M_{2}$, which would make the ratio $m / M \rightarrow$ $M_{1} / M_{2} \approx 1$. Collisions of such nearly-equal mass black holes have only recently been detected by the spectacular observation of gravitational waves.

At its horizon, the entropy force of a massive black hole $M \gg m$ compensates by far for the black hole's gravitational attraction on $m$. This is a consequence of the enormous sharpness of the entropy gradient at the horizon where the entropy is restricted to the surface of the horizon only, whose width is not precisely given, but as generally assumed, is of the order of a few Planck lengths $\lambda_{P}$ only. This force is remarkable only at the horizon itself when the mass $m$ gets into contact with the horizon. It will not be susceptible at some larger finite distance.

This follows from the fact that there is no known classical entropy field that would allow the entropy force to extend a distance ahead of the black hole into the surrounding space and is conjectured from the complete absence of any radial dependence of the force outside the horizon. In this picture, the entropy gradient is felt only locally across the horizon of the black hole when the particle touches it, an instant that is never seen or experienced by an external observer for whom the time the particle approaches the horizon stretches out to infinity. The particle, however, does in fact experience the presence of the black hole and, assuming that it remains intact having survived the enormous attraction during its inward spiraling motion, in its proper frame at proper time, really touches the horizon and wants to cross it. Shortly before this instant, however, the horizon entropy comes into play and stops the particle.

The gravitational force on the particle of mass $m$ (assuming it retains its mass till reaching the horizon, which is certainly not the case) would overcome the entropic force still only at a small fraction of the radius given by:

$$
\begin{equation*}
\frac{\Delta r}{R_{S}} \approx\left(\frac{M_{\odot}}{M}\right)^{\frac{1}{2}}\left(\frac{m}{M_{\odot}}\right)^{\frac{1}{2}} \approx 3 \times 10^{-28}\left(\frac{M_{\odot}}{M}\right)^{\frac{1}{2}} \tag{9}
\end{equation*}
$$

where on the right, we assumed a proton. For instance, this distance for a proton and a $M=10^{8} M_{\odot}$ massive black hole is of the order of only $\Delta r \sim 10^{-23} \mathrm{~m}$, deep inside the submicroscopic domain, though ten orders of magnitude larger than the Planck length. If it applies, then it would cause accumulation of matter in a film of roughly this width only.

The classical picture does not inform about the microscopic physics going on when this happens. Elucidating the real physics requires a quantum electrodynamic calculation for instance along the paths drawn by Hawking when calculating the black-body black hole radiation. Referring to Hawking's results implies that the horizon will be surrounded by a dilute and thin radial dust film of newly- and
continuously-created virtual particles, which sustain and support the weak Hawking radiation when tunneling into reality. The radial extension of this dust film implies a softening of the radial entropy gradient corresponding to a finite radial extension of the action region of the entropy force. It would be this radial domain where the light particle in its inward spiraling motion becomes trapped and retarded and is ultimately stopped and prevented from entering the interior of the black hole.

### 2.3. Body Entropy

What happens to the entropy inside the black hole would be important to know (cf. [18] for a discussion of Hawking radiation inside black hole geometry) in order to resolve the puzzle. It is rather improbable that the entropy would be constant inside the black hole, as this would require that the interior is in thermal equilibrium, which it is certainly not when being under the conditions of collapsing matter under gravitational attraction. One might speculate that towards deeper inside, the entropy decreases with decreasing radius, because the surface decreases as $\sim\left(r / R_{S}\right)^{2}$. Assigning a Hawking temperature to each shell of such a radius, the corresponding Hawking temperature would increase only as $\sim R_{S} / r$. Thus any entropy-force potential should decrease towards the interior like $\sim r / R_{S}$. The outer black hole horizon becomes the black hole shell of maximum entropy, the radius where the black hole entropy maximizes. The interior entropy force, the gradient of the potential, remains constant throughout the entire interior volume of the black hole with the exclusion of the singularity.

Notably, this entropy force points towards the interior of the hole, i.e., towards the singularity. It thus adds to the already existing gravitational acceleration being felt throughout the entire interior. By pointing inside towards decreasing radius $r$, it would push any existing massive particle that made it across the horizon into the singularity up in energy. This probably means that classically, no massive particle can make it across the horizon. It can only be non-massive radiation that crosses inward: photons and gluons, the massless bosons of electrodynamics and chromodynamics. Whether massive particles like electrons and quarks can indeed tunnel across the horizon remains a question that cannot be answered in the realm of classical physics.

Admittedly, these considerations are rather speculative as long as the evolution of entropy with increasing radial distance from the horizon towards inside and also outside the black hole has not been microscopically inferred. In any case, the question of the horizon representing a sharp surface remains a question that probably only quantum gravity can give an ultimate answer to, as it must proceed on scales close to the Planck scale $\lambda_{P}$. This is not our concern here.

### 2.4. Visibility and Matter Digestion

Naked isolated black holes are invisible except for their weak and so far inaccessible Hawking radiation. The question why black holes, which are embedded into surrounding matter, when accreting become visible at all is comparably easy to answer. Any mass flow approaching the horizon before encounter feels the gravitational field of the black hole, spirals in, accelerates, heats up, becomes partially transformed into radiation, and starts radiating violently. General relativity indicates that this process stretches time to infinity. Hence, even though the matter starts as material particles that cannot be digested by the black hole, because matter cannot pass the horizon due to the barrier the classical entropic force provides for massive particles, the emitted radiation is visible for long. The latter is a well-known fact, and though radiation from accreting black hole suspects has been observed for decades already, the observational proof has only very recently been given when a particular black hole signature could be resolved in radio emission.

During inward spiraling, the matter irradiates, which happens for all the matter that consists of much smaller mass particles (gaseous clouds, dust, stars) than the black hole. The total mass of the matter that hits the horizon at each instant is much less than $M$. The radiation produced in this process may be considered isotropic because there is no remarkable beaming until the matter becomes charged during gravitational compression, heating, and ionization. It then via a dynamo process generates its
proper magnetic field, which tangentially surrounds the black hole horizon and funnels the irreducible to radiation charged particles into two approximately symmetric jets. This self-generated magnetic field provides the outflow channel for the escape of light not irradiated charged matter, which the entropy force rejects from crossing the horizon. Matter accreted by a massive black hole does not arrive at the very horizon as matter, but as charge and massless radiation: mostly photons, possibly gluons, depending on the strength of the gravitational force (i.e., on the mass $M$ of the black hole whether or not it would be large enough to overcome gluon confinement, which is rather unbelievable).

The fraction of radiative energy that hits the black hole and gets trapped consists of photons. These are massless and do not feel the entropy force when encountering the horizon, because the entropy force acts on finite mass particles only. The photons feel, however, the gravitational black hole potential, which is acting on their energy and thus gravitationally deflects their orbits. The photon paths become spirally warped until they ultimately hit the horizon. When this happens, the photons make it across the horizon and enter the interior of the black hole. Looked at from the outside, this takes infinitely long again. It is an open question as to what happens to them inside the horizon, whether or not they collapse, and whether a singularity forms at all if only photons are available. We do not ponder about those interesting questions here.

The implication is that the mass influx into the hole proceeds via irradiation of matter as radiative inflow, not as matter inflow. The black hole is fed by photons. Feeding a black hole with small portions of matter in this view proceeds via transformation into radiation. Those parts of matter that do not transform into radiation, protons and the required neutralizing electrons, become expelled along the newly-formed magnetic funnels into space in the form of jets before touching the horizon. The jets either disperse in interaction with distant matter or become part of cosmic radiation. The process of how radiation may tunnel across the horizon is answered by the quantum electrodynamics of this process including the positive entropy potential drop at the horizon the radiation passes when hitting the black hole, which however barely affects the uncharged and massless photons.

Another question concerns the merging of two equal mass massive black holes. This case is of substantial interest because it has been observed in the first detections of gravitational radiation. If there is just a small mass difference, then probably the two almost equally-strong forces would produce a deformation of the horizons at contact, causing a bubble to evolve, like in the encounter of two soap bubbles. Merging of the horizons takes place at the circumference where the gradients of the entropy become tangential. The holes would start here to merge until the horizon encompasses both holes, with a trapped bubble forming in its common interior and thus becoming invisible to the external observer.

Finally, what happens when asking for the mysterious planckions, Planck particles of mass $M \sim 10^{-8} \mathrm{~kg}\left(\sim 10^{19} \mathrm{GeV}\right)$, which may have been created in the Big Bang and are believe to be Planck scale black holes? According to Hawking radiation theory, they should have evaporated in a Planck time of $\sim 10^{-43}$ s already after production, though it is not clear whether at the Planck scale, one can speak at all of black holes, as inside the planckion, quantum gravity necessarily comes into play, and Hawking's quantum electrodynamical calculations should become invalid. Looked at from the outside, a planckion is its own horizon and thus is fuzzy because its radius and diameter equal spatial uncertainty. Assuming that one still could speak about their surface, entropy, and entropy force, their entropy would be of the order of $S \sim O(1)$, while the entropy force would remain huge, equal to the Schwarzschild constant, outrunning the gravitational attraction force. Does this mean that planckions would neither radiate, nor be able to merge, keeping one another at a distance and in larger numbers causing some crystal-like texture? In this case, they could have survived (cf., e.g., [19] for contras) since the Big Bang and accumulated in agglomerations like clusters of galaxies where they could well serve (see [20] for pros) as a dark matter candidate.

## 3. Microscopic Phase-Space Density and the Entropy Force

So far, we just discussed the effect of the entropy force on a particular object: Schwarzschild black holes in astrophysics. We now turn to the general kinetic problem of the microscopic evolution of the particle distribution in many-particle physics. We restrict solely to classical systems, i.e., to systems that are described on the microscopic level by the classical Liouville equation, respectively its Klimontovich [21] equivalent in Equation (12) given below, and its hydrodynamic generalization [22].

Liouville's equation describes the evolution of the microscopic phase space density in $N$-dimensional phase space. On the classical elementary level of indistinguishable point charges, which have some properties like mass $m_{a}$, possibly some charge $e$ of different sign, and are distributed over a spatial volume $V$ with volume element $d^{3} q$ and the momentum volume of element $d^{3} p$ can be described alternatively $[21,22]$ by an exact known phase space density:

$$
\begin{align*}
\mathcal{N}_{a}^{m}(\mathbf{p}, \mathbf{q}, t) & =\sum_{i=1}^{N_{a}} \delta\left(\mathbf{p}-\mathbf{p}_{a i}(t)\right) \delta\left(\mathbf{q}-\mathbf{q}_{a i}(t)\right)  \tag{10}\\
& \equiv \sum_{i=1}^{N_{a}} \delta\left(\mathbf{x}-\mathbf{x}_{a i}(t)\right)
\end{align*}
$$

which simply counts the number of particles of sort $a$ in the entire $6 D$-phase space volume, such that it is normalized as:

$$
\begin{equation*}
N_{a}=\int d^{3} p d^{3} q \mathcal{N}_{a}^{m}(\mathbf{p}, \mathbf{q}, t) \tag{11}
\end{equation*}
$$

For a constant particle number, the time dependence is implicit in the particle trajectories $\mathbf{p}_{a i}(t), \mathbf{q}_{a i}(t)$ such that integration has to be performed along all of them. One may note that the microscopic phase space density $\mathcal{N}_{a}^{m}$ is otherwise dimensionless. This is seen from the definition of the delta-functions, which in the integration over phase space simply count numbers, which of course means that the normalization to space and momentum is implicit to them. Later, we will make the normalization more explicit, as this will be required by reference to the entropy.

Since the assumption is that the particles are classical, then in the absence of any particle sources or losses, the particle number in phase space is conserved along all the dynamical trajectories of the particles under their mutual, as well as external forces. In this case, the continuity equation of the particles, i.e., the microscopic Liouville equation in the $N_{a}$-particle 6D-phase space [21], reads simply:

$$
\begin{equation*}
\dot{\mathcal{N}}_{a}^{m} \equiv \frac{\partial \mathcal{N}_{a}^{m}}{\partial t}+\frac{\mathbf{p}}{m_{a}} \cdot \nabla_{\mathbf{q}} \mathcal{N}_{a}^{m}+\frac{d \mathbf{p}}{d t} \cdot \frac{\partial \mathcal{N}_{a}^{m}}{\partial \mathbf{p}}=0 \tag{12}
\end{equation*}
$$

Of course, here, $\dot{\mathbf{p}}=\mathbf{F}$ is the total force that acts on the particles at their location $\mathbf{q}=\mathbf{q}_{a i}(t)$ and thus on the phase space density, and the two last terms together constitute the Poisson bracket [...] in the Liouville equation, which in $N_{a}$-phase space, the $6 D$-phase space that within, the $N_{a}$ particles perform their trajectories, is a tautology.

The entropy force can be compared with other more conventional forces. Let, for simplicity, the total force $\mathbf{F}=\mathbf{F}_{Q}+\mathbf{F}_{S}$ be the sum of the entropy force and of another potential force $\mathbf{F}_{Q}=$ $-\nabla_{q} U$, where $U(\mathbf{q}, t)$ is the force potential. The entropy force just adds the potential $T S(\mathbf{q}, t)$ to the force potential $U$. Note that the entropy-force potential is always positive, as already made use of above, because there are neither negative temperatures [23] (The absence of negative temperatures is immediately clear from the definition of the temperature $T$ as proportional to the mean ensemble averaged square of the momentum fluctuations $T \sim\left\langle(\delta \mathbf{p})^{2}\right\rangle$ of all particles in the volume, which clearly, is a positive definite quantity. Negative temperatures would require imaginary momenta or particle mass. There are no candidates for such particles, though experiments of neutrino oscillations provide negative mean square masses, which, however, are interpreted differently.), nor are there negative entropies. Clearly, for strong forces acting on the particles and weak entropy gradients, the entropy force is negligible. This might be the usual case. On the other hand, if on the large scale the
inter-particle forces compensate, the entropy force will remain because there is no obvious counterpart that could compensate it. For instance, when dealing with electrostatic interactions only in the absence of any external fields and forces, the microscopic force $\mathbf{F}_{Q}^{m}(\mathbf{q}, t)=\sum_{a} e_{a} \mathcal{E}^{m}(\mathbf{q}, t)$ is the Coulomb force acting on the charges $e_{a}=a e$ with $a=+,-$ in the microscopic electrostatic field $\mathcal{E}^{m}(\mathbf{q}, t)$ obeying Maxwell-Poisson's equations:

$$
\begin{equation*}
\nabla_{q} \cdot \mathcal{E}^{m}=\frac{1}{\epsilon_{0}} \sum_{a} \rho_{a e}^{m}(\mathbf{q}, t), \quad \mathcal{E}^{m}=-\nabla_{\mathbf{q}} \Phi_{e}^{m}(\mathbf{q}, t) \tag{13}
\end{equation*}
$$

with electrostatic potential $\Phi_{e}^{m}$, and thus, $U=\sum_{a} e_{a} \Phi_{e}^{m}$. On the microscopic level in phase space, the microscopic electric space charge (not the charge density) of species $a$ is:

$$
\begin{equation*}
\rho_{a e}^{m}(\mathbf{q}, t)=e_{a} \int d^{3} p \mathcal{N}_{a}^{m}(\mathbf{p}, \mathbf{q}, t), \quad \int d^{3} q \rho_{a e}^{m}=e_{a} N_{a} \tag{14}
\end{equation*}
$$

It simply counts all charges in the total volume not relating them to the spatial volume $V_{a}$ yet. Summing over all species $a$, the total space charge is obtained. On average, it will be zero. The charges are moving, and there is a microscopic current:

$$
\begin{equation*}
\mathbf{j}_{a e}^{m}(\mathbf{q}, t)=\frac{e_{a}}{m_{a}} \int d^{3} p \mathbf{p} \mathcal{N}_{a}^{m}(\mathbf{p}, \mathbf{q}, t)=e_{a} \mathbf{v}_{a}(\mathbf{q}, t) N_{a} \tag{15}
\end{equation*}
$$

with $\mathbf{v}_{a}(\mathbf{q}, t)$ the average velocity of particles in group $a$. It gives rise to an internal magnetic field, which, in the electrostatic approximation, is relativistically small and is thus neglected (e.g., [21]), though this is not completely correct, because in a linear theory of fluctuations, it should be taken into account.

Electrostatic interactions have been the subject of exhaustive investigations in the literature. Here, they serve only as another force field against which the entropy force can be compared. The striking difference is that for the entropy force, no field is generated because there is no entropy charge comparable to $e_{a}$ and, hence, no singularity that would act as the source of the entropy field. In other words, the entropy field is, in contrast to the electric field, not related to field equations and thus lacks a field theory. Disorder lacks any elementary source not being a field, at least in classical physics.

The entropy of a system entering the first law of total energy conservation is an integral quantity. In order to refer to it on the elementary level of the microscopic kinetic equation in $6 D$-phase space, one has to return to its microscopic definition as the phase space average of the probability distribution.

It is convenient to define an entropy phase space density by referring to Gibbs-Boltzmann's definition of entropy through the probability density. Entropy density will then be obtained by integrating out the momentum space coordinates in the usual way. In the definition of the phase space density of entropy, we will at this point not yet make the assumption that the phase space volume is constant, but include the spatial dependence as well. This is advantageous because it allows making use of phase space densities. Integrating out the volume can be done at a later stage. With this in mind, the "microscopic Boltzmann entropy phase-space density" of species $a$ becomes (A number of other definitions or generalizations of entropy different from Boltzmann-Gibbs have been put forward in the near past [24-30], the physical, not the statistical meaning of which is not entirely clear. Though the theory could be extended to include those, we will neither refer to, nor use them in this note.):

$$
\begin{equation*}
\mathcal{S}_{a B}^{m}(\mathbf{p}, \mathbf{q}, t)=-\log \mathcal{N}_{a}^{\prime m}(\mathbf{p}, \mathbf{q}, t), \quad \mathcal{N}_{a}^{\prime m}=\mathcal{N}_{a}^{m} / N_{a} \tag{16}
\end{equation*}
$$

where the phase space density has been normalized to the total number $N_{a}$ of particles of species $a$. This makes the argument of the logarithm smaller than one, of which the negative sign takes care. A definition like this leans on Boltzmann's proposal. It is incomplete on the microscopic level because the entropy is a collective quantity, which is obtained by integrating over momentum space with the
microscopic phase space density $\mathcal{N}_{a}$ as the weight. One thus has as microscopic $N$-particle entropy phase-space density in ( $\mathbf{p}, \mathbf{q}$ )-space:

$$
\begin{equation*}
\mathcal{S}_{a}^{m}(\mathbf{p}, \mathbf{q}, t)=-\mathcal{N}_{a}^{m}(\mathbf{p}, \mathbf{q}, t) \log \mathcal{N}_{a}^{\prime m}(\mathbf{p}, \mathbf{q}, t) \tag{17}
\end{equation*}
$$

This microscopic phase-space density of the entropy is not the entropy itself, which is a function solely of the space coordinates. The $N_{a}$-particle entropy of sort $a$ is explicitly obtained by the integration of (17) over the entire momentum phase space:

$$
\begin{align*}
S_{a}^{m}(\mathbf{q}, t) & =\int d^{3} p \mathcal{S}_{a}^{m}(\mathbf{q}, \mathbf{p}, t)  \tag{18}\\
& \equiv \int d^{3} p^{\prime} d^{3} q^{\prime} \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \mathcal{S}_{a}^{m}\left(\mathbf{q}^{\prime}, \mathbf{p}^{\prime}, t\right)
\end{align*}
$$

and is always positive, as is easily seen from the definition of the microscopic phase space density, a positive quantity, and the above choice of entropy. Summing over all particle species $a$ then gives the total entropy. Moreover, because information is transported via some field, for instance the electromagnetic field, the time under the integral in Equation (17) is the retarded time $t^{R}=$ $t-\left|\mathbf{q}-\mathbf{q}^{\prime}\right| / c$ where $c$ is the velocity of signal/information transport between the particles at locations $\mathbf{q}$ and $\mathbf{q}^{\prime}$ in the real-space subspace of the $6 D$-phase space [31,32]. In conventional kinetic theory, retardation is neglected because $c$ is the velocity of light, and the distances between particles are usually less than $c t$. This is also assumed in the following.

There is a direct correspondence between this real space microscopic entropy density and the real space charge density $\rho^{m}(\mathbf{q}, t)$. Both enter the force term via taking the spatial gradient. The difference is that for the electric charge density, this step passes through the electric field $\mathcal{E}^{m}$, which is generated by the space charges. Repeated again, for the entropy, there is no such field, nor field equation in classical physics. Entropy is not a charge of some entity and thus does not generate a field. Taking its spatial gradient directly provides the force that acts on the particle at location $\mathbf{q}$.

## 4. Kinetic Equation with Entropy Force

The entropy force acting on species $a$ is the negative gradient of Equation (18). This leads to a repulsive force, independent of any charge. It adds to the potential $U$ in Klimontovich's equation. Thus, taking it into account in Equation (12), it becomes clear that it does not affect the particle number and thus does not imply any important change in the microscopic $N_{a}$-particle phase space density $\mathcal{N}_{a}^{m}$. The main interest is in its effect on the one-particle kinetic phase space distribution function $f_{a}(\mathbf{x}, t)$. This is defined through the ensemble-averaged $N_{a}$-particle phase space density:

$$
\begin{equation*}
\frac{N_{a}}{V_{a}} f_{a}(\mathbf{x}, t)=\left\langle\mathcal{N}_{a}^{m}(\mathbf{x}, t)\right\rangle \tag{19}
\end{equation*}
$$

where $\langle\ldots\rangle$ indicates the ensemble average, and explicitly for the one-particle distribution:

$$
\begin{align*}
f_{a}\left(\mathbf{x}_{a 1}, t\right) & =V_{a} \int f_{N} d^{6} \mathbf{x}_{a 2} \ldots d^{6} \mathbf{x}_{a N_{a}} \prod_{b \neq a} d^{6} \mathbf{x}_{b 1} \ldots d^{6} \mathbf{x}_{b N_{b}}  \tag{20}\\
\left\langle\mathcal{N}_{a}^{m}(\mathbf{x}, t)\right\rangle & =N_{a} \int \delta\left(\mathbf{x}-\mathbf{x}_{a 1}\right) f_{N} \prod_{a} d^{6} \mathbf{x}_{a 1} \ldots d^{6} \mathbf{x}_{a N_{a}} \tag{21}
\end{align*}
$$

with $V_{a} \equiv V$ the spatial volume occupied by the indistinguishable particle sort $a . f_{N}$ is the $N$-particle distribution function, and the integration is with respect to all indistinguishable particles $N-1$, but one, the particle with coordinates $\mathbf{x}_{a 1}$, as has been defined by Klimontovich [21]. In fact, the distribution function $f_{N}$ is not explicitly given. It can be resolved on the way of sequentially stepping up the ladder from the one-particle distribution function to higher order distribution functions, which depend on one, two, three, or more indistinguishable particles.

Before proceeding to rewriting the Klimontovich Equation (12), it is necessary to investigate what happens to the entropy when performing the ensemble average implied in the former equations. We do actually not need the entropy itself, rather its spatial gradient, i.e., we need the spatial gradient of the entropy-phase space density (17). For this, we have:

$$
\begin{equation*}
-\nabla_{\mathbf{q}} \mathcal{S}_{a}^{m}=\left(1+\log \mathcal{N}_{a}^{\prime m}\right) \nabla_{\mathbf{q}} \mathcal{N}_{a}^{m} \tag{22}
\end{equation*}
$$

The entropy force is the integral of the gradient of Equation (18) over the primed phase space:

$$
\begin{align*}
\mathbf{F}_{S}^{a}(\mathbf{q}, t) & =T \nabla_{\mathbf{q}} \int d^{3} p^{\prime} d^{3} q^{\prime} \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \times  \tag{23}\\
& \times \mathcal{N}_{a}^{m}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}, t\right) \log \mathcal{N}_{a}^{\prime m}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}, t\right)
\end{align*}
$$

Reduction of the entropy-force term in Klimontovich's equation requires performing the ensemble average of the term:

$$
\begin{equation*}
\mathbf{F}_{S}^{a}(\mathbf{q}, t) \cdot \frac{\partial}{\partial \mathbf{p}} \mathcal{N}_{a}^{m}(\mathbf{q}, \mathbf{p}, t) \tag{24}
\end{equation*}
$$

In order to do so, we need to consider different groups of particles such that:

$$
\begin{align*}
\mathbf{F}_{S}(\mathbf{q}, t) & =T \sum_{b} \nabla_{\mathbf{q}} \int d^{3} p^{\prime} d^{3} q^{\prime} \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \times  \tag{25}\\
& \times \mathcal{N}_{b}^{m}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}, t\right) \log \mathcal{N}_{b}^{\prime m}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}, t\right)
\end{align*}
$$

This produces formally the entropy force contribution to the Klimontovich equation:

$$
\begin{align*}
\mathbf{F}_{S} \cdot & \frac{\partial}{\partial \mathbf{p}} \mathcal{N}_{a}^{m}=T \nabla_{\mathbf{q}} \sum_{b} \int d^{3} p^{\prime} d^{3} q^{\prime} \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right)  \tag{26}\\
& \cdot \frac{\partial}{\partial \mathbf{p}}\left\langle\mathcal{N}_{a}^{m}(\mathbf{p}, \mathbf{q}, t) \mathcal{N}_{b}^{m}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}, t\right) \log \mathcal{N}_{b}^{\prime m}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}, t\right)\right\rangle
\end{align*}
$$

where $\langle\ldots\rangle$ indicates the ensemble average, and we have used Equation (22). The momentum differentiation affects only terms containing the phase space density. This leads to the appearance of the logarithmic term on the right and introduces a third-order correlation term. The ( $N-1$ )-particle ensemble-averaged term provides problems because it contains the logarithm of the phase space density. In a somewhat severe approximation, we may assume that the logarithm is a slowly-varying function. Its argument is smaller than one such that it can be expanded, which yields:

$$
\begin{align*}
& \left\langle\mathcal{N}_{a}^{m}(\mathbf{p}, \mathbf{q}, t) \mathcal{N}_{b}^{m}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}, t\right) \log \mathcal{N}_{b}^{\prime m}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}, t\right)\right\rangle \\
\approx & \left\langle\mathcal{N}_{a}^{m}(\mathbf{p}, \mathbf{q}, t) \mathcal{N}_{b}^{m}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}, t\right)\left(\mathcal{N}_{b}^{\prime m}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}, t\right)-1\right)\right\rangle \tag{27}
\end{align*}
$$

This generates the ensemble-averaged Klimontovich equation:

$$
\begin{array}{r}
\frac{\partial\left\langle\mathcal{N}_{a}^{m}\right\rangle}{\partial t}+\frac{\mathbf{p}}{m_{a}} \cdot \nabla_{q}\left\langle\mathcal{N}_{a}^{m}\right\rangle-T \nabla_{q} \sum_{b \neq a} \int d^{6} x^{\prime} \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right)  \tag{28}\\
\cdot \\
\frac{\partial}{\partial \mathbf{p}}\left\langle\mathcal{N}_{a}^{m}(\mathbf{x}, t) \mathcal{N}_{b}^{m}\left(\mathbf{x}^{\prime}, t\right)\right\rangle=-\left\langle\mathcal{C}_{a}^{S}(\mathbf{x}, t)\right\rangle
\end{array}
$$

The average purely entropic collision term on the right collects the third-order correlations:

$$
\begin{aligned}
\left\langle\mathcal{C}_{a}^{S}(\mathbf{x}, t)\right\rangle & =T \nabla_{q} \sum_{b \neq a} \int d^{6} x^{\prime} \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \\
& \cdot \frac{\partial}{\partial \mathbf{p}}\left\langle\mathcal{N}_{a}^{m}(\mathbf{x}, t) \mathcal{N}_{b}^{m}\left(\mathbf{x}^{\prime}, t\right) \mathcal{N}_{b}^{\prime m}\left(\mathbf{x}^{\prime}, t\right)\right\rangle
\end{aligned}
$$

In these expressions, we have, for simplicity of writing, only included the entropy force term. One trivially adds the microscopic Coulomb or any other force term to this if required (Note, however, that adding the microscopic gravitational force causes problems because it remains uncompensated (As in any kinetic theory, this is an important difference between gravitation and any other force. It implies that in kinetic theory gravitation can only be included consistently in a general relativistic quantum gravitation where gravitation is balanced by quantum fluctuations.).). The entropy force term resembles the latter, but lacks a charge singularity. This is replaced by the spatial derivative of the delta-function, which appears under the integral.

The main difference is that already on this very basic level, the presence of the entropy force contributes a purely entropic dissipative term $\left\langle\mathcal{C}_{a}^{S}(\mathbf{x}, t)\right\rangle$, which has been transferred to the right in the above expression. This term arises due to the generation of entropy in the system. It is a three-particle correlation term, as will become clear below. It is caused by the logarithm in the entropy, the continuous growth of entropy in a many-particle system. Whether it can be neglected as being of higher order is a subtle question. It causes collisionless dissipation in the presence of entropy. Since this effect is non-collisional, when neglecting particle collisions, one must take care whether its neglect is allowed. Below, we show that, however, dissipation is proportional to the inverse particle number $N_{a}^{-1}$ and can in most cases for very large numbers of particles be neglected.

The next step in this theory is to relate the last equation to the one-particle distribution function defined in Equation (19). Following Klimontovich [21], this is achieved via considering the fluctuations:

$$
\begin{equation*}
\delta \mathcal{N}_{a}^{m}(\mathbf{x}, t)=\mathcal{N}_{a}^{m}(\mathbf{x}, t)-\left\langle\mathcal{N}_{a}^{m}(\mathbf{x}, t)\right\rangle \tag{29}
\end{equation*}
$$

When ensemble-averaged, these deviations from the mean phase-space density vanish, and we have:

$$
\begin{align*}
\left\langle\mathcal{N}_{a}^{m}(\mathbf{x}, t) \mathcal{N}_{b}^{m}\left(\mathbf{x}^{\prime}, t\right)\right\rangle & =\left\langle\mathcal{N}_{a}^{m}(\mathbf{x}, t)\right\rangle\left\langle\mathcal{N}_{b}^{m}\left(\mathbf{x}^{\prime}, t\right)\right\rangle  \tag{30}\\
& +\left\langle\delta \mathcal{N}_{a}^{m}(\mathbf{x}, t) \delta \mathcal{N}_{b}^{m}\left(\mathbf{x}^{\prime}, t\right)\right\rangle
\end{align*}
$$

We can now make use of the definition of the one-particle distribution function $f_{a}(\mathbf{x}, t)$ by Klimontovich [21]. Define the particle density $n_{a}=N_{a} / V_{a}$ to obtain:

$$
\begin{align*}
\left\langle\mathcal{N}_{a}^{m}(\mathbf{x}, t) \mathcal{N}_{b}^{m}\left(\mathbf{x}^{\prime}, t\right)\right\rangle & =n_{a} n_{b}\left[f_{a}(\mathbf{x}, t) f_{b}\left(\mathbf{x}^{\prime}, t\right)\right.  \tag{31}\\
\left.+g_{a b}\left(\mathbf{x}, \mathbf{x}^{\prime}, t\right)\right] & +\delta_{a b} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) n_{a} f_{a}(\mathbf{x}, t)
\end{align*}
$$

Here, $g_{a b}\left(\mathbf{x}, \mathbf{x}^{\prime}, t\right)$ is the two-particle correlation function, which results from the ensemble-averaged product of the fluctuations $\delta \mathcal{N}^{m}$ of the phase space density in the last term on the right in Equation (30). The three terms in the expression (31) are of the same structure as in the ordinary one-particle kinetic theory [21]. One may note that the last term, which is linear in the distribution function, simply becomes absorbed in the convective term in the kinetic equation. In non-relativistic, theory it just causes a translation. We can immediately write down the one-particle kinetic equation including the entropy force. One must, however, take care of to which terms the gradient and momentum operations apply. This yields the result:

$$
\begin{align*}
& \frac{\partial f_{a}}{\partial t}+\frac{\mathbf{p}}{m_{a}} \cdot \nabla_{\mathbf{q}} f_{a}-T \nabla_{\mathbf{q}}^{b} \sum_{b} n_{b} \int d^{6} x^{\prime}  \tag{32}\\
& \times \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \cdot \frac{\partial}{\partial \mathbf{p}}\left[f_{a}(\mathbf{x}, t) f_{b}\left(\mathbf{x}^{\prime}, t\right)\right]=\left(\mathcal{G}_{a b}^{S(x, t)}-\left\langle\mathcal{C}_{a}^{S(x, t)}\right\rangle\right)(\mathbf{x}, t)
\end{align*}
$$

which, when integrating over the primed spatial coordinate, simplifies to:

$$
\begin{align*}
& \frac{\partial f_{a}}{\partial t}+\frac{\mathbf{p}}{m_{a}} \cdot \nabla_{\mathbf{q}} f_{a}-T \frac{\partial}{\partial \mathbf{p}} f_{a}(\mathbf{q}, \mathbf{p}, t)  \tag{33}\\
& \cdot \nabla_{\mathbf{q}} \sum_{b} n_{b} \int d^{3} p^{\prime} f_{b}\left(\mathbf{q}, \mathbf{p}^{\prime}, t\right)=\left(\mathcal{G}_{a b}^{S(x, t)}-\left\langle\mathcal{C}_{a}^{S(x, t)}\right\rangle\right)(\mathbf{x}, t)
\end{align*}
$$

In this expression on the right, the term $\mathcal{G}_{a b}$ results from the two-particle correlation term $g_{a b}\left(\mathbf{x}, \mathbf{x}^{\prime}, t\right)$. It corresponds to what in kinetic theory is understood as direct particle collisions. The last expression contains the integral over the primed momentum space. Only the distribution $f_{b}$ depends on this integration. It is therefore convenient to define the number density $\rho_{a}$ of species $a$ as:

$$
\begin{equation*}
\rho_{a}(\mathbf{q}, t)=n_{a} \int d^{3} p f_{a}(\mathbf{q}, \mathbf{p}, t) \tag{34}
\end{equation*}
$$

and the last expression just includes the global entropy force term:

$$
\begin{align*}
\frac{\partial f_{a}}{\partial t} & +\frac{\mathbf{p}}{m_{a}} \cdot \nabla_{\mathbf{q}} f_{a}-T\left(\nabla_{\mathbf{q}} \sum_{b} \rho_{b}(\mathbf{q}, t)\right) \cdot \frac{\partial f_{a}}{\partial \mathbf{p}} \\
& =\left(\mathcal{G}_{a b}^{S(x, t)}-\left\langle\mathcal{C}_{a}^{S(x, t)}\right\rangle\right)(\mathbf{x}, t) \tag{35}
\end{align*}
$$

The sum is over all particle components, implying the total number density. Thus, the entropy force term simply adds to any other potential force term in the kinetic equation. This is true already to first order in the expansion of the logarithmic term in the definition of the entropy. In the case of charged particles, such a force is the Coulomb force or the Lorentz force, when including magnetic fields. The difference is, however, that this force term does not depend on charge while acting on the microscopic particle phase space distribution. It resembles the gravitational force, but does not contain its inverse square dependence on the inter-particle distance. This is advantageous as it releases from the necessity of compensation. On the other hand, the new force term introduces another non-linearity contained in the density, which itself is the integral of the distribution function.

The entropy force resembles a pressure force on the kinetic level. With zero right-hand side in the kinetic equation, it conserves particle number. This is a rather simple result, which, of course, could have been anticipated, without reference to any complicated derivation from first principles as done here, by adding a macroscopic entropy force to the force terms.

The ensemble-averaged term $\left\langle\mathcal{C}_{a}^{S}\right\rangle$ is a purely entropic lowest order (in the smallness of $\mathcal{N}_{a}^{\prime m}$ ) dissipation term for which, in conventional kinetic theory, no equivalence arises. This term is, however, small and thus negligible, as will be shown in the next section.

In the collisionless kinetic theory of forces between particles, any non-collisional dissipation term caused by particle interactions via their fields yields correlations, which can be neglected, respectively discussed away by comparing dissipation and collisionless scales. The entropic dissipation term instead remains because it is not caused by particle collisions, nor wave-particle interactions. There is no entropy source field that leads to the correlations between particles. Rather, it is the inhomogeneity in the macroscopic disorder that is responsible for the fluctuations and the appearance of the dissipative entropic correlations between the fluctuations leading to the dissipation term. Hence, this term remains
even under completely collisionless conditions. Once disorder exhibits spatial structure, it will always be present. In the next section, we provide the explicit versions of these two terms.

## 5. Dissipative Terms

In order to complete the theory, one needs to express the two dissipative terms in the final kinetic Equation (32). The collision term $\mathcal{G}_{a b}$ is of the same structure as the Coulomb collision term [21,33]. It adds to the latter:

$$
\begin{equation*}
\mathcal{G}_{a b}^{S}=T \sum_{b} n_{b} \nabla_{\mathbf{q}} \cdot \int d^{6} x^{\prime} \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \frac{\partial}{\partial \mathbf{p}} g_{a b}\left(\mathbf{x}, \mathbf{x}^{\prime}, t\right) \tag{36}
\end{equation*}
$$

In the particular case that the correlation $g_{a b}$ does not contain any singularity, this expression has no singularity at $\mathbf{q}=\mathbf{q}^{\prime}$ other than that in the derivative of the delta-function, which replaces $\mathbf{q}^{\prime} \rightarrow \mathbf{q}$ in the correlation function $g_{a b}$ when the integration is carried out. The remaining expression becomes:

$$
\begin{equation*}
\mathcal{G}_{a b}^{S}(\mathbf{q}, \mathbf{p}, t)=T \frac{\partial}{\partial \mathbf{p}} \cdot \sum_{b} n_{b} \int d^{3} p^{\prime} \nabla_{\mathbf{q}} g_{a b}\left(\mathbf{q}, \mathbf{p}, \mathbf{p}^{\prime}, t\right) \tag{37}
\end{equation*}
$$

The presence of the entropy force thus contributes to the collision term via the particle correlation function. Clearly, due to the strong Coulomb force at short distances, the particle interaction on the short scales is dominated by the Coulomb force. However, at distances larger than the Coulomb collision length, the entropic collisional interaction remains. In a charge collisionless plasma, for instance, the Coulomb term causes charge screening felt inside the Debye sphere and eliminates the microscopic electric field between the charges on scales larger than the Debye length $\lambda_{D}$. On such scales, entropic dissipation might enter the scene. Since it is proportional to temperature $T$ and also number density $\rho$, it has the character of a collisional contribution of the pressure in the inhomogeneities of the entropy.

One may take notice that the spatial gradient operator can be taken out of the integral in the last expression. This allows writing:

$$
\begin{equation*}
\mathcal{G}_{a b}^{S}(\mathbf{q}, \mathbf{p}, t)=T \nabla_{\mathbf{q}} \cdot \frac{\partial}{\partial \mathbf{p}} G_{a}^{S}(\mathbf{q}, \mathbf{p}, t) \tag{38}
\end{equation*}
$$

where we introduced the entropic correlation integral:

$$
\begin{equation*}
G_{a}^{S}(\mathbf{q}, \mathbf{p}, t)=\sum_{b} n_{b} \int d^{3} p^{\prime} g_{a b}\left(\mathbf{q}, \mathbf{p}, \mathbf{p}^{\prime}, t\right) \tag{39}
\end{equation*}
$$

We will return to the discussion of this correlation integral below, because it contains the most interesting effect introduced by the entropy force.

In general, the correlation will contain contributions from the forces that depend on local charges. This leads from the field equations to singularities in the correlation function, as the example of the Coulomb force suggests. The simplified form of the correlation term in the dissipation function retains the form in Equation (36) and must be explicitly spelled out. Exchanging the derivatives, this can be written as:

$$
\begin{equation*}
\mathcal{G}_{a b}^{S}=T \frac{\partial}{\partial \mathbf{p}} \cdot \sum_{b} n_{b} \nabla_{\mathbf{q}} \int d^{6} x^{\prime} \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) g_{a b}\left(\mathbf{x}, \mathbf{x}^{\prime}, t\right) \tag{40}
\end{equation*}
$$

Let us now turn to the remaining term $\left\langle\mathcal{C}_{a}^{S}\right\rangle$. From Equations (27) and (28), one realizes that it contains the product of three microscopic phase space densities before taking the ensemble average. This complicates its calculation. In analogy to Equations (30) and (31), it requires the introduction of higher order correlations. Formally, this is quite simple as it has been pioneered by Klimontovich [21]
how one would have to deal with it in this case. We need the third-order ensemble average, which becomes in the same way as (31):

$$
\begin{array}{r}
\left\langle\mathcal{N}_{a}^{m} \mathcal{N}_{b}^{m} \mathcal{N}_{c}^{m}\right\rangle=n_{a} n_{b} n_{c} f_{a b c}\left(\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right) \\
+\delta_{a b} n_{a} n_{c} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) f_{a c}\left(\mathbf{x}, \mathbf{x}^{\prime \prime}\right) \\
+\delta_{a c} n_{a} n_{b} \delta\left(\mathbf{x}-\mathbf{x}^{\prime \prime}\right) f_{a b}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)  \tag{41}\\
+\delta_{b c} n_{a} n_{c} \delta\left(\mathbf{x}^{\prime}-\mathbf{x}^{\prime \prime}\right) f_{a c}\left(\mathbf{x}, \mathbf{x}^{\prime \prime}\right) \\
+ \\
+ \\
a b b \\
\delta_{b c} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \delta\left(\mathbf{x}-\mathbf{x}^{\prime \prime}\right) f_{a}(\mathbf{x})
\end{array}
$$

For convenience, we dropped the common variable $t$. The two- and three-particle distribution functions $f_{a b}, f_{a b c}$ read:

$$
\begin{align*}
f_{a b}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) & =f_{a}(\mathbf{x}) f_{b}\left(\mathbf{x}^{\prime}\right)+g_{a b}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \\
f_{a b c}\left(\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right) & =f_{a}(\mathbf{x}) f_{b}\left(\mathbf{x}^{\prime}\right) f_{c}\left(\mathbf{x}^{\prime \prime}\right)  \tag{42}\\
& +f_{a}(\mathbf{x}) g_{b c}\left(\mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right)+f_{b}\left(\mathbf{x}^{\prime}\right) g_{a c}\left(\mathbf{x}, \mathbf{x}^{\prime \prime}\right) \\
& +f_{c}\left(\mathbf{x}^{\prime \prime}\right) g_{a b}\left(\mathbf{x}, \mathbf{x}^{\prime}\right)+g_{a b c}\left(\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right)
\end{align*}
$$

With their help, the dissipation function can be constructed. However, its structure simplifies substantially because in our case, on the left in the first line in Equation (41), the microscopic phase space densities of index $b$ and $c$ are identical, and only the $f_{a b}$ contributes. Hence, the ensemble average becomes:

$$
\begin{equation*}
\left\langle\mathcal{N}_{a}^{m} \mathcal{N}_{b}^{m} \mathcal{N}_{c}^{\prime m} \delta_{b c} \delta\left(\mathbf{x}^{\prime}-\mathbf{x}^{\prime \prime}\right)\right\rangle=n_{a} n_{b} f_{a b}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \frac{1}{N_{b}} \tag{43}
\end{equation*}
$$

Therefore, only the two-particle distribution function $f_{a b}$ would be relevant in the determination of the dissipative term, i.e., in the first line in Equation (42). This is, however, the same as what we already used in Equation (31). To this result, one has to apply the operation of space and momentum differentiation. Hence, the collisionless dissipative term contributed by the entropy force is of the same kind as the collision term $\mathcal{G}_{a b}^{S}$ it contributes, though being of a different sign. In other words, the two terms would cancel to first order if there were not the normalization to particle number $N_{b}$. Since $N_{b} \approx N_{a} \gg 1$, we find that the collisionless dissipation due to the entropy force $\left\langle\mathcal{C}_{a}^{S}\right\rangle \ll \mathcal{G}_{a b}^{S}$ is small and can be neglected in comparison with the entropic collision term.

Thus, it is the collisional correlation term $\mathcal{G}_{a b}^{S}(\mathbf{x}, t)(37)$ that is retained as a long-range collisional dissipation introduced by the presence of the entropy force. It adds to the Coulomb collisions and might become important on the large scales much larger than the Debye scale or any other inter-particle interaction scale. this important result suggests that the entropic dissipation is a mesoscale, respectively macro effect. We should, however, point out here that we are still dealing with a non-relativistic theory. At large scales, transport and propagation of information, respectively entropy, cannot be neglected anymore, and the theory has to given a covariant relativistic formulation.

## 6. Kinetic Equation for Fluctuations

The remaining problem is the behavior of fluctuations. These are defined as deviations in the one-particle phase space distribution $f_{a}$ from its mean "equilibrium" value $\bar{f}_{a}$ as:

$$
\begin{equation*}
\delta f_{a}=f_{a}-\bar{f}_{a}, \quad \overline{\delta f}_{a}=0 \tag{44}
\end{equation*}
$$

The evolution equation of the fluctuations is obtained from Equation (33) via subtracting the averaged kinetic equation:

$$
\begin{align*}
& \frac{\partial \bar{f}_{a}}{\partial t}+\frac{\mathbf{p}}{m_{a}} \cdot \nabla_{\mathbf{q}} \bar{f}_{a}-T \sum_{b} n_{b} \int d^{3} p^{\prime} \times  \tag{45}\\
& \times \nabla_{\mathbf{q}}^{b} \cdot \frac{\partial}{\partial \mathbf{p}}\left[\bar{f}_{a}(\mathbf{q}, \mathbf{p}, t) \bar{f}_{b}\left(\mathbf{q}, \mathbf{p}^{\prime}, t\right)+\overline{\delta f_{a} \delta f_{b}}\right]=\overline{\mathcal{G}_{a b}^{S}}
\end{align*}
$$

The mean collision term on the right contains all the contributions of the correlations of the mean and fluctuating quantities. Being interested only in linear fluctuations and assuming that the collisions are weak enough to not contribute to the evolution of fluctuations, we drop this term in the following. Subtracting from the complete kinetic equation, the fluctuations obey the non-collisional equation:

$$
\begin{align*}
& \frac{\partial \delta f_{a}}{\partial t}+\frac{\mathbf{p}}{m_{a}} \cdot \nabla_{\mathbf{q}} \delta f_{a}-T \sum_{b} n_{b} \int d^{3} p^{\prime} \\
& \times \nabla_{\mathbf{q}}^{b} \cdot \frac{\partial}{\partial \mathbf{p}}\left[\delta f_{a}(\mathbf{q}, \mathbf{p}, t) \bar{f}_{b}\left(\mathbf{q}, \mathbf{p}^{\prime}, t\right)\right]=  \tag{46}\\
& T \sum_{b} n_{b} \int d^{3} p^{\prime} \nabla_{\mathbf{q}}^{b} \cdot \frac{\partial}{\partial \mathbf{p}}\left[\bar{f}_{a}(\mathbf{q}, \mathbf{p}, t) \delta f_{b}\left(\mathbf{q}, \mathbf{p}^{\prime}, t\right)-\overline{\delta f_{a} \delta f_{b}}\right]
\end{align*}
$$

This expression still contains the average $\overline{\delta f_{a} \delta f_{b}}$ of the squared fluctuations. If this is a constant on the fluctuation time scale, then the equation can be rescaled. In linear theory, it would be neglected to first order and taken into account to second order in a quasi-linear approach.

Again, carrying out the integration with respect to $\mathbf{p}^{\prime}$, the last expression simplifies to:

$$
\begin{align*}
& \frac{\partial \delta f_{a}}{\partial t}+\frac{\mathbf{p}}{m_{a}} \cdot \nabla_{\mathbf{q}} \delta f_{a}-T \frac{\partial \delta f_{a}}{\partial \mathbf{p}} \cdot \nabla_{\mathbf{q}}\left(\sum_{b} \bar{\rho}_{b}(\mathbf{q}, t)\right) \\
& =T \sum_{b \neq a} n_{b} \int d^{3} p^{\prime} \nabla_{\mathbf{q}}^{b} \cdot \frac{\partial}{\partial \mathbf{p}}\left[\bar{f}_{a}(\mathbf{x}, t) \delta f_{b}\left(\mathbf{q}, \mathbf{p}^{\prime}, t\right)-\overline{\delta f_{a} \delta f_{b}}\right] \tag{47}
\end{align*}
$$

where in the term on the right-hand side, we retained the fluctuation in the distribution function, not replacing it with the density fluctuation $\delta \rho_{b}(\mathbf{q}, t)$ for the obvious reason that this is an equation for the fluctuations in the distribution function itself. The term on the right couples all fluctuations in the different particle components $b \neq a$ to $\bar{f}_{a}$.

The linear theory is still complicated by the fact that it contains the sum over the particle correlations. Here, one must include all particles contained in the medium. Moreover, we have written here only those terms that result from the inclusion of the entropy force. To these terms, one must add the electromagnetic force terms. Since the electromagnetic and entropy forces superimpose, this does not produce any additional mixing, but simply adds those common and well-known terms that take care of the electromagnetic interactions. In this sense, the formal theory is complete. The ranges of the two different forces acting on the particle populations are vastly different because the entropy force is a collective force, which does not originate from any elementary charge. There is no singularity of the entropy that could give rise to an entropy field. The search for such singularities is outside classical physics.

## 7. Evolution of Entropic Phase Space Density

Having defined the entropic phase space density in Equation (17,) the question arises how it possibly evolves in phase space. Since the entropy is given as the phase space integral with respect to the entropic phase space density, an always positive quantity, this question is not senseless. Once knowing its evolution, the entropy can be calculated by integration. Moreover, if an equation for the phase space density can be obtained, its entropic momentum should yield an evolution equation for the entropy, which, essentially, in the long-term limit should be the fundamental thermodynamic laws, while in
the short term, it should give the evolution equation of entropy with time. In order to construct the entropic phase space equation, we multiply Equation (12) by $-\log \mathcal{N}_{a}^{\prime m}$ to obtain:

$$
\begin{equation*}
\partial_{t} \mathcal{S}_{a}^{m}+\left[\mathcal{H}_{N_{a}}, \mathcal{S}_{a}^{m}\right]-\left\{\partial_{t} \mathcal{N}_{a}^{m}+\left[\mathcal{H}_{N_{a}}, \mathcal{N}_{a}^{m}\right]\right\}=0 \tag{48}
\end{equation*}
$$

The term in the braces vanishes identically, yielding ultimately:

$$
\begin{equation*}
\partial_{t} \mathcal{S}_{a}^{m}+\left[\mathcal{H}_{N_{a}}, \mathcal{S}_{a}^{m}\right]=0 \tag{49}
\end{equation*}
$$

We thus find the almost trivial result that the microscopic entropic phase-space density $\mathcal{S}_{a}^{m}$ itself satisfies the Liouville equation, i.e., the continuity equation for the entropic phase space density in the phase space. It thus evolves in the microscopic particle phase space like a dissipationless fluid. This is just another expression for the fact that (classically), there are no microscopic sources of entropy, nor is there any entropic field. Entropy is just disorder in the particles.

However, the microscopic entropic density in phase space is not entirely independent of any disorder. It acts back on itself via the integral entropy force term contained in the above Hamiltonian $\mathcal{H}_{N_{a}}$. It provides an entropy potential contribution $U_{S}=T S$ to the Hamiltonian with $S$, the momentum space integral of the entropy phase space density $\mathcal{S}_{a}^{m}\left\{\mathcal{N}_{a}^{m}\right\}$, which itself is a function of the phase space density $\mathcal{N}_{a}^{m}$. Though the structure of the kinetic equation for the entropy density $\mathcal{S}_{a}^{m}$ remains the same as that of the phase space density $\mathcal{N}_{a}^{m}$, both containing the entropy force term and becoming integro-differential equations, the phase space density is determined by the integral entropy density through the entropy force. This force is obtained by adding up all contributions over all phase space. This shows that both the kinetic equation for the particle density and the kinetic equation for the entropy density in phase space must be solved together as both are intimately related.

One can interpret this result in the way that the holographic reaction of the integral entropy on the evolution of the phase space density of the entropy appears like an elementary entropy source. This is not unsatisfactory, because it can hardly be expected that a microscopic source of entropy would exist as there are no entropy charges and no entropy fields in the world, at least not classically. Instead, the elementary source arises from the non-linear self-interaction of the entropy. This is a rather important conclusion in that, presumably, little will be changed when including quantum effects in a quantum mechanical treatment, making the transition to quantum statistical mechanics.

## 8. Discussion and Conclusions

In this note, we included the force that an inhomogeneous entropy might exert on the dynamics of particles in phase space. This is not an obvious step. It is a purely collective effect. So far, any such force has not yet been included in the dynamics of large numbers of particles and kinetic theory.

Collective effects of this kind are known from ponderomotive forces and pressure forces. However, the inclusion of a separate ponderomotive force or a pressure force on the microscopic level is not necessary. Ponderomotive forces are taken care of by the interaction of the electromagnetic field with the particles. They arise from correlations. Similarly, the pressure force, which is directly proportional to the gradient of the particle density on any level, is already included in the evolution of the phase space density.

The entropy force is different in the sense that it is not obvious that it is given by the gradient of density. The entropy force takes care of the chaotic disorder that is produced by the dynamics itself. Neither the pressure, nor the temperature account for it. Entropy is a function of the phase space density, not its moment like pressure and temperature. It is the cause of chaotic expansion of the phase space in the course of the dynamics. It therefore gives rise to a collective effect felt on the level of the microscopic phase space density. In many processes, this effect may be very small and negligible. This will depend on scales. Elucidating those effects requires investigation of particular cases. The present work presents the theory on which such attempts must be based.

We derived the basic kinetic equation for the one particle phase space density including the global entropy force. Since this force is a global integral one, it has no microscopic source, while it affects the dynamics of the one-particle phase space density through the interaction Hamiltonian. This gives rise to the construction of a kinetic equation for the entropic phase space density, which turns out to be of similar structure, like the Liouville (Klimontovich) equation for the phase space density. There is, however, a fundamental difference in that the entropic kinetic equation is self-referential. It determines the dynamics of the entropy density in phase space by reference to the integrated entropy of the entire system itself. This is a very important finding because it shows that the entropy density in phase space evolves holographically. It is determined by itself. It takes care of its own evolution, which in addition depends on the evolution of the matter phase space density. This can be interpreted as a self-regulation of the evolution of entropy on the microscopic level, which takes care of the total produced entropy. According to this finding, any many-particle system that in the course of its dynamics generates entropy in an inhomogeneous and time-dependent way is subject to the entropy that controls its own evolution. This we feel is the most important insight we arrived at in our analysis. Entropy generates and controls itself in this highly nonlinear way already on the microscopic level of phase space density. We conjecture that these properties remain when including quantum effects in kinetic theory on the microscopic quantum level without the need to introduce a seed source of entropy.

In order to demonstrate an effect, we in the introductory part of this note treated the astrophysical example of a Schwarzschild black hole. This led us to the definition of the Schwarzschild constant, a universal constant, which is essentially the Planck force, which so far had been formally postulated without finding a physical interpretation. Its meaning lies in the Schwarzschild constant as the entropy force at the black hole horizon. Some of its implications we have discussed briefly. The entropy force at the horizon, being independent of charge, is of only one sign. It causes a repulsive force. This is similar to the gravitational force, though counteracting it. It thus in large space may compete with the gravitational attraction, where it may become kind of an anti-gravity. Investigation of its effect on the universal expansion might also be of interest, as also the role it may play in primordial black holes and planckions, which may have been generated in the early universe, the Big Bang, and if surviving, possibly due to the anti-gravity action of the entropy force, could provide all or part of the mysterious dark matter on the scales of clusters of galaxies.
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#### Abstract

Any physical system can be regarded on different levels of description varying by how detailed the description is. We propose a method called Dynamic MaxEnt (DynMaxEnt) that provides a passage from the more detailed evolution equations to equations for the less detailed state variables. The method is based on explicit recognition of the state and conjugate variables, which can relax towards the respective quasi-equilibria in different ways. Detailed state variables are reduced using the usual principle of maximum entropy (MaxEnt), whereas relaxation of conjugate variables guarantees that the reduced equations are closed. Moreover, an infinite chain of consecutive DynMaxEnt approximations can be constructed. The method is demonstrated on a particle with friction, complex fluids (equipped with conformation and Reynolds stress tensors), hyperbolic heat conduction and magnetohydrodynamics.
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## 1. Introduction

The problem of model reduction is ubiquitous in physics and mathematics. Consider a system (physical or mathematical) that can be regarded on two levels of description, upper (more detailed level) and lower (less detailed). The state variables on the lower level contain less information than state variables on the upper level. A projection from the upper level to the lower level is necessary to state the problem of model reduction correctly. Assume, moreover, that dynamics of the state variables on the upper level is granted, but one wishes to see evolution of the lower variables. The reason can be for instance the complexity of the detailed evolution, availability of experimental observations or simplicity of the lower description. A reduction of dynamics from the upper level to the lower (less detailed) level is called model reduction.

There is no general model reduction technique applicable to all systems. However, many physically based (we do not focus on formal mathematical expansion methods although we make a certain comparison below) methods have been developed, such as the Chapman-Enskog expansion [1] or other series expansions [2], projector operator techniques [3,4], or the method of natural projector, invariant slow manifolds, entropic scalar product and Ehrenfest reduction [5-8]. A common feature of the reduction techniques is the recognition of entropy, since entropy (measuring unavailable information) grows during the passage from the more detailed level to the less detailed. In particular, states on the higher level corresponding to maximum entropy are referred to as the quasi-equilibrium manifold. This manifold is constructed by maximization of entropy on the upper level while knowing
the result of the projection of the state variables to the lower level. This is the principle of Maximum Entropy (MaxEnt), see e.g., [9,10].

Apart from the relations between state variables on the two levels of description, it is necessary to find relations between vector fields generating evolution on the two levels. Indeed, evolution equations on the higher level can be seen as a motion along a given vector field (following arrows of the field) while the corresponding vector field on the lower level is to be found. For instance, in the Ehrenfest reduction, the vector field on the higher level is first prolonged by Taylor series and subsequently projected to the lower level, using MaxEnt, and closed. See [7] for various geometric techniques on how to obtain the vector field on the lower level of description.

Our approach is different. First, we recognize not only the state variables, but also conjugate variables as independent quantities, being motivated by the formulation of thermodynamics in contact geometry [11-13]. Eventually, conjugate variables become related to the state variables through derivatives of a thermodynamic potential (e.g., energy or entropy), but they are considered independent from direct variables in contact formulation and exhibit evolution towards that relation while approaching a given level. State variables between the levels can be related by MaxEnt as in $[7,9,14]$, but conjugate variables can be exploited to find the approximation of the vector field on the higher level of description such that evolution on the lower level becomes closed while extracting key features ("measured" by entropy potential) of the upper level dynamics. In other words, the vector field on the lower level becomes tangent to the quasi-equilibrium manifold, see [15] or [14]. We refer to this method as Dynamic MaxEnt (DynMaxEnt).

Novelty of this paper lies in the following points: (i) The DynMaxEnt is introduced in the energetic representation, which simplifies the calculations, (ii) a chain or higher order DynMaxEnt approximations is identified, (iii) DynMaxEnt is compared to asymptotic expansions and (iv) it is applied to a reduction of various complex continuum dynamics to classical irreversible thermodynamics (conformation tensor, Reynolds stress, hyperbolic heat conduction and magnetohydrodynamics).

In Section 2, we first recall the usual (static) Maximum Entropy principle (MaxEnt). In Section 3, we introduce the method of Dynamic MaxEnt, which serves as a reduction from the more detailed evolution equations to less detailed, and then we demonstrate it on damped particle dynamics. In Section 4, we use the DynMaxEnt method for reduction of dynamics of complex fluids, hyperbolic heat conduction and electromagnetohydrodynamics to the Navier-Stokes-Fourier system and magnetohydrodynamics. Finally, in Section 5, we present a geometric motivation for the DynMaxEnt method in the framework of contact geometry.

## 2. Static MaxEnt

As a thorough understanding of (static) maximum entropy (MaxEnt) method is required, we shall recapitulate its key steps, what it means and what it provides.

Let us denote the state variables on the more microscopic level as $\mathbf{x} \in \mathcal{M}, \mathcal{M}$ being the manifold (often vector space) of the state variables, with conjugate variables $\mathbf{x}^{*}$ via entropy ${ }^{\uparrow} S$. Furthermore, let us assume that there is a projection that relates two sets of variables $\mathbf{x} \in \mathcal{M}, \mathbf{y} \in \mathcal{N}$ via $\pi(\mathbf{x})=\mathbf{y}$ where the latter corresponds to the more macroscopic level of description. The static MaxEnt provides an inverse mapping $\tilde{\mathbf{x}}(\mathbf{y})$ such that $\tilde{\mathbf{x}}(\mathbf{y})$ is the point of preimage $\pi^{-1}(\mathbf{y})$ with the highest entropy. This determines a manifold in $\mathcal{M}$, the MaxEnt manifold $\tilde{\mathcal{M}}$.

The inverse mapping can be achieved by maximization of entropy while keeping the constraint that $\pi(\mathbf{x})=\mathbf{y}$, i.e., by the method of Lagrange multipliers. More geometrically, it can be also done via two consecutive Legendre transformations which together correspond to maximisation with a constraint $\mathbf{y}=\pi(\mathbf{x})[14,16]$. In particular, as a first step, one obtains a relation $\tilde{\mathbf{x}}\left(\mathbf{y}^{*}\right)$ from solving

$$
\begin{equation*}
\mathbf{0}=\partial_{\mathbf{x}} \underbrace{\left(-\uparrow S(\mathbf{x})+\left\langle\mathbf{y}^{*}, \pi(\mathbf{x})\right\rangle\right)}_{\uparrow_{\phi}} \tag{1}
\end{equation*}
$$

while the lower conjugate entropy is $\downarrow S^{*}\left(\mathbf{y}^{*}\right)={ }^{\uparrow} \phi\left(\tilde{\mathbf{x}}\left(\mathbf{y}^{*}\right), \mathbf{y}^{*}\right)$. Note that this (actually generalized) Legendre transformation can not be inverted.

Next, Legendre transformation of the lower conjugate entropy provides lower entropy and a relation $\tilde{\mathbf{y}}^{*}(\mathbf{y})$ :

$$
\begin{equation*}
\mathbf{0}=\partial_{\mathbf{y}^{*}} \underbrace{\left(-\downarrow S^{*}\left(\mathbf{y}^{*}\right)+\left\langle\mathbf{y}, \mathbf{y}^{*}\right\rangle\right)}_{\downarrow^{*}} \tag{2}
\end{equation*}
$$

which solution yields $\tilde{\mathbf{y}}^{*}(\mathbf{y})$ and ${ }^{\downarrow} S(\mathbf{y})={ }^{\downarrow} \phi^{*}\left(\mathbf{y}, \tilde{\mathbf{y}}^{*}(\mathbf{y})\right)$. Finally, the "inverse" mapping to the projection $\mathbf{y}=\pi(\mathbf{x})$ is $\mathbf{x}=\tilde{\mathbf{x}}\left(\tilde{\mathbf{y}}^{*}(\mathbf{y})\right):=\pi^{-1}(\mathbf{y})$. Note that it is now evident that $\pi^{-1}$ is not a one-to-one mapping but rather a mapping identifying the most probable (with respect to the lower entropy) set of values of the microscale variable $\mathbf{x}$ that correspond to a given macroscale state $\mathbf{y}$. We shall refer to this method as MaxEnt and see Figure 1 for a summary of the method.


Figure 1. A summary of static MaxEnt highlighting relations between state variables on the higher level and the lower level of description and their conjugates. MaxEnt provides lower entropy $\downarrow S(\mathbf{y})$ and a relation $\mathbf{x}=\pi^{-1}(\mathbf{y})$ from composition of $\tilde{\mathbf{x}}\left(\mathbf{y}^{*}\right)$ and $\tilde{\mathbf{y}^{*}}(\mathbf{y})$. LT denotes a relation via Legendre transformation, $\pi$ stands for a projection from the microscale to the macroscale variables and by an arrow we depict a mapping (written above or below the arrow) that relates the variables in the connected nodes.

## 3. Dynamic MaxEnt

A form of the Dynamic MaxEnt reduction first appeared in [15] in the context of contact geometry. Here, we further develop DynMaxEnt using the energetic representation, which simplifies the procedure so that reductions, for example, from complex fluid dynamics to Navier-Stokes equation and from hyperbolic heat conduction to the Fourier law are carried out easily. Moreover, we generalize the method to an infinite chain of consecutive approximations.

The key idea behind dynamic MaxEnt is to treat conjugate variables $\mathbf{x}^{\dagger}$ as independent quantities ensuring invariance of the quasi-equilibrium manifold. This step is motivated by contact geometry, where conjugate variables are indeed granted independence and evolve towards the corresponding Gibbs-Legendre manifold, see Section 6.1.

### 3.1. First Order DynMaxEnt Reduction

Here, we propose an extension to the static version of MaxEnt (This extension is based on our previous work in [14]; however, we clarify, extend and elaborate on this method in this article.), which provides in addition to the lower entropy $\downarrow$ $S(\mathbf{y})$ and the inverse projection $\pi^{-1}(\mathbf{y})$ the dynamics on the lower level, i.e., reduced evolution equations.

Assuming the evolution on the more microscopic (higher) level can be expressed as

$$
\begin{equation*}
\dot{x}^{i}=V^{i}\left(\mathbf{x}, \mathbf{x}^{\dagger}\right) \tag{3}
\end{equation*}
$$

where $\mathbf{x}^{\dagger}$ are conjugate variables which can be eventually identified with derivatives of energy (being the choice in this paper or e.g., [17-19]), entropy or another thermodynamic potential. Let us denote the
yet unspecified functional by ${ }^{\uparrow} \Phi$, i.e., $x_{i}^{\dagger}={ }^{\uparrow} \Phi_{x^{i}}$. Components of the right-hand side of the evolution equations $V^{i}$ can be interpreted as elements of a vector field on the manifold of state variables $\mathcal{M}$, $\mathbf{x} \in \mathcal{M}$. With the inverse relation (we shall use simply $\tilde{\mathbf{x}}(\mathbf{y})$ instead of $\pi^{-1}(\mathbf{y})$ hereafter) at hand, which enslaves the microscale state variables $\mathbf{x}$ in terms of the macroscale (or reduced) variables $\mathbf{y}$, we may evaluate the more detailed evolution equations on the MaxEnt manifold as

$$
\begin{equation*}
\dot{\tilde{x}}^{i}=\frac{\partial \tilde{x}^{i}}{\partial y^{a}} \dot{y}^{a}=V^{i}\left(\tilde{\mathbf{x}}(\mathbf{y}), \mathbf{x}^{\dagger}=\left.\mathbf{y}^{\dagger} \cdot \frac{\partial \pi}{\partial \mathbf{x}}\right|_{\tilde{\mathbf{x}}(\mathbf{y})}\right), \tag{4}
\end{equation*}
$$

noting that

$$
\begin{equation*}
\left.\frac{\partial^{\uparrow} \Phi(\tilde{\mathbf{x}}(\pi(\mathbf{x}))}{\partial x^{i}}\right|_{\tilde{\mathbf{x}}(\mathbf{y})}=\left.\frac{\partial^{\downarrow} \Phi}{\partial \mathbf{y}} \cdot \frac{\partial \pi}{\partial \mathbf{x}}\right|_{\tilde{\mathbf{x}}(\mathbf{y})} \tag{5}
\end{equation*}
$$

for ${ }^{\downarrow} \Phi(\mathbf{y})=\uparrow \Phi(\tilde{\mathbf{x}}(\mathbf{y}))$. By projection $\pi$, we obtain the reduced equations

$$
\begin{equation*}
\dot{y}^{a}=\left.\frac{\partial \pi^{a}}{\partial x^{i}}\right|_{\tilde{\mathbf{x}}(\mathbf{y})}{\dot{\dot{x}^{i}}=\left.\frac{\partial \pi^{a}}{\partial x^{i}}\right|_{\tilde{\mathbf{x}}(\mathbf{y})} V^{i}\left(\tilde{\mathbf{x}}(\mathbf{y}), \mathbf{x}^{\dagger}=\left.\mathbf{y}^{\dagger} \cdot \frac{\partial \pi}{\partial \mathbf{x}}\right|_{\tilde{\mathbf{x}}(\mathbf{y})}\right), ~, ~, ~} \tag{6}
\end{equation*}
$$

where it should be noted that the reduced equations have to live on the lower level. To this end, a relation $\tilde{\mathbf{x}}^{\dagger}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right)$ has to be identified. By comparing these last two evolution equations, it follows that

$$
\begin{equation*}
\left.\frac{\partial \tilde{x}^{i}}{\partial y^{a}} \frac{\partial \pi^{a}}{\partial x^{j}}\right|_{\tilde{\mathbf{x}}(\mathbf{y})} V^{j}\left(\tilde{\mathbf{x}}(\mathbf{y}), \mathbf{x}^{\dagger}=\left.\mathbf{y}^{\dagger} \cdot \frac{\partial \pi}{\partial \mathbf{x}}\right|_{\tilde{\mathbf{x}}(\mathbf{y})}\right)=V^{i}\left(\tilde{\mathbf{x}}(\mathbf{y}), \mathbf{x}^{\dagger}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right)\right), \tag{7}
\end{equation*}
$$

which is a consistency condition entailing relations among conjugate variables $\tilde{\mathbf{x}}^{\dagger}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right)$. Without this condition, the evolution (4) would leave the manifold of MaxEnt states $\tilde{\mathbf{x}}(\mathbf{y})$, the vector field would be sticking out of the MaxEnt manifold $\tilde{\mathcal{M}}$. Condition (7) is actually an equation for $\mathbf{x}^{\dagger}$, the solution of which will be denoted by $\tilde{\mathbf{x}}^{\dagger}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right)$. After substitution into Equation (6), we obtain the reduced evolution equations for $\mathbf{y}$, which is the result of the first order DynMaxEnt reduction.

The first order DynMaxEnt reduction can be summarized as the sequence

$$
\begin{equation*}
\mathbf{y} \xrightarrow{\text { MaxEnt }} \tilde{\mathbf{x}}(\mathbf{y}) \xrightarrow{\text { Equation }}(7) \tilde{\mathbf{x}}^{\dagger}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right), \tag{8}
\end{equation*}
$$

which ends up in a closed system of equations for the reduced state variables $\mathbf{y}$. The lower level potential follows from the projection as ${ }^{\downarrow} \Phi(\mathbf{y})=\uparrow \Phi(\tilde{\mathbf{x}}(\mathbf{y}))$.

Note, however, that the link tying $\mathbf{x}$ and $\mathbf{x}^{\dagger}$ was broken because $\tilde{\mathbf{x}}^{\dagger}$ was determined by solving Equation (7) instead of differentiating the potential ${ }^{\uparrow} \Phi$ with respect to $\mathbf{x}$ at $\tilde{\mathbf{x}}(\mathbf{y})$. This leads to the higher order DynMaxEnt reduction.

### 3.2. Higher Order DynMaxEnt

From the first order DynMaxEnt, we have acquired independent relations among direct and conjugate variables, $\tilde{\mathbf{x}}(\mathbf{y})$ and $\tilde{\mathbf{x}}^{\dagger}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right)$, but at the same time direct and conjugate variables are linked via the potential ${ }^{\uparrow} \Phi$. This entails that these two relations cannot be independent and some of the relations have to be violated.

There are two possible remedies of this situation both being iterative: (i) to correct the upper entropy so that the MaxEnt value is indeed a conjugate to the identified relation $\tilde{\mathbf{x}}^{\dagger}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right)$ on the lower level; however, this change in entropy means that MaxEnt has to be recalculated including everything that follows as well and the situation repeats itself; (ii) to correct the MaxEnt value of the direct variable so that the direct and conjugate values are now in line with the upper entropy evaluated on the lower level; however, this again modifies the dependent evolution equations on the lower level, in turn the value of upper conjugate variables and the situation repeats.

Although the former correction, the correction of the upper entropy, might seem natural, it turns out that it cannot be a general approach as the corrected entropy would fail to meet the requirement of being an even function with respect to time reversal when the reduced state variables change parity during the transition to a lower level, see Appendix A.1. We shall now develop the latter approach in detail (forming a possibly infinite chain of corrections) and compare it with asymptotic methods for upscaling evolution equations.

To repair the link between $\mathbf{x}$ and $\mathbf{x}^{\dagger}$, which remained broken after the first order DynMaxEnt reduction, an additional correction of the state variables $\mathbf{x}$ is required,

$$
\begin{equation*}
\left.\frac{\partial^{\uparrow} \Phi}{\partial \mathbf{x}}\right|_{\tilde{\mathbf{x}}^{(2)}}=\tilde{\mathbf{x}}^{\dagger}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right) \tag{9}
\end{equation*}
$$

The solution to this equation gives the second iteration of the value of the state variable, $\tilde{\mathbf{x}}^{(2)}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right)$.
However, is the consistency condition (7) satisfied at $\tilde{\mathbf{x}}^{(2)}$ ? Not in general. Therefore, the condition can be regarded as an equation for the second-order iteration of $\mathbf{x}^{\dagger}, \tilde{\mathbf{x}}^{\dagger(2)}$. This iterative chain can be summarized as

$$
\begin{equation*}
\mathbf{y} \stackrel{\text { MaxEnt }}{\rightarrow} \tilde{\mathbf{x}}(\mathbf{y}) \stackrel{\text { Equation (7) }}{\rightarrow} \tilde{\mathbf{x}}^{\dagger}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right) \stackrel{\text { Equation(9) }}{\rightarrow} \tilde{\mathbf{x}}^{(2)}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right) \stackrel{\text { Equation(7) }}{\rightarrow} \tilde{\mathbf{x}}^{\dagger(2)}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right) \rightarrow \ldots \tag{10}
\end{equation*}
$$

which can continue indefinitely. We have thus found an infinite chain of DynMaxEnt reduction, which leads to evolution equations for the reduced state variables $y$ in a closed form. Note that the lower potential corresponds to the chosen step $k$ in the infinite chain of DynMaxEnt as $\downarrow^{(k)}(\mathbf{y})=$ ${ }^{\uparrow} \Phi\left(\tilde{\mathbf{x}}^{(k)}(\mathbf{y})\right)$.

It is now apparent that any correction in this infinite chain of DynMaxEnt reduction leads to another correction as any of the adaptations, be it in direct or conjugate variables or even entropy, yield new disparity. Where should one end the iteration and what is the best choice of a method generating evolution equations on the lower level of description while retaining the thermodynamic structure and knowledge of the equations?

First, it should be mentioned that the aim of dynamic MaxEnt is to arrive at reasonable evolution equations for a specified level of description. We conjecture that the static MaxEnt value of direct variables $\tilde{\mathbf{x}}(\mathbf{y})$ is the best choice as it corresponds to the most probable, least biased relation [20] between direct lower and upper state variables. The conjugate variables then follow from the requirement of the dynamics being such that it does not drive the system away from the MaxEnt values of the direct variables, i.e., $\tilde{\mathbf{x}}^{\dagger}\left(\mathbf{y}, \mathbf{y}^{\dagger}\right)$. Finally, the lower potential is chosen as the first correction ${ }^{\downarrow} \Phi^{(2)}(\mathbf{y})=$ $\uparrow \Phi\left(\tilde{\mathbf{x}}^{(2)}(\mathbf{y})\right)$. The reason is twofold: (i) a correction of the lower entropy neither affects the static MaxEnt value nor does it explicitly change the evolution equations that are given in terms of direct and conjugate variables (it affects them indirectly via a resulting change of the relation of conjugate to direct variables); (ii) the corrected entropy is more tightly linked to the evolution equations rather than to the static MaxEnt which we aim to extend. Additionally, as we shall see below, in the special case of projection corresponding to relaxation of fast variables, the ${ }^{\downarrow}$ entropy is simply the upper entropy but where all the effects of fast variables are neglected while the correction $\downarrow S^{(2)}$ includes additional (typically non-local) effects resulting from this transition between levels.

In short, direct state variables are set-up in such a way that their most probable value (with given information about the system comprised in entropy) is always kept on the lower level (although it might evolve with the evolution of the lower state variables). The choice of conjugate variables entails persistence of the direct variables exactly on their most probable values. Lower entropy corresponds to the set-up of conjugate rather than direct variables, which contain some non-trivial effects due to the transition of scales.

### 3.3. Prototype Example-Damped Particle

Let us now demonstrate the DynMaxEnt reduction on a prototype example-damped particle in a potential field. The state variables represent position, momentum and entropy of the particle, $\mathbf{x}=(\mathbf{r}, \mathbf{p}, s)$, and momentum is considered as the fast variable, which is to be reduced, i.e., $y=(\mathbf{r}, s)$. The projection to the lower (less detailed) level is thus $\pi:(\mathbf{r}, \mathbf{p}, s) \rightarrow(\mathbf{r}, s)$.

The more detailed evolution equations are ([14], Ch 5.3.1)

$$
\begin{align*}
\dot{\mathbf{r}} & =\mathbf{p}^{\dagger}  \tag{11a}\\
\dot{\mathbf{p}} & =-\mathbf{r}^{\dagger}-\frac{1}{\tau} \frac{\mathbf{p}^{\dagger}}{s^{\dagger}}  \tag{11b}\\
\dot{s} & =\frac{1}{\tau}\left(\frac{\mathbf{p}^{\dagger}}{s^{\dagger}}\right)^{2}, \tag{11c}
\end{align*}
$$

where $x^{\dagger}$ can be interpreted as conjugates with respect to energy

$$
\begin{equation*}
\uparrow_{e}=\frac{\mathbf{p}^{2}}{2 m}+V(\mathbf{r})+\varepsilon(s), \tag{12}
\end{equation*}
$$

consisting of kinetic energy, potential energy and internal energy. The evolution equations represent Hamilton canonical equations (for $\mathbf{r}$ and $\mathbf{p}$ ) equipped with friction in $\mathbf{p}$ and entropy production, c.f. [21]. Total energy is conserved by the evolution equations, $\dot{e}=\mathbf{r}^{\dagger} \dot{\mathbf{r}}+\mathbf{p}^{\dagger} \dot{\mathbf{p}}+s^{\dagger} \dot{s}=0$.

### 3.3.1. First Order DynMaxEnt

From relation (12), it follows that entropy on the higher level reads

$$
\begin{equation*}
\uparrow_{s}=s\left(e-\frac{\mathbf{p}^{2}}{2 m}-V(\mathbf{r})\right), \tag{13}
\end{equation*}
$$

$s(\bullet)$ being the inverse function to $\varepsilon(\bullet)$. Entropy attains maximum (for a given energy and position) at $\tilde{\mathbf{p}}=0$, which is the MaxEnt value of momentum.

The consistency condition (7) becomes in this particular case

$$
\left(\begin{array}{ll}
1 & 0  \tag{14}\\
0 & 0 \\
0 & 1
\end{array}\right) \cdot\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right) \cdot\left(\begin{array}{c}
\mathbf{p}^{\dagger} \\
-\mathbf{r}^{\dagger}-\frac{1}{\tau} \frac{\mathbf{p}^{+}}{\mathbf{r}^{\dagger}} \\
\frac{1}{\tau}\left(\frac{\mathbf{p}^{+}}{\mathbf{r}^{\dagger}}\right)^{2}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{p}^{\dagger} \\
-\mathbf{r}^{\dagger}-\frac{1}{\tau} \frac{\mathbf{p}^{+}}{\mathbf{s}^{\dagger}} \\
\frac{1}{\tau}\left(\frac{\mathbf{p}^{\dagger}}{\mathbf{r}^{\dagger}}\right)^{2}
\end{array}\right)
$$

which can be simplified to

$$
\begin{equation*}
0=-\mathbf{r}^{\dagger}-\frac{1}{\tau} \frac{\mathbf{p}^{\dagger}}{s^{\dagger}} \tag{15}
\end{equation*}
$$

The solution to this equation is the first iteration of the conjugate momentum, $\tilde{\mathbf{p}}^{\dagger}=-\tau s^{\dagger} \mathbf{r}^{\dagger}$. Plugging this back into the evolution equations leads to

$$
\begin{align*}
\dot{\mathbf{r}} & =-\tau s^{\dagger} \mathbf{r}^{\dagger}  \tag{16a}\\
\dot{s} & =\tau\left(\mathbf{r}^{\dagger}\right)^{2} . \tag{16b}
\end{align*}
$$

These are the reduced equations obtained by the first order DynMaxEnt procedure. The $\dagger$ symbols denote derivative of a yet unspecified energy on the lower level of description $\downarrow e(\mathbf{r}, s)$. Note that the energy is again conserved and that entropy is produced. To make the reduced evolution equations closed, we should identify the lower energy $\downarrow e$ as the MaxEnt value of the higher-level energy,

$$
\begin{equation*}
\downarrow_{e}={ }^{\uparrow} e(\mathbf{r}, \tilde{p}, s)=V(\mathbf{r})+\varepsilon(s) . \tag{17}
\end{equation*}
$$

Equations (16) then gain an explicit form manifesting that the particle tends to the minimum of the potential $V$ while producing entropy.

### 3.3.2. Second Order DynMaxEnt

By solving equation (14), we have actually broken the link between $\mathbf{p}$ and $\mathbf{p}^{\dagger}$, namely $\mathbf{p}^{+} \neq \partial^{\uparrow} e / \partial \mathbf{p}$. To recover that link, we have to find a new value of $\mathbf{p}$ that corresponds to the obtained $\tilde{p}^{\dagger}$,

$$
\begin{equation*}
\frac{\tilde{\mathbf{p}}^{(2)}}{m}=\left.\frac{\partial^{\uparrow} e}{\partial \mathbf{p}}\right|_{\tilde{\mathbf{p}}^{(2)}}=-\tau \frac{\partial^{\uparrow} e}{\partial s} \frac{\partial^{\uparrow} e}{\partial \mathbf{r}}=-\tau \frac{\partial \varepsilon}{\partial s} \frac{\partial V}{\partial \mathbf{r}} \tag{18}
\end{equation*}
$$

Plugging this new value of $\mathbf{p}$ into energy ${ }^{\uparrow} e$ gives a new energy on the lower level,

$$
\begin{equation*}
\downarrow e^{(2)}=\frac{m}{2}\left(\tau \frac{\partial \varepsilon}{\partial s} \frac{\partial V}{\partial \mathbf{r}}\right)^{2}+V(\mathbf{r})+\varepsilon(s) \tag{19}
\end{equation*}
$$

which can be seen as a weakly nonlocal correction of the MaxEnt lower energy $\downarrow_{e}$.
Once the link between $\mathbf{p}$ and $\mathbf{p}^{\dagger}$ through derivative of energy (Legendre transformation) has been recovered by updating $\tilde{\mathbf{p}}$ to $\tilde{\mathbf{p}}^{(2)}$, condition (14) no longer holds. To satisfy the condition, we have to find a new value of the conjugate momentum by solving (assuming that $\tau \partial \varepsilon / \partial s=\zeta=$ const for simplicity)

$$
\begin{align*}
\dot{\tilde{\mathbf{p}}}^{(2)} & =-m \zeta \frac{\partial^{2} V}{\partial \mathbf{r}^{2}} \dot{\mathbf{r}}=-m \zeta \frac{\partial^{2} V}{\partial \mathbf{r}^{2}} \tilde{\mathbf{p}}^{+(2)} \\
& =-\mathbf{r}^{\dagger}-\frac{1}{\zeta} \tilde{\mathbf{p}}^{+(2)}=-\frac{\partial V}{\partial \mathbf{r}}-\frac{1}{\zeta} \tilde{\mathbf{p}}^{+(2)} \tag{20}
\end{align*}
$$

The solution to this equation is

$$
\begin{equation*}
\tilde{\mathbf{p}}^{\dagger(2)}=\frac{-\zeta \frac{\partial V}{\partial \mathbf{r}}}{1-m \zeta^{2} \frac{\partial^{2} V}{\partial \mathbf{r}^{2}}} \sim-\zeta \frac{\partial V}{\partial \mathbf{r}}-m \zeta^{3} \frac{\partial V}{\partial \mathbf{r}^{2}}+O(\zeta)^{5} \tag{21}
\end{equation*}
$$

The latter contribution is obviously of the second order in the relaxation time $\tau$ while the former contribution is identical to the $\tilde{\mathbf{p}}^{\dagger}$ found above. This second-order correction of conjugate momentum can be plugged back into the equations for $\dot{r}$ and $\dot{s}$ to obtain

$$
\begin{align*}
\dot{\mathbf{r}} & =\frac{-\zeta \frac{\partial V}{\partial \mathbf{r}}}{1-m \zeta^{2} \frac{\partial^{2} V}{\partial \mathbf{r}^{2}}}  \tag{22a}\\
\dot{s} & =\frac{\zeta}{s^{\dagger}} \frac{\left(\frac{\partial V}{\partial \mathbf{r}}\right)^{2}}{\left(1-m \zeta^{2} \frac{\partial^{2} V}{\partial \mathbf{r}^{2}}\right)^{2}} \tag{22b}
\end{align*}
$$

which is the second-order DynMaxEnt reduction. It is instructive to compare asymptotic expansion of the evolution equations for small $\tau / \zeta$ with DynMaxEnt.

Note that the singularity suggested by this second order DynMaxEnt is not physically relevant but rather an invitation to a higher order as Equation (20) reveals-independence of $\mathbf{p}^{\dagger(2)}$ and $\partial_{\mathbf{r}} V=0$. In addition, if $\tau \ll 1$, i.e., $\zeta \ll 1$ is small, DynMaxEnt generates a converging sequence of evolution laws where there is no blow-up. Hence, when the parameter $\zeta$ or $\tau$ is not small, the "corrections" stemming from higher order DynMaxEnt might be large and significant. Hence, as we shall further explore below, the higher order corrections seem to be mainly relevant when a small parameter is present.

### 3.3.3. Damped Particle by Asymptotic Expansions

A hallmark example of the usage of asymptotic expansions in statistical physics is the Chapman-Enskog expansion in kinetic theory [2,22].

In general, the two approaches, asymptotic expansion vs. Dynamic MaxEnt, are very different concepts of obtaining description of a system on a coarser level. The asymptotic analysis (such as the method of multiple scales, homogenisation, regular and singular perturbation methods or boundary layer analysis) does not explicitly assess the lower level of description or what exactly does the asymptotic approximation represents, but, from intuition and the dimensionless form of the evolution equations, one can use the presence of a small parameter to relate two levels of description (more precisely, two different spatial or temporal scales). The number of state variables and evolution equations are typically not changed (although in Chapman-Enskog analysis, evolution equations for several moments of the distribution function somewhat naturally appear) and a suitable choice of the form of expansion series allows a nested problem formulation on the coarser level by sequentially solving each asymptotic order. Note, however, that there is not a unique way to include the small parameter in spatial scaling, etc.

Dynamic MaxEnt, on the other hand, uses projections to the lower level of description (e.g., by relaxation of fast variables). In particular, the number of evolution equations (state variables) can be very different on the two levels in contrast to asymptotic analysis.

Let us compare the asymptotic method of solution with the Dynamic MaxEnt method on the simple problem of a damped particle where the dimensionless parameter $1 / \tau$ measures the ratio of the reversible and irreversible evolution. Typically, the timescale of relaxation of dissipative processes is much shorter than the remaining evolution, hence $\tau \ll 1$. The solution to the problem can be searched in the form of asymptotic expansions

$$
\begin{equation*}
\mathbf{p}=\mathbf{p}_{0}+\tau \mathbf{p}_{1}+\tau^{2} \mathbf{p}_{2}+O\left(\tau^{3}\right), \mathbf{r}=\mathbf{r}_{0}+\tau \mathbf{r}_{1}+O\left(\tau^{2}\right), s=s_{0}+\tau s_{1}+O\left(\tau^{2}\right) \tag{23}
\end{equation*}
$$

and the conjugate $\mathbf{r}^{\dagger}$ variable has the following expansion

$$
\mathbf{r}^{\dagger}=V_{\mathbf{r}}\left(\mathbf{r}_{0}+\tau \mathbf{r}_{1}+\tau^{2} \mathbf{r}_{2}\right)=V_{\mathbf{r}}\left(\mathbf{r}_{0}\right)+\tau \mathbf{r}_{1} V_{\mathbf{r}}\left(\mathbf{r}_{0}\right)+O\left(\tau^{2}\right)
$$

Noting that $\mathbf{p}^{\dagger}=\mathbf{p} / m$, the leading order solution is

$$
\tau^{-1}: \quad \mathbf{p}_{0}=0
$$

while the first subleading order gives

$$
\tau^{0}: \mathbf{p}_{1}=-m s^{\dagger} V_{\mathbf{r}}\left(\mathbf{r}_{0}\right), \quad \dot{\mathbf{r}}_{0}=\frac{\mathbf{p}_{0}}{m}=0
$$

Therefore, $\mathbf{p}_{1}$ is independent of time and the second subleading order reads

$$
\begin{equation*}
\mathbf{p}_{2}=-m s^{\dagger} V_{\mathbf{r r}}\left(\mathbf{r}_{0}\right) \mathbf{r}_{1}-m s^{\dagger} \dot{\mathbf{p}}_{1}=-m s^{\dagger} V_{\mathbf{r r}}\left(\mathbf{r}_{0}\right) \mathbf{r}_{1}, \quad \dot{\mathbf{r}}_{1}=\frac{\mathbf{p}_{1}}{m}=-s^{\dagger} V_{\mathbf{r}}\left(\mathbf{r}_{0}\right), \tag{24}
\end{equation*}
$$

while, finally, $\dot{\mathbf{r}}_{2}=\mathrm{p}_{2} / m$. In summary, the reduced evolution up to the second order can be characterised by the following set of equations:

$$
\begin{equation*}
\dot{\mathbf{r}}_{0}=0, \quad \dot{\mathbf{r}}_{1}=-s^{\dagger} V_{\mathbf{r}}\left(\mathbf{r}_{0}\right), \quad \dot{\mathbf{r}}_{2}=-s^{\dagger} V_{\mathrm{rr}}\left(\mathbf{r}_{0}\right) \mathbf{r}_{1} \tag{25}
\end{equation*}
$$

From the first subleading order, one could estimate that perhaps $\mathbf{p}_{0}=0, \mathbf{p}_{1}=-m s^{\dagger} \mathbf{r}^{\dagger}$ and thus $\dot{\mathbf{r}}=-\tau m s^{\dagger} \mathbf{r}^{\dagger}$. We can now straightforwardly verify this by using the asymptotic expansions (23).

Hence, indeed, we have $\mathbf{p}=-\tau m s^{\dagger} \mathbf{r}^{\dagger}$ while the remaining equations can be written in the following way:

$$
\begin{align*}
& \dot{\mathbf{r}}=-\tau s^{\dagger} \mathbf{r}^{\dagger}  \tag{26a}\\
& \dot{s}=\tau\left(\mathbf{r}^{\dagger}\right)^{2} \tag{26b}
\end{align*}
$$

which means that the particle tends to the minimum of the potential $V(\mathbf{r})$. These equations are in line with Equations (16), obtained by DynMaxEnt. Additionally, the leading order solution in the asymptotic method corresponds to MaxEnt $\tilde{\mathbf{x}}(\mathbf{y})$ value (as in the Chapman-Enskog solution to the Boltzmann equation where the leading order solution corresponding to vanishing collision term is the local Maxwell distribution).

Note that we proposed the DynMaxEnt method to be the first order in state variables (both direct and conjugate) accompanied by the second order lower energy $\downarrow e^{(2)}$. In particular, if we now compare the lower evolution equations from the asymptotic (26) and dynamic MaxEnt (16), we observe that they are identical with the exception stemming from the correction of the lower energy (conjugates in the lower evolution equations are always with respect to the lower energy). Furthermore, the comparison of the asymptotic solution p, Equation (24), and of the dynamic MaxEnt result reveals that: (i) the structure of dynamic MaxEnt iteration resembles asymptotic expansion for a small parameter $\tau$; (ii) the leading order solutions are the same, however, the subleading terms differ.

### 3.3.4. Relation to GENERIC

Evolution equations for the damped particle (11) can be seen as a particular realization of the General Equation for Non-Equilibrium Reversible-Irreversible Coupling (GENERIC) [4,14,23,24], with the following building blocks

$$
\mathbf{L}=\left(\begin{array}{ccc}
0 & 1 & 0  \tag{27}\\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad \text { and } \quad \Xi^{(\mathbf{p})}=\frac{1}{2} \frac{1}{\tau}\left(\mathbf{p}^{*}\right)^{2}
$$

where the former expression defines a Poisson bivector while the latter dissipation potential (Irreversible evolution generated by a dissipation potential is also called gradient dynamics. It is in tight relation to the Steepest Entropy Ascent [25,26], which is essentially equivalent to the formulation of GENERIC with dissipative brackets [4].). The dissipation potential is naturally formulated in terms of $\mathbf{p}^{*}$, which can be interpreted as derivative of entropy. The evolution equation consists of reversible part $\mathbf{L} \cdot \mathrm{d} E$ and irreversible $\left.\Xi_{\mathbf{p}^{*}}\right|_{\mathbf{p}^{*}=S_{\mathbf{p}}}$. In order to use only derivative w.r.t. energy, we recall the relation among the two representations $\mathbf{p}^{*}=-\mathbf{p}^{\dagger} / s^{\dagger}$, see [14,27] for more details (Indeed, on the Gibbs-Legendre manifold, where conjugate variables are identified with derivatives of thermodynamic potentials, one has $\left(\frac{\partial s}{\partial p_{i}}\right)_{e}=-\left(\frac{\partial e}{\partial p_{i}}\right)_{s}\left(\frac{\partial e}{\partial s}\right)_{p}^{-1}$ and $\left(\frac{\partial e}{\partial s}\right)_{\mathbf{p}}=\left(\frac{\partial s}{\partial e}\right)_{\mathbf{p}}^{-1}$.) The equations are then explicitly

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\begin{array}{c}
\mathbf{r}  \tag{28}\\
\mathbf{p} \\
s
\end{array}\right)=\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \cdot\left(\begin{array}{c}
\mathbf{r}^{\dagger} \\
\mathbf{p}^{\dagger} \\
s^{\dagger}
\end{array}\right)+\left(\begin{array}{c}
0 \\
-\frac{1}{\tau} \frac{\mathbf{p}^{\dagger}}{s^{\dagger}} \\
\frac{1}{\tau}\left(\frac{\mathbf{p}^{\dagger}}{s^{\dagger}}\right)^{2}
\end{array}\right),
$$

which is the same as Equations (11). The equations thus possess the GENERIC structure.
After the relaxation of the momentum p, expressed by Equation (15), evolution of positions becomes irreversible, given by Equation (16). Is this equation compatible with GENERIC? In other words, is there a dissipation potential generating that evolution? The answer is affirmative and actually easy to find at least in the case of the damped particle. Indeed, by evaluating dissipation potential $\Xi^{(\mathbf{p})}$ at the constitutive relation (15), we obtain dissipation potential for the lower level

$$
\begin{equation*}
\Xi^{(\mathbf{r})}\left(\mathbf{r}^{*}\right)=\left.\Xi^{(\mathbf{p})}\right|_{\mathbf{p}^{*}=-\tau \mathbf{r}^{+}=\tau \frac{r^{*}}{e^{*}}}=\frac{\tau}{2}\left(\frac{\mathbf{r}^{*}}{e^{*}}\right)^{2} \tag{29}
\end{equation*}
$$

where $e^{*}=S_{e}=1 / s^{\dagger}, e$ being total energy of the particle. Derivative of this dissipation potential w.r.t. $\mathbf{p}^{*}$ reads

$$
\begin{equation*}
\dot{\mathbf{r}}=\Xi_{\mathbf{r}^{*}}^{(\mathbf{r})}=\tau \frac{\mathbf{r}^{*}}{\left(e^{*}\right)^{2}}=-\tau s^{\dagger} \mathbf{r}^{\dagger} \tag{30}
\end{equation*}
$$

which is the reduced evolution equation (16). In other words, at least in this particular case the reduced evolution equation for $\mathbf{r}$ is generated by a dissipation potential constructed from the original dissipation potential for $\mathbf{p}$ by a projection, see also [21]. At least in the case of damped particle, the reduced evolution is a particular realization of GENERIC, and the reduced dissipation potential is obtained from the original dissipation potential.

### 3.4. Summary of the Dynamic MaxEnt Method

A few remarks should be pointed out:

1. MaxEnt with constraints corresponding to a chosen projection linking the two levels of description is equivalent to MinEne with the same constraints. This follows from the same argument as used in ([27], Ch 5.1) only with the addition of constraints which, crucially, describe the same manifold in the phase space of $(S, E, \mathbf{x})$.
2. It is important to consider direct and conjugate variables to be independent until reaching the Legendre manifold where they are related via appropriate entropy. This stands out during the MaxEnt procedure as noted above and in the contact-geometric formulation in Section 5.
3. Static MaxEnt should be seen as not providing a relation among conjugate variables but rather only among the direct ones. This can be appreciated in a special case of projection that corresponds to a relaxation of fast variables in the system, hence removing some of the state variables $\mathbf{x}$ when a transition to a less microscopic description is carried out. For this point of view, it is essential to consider direct and conjugate variables as independent.
4. If direct and conjugate variables are not considered independent during MaxEnt and hence MaxEnt would provide MaxEnt values for both reduced and conjugate variables, the dynamics on MaxEnt manifold would be (typically) such that its vector field would be "sticking out", i.e., driving the dynamics out of the MaxEnt manifold. The correction in finding $\tilde{\mathbf{x}}^{*}\left(\mathbf{y}, \mathbf{y}^{*}\right)$ is exactly such that the MaxEnt manifold $\tilde{\mathcal{M}}$ in direct variables is never left by the dynamics.
5. The distinction of direct and conjugate variables has several crucial benefits. First, it guarantees the thermodynamic structure of the evolution equations (potentials, reversible and irreversible parts of equations, CR-GENERIC or possibly GENERIC structure). Secondly, this distinction of state variables enables to always sustain the MaxEnt, i.e., the most probable, value of the direct variables on the lower description (as discussed above). This cannot be achieved in an asymptotic framework/approach, where such knowledge is not at hand and the solution is searched in the form of asymptotic corrections to a leading order solution.
6. Parity of the state variables with respect to time reversal typically changes during the DynMaxEnt reduction. For instance, the momentum, which was initially an odd variable, becomes proportional to the gradient of potential, which is even, or the conformation tensor (which is initially even) becomes proportional to the shear rate, which is odd. Similarly, behavior with respect to space-time transformations (e.g., Galilean boost) also changes. For instance, momentum of a particle, the value of which of course depends on the choice of inertial laboratory frame, becomes independent of Galilean boosts after the reduction (being proportional to gradient of the potential). This is compatible with the multiscale point of view of the studied systems. For instance, if one is able to measure the conjugate entropy flux $\mathbf{w}$ (see Section 4.3) directly, one can also see that Galilean boost affects it, and one should stay on the level of description
where $\mathbf{w}$ is among the state variables. On the other hand, if one only measures $\mathbf{w}$ in the relaxed state, where it is proportional to the gradient of temperature, one does not see the effect of Galilean boosts anymore, and one can safely work on the Fourier level, where w is no longer among the state variables. In summary, the behavior of physical quantities with respect to time reversal and space-time transformations crucially depends on the chosen level of description, and this level-dependent behavior is compatible with the multiscale point of view of physical systems.

The comparison to the asymptotic expansion methods provided further insight into the Dynamic MaxEnt method. For example, the asymptotic analysis provides corrections to the solution at each order, whereas Dynamic MaxEnt provides relations for closures/fluxes. In the particular examples above, it may seem that both methods yield the same set of leading order evolution equations but note that this is only when one can explicitly solve the asymptotic problems in each order. As noted above, typically asymptotic methods do not change the number of equations as opposed to Dynamic MaxEnt, where the number is given by the projection. Asymptotic methods also typically do not change parity with respect to time reversal, whereas DynMaxEnt does [28]. Finally, note that Dynamic MaxEnt does not rely per se on the presence of a small parameter but rather on the existence of a projection which is similar but not the same.

In summary, Dynamic MaxEnt does not have (and perhaps should not have) an aim to find other than the leading order evolution equations on a specified level. From all the observations and discussion above, we propose that the most appropriate choice for this aim is to find and keep the static MaxEnt values of direct variables exactly while identifying the conjugate state variables in such a way that evolution (dynamics) stays exactly on this MaxEnt value of direct variables; entropy is modified in such a way as to correspond to conjugate variables and the first correction of the direct variables. It seems that, if the zero-th order asymptotic solution coincides with the static MaxEnt value of the direct state variable $\tilde{\mathbf{x}}(\mathbf{y})$, the asymptotic expansion method yields the same leading order behaviour as the Dynamic MaxEnt (although without the thermodynamic structure and new phenomena linked to the change of entropy accompanying the transition of scales). Interestingly, we found in the studied example that even higher order asymptotic solutions seem to be related to the Dynamic MaxEnt method, although it is yet unclear how exactly and will be subjected to further research.

## 4. Applications in Continuum Thermodynamics

Let us now demonstrate the Dynamic MaxEnt on a few examples in continuum thermodynamics, namely on relaxation of conformation tensor, relaxation of Reynolds stress, and hyperbolic heat conduction. The former two examples were already discussed in [14]

### 4.1. Suspension of Hookean Dumbbells

### 4.1.1. Non-Equilibrium Thermodynamics of Conformation Tensor

First, let the state variables be density of matter $\rho$, momentum density $\mathbf{u}$, entropy density $s$ and conformation tensor $c^{i j}$, which expresses correlations of dumbbell orientation and prolongation. Poisson bracket expressing kinematics of these state variables is

$$
\begin{align*}
\{A, B\}^{(\mathbf{c})}= & \{A, B\}^{(F M)}+\int \mathrm{d} \mathbf{c} c_{i j}\left(\partial_{k} A_{c_{i j}} B_{u_{k}}-\partial_{k} B_{c_{i j}} A_{u_{k}}\right)  \tag{31}\\
& +\int \mathrm{d} \mathbf{r} c_{i j}\left(\left(A_{c_{k j}}+A_{c_{j k}}\right) \partial_{i} B_{u_{k}}-\left(B_{c_{k j}}+B_{c_{j k}}\right) \partial_{i} A_{u_{k}}\right),
\end{align*}
$$

where $c^{i j}$ was identified with $c_{i j}$ for simplicity of notation. Bracket $\{\bullet, \bullet\}^{(F M)}$ is the fluid mechanics Poisson bracket (A3). Note that the conformation tensor is related to the left Cauchy-Green tensor B
by $\mathbf{c}=\rho \mathbf{B}$. Reversible evolution equations for state variables $\mathbf{x}=(\rho, \mathbf{u}, s, \mathbf{c})$ implied by bracket (31) are

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & -\partial_{i}\left(\rho E_{u_{i}}\right),  \tag{32a}\\
\frac{\partial u_{i}}{\partial t}= & -\partial_{j}\left(u_{i} E_{u_{j}}\right)-\rho \partial_{i} E_{\rho}-u_{j} \partial_{i} E_{u_{j}}-s \partial_{i} E_{s}- \\
& -c_{j k} \partial_{i} E_{c j k}+\partial_{k}\left(c_{k j}\left(E_{c_{i j}}+E_{c_{j i}}\right)\right)  \tag{32b}\\
\frac{\partial s}{\partial t}= & -\partial_{i}\left(s E_{u_{i}}\right)  \tag{32c}\\
\frac{\partial c_{i j}}{\partial t}= & -\partial_{k}\left(c_{i j} E_{u_{k}}\right)+c_{k j} \partial_{k} E_{u_{i}}+c_{k i} \partial_{k} E_{u_{j}} \tag{32d}
\end{align*}
$$

where $E$ is the total energy of the system.
With energy

$$
\begin{equation*}
E=\int \mathrm{d} \mathbf{r}\left[\frac{\mathbf{u}^{2}}{2 \rho}+\varepsilon(\rho, s, \mathbf{c})\right] \tag{33}
\end{equation*}
$$

where internal energy $\varepsilon$ still remains unspecified, evolution equation (32d) can be rewritten in terms of the upper-convected time-derivative as

$$
\begin{equation*}
\stackrel{\nabla}{\mathbf{c}}=-\mathbf{c} \nabla \cdot \mathbf{v}, \quad \mathbf{v}=\frac{\mathbf{u}}{\rho} \tag{34}
\end{equation*}
$$

which is the reversible part of Maxwell rheological model [29].
Considering a suspension of Hookean dumbbells, entropy is

$$
\begin{equation*}
S=\int \mathrm{d} \mathbf{r}\left[\frac{1}{2} n k_{B} \ln \operatorname{det} \mathbf{c}+s\left(n, e-\frac{\mathbf{u}^{2}}{2 \rho}-\frac{1}{2} H \operatorname{Tr} \mathbf{c}\right)\right] \tag{35}
\end{equation*}
$$

as derived for instance in [14]. Parameter $H$ is the spring constant of the dumbbells, and $n$ represents concentration of dumbbells. Derivative of this entropy with respect to $\mathbf{c}$ is

$$
\begin{equation*}
c_{i j}^{*}=\frac{\partial S}{\partial c_{i j}}=\frac{1}{2} k_{B} n c_{i j}^{-1}-\frac{1}{2} \frac{H}{T} \delta_{i j} \tag{36}
\end{equation*}
$$

which is equal to zero for

$$
\begin{equation*}
\tilde{\mathbf{c}}=\frac{k_{B} T n}{H} \mathbf{I} \tag{37}
\end{equation*}
$$

This is the MaxEnt value of $\mathbf{c}$. Note that inverse temperature $T^{-1}$ is identified as derivative of entropy with respect to energy density.

Dissipation potential can be prescribed as

$$
\begin{equation*}
\Xi^{(\mathbf{c})}=\int \mathrm{dr} \Lambda_{c} c_{i j} c_{i k}^{*} c_{j k}^{*} \tag{38}
\end{equation*}
$$

the derivative of which is

$$
\begin{equation*}
\Xi_{c_{i j}^{*}}^{(\mathbf{c})}=2 \Lambda_{c} c_{i k} c_{k j}^{*} . \tag{39}
\end{equation*}
$$

The evolution equation of $\mathbf{c}$ then gains an irreversible term,

$$
\begin{equation*}
\left.\frac{\partial \Xi}{\partial c_{i j}^{*}}\right|_{\mathbf{c}_{*}=S_{\mathbf{c}}}=-\frac{\Lambda_{c} H}{T}\left(c_{i j}-\frac{k_{B} T n}{H} \delta_{i j}\right) . \tag{40}
\end{equation*}
$$

After the transformation to the energetic representation (conjugates with respect to energy rather than entropy), the sum of the reversible and irreversible contributions to evolution equations for ( $\rho, \mathbf{u}, \mathbf{c}, s$ ) is prepared for the DynMaxEnt reduction.

### 4.1.2. DynMaxEnt to Hydrodynamics

Let us now apply the Dynamic MaxEnt reduction so that the conformation tensor c relaxes. The energetic representation reversible Equations (32) and irreversible Equations (40) together are

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & -\partial_{i}\left(\rho u_{i}^{\dagger}\right),  \tag{41a}\\
\frac{\partial u_{i}}{\partial t}= & -\partial_{j}\left(u_{i} u_{j}^{\dagger}\right)-\rho \partial_{i} \rho^{\dagger}-u_{j} \partial_{i} u_{j}^{\dagger}-s \partial_{i} s^{\dagger}- \\
& -c_{j k} \partial_{i} c_{j k}^{\dagger}+\partial_{k}\left(c_{k j}\left(c_{i j}^{\dagger}+c_{j i}^{\dagger}\right)\right),  \tag{41b}\\
\frac{\partial s}{\partial t}= & -\partial_{i}\left(s u_{i}^{\dagger}\right)+2 \frac{\Lambda_{c}}{\left(s^{\dagger}\right)^{2}} c_{i j}^{\dagger} c_{i k} c_{k j}^{\dagger},  \tag{41c}\\
\frac{\partial c_{i j}}{\partial t}= & -\partial_{k}\left(c_{i j} u_{k}^{\dagger}\right)+c_{k j} \partial_{k} u_{i}^{\dagger}+c_{k i} \partial_{k} u_{j}^{\dagger}-\frac{2 \Lambda_{c}}{s^{\dagger}} c_{i k} c_{k j}^{\dagger} \tag{41d}
\end{align*}
$$

Consider now the isothermal incompressible case (The compressible case and the origin of incompressibility were discussed in [19].), i.e., $S_{e}=T=$ const, $n=$ const and $\nabla \cdot \mathbf{u}^{\dagger}=0$. Equations (41b) and (41d) at the MaxEnt value of $\mathbf{c}$ (given by Equation (37)) become

$$
\begin{align*}
\frac{\partial u_{i}}{\partial t}= & -\partial_{j}\left(u_{i} u_{j}^{\dagger}\right)-\rho \partial_{i} \rho^{\dagger}-u_{j} \partial_{i} u_{j}^{\dagger}-s \partial_{i} s^{\dagger}- \\
& -\frac{k_{B} T n}{H} \partial_{i} \operatorname{Tr} c^{\dagger}+\frac{k_{B} T n}{H} \partial_{k}\left(c_{i k}^{\dagger}+c_{k i}^{\dagger}\right),  \tag{42a}\\
0= & \partial_{j} u_{i}^{\dagger}+\partial_{i} u_{j}^{\dagger}-2 \frac{\Lambda_{c}}{T} c_{i j}^{\dagger} . \tag{42b}
\end{align*}
$$

The last equation has a solution

$$
\begin{equation*}
\mathbf{c}^{\dagger}=\frac{T}{2 \Lambda_{c}}\left(\nabla \mathbf{u}^{\dagger}+\left(\nabla \mathbf{u}^{\dagger}\right)^{T}\right), \quad \operatorname{Trc}^{\dagger}=0 \tag{43}
\end{equation*}
$$

By plugging this solution into the equation for momentum density, we obtain the Navier-Stokes equation for momentum density

$$
\begin{align*}
\frac{\partial u_{i}}{\partial t}= & -\partial_{j}\left(u_{i} u_{j}^{\dagger}\right)-\rho \partial_{i} \rho^{\dagger}-u_{j} \partial_{i} u_{j}^{\dagger}-s \partial_{i} s^{\dagger} \\
& +\frac{k_{B} T^{2} n}{H \Lambda_{c}} \partial_{k}\left(\partial_{i} u_{k}^{\dagger}+\partial_{k} u_{i}^{\dagger}\right) \tag{44}
\end{align*}
$$

where the coefficient $k_{B} T^{2} n / H \Lambda_{c}$ corresponds to the shear viscosity and $\mathbf{u}^{\dagger}=E_{\mathbf{u}}=\mathbf{v}=\mathbf{u} / \rho$ is the velocity.

The Dynamic MaxEnt reduction of the conformation tensor leads to the Newtonian shear stress tensor.

### 4.2. Reynolds Stress

We now turn to a complex fluid where momentum-momentum correlations between two neighboring particles matter, the correlation being expressed by the Reynolds stress tensor $R_{i j}$.

### 4.2.1. Non-Equilibrium Thermodynamics of Reynolds Stress

Let the state variables be $\mathbf{x}=(\rho, \mathbf{u}, s, \mathbf{R})$. The Poisson bracket expressing kinematics of $\mathbf{x}$ is

$$
\begin{align*}
\{A, B\}^{(\mathbf{R})}= & \{A, B\}^{(F M)}+\int \mathrm{d} \mathbf{r} R_{i j}\left(\partial_{k} A_{R_{i j}} B_{u_{k}}-\partial_{k} B_{R_{i j}} A_{u_{k}}\right)-  \tag{45}\\
& -\int \operatorname{dr} R_{i j}\left(\left(A_{R_{k j}}+A_{R_{j k}}\right) \partial_{k} B_{u_{i}}-\left(B_{R_{k j}}+B_{R_{j k}}\right) \partial_{k} A_{u_{i}}\right)
\end{align*}
$$

see, e.g., $[14,30]$. The reversible evolution equations are then

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & -\partial_{i}\left(\rho E_{u_{i}}\right)  \tag{46a}\\
\frac{\partial u_{i}}{\partial t}= & -\partial_{j}\left(u_{i} E_{u_{j}}\right)-\rho \partial_{i} E_{\rho}-u_{j} \partial_{i} E_{u_{j}}-s \partial_{i} E_{s}- \\
& -R_{k j} \partial_{i} E_{R_{k j}}-\partial_{k}\left(R_{i j}\left(E_{R_{k j}}+E_{R_{j k}}\right)\right)  \tag{46b}\\
\frac{\partial s}{\partial t}= & -\partial_{i}\left(s E_{u_{i}}\right)  \tag{46c}\\
\frac{\partial R_{i j}}{\partial t}= & -\partial_{k}\left(R_{i j} E_{u_{k}}\right)-R_{k j} \partial_{i} E_{u_{k}}-R_{k i} \partial_{j} E_{u_{k}} \tag{46d}
\end{align*}
$$

Let entropy be given by

$$
\begin{equation*}
S^{(\mathbf{R})}=\int \mathrm{d} \mathbf{r}\left[s\left(\rho, e-\frac{\mathbf{u}^{2}}{2 \rho}-\frac{1}{2 m} \operatorname{Tr} \mathbf{R}\right)+\frac{1}{2} k_{B} \frac{\rho}{m} \ln \operatorname{det} \frac{\mathbf{R}}{Q_{R}}\right], \tag{47}
\end{equation*}
$$

where $Q_{R}$ is an appropriately chosen constant. The reason for this entropy is analogical to the entropy (35). A derivative of entropy (47) with respect to $\mathbf{R}$ is

$$
\begin{equation*}
R_{i j}^{*}=\frac{\partial S^{(\mathbf{R})}}{\partial R_{i j}}=-\frac{1}{2 m} S_{e} \delta_{i j}+\frac{k_{B} \rho}{2 m}\left(R^{-1}\right)_{i j} \tag{48}
\end{equation*}
$$

which is equal to zero if and only if

$$
\begin{equation*}
R_{i j}=k_{B} T \rho \delta_{i j} \tag{49}
\end{equation*}
$$

This is the MaxEnt value of $\mathbf{R}$, at which the Reynolds stress is proportional to the unit matrix.
Similarly as in the preceding section, we choose dissipation potential

$$
\begin{equation*}
\Xi^{(\mathbf{R})}=\int \mathrm{d} \mathbf{r} \Lambda_{R} R_{i j}^{*} R_{j k} R_{k i^{\prime}}^{*} \tag{50}
\end{equation*}
$$

the derivative of which is

$$
\begin{equation*}
\Xi_{R_{i j}^{*}}^{(\mathbf{R})}=2 \Lambda_{R} R_{j k} R_{k i}^{*} . \tag{51}
\end{equation*}
$$

Note that $R^{i j}$ was identified with $R_{i j}$ and similarly for $\mathbf{R}^{*}$ for simplicity of notation. Evolution equation of $\mathbf{R}$ then gains an irreversible term

$$
\begin{equation*}
\left.\frac{\partial \Xi(\mathbf{R})}{\partial R_{i j}^{*}}\right|_{\mathbf{R}^{*}=S_{\mathbf{R}}}=-\frac{\Lambda_{R}}{T m}\left(\mathbf{R}-k_{B} T \rho \mathbf{I}\right) \tag{52}
\end{equation*}
$$

By combining the reversible evolution (46) and irreversible (52), we obtain

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & -\partial_{i}\left(\rho E_{u_{i}}\right),  \tag{53a}\\
\frac{\partial u_{i}}{\partial t}= & -\partial_{j}\left(u_{i} E_{u_{j}}\right)-\rho \partial_{i} E_{\rho}-u_{j} \partial_{i} E_{u_{j}}-s \partial_{i} E_{s}- \\
& -R_{k j} \partial_{i} E_{R_{k j}}-\partial_{k}\left(R_{i j}\left(E_{R_{k j}}+E_{R_{j k}}\right)\right),  \tag{53b}\\
\frac{\partial s}{\partial t}= & -\partial_{i}\left(s E_{u_{i}}\right)+2 \frac{\Lambda_{R}}{\left(E_{s}\right)^{2}} E_{R_{i j}} R_{j k} E_{R_{k i} \prime}  \tag{53c}\\
\frac{\partial R_{i j}}{\partial t}= & -\partial_{k}\left(R_{i j} E_{u_{k}}\right)-R_{k j} \partial_{i} E_{u_{k}}-R_{k i} \partial_{j} E_{u_{k}} \\
& -2 \frac{\Lambda_{R}}{E_{s}} R_{j k} E_{R_{k i},} \tag{53d}
\end{align*}
$$

which are the GENERIC evolution equations for fluid mechanics with Reynolds stress. For instance, the last equation can be rewritten as

$$
\begin{align*}
\frac{\partial R_{i j}}{\partial t}= & -\partial_{k}\left(R_{i j} v_{k}\right)-R_{k j} \partial_{i} v_{k}-R_{k i} \partial_{j} v_{k} \\
& -\frac{\Lambda_{R}}{T m}\left(\mathbf{R}-k_{B} T \rho \mathbf{I}\right), \tag{54}
\end{align*}
$$

from which the tendency to relaxation of the Reynolds stress tensor to the respective MaxEnt value is obvious.

### 4.2.2. DynMaxEnt to Hydrodynamics

As in the case of the conformation tensor in Section 4.1, let us now show how the Reynolds stress relaxes. The MaxEnt value (49) can be plugged into Equations (53). Assuming again isothermal incompressible flow, $\rho=$ const, $\nabla \cdot \mathbf{u}^{\dagger}=0$ and $S_{e}=T=$ const, the equations become

$$
\begin{align*}
\frac{\partial u_{i}}{\partial t}= & -\partial_{j}\left(u_{i} u_{j}^{\dagger}\right)-\rho \partial_{i} \rho^{\dagger}-u_{j} \partial_{i} u_{j}^{\dagger}-s \partial_{i} s^{\dagger}- \\
& -k_{B} T \rho \partial_{i} R_{k k}^{\dagger}-k_{B} T \rho \partial_{k}\left(R_{k i}^{+}+R_{i k}^{+}\right),  \tag{55a}\\
0= & -k_{B} T \rho\left(\partial_{i} u_{j}^{\dagger}+\partial_{j} u_{i}^{\dagger}\right)-2 \Lambda_{R} k_{B} \rho R_{j i}^{\dagger} \tag{55b}
\end{align*}
$$

The last equation has a solution

$$
\begin{equation*}
\tilde{\mathbf{R}}^{\dagger}=-\frac{T}{2 \Lambda_{R}}\left(\nabla \mathbf{u}^{\dagger}+\left(\nabla \mathbf{u}^{\dagger}\right)^{T}\right) \quad \text { and } \quad \operatorname{Tr} \tilde{\mathbf{R}}=0 \tag{56}
\end{equation*}
$$

Plugging this solution back into the equation for $\mathbf{u}$ leads to

$$
\begin{align*}
\frac{\partial u_{i}}{\partial t}= & -\partial_{j}\left(u_{i} u_{j}^{\dagger}\right)-\rho \partial_{i} \rho^{\dagger}-u_{j} \partial_{i} u_{j}^{\dagger}-s \partial_{i} s^{\dagger} \\
& +\frac{k_{B} T^{2} \rho}{\Lambda_{R}} \partial_{k}\left(\partial_{k} u_{i}^{\dagger}+\partial_{i} u_{k}^{\dagger}\right) \tag{57}
\end{align*}
$$

which is again the Navier-Stokes equation with shear viscosity. Relaxation of Reynolds stress thus leads to extra (also called turbulent) viscosity by means of the Dynamic MaxEnt reduction.

### 4.3. Hyperbolic Heat Conduction

### 4.3.1. Non-Equilibrium Thermodynamics of Heat

Kinematics of heat transfer can be thought of as kinematics of phonons, and kinematics of phonons has been successfully described by Boltzmann-like dynamics, where the distribution function of phonons plays the role of state variable, see e.g., book [31]. By the reduction from the kinetic theory to fluid mechanics, see e.g., [1,14], kinematics of phonons can be expressed in terms of the entropy density and momentum related to entropy transport, the kinematics of which is expressed by a hydrodynamic-like Poisson bracket (see [32]). Subsequent transformation to density of matter $\rho$, total momentum of matter and phonons $\mathbf{m}$, entropy density $s$ and conjugate entropy flux $\mathbf{w}$, which is equal to the ratio of phonon momentum and entropy density, leads to bracket

$$
\begin{align*}
\{F, G\}^{(C a t)}= & \left.\{F, G\}^{(F M)}\right|_{\mathbf{u}=\mathbf{m}}+\int \mathrm{d} \mathbf{r}\left(G_{w_{i}} \partial_{i} F_{s}-F_{w_{i}} \partial_{i} G_{s}\right) \\
& +\int \mathrm{d} \mathbf{r} w_{j}\left(\partial_{i} F_{w_{i}} G_{m_{j}}-\partial_{i} G_{w_{i}} F_{m_{j}}\right) \\
& +\int \mathrm{d} \mathbf{r}\left(\partial_{i} w_{j}-\partial_{j} w_{i}\right)\left(F_{w_{i}} G_{m_{j}}-G_{w_{i}} F_{m_{j}}\right) \\
& +\int \mathrm{d} \mathbf{r} \frac{1}{s}\left(\partial_{i} w_{j}-\partial_{j} w_{i}\right) F_{w_{i}} G_{w_{j}} \tag{58}
\end{align*}
$$

expressing kinematics of matter and heat-the Cattaneo Poisson bracket. The name Cattaneo is due to the implied hyperbolicity of heat transport [19]. The Poisson bracket (58) generates reversible evolution equations

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & -\partial_{k}\left(\rho E_{m_{k}}\right),  \tag{59a}\\
\frac{\partial m_{i}}{\partial t}= & -\partial_{j}\left(m_{i} E_{m_{j}}\right)-\partial_{j}\left(w_{i} E_{w_{j}}\right)-\rho \partial_{i} E_{\rho}-m_{j} \partial_{i} E_{m_{j}}-s \partial_{i} E_{s} \\
& -w_{k} \partial_{i} E_{w_{k}}+\partial_{i}\left(E_{w_{k}} w_{k}\right)  \tag{59b}\\
\frac{\partial s}{\partial t}= & -\partial_{k}\left(s E_{m_{k}}+E_{w_{k}}\right),  \tag{59c}\\
\frac{\partial w_{k}}{\partial t}= & -\partial_{k} E_{s}-\partial_{k}\left(w_{j} E_{m_{j}}\right)+\left(\partial_{k} w_{j}-\partial_{j} w_{k}\right)\left(E_{m_{j}}+\frac{1}{s} E_{w_{j}}\right) . \tag{59d}
\end{align*}
$$

These evolution equations express reversible dynamics of fluid mechanics and conjugate entropy flux $\mathbf{w}$. Note that, for the heat flux, i.e., flux of energy, the usual relation $\mathbf{q}=E_{s} E_{w_{k}}=T \mathbf{J}^{(s)}$ holds true, see [14] for more details.

Local dissipation is enforced by adopting an algebraic dissipation potential, the simplest of which is

$$
\begin{equation*}
\Xi\left(\mathbf{w}^{*}\right)=\int \mathrm{d} \mathbf{r} \frac{1}{2} \frac{1}{\tau}\left(\mathbf{w}^{*}\right)^{2}=\int \mathrm{d} \mathbf{r} \frac{1}{2} \frac{1}{\tau}\left(\frac{1}{s^{\dagger}} \mathbf{w}^{\dagger}\right)^{2} \tag{60}
\end{equation*}
$$

where the last equality follows from the transformation between energetic and entropic representation. Then, the irreversible terms generated by this dissipation potential are added to the reversible evolution, Equations (59),

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & -\partial_{k}\left(\rho m_{k}^{\dagger}\right),  \tag{61a}\\
\frac{\partial m_{i}}{\partial t}= & -\partial_{j}\left(m_{i} m_{j}^{\dagger}\right)-\partial_{j}\left(w_{i} w_{j}^{\dagger}\right)-\rho \partial_{i} \rho^{\dagger}-m_{j} \partial_{i} m_{j}^{\dagger}-s \partial_{i} s^{\dagger}  \tag{61b}\\
& -w_{k} \partial_{i} w_{k}^{\dagger}+\partial_{i}\left(w_{k}^{\dagger} w_{k}\right), \\
\frac{\partial s}{\partial t}= & -\partial_{k}\left(s m_{k}^{\dagger}+w_{k}^{\dagger}\right)+\frac{1}{\tau\left(s^{\dagger}\right)^{2}}\left(\mathbf{w}^{\dagger}\right)^{2},  \tag{61c}\\
\frac{\partial w_{k}}{\partial t}= & -\partial_{k} s^{\dagger}-\partial_{k}\left(w_{j} m_{j}^{\dagger}\right)+\left(\partial_{k} w_{j}-\partial_{j} w_{k}\right)\left(m_{j}^{\dagger}+\frac{1}{s} w_{j}^{\dagger}\right)  \tag{61d}\\
& -\frac{1}{\tau s^{\dagger}} w_{k}^{\dagger}
\end{align*}
$$

These are the GENERIC equations for fluid mechanics with hyperbolic heat conduction.

### 4.3.2. DynMaxEnt to Fourier Heat Conduction

The simplest possible dependence of entropy on the extra field $\mathbf{w}$ is quadratic (keeping in mind that $S$ has to be a concave and even with respect to time reversal functional),

$$
\begin{equation*}
S(\rho, \mathbf{m}, e, \mathbf{w})=\int \mathrm{d} \mathbf{r} s\left(\rho, e-\frac{\mathbf{m}^{2}}{2 \rho}-\frac{1}{2} \alpha \mathbf{w}^{2}\right) . \tag{62}
\end{equation*}
$$

Consequently, entropy is highest (for given fields $\rho, \mathbf{u}$ and $e$ ) at $\mathbf{w}=0$, which is the MaxEnt estimate $\tilde{\mathbf{w}}$. Plugging this value into Equations (61) leads to

$$
\begin{align*}
\frac{\partial \rho}{\partial t} & =-\partial_{k}\left(\rho m_{k}^{\dagger}\right),  \tag{63a}\\
\frac{\partial m_{i}}{\partial t} & =-\partial_{j}\left(m_{i} m_{j}^{\dagger}\right)-\rho \partial_{i} \rho^{\dagger}-m_{j} \partial_{i} m_{j}^{\dagger}-s \partial_{i} s^{\dagger},  \tag{63b}\\
\frac{\partial s}{\partial t} & =-\partial_{k}\left(s m_{k}^{\dagger}+w_{k}^{\dagger}\right)+\frac{1}{\tau\left(s^{\dagger}\right)^{2}}\left(\mathbf{w}^{\dagger}\right)^{2},  \tag{63c}\\
0 & =-\partial_{k} s^{\dagger}-\frac{1}{\tau s^{\dagger}} w w_{k}^{\dagger} . \tag{63d}
\end{align*}
$$

Equation (63d) has the solution

$$
\begin{equation*}
\tilde{\mathbf{w}}^{\dagger}=-\tau s^{\dagger} \nabla s^{\dagger} . \tag{64}
\end{equation*}
$$

Plugging this value into the rest of Equations (63), we obtain

$$
\begin{align*}
\frac{\partial \rho}{\partial t} & =-\partial_{i}\left(\rho E_{m_{i}}\right)  \tag{65a}\\
\frac{\partial m_{i}}{\partial t} & =-\partial_{j}\left(m_{i} E_{m_{j}}\right)-\rho \partial_{i} E_{\rho}-m_{j} \partial_{i} E_{m_{j}}-s \partial_{i} E_{s}  \tag{65b}\\
\frac{\partial s}{\partial t} & =-\partial_{k}\left(s E_{m_{k}}-\tau E_{s} \partial_{k} E_{s}\right)+\tau\left(\nabla E_{s}\right)^{2}, \tag{65c}
\end{align*}
$$

which are Euler equations with Fourier heat conduction. Indeed, denoting local temperature $E_{S}$ as $T$, the entropy flux is

$$
\begin{equation*}
\mathbf{J}^{(s)}=-\tau T \nabla T=\frac{-\lambda \nabla T}{T}, \tag{66}
\end{equation*}
$$

where $\lambda=T^{2} \tau$ is the heat conductivity and $\mathbf{q}=-\lambda \nabla T$ is the heat flux.

One can also seek higher order corrections by means of the infinite DynMaxEnt chain. The corrected value of $\mathbf{w}$ implied by Equation (63d) is

$$
\begin{equation*}
\tilde{\mathbf{w}}^{(2)}=-\frac{\tau}{\alpha} T \nabla T \tag{67}
\end{equation*}
$$

which leads to energy

$$
\begin{equation*}
E=\int d \mathbf{r}\left(\frac{\mathbf{m}^{2}}{2 \rho}+\varepsilon(\rho, s)+\frac{1}{2} \tau \alpha \varepsilon_{s}^{2}\left(\nabla \varepsilon_{s}\right)^{2}\right) \tag{68}
\end{equation*}
$$

This is a weakly non-local energy implied by the second-order DynMaxEnt correction.
In summary, Fourier's law, which tells us that heat flows from a hotter body to a colder body, can be derived by the dynamic MaxEnt reduction from the coupled dynamics of phonons and fluid mechanics. The only irreversibility on the higher level of description is present in the evolution equation for $\mathbf{w}$. After the reduction, this irreversibility leads to irreversible terms in the equation for entropy (irreversible entropy flux and entropy production). Note that this reduction is again compatible with the asymptotic expansion carried out in [33].

### 4.4. Magnetohydrodynamics

Let us now turn to DynMaxEnt when the electromagnetic field is present.

### 4.4.1. Non-Equilibrium Thermodynamics of Charged Mixtures

Dynamics of charged mixtures is governed by the Maxwell equations interacting with fluid mechanics of the species, see ([14] Section 6.4). Let us start with a Poisson bracket for the binary mixture of oppositely charged species endowed with a single entropy, total momentum density, displacement field and magnetic field, that is,

$$
\begin{align*}
&\{F, G\}^{(\mathrm{EMHD}-2)}\left(\rho_{+}, \rho_{-}, \mathbf{m}, \mathrm{s}, \mathbf{D}, \mathbf{B}\right)=\{F, G\}^{(\mathrm{CIT}-2)}\left(\rho_{+}, \rho_{-}, \mathbf{m}, s\right)  \tag{69}\\
&\{F, G\}^{(\mathrm{EM})}(\mathbf{D}, \mathbf{B})\left\{\begin{aligned}
& +\int \mathrm{d} \mathbf{r}\left(F_{D_{i}} \varepsilon_{i j k} \partial_{j} G_{B_{k}}-G_{D_{i}} \varepsilon_{i j k} \partial_{j} F_{B_{k}}\right)
\end{aligned}\right. \\
&\{F, G\}^{(\mathrm{SP})}(\mathbf{D}, \mathbf{m})\left\{\begin{aligned}
& +\int \mathrm{dr} D_{i}\left(\partial_{j} F_{D_{i}} G_{m_{j}}-\partial_{j} G_{D_{i}} F_{m_{j}}\right) \\
& +\int \mathrm{dr} \partial_{j} D_{j}\left(F_{m_{i}} G_{D_{i}}-G_{m_{i}} F_{D_{i}}\right) \\
& +\int \mathrm{dr} D_{j}\left(F_{m_{i}} \partial_{j} G_{D_{i}}-G_{m_{i}} \partial_{j} F_{D_{i}}\right)
\end{aligned}\right. \\
&\left\{F \left\{\begin{array}{rl} 
& +\int \mathrm{dr} B_{i}\left(\partial_{j} F_{B_{i}} G_{m_{j}}-\partial_{j} G_{B_{i}} F_{m_{j}}\right) \\
& +\int \mathrm{dr} \partial_{j} B_{j}\left(F_{m_{i}} G_{B_{i}}-G_{m_{i}} F_{B_{i}}\right) \\
& +\int \mathrm{dr} B_{j}\left(F_{m_{i}} \partial_{j} G_{B_{i}}-G_{m_{i}} \partial_{j} F_{B_{i}}\right)
\end{array}\right.\right.
\end{align*}
$$

where the CIT2 (binary classical irreversible thermodynamics [1,34]) bracket stands for

$$
\begin{align*}
\{F, G\}^{(\mathrm{CIT}-2)}\left(\rho_{+}, \rho_{-}, \mathbf{m}, s\right)= & \int \mathrm{d} \mathbf{r} \rho_{+}\left(\partial_{i} F_{\rho_{+}} G_{m_{i}}-\partial_{i} G_{\rho_{+}} F_{m_{i}}\right)  \tag{70}\\
& +\int \mathrm{d} \mathbf{r} \rho_{-}\left(\partial_{i} F_{\rho_{-}} G_{m_{i}}-\partial_{i} G_{\rho_{-}} F_{m_{i}}\right) \\
& +\int \mathrm{d} \mathbf{r} m_{i}\left(\partial_{j} F_{m_{i}} G_{m_{j}}-\partial_{j} G_{m_{i}} F_{m_{j}}\right) \\
& +\int \mathrm{d} \mathbf{r} s\left(\partial_{i} F_{s} G_{m_{i}}-\partial_{i} G_{s} F_{m_{i}}\right)
\end{align*}
$$

cf. bracket (A3).

This system is additionally required to satisfy the Gauß laws for electric and magnetic charge, respectively. We have

$$
\begin{equation*}
\partial_{i} D_{i}=q e_{0}\left(\frac{\rho_{+}}{m_{+}}-\frac{\rho_{-}}{m_{-}}\right) \quad \text { and } \quad \partial_{i} B_{i}=0 \tag{71}
\end{equation*}
$$

where the right-hand side of Equation $(71)_{\text {left }}$ is the free charge density.
Total density $\rho=\rho_{+}+\rho_{-}$and the free charge density can be used for the description instead of $\rho_{+}$ and $\rho_{-}$. Such transformation allows for the projection to the state variables without free charge density (i.e., where free charge density is relaxed) by letting the functionals depend only on ( $\rho, \mathbf{m}, s, \mathbf{D}, \mathbf{B}$ ). Consequently, bracket (69) transforms into

$$
\begin{gather*}
\{F, G\}^{(\mathrm{EMHD})}(\rho, \mathbf{m}, s, \mathbf{D}, \mathbf{B})=\{F, G\}^{(\mathrm{FM})}(\rho, \mathbf{m}, s)+\{F, G\}^{(\mathrm{EM})}(\mathbf{D}, \mathbf{B}) \\
+\{F, G\}^{(\mathrm{SP})}(\mathbf{D}, \mathbf{m})+\{F, G\}^{(\mathrm{SP})}(\mathbf{B}, \mathbf{m}) \tag{72}
\end{gather*}
$$

and it is equipped with the updated constraint on the displacement field (given by the relaxed value of free charge density, typically zero) and magnetic field. Bracket (72) describes reversible evolution of electroneutral continuum coupled with the Maxwell equations.

Although the continuum described by bracket (72) is electroneutral, it can conduct electric current. This can be seen as a dissipation of the displacement field as suggested in [35]. Let us define dissipation potential

$$
\begin{equation*}
\Xi\left(\mathbf{D}^{*}\right)=\int \mathrm{dr} \frac{\sigma}{2}\left(\mathbf{D}^{*}\right)^{2}=\int \mathrm{dr} \frac{\sigma}{2}\left(\frac{\mathbf{D}^{\dagger}}{s^{\dagger}}\right)^{2} \tag{73}
\end{equation*}
$$

The reversible evolution generated by (72) and the irreversible evolution due to (73) give together

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & -\partial_{k}\left(\rho m_{k}^{\dagger}\right),  \tag{74a}\\
\frac{\partial m_{i}}{\partial t}= & -\partial_{j}\left(m_{i} m_{j}^{\dagger}\right)-\rho \partial_{i} \rho^{\dagger}-m_{j} \partial_{i} m_{j}^{\dagger}-s \partial_{i} s^{\dagger}-D_{j} \partial_{i} D_{j}^{\dagger}-B_{j} \partial_{i} B_{j}^{\dagger}  \tag{74b}\\
& +\partial_{j}\left(D_{j} D_{i}^{\dagger}+B_{j} B_{i}^{\dagger}\right), \\
\frac{\partial s}{\partial t}= & -\partial_{k}\left(s m_{k}^{\dagger}\right)+\frac{\sigma}{\left(s^{\dagger}\right)^{2}}\left(\mathbf{D}^{\dagger}\right)^{2},  \tag{74c}\\
\frac{\partial D_{i}}{\partial t}= & \varepsilon_{i j k} \partial_{j} B_{k}^{\dagger}-\partial_{j}\left(D_{i} m_{j}^{\dagger}-m_{i}^{\dagger} D_{j}\right)-m_{i}^{\dagger} \partial_{j} D_{j}-\frac{\sigma}{s^{\dagger}} D_{i}^{\dagger}  \tag{74d}\\
\frac{\partial B_{i}}{\partial t}= & -\varepsilon_{i j k} \partial_{j} D_{k}^{\dagger}-\partial_{j}\left(B_{i} m_{j}^{\dagger}-m_{i}^{\dagger} B_{j}\right)-m_{i}^{\dagger} \partial_{j} B_{j} \tag{74e}
\end{align*}
$$

The conjugate displacement field $\mathbf{D}^{+}$is interpreted as electric intensity $\mathbf{E}$, and the irreversible (last) term in Equation (74d) then tells that the electric current is $\mathbf{J}=\frac{\sigma}{s^{\ddagger}} \mathbf{E}$. Dissipation in the $\mathbf{D}$ field can be thus seen as Ohm's law (Alternatively, Ohm's law can be derived from the relaxation of matter in the presence of the electric field, see [14].).

### 4.4.2. DynMaxEnt to the Displacement Field—Passage to MHD

Let us apply the DynMaxEnt reduction to the displacement field in Equations (73) so that we approach the magnetohydrodynamics (MHD). The reversible part of the MHD equations can be obtained easily by projection to variables $(\rho, \mathbf{m}, s, \mathbf{B})$ as in [14], but we wish to also obtain the irreversible part of the equations.

Assuming energy quadratic in $\mathbf{D}$, the MaxEnt value is $\tilde{\mathbf{D}}=0$, which erases all terms containing the displacement field (but not $\mathbf{D}^{\dagger}$ ) from the equations. Except for the evolution of entropy, $\mathbf{D}^{\dagger}$ only remains in Equation (74d), which can be solved and gives

$$
\begin{equation*}
\tilde{D}_{i}^{\dagger}=\frac{s^{\dagger}}{\sigma} \varepsilon_{i j k} \partial_{j} B_{k}^{\dagger} \tag{75}
\end{equation*}
$$

Introducing the curl of Equation (75) into Equation (74d) yields a dissipative evolution equation for the magnetic field. The complete set of equations after this reduction reads

$$
\begin{align*}
\frac{\partial \rho}{\partial t} & =-\partial_{k}\left(\rho m_{k}^{\dagger}\right)  \tag{76a}\\
\frac{\partial m_{i}}{\partial t} & =-\partial_{j}\left(m_{i} m_{j}^{\dagger}\right)-\rho \partial_{i} \rho^{\dagger}-m_{j} \partial_{i} m_{j}^{\dagger}-s \partial_{i} s^{\dagger}-B_{j} \partial_{i} B_{j}^{\dagger}+\partial_{j}\left(B_{j} B_{i}^{\dagger}\right),  \tag{76b}\\
\frac{\partial s}{\partial t} & =-\partial_{k}\left(s m_{k}^{\dagger}\right)+\frac{1}{\sigma}\left(\nabla \times \mathbf{B}^{\dagger}\right)^{2}  \tag{76c}\\
\frac{\partial B_{i}}{\partial t} & =-\partial_{j}\left(B_{i} m_{j}^{\dagger}-m_{i}^{\dagger} B_{j}\right)-m_{i}^{\dagger} \partial_{j} B_{j}-\varepsilon_{i j k} \partial_{j}\left(\frac{s^{\dagger}}{\sigma} \varepsilon_{k l m} \partial_{l} B_{m}^{\dagger}\right), \tag{76d}
\end{align*}
$$

which is compatible with [36]. The first terms on the right-hand side of Equation (76d) can be further simplified for constant $\sigma / s^{\dagger}$, provided that the contribution of the magnetic field to the energy is $\frac{\mathrm{B}^{2}}{\mu_{0}}$. We can then write

$$
\begin{equation*}
\frac{\partial \mathbf{B}}{\partial t}=\frac{s^{\dagger}}{\mu_{0} \sigma} \Delta \mathbf{B}-\nabla \times\left(\mathbf{B} \times \mathbf{m}^{\dagger}\right) \tag{77}
\end{equation*}
$$

where $\partial_{i} B_{i}=0$ was finally used. Keeping in mind that $\mathbf{m}^{\dagger}=\mathbf{v}$, Equation (77) is the advection-diffusion equation for the magnetic field, $c f$. ([37] Equation 2.15) or [38]. The coefficient $\frac{s^{+}}{\mu_{0} \sigma}$ is referred to as the magnetic diffusivity.

In summary, after the relaxation of free charge density, one gets the electroneutral continuum coupled with Maxwell equations. Further dissipation in the displacement field then leads by the DynMaxEnt reduction to the MHD equations including magnetic diffusivity.

## 5. Contact Geometry

Contact geometry seems to be the so far most general geometric formulation of non-equilibrium thermodynamics. It started with works of Hermann [11] in equilibrium thermodynamics and continued to non-equilibrium thermodynamics, e.g., $[12,15,39-41]$ and many others. Here, we adopt a recent version of contact-geometric formulation of GENERIC from [14].

## 6. Contact GENERIC

We begin by introducing a space

$$
\begin{equation*}
\mathbb{M}^{(c o n t)}=\mathbf{M} \times \mathbf{M}^{*} \times \mathbf{N}_{e q}^{*} \times \mathbf{N}_{e q} \times \mathbb{R} \tag{78}
\end{equation*}
$$

with coordinates $\left(x, x^{*}, y^{*}, y, \phi\right)$. The space $\mathbf{M}$ with elements $x$ is the state space, the space $\mathbf{M}^{*}$ with elements $x^{*}$ is its dual. Similarly, $\mathbf{N}_{e q}$ with elements $y$ is the state space on the equilibrium level, $\mathbf{N}_{e q}^{*}$ with elements $y^{*}$ is its dual. We recall that $y=(E, N)$ and $y^{*}=\left(E^{*}, N^{*}\right)$, where $E^{*}=\frac{1}{T}$ and $N^{*}=-\frac{\mu}{T}$. We moreover introduce the fundamental thermodynamic relation $S=S(x), y=y(x)$ represented in $\mathbf{M} \times \mathbf{N}_{e q} \times \mathbb{R}$ by the Gibbs manifold $\mathcal{M}^{(G)}$ that is the image of the mapping

$$
\begin{equation*}
x \hookrightarrow(x, y(x), S(x)) . \tag{79}
\end{equation*}
$$

Corresponding to the fundamental thermodynamic relation is the thermodynamic potential $\Phi\left(x, y^{*}\right)=-S(x)+\left\langle y^{*}, y(x)\right\rangle$, where $\langle$,$\rangle denotes the inner product.$

The Gibbs manifold $\mathcal{M}^{(G)}$ can be now extended to the Gibbs-Legendre manifold $\mathcal{M}^{(G L)}$ (in the shorthand notation GL manifold) that is the image of the mapping

$$
\begin{equation*}
\left(x, y^{*}\right) \hookrightarrow\left(x, \Phi_{x}\left(x, y^{*}\right), y^{*}, \Phi_{y^{*}}\left(x, y^{*}\right), \Phi\left(x, y^{*}\right)\right) \tag{80}
\end{equation*}
$$

in $\mathbb{M}^{(\text {cont })}$.
The thermodynamics in $\mathbf{M}$ is completely expressed in the GL manifold $\mathcal{M}^{(G L)}$. Note that $\left[\mathcal{M}^{(G L)}\right]_{y^{*}=0}$ (i.e., the image of the mapping

$$
\begin{equation*}
(x, 0) \hookrightarrow\left(x,-S_{x}(x), 0, y(x),-S(x)\right) \tag{81}
\end{equation*}
$$

in the space $\left.\mathbf{M} \times \mathbf{M}^{*} \times \mathbf{N}_{e q} \times \mathbb{R}\right)$ is an extension of the Gibbs manifold $\mathcal{M}^{(G)}$ by including the conjugate variable $x^{*}$. Moreover, the manifold $\left[\mathcal{M}^{(G L)}\right]_{x^{*}=S_{x}=0}$ displays the states $x_{e q}\left(y^{*}\right)$ that represent in $\mathbf{M}$ the equilibrium states and also the fundamental thermodynamic relation $S^{*}\left(y^{*}\right), y\left(y^{*}\right)$ in $\mathbf{N}_{e q}$ implied by the fundamental thermodynamic relation $S(x), y(x)$ in $\mathbf{M}$. Indeed, $\left[\mathcal{M}^{(G L)}\right]_{x^{*}=0}$ is the image of the mapping

$$
\begin{equation*}
\left(x, y^{*}\right) \hookrightarrow\left(x_{e q}\left(y^{*}\right), 0, y^{*}, y\left(x_{e q}\left(y^{*}\right)\right), S^{*}\left(y^{*}\right)\right) \tag{82}
\end{equation*}
$$

Let us turn to the time evolution in $\mathbb{M}^{(\text {cont })}$. We begin by introducing in $\mathbb{M}^{(\text {cont })}$ a bracket

$$
\begin{align*}
\{A, B\}^{(\text {cont })}= & \left(\left\langle A_{x}, B_{x^{*}}\right\rangle-\left\langle B_{x}, A_{x^{*}}\right\rangle\right) \\
& -\left(\left\langle A_{y}, B_{y^{*}}\right\rangle-\left\langle B_{y}, A_{y^{*}}\right\rangle\right) \\
& -\left(\left\langle x^{*}, A_{x^{*}}\right\rangle B_{\phi}-\left\langle x^{*}, B_{x^{*}}\right\rangle A_{\phi}\right) \\
& +\left(A B_{\phi}-B A_{\phi}\right) \\
& +\left(\left\langle A_{y}, y\right\rangle B_{\phi}-\left\langle B_{y}, y\right\rangle A_{\phi}\right) \tag{83}
\end{align*}
$$

where $A$ and $B$ are sufficiently regular functions $\mathbb{M}^{(\text {cont })} \rightarrow \mathbb{R}$. This bracket consists of two contact brackets (95) of paper [41]. With such bracket, we introduce the time evolution in $\mathbb{M}^{(\text {cont })}$ by an equation

$$
\begin{equation*}
\dot{A}=\left\{A, H^{(\text {cont })}\right\}^{(\text {cont })}-A H_{\phi}^{(\text {cont })} \tag{84}
\end{equation*}
$$

that is required to hold for all $A$. The function $H^{(\text {cont })}: \mathbb{M}^{(\text {cont })} \rightarrow \mathbb{R}$, called a contact Hamiltonian, will be specified below. The last term on the right-hand side corresponds to the non-conservation of the phase-space volume [40]. Written explicitly, the time evolution equations (84) take the form

$$
\begin{align*}
\dot{x} & =H_{x^{*}}^{(\text {cont })},  \tag{85a}\\
\dot{x}^{*} & =-H_{x}^{(\text {cont })}-x^{*} H_{\phi}^{(\text {cont })},  \tag{85b}\\
\dot{y}^{*} & =H_{y}^{(\text {cont })},  \tag{85c}\\
\dot{y} & =-H_{y^{*}}^{(\text {cont })}+y H_{\phi}^{(\text {cont })},  \tag{85d}\\
\dot{\phi} & =-H^{(\text {cont })}+\left\langle x^{*}, H_{x^{*}}^{(\text {cont })}\right\rangle-\left\langle H_{y}^{(\text {cont })}, y\right\rangle . \tag{85e}
\end{align*}
$$

These are the evolution equations in $\mathbb{M}$.
Next, we specify the contact Hamiltonian $H^{(\text {cont })}$

$$
\begin{equation*}
H^{(\text {cont })}\left(x, x^{*}, y^{*}, y, \phi\right)=-S^{(\text {cont })}\left(x, x^{*}, y^{*}\right)+\frac{1}{E^{*}} E^{(\text {cont })}\left(x, x^{*}, y^{*}\right) \tag{86}
\end{equation*}
$$

where

$$
\begin{align*}
S^{(\text {cont })}\left(x, x^{*}, y^{*}\right) & =\Xi\left(x, x^{*}, y^{*}\right)-\left[\Xi\left(x, x^{*}, y^{*}\right)\right]_{x^{*}=\Phi_{x}} \\
E^{(\text {cont })}\left(x, x^{*}, y^{*}\right) & =\left\langle x^{*}, L \Phi_{x}\right\rangle . \tag{87}
\end{align*}
$$

$\Xi$ is the dissipation potential entering GENERIC and $L$ is the Poisson bivector also entering GENERIC. Both $\Xi$ and $L$ are degenerate in the sense

$$
\begin{align*}
& \left\langle x^{*}, L S_{x}\right\rangle=\left\langle x^{*}, L N_{x}\right\rangle=0, \forall x^{*} \\
& \left\langle E_{x}, \Xi_{x^{*}}\right\rangle=\left\langle N_{x}, \Xi_{x^{*}}\right\rangle=0, \forall x^{*}, \\
& \left\langle x^{*},\left[\Xi_{x^{*}}\right]_{x^{*}}=E_{x}\right\rangle=\left\langle x^{*},\left[\Xi_{x^{*}}\right]_{x^{*}=M_{x}}\right\rangle=0, \quad \forall x^{*} . \tag{88}
\end{align*}
$$

We note in particular that the contact Hamiltonian (86) is independent of $y$ and $\phi$.
With (86), the time evolution Equations (85a) become

$$
\begin{align*}
\dot{x}= & \frac{1}{E^{*}} L \Phi_{x}-\Xi_{x^{*}},  \tag{89a}\\
\dot{x}^{*}= & \Phi_{x x}\left(\frac{1}{E^{*}} L x^{*}-\left[\Xi_{x^{*}}\right]_{x^{*}=\Phi_{x}}\right)  \tag{89b}\\
& -\frac{1}{E^{*}}\left\langle x^{*}, L_{x} \Phi_{x}\right\rangle+\Xi_{x}-\left[\Xi_{x}\right]_{x^{*}=\Phi_{x}} \\
\dot{\phi}= & -\left\langle x^{*}, \Xi_{x^{*}}+\Xi-[\Xi]_{x^{*}=\Phi_{x}}\right.  \tag{89c}\\
\dot{y^{*}}= & 0,  \tag{89d}\\
\dot{y}= & \Xi_{y^{*}}-\left.\Xi_{y^{*}}\right|_{x^{*}=}=\Phi_{x} . \tag{89e}
\end{align*}
$$

If we now evaluate (89a) on the GL manifold $\mathcal{M}^{(G L)}$ (note that $\left[H^{(c o n t)}\right]_{\mathcal{M}^{(G L)}}=0$ ), we arrive at

$$
\begin{align*}
\dot{x} & =\frac{1}{E^{*}} L \Phi_{x}-\left.\Xi_{x^{*}}\right|_{\left(x^{*}=\Phi_{x}, y=\Phi_{y^{*}}\right)}  \tag{90a}\\
\dot{x^{*}} & =\Phi_{x x}\left(\frac{1}{E^{*}} L \Phi_{x}-\left[\Xi_{x^{*}}\right]_{\left(x^{*}=\Phi_{x, y}=\Phi_{y^{*}}\right)}\right)  \tag{90b}\\
\dot{\phi} & =-\left.\left\langle x^{*}, \Xi_{x^{*}}\right\rangle\right|_{\left(x^{*}=\Phi_{x}, y=\Phi_{y^{*}}\right)}  \tag{90c}\\
\dot{y}^{*} & =0  \tag{90d}\\
\dot{y} & =0 \tag{90e}
\end{align*}
$$

which are the GENERIC evolution equations. See [14] for more details.

### 6.1. Relation to DynMaxEnt

Consider state variables $\mathbf{x}=(\mathbf{r}, \mathbf{p})$ as in the Section 3.3 on the damped particle (disregarding entropy for simplicity). The Poisson bivector is then canonical, $L=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$, and the dissipation potential is quadratic in conjugate momentum, $\Xi=\frac{1}{2 \tau}\left(\mathbf{p}^{*}\right)^{2}$. This conjugate momentum, according to Equation (89b), approaches the value where GENERIC evolution equations hold, Equation (11), and eventually reaches the value given by the derivative of thermodynamic potential.

Now, assume that state variable $\mathbf{p}$ evolves faster to the corresponding equilibrium (zero) than both $\mathbf{r}$ and conjugate variables. The GENERIC evolution equations then become Equations (11a) and (15). The conjugate variable $\mathbf{p}^{*}$ approaches the value where the GENERIC equations are valid, which means that it approaches solutions to Equation (15) as in the DynMaxEnt procedure. Conjugate variables approach the Gibbs-Legendre manifold (80). Contact geometry provides motivation and geometric meaning to the Dynamic MaxEnt reduction.

## 7. Conclusions

In this paper, we have presented a method for reduction of detailed dynamics to less detailed dynamics called Dynamic MaxEnt. The key feature of the method is that conjugate variables are promoted to independent variables and as such they can relax to a quasi-equilibrium in a different way than state variables. While relaxation of the state variables generates the entropy on the lower level of description, relaxation of conjugate variables ensures that the vector field on the higher level becomes tangent to the quasi-equilibrium manifold.

First, in Section 2, the usual MaxEnt is recalled, which gives state variables on the higher (detailed) level as functions of state variables on the lower (less detailed) level. The DynMaxEnt method is then presented in Section 3 including the infinite chain of higher order DynMaxEnt corrections, and it is compared to asymptotic expansions in Section 3.3.3. Then, the method is used on the reduction of dynamics of complex fluids equipped with conformation tensor and Reynolds stress to the Navier-Stokes equations, reduction of hyperbolic heat conduction to the Fourier law, where we again compare the result to the formal asymptotic methods, and reduction of electromagnetohydrodynamics to magnetohydrodynamics. Finally, motivation for the DynMaxEnt method by contact geometry is shown in Section 5.

In summary, this paper contains a relatively straightforward method for reduction from dynamics on a detailed level of description to dynamics on a less detailed level of description.
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## Abbreviations

The following abbreviations are used in this manuscript:

| MaxEnt | Maximum Entropy Principle |
| :--- | :--- |
| DynMaxEnt | Dynamic Maximum Entropy Principle |
| GENERIC | General Equation for Non-Equilibrium Reversible-Irreversible Coupling |
| FM | Fluid Mechanics |
| MHD | Magnetohydrodynamics |
| CIT | Classical Irreversible Thermodynamics |

## Appendix A.

## Appendix A.1. Correction of Upper Entropy $\uparrow$ S

## Appendix A.1.1. General Case

Let us now discuss the possibility to correct the higher level entropy instead of the infinite chain presented above. As a sequence of correction will be produced, we introduce a more detailed notation. Static MaxEnt starts with $\uparrow S(\mathbf{x})$, which we shall now denote as ${ }^{\uparrow} S_{0}$. Static MaxEnt provides ${ }^{\downarrow} S_{0}(\mathbf{y})$ and $\tilde{\mathbf{x}}_{0}^{M E}(\mathbf{y})$ and the reduction of the upper evolution equations to the lower MaxEnt manifold yields $\tilde{\mathbf{x}}_{0}^{*}(\mathbf{y})$ (where we rewrote the lower conjugate variables in terms of direct ones $\mathbf{y}^{*}=\partial_{\mathbf{y}}{ }^{\downarrow} S(\mathbf{y})$ ).

As generally $\tilde{\mathbf{x}}_{0}^{M E}(\mathbf{y})$ and $\tilde{\mathbf{x}}_{0}^{*}(\mathbf{y})$ are independent and hence likely are not conjugate to each other via ${ }^{\uparrow} S$ evaluated at the lower MaxEnt manifold, we correct the upper entropy so that they are conjugate
variables. Let us denote the conjugate counterpart to $\tilde{\mathbf{x}}_{0}^{*}(\mathbf{y})$ via $\uparrow S_{0}^{*}$ as $\tilde{\mathbf{x}}_{0}^{\text {evo }}(\mathbf{y}) \neq \tilde{\mathbf{x}}_{0}^{M E}(\mathbf{y})$. Hence, we find $\uparrow S_{1}^{*}$ (or equivalently ${ }^{\uparrow} S_{1}$ via Legendre transformation) such that

$$
\left.\partial_{\mathbf{x}^{*}} \uparrow S_{1}^{*}\right|_{\mathbf{x}^{*}=\tilde{\mathbf{x}}_{0}^{*}(\mathbf{y})}=\tilde{\mathbf{x}}_{0}^{M E}(\mathbf{y})
$$

which may be rewritten as

$$
\begin{equation*}
\left.\partial_{\mathbf{x}^{*}}\left(\uparrow S_{1}^{*}-\uparrow S_{0}^{*}\right)\right|_{\mathbf{x}^{*}=\tilde{\mathbf{x}}_{0}^{*}(\mathbf{y})}=\tilde{\mathbf{x}}_{0}^{M E}(\mathbf{y})-\tilde{\mathbf{x}}_{0}^{e v o}(\mathbf{y}) \tag{A1}
\end{equation*}
$$

It might be difficult in practice to find such a correction to the upper entropy in general. However, we provide a worked out example below.

The change in the upper entropy ${ }^{\uparrow} S_{1}$ entails a change in static MaxEnt value and in everything that follows: $\tilde{\mathbf{x}}_{1}^{M E}(\mathbf{y}), \tilde{\mathbf{x}}_{0}^{*}(\mathbf{y}),{ }^{\downarrow} S_{1}(\mathbf{y})={ }^{\uparrow} S_{1}\left(\tilde{\mathbf{x}}_{1}^{M E}(\mathbf{y})\right), \tilde{\mathbf{x}}_{1}^{e v o}(\mathbf{y})$. Hence, a sequence of correction is produced and if they are "small" they may provide a converging sequence.

## Appendix A.1.2. The Correction of the Upper Energy for the Damped Particle

Let us illustrate the outlined difficulty of the correction of the upper energy on the simple example of a damped particle. This method corrects upper energy so that the direct and conjugate variables are indeed conjugate. The natural choice

$$
\begin{equation*}
{ }^{\uparrow} E_{0}=\frac{\left(\mathbf{p}+\mathbf{p}_{0}^{e v o}\right)^{2}}{2 m}+V(\mathbf{r})+\varepsilon(s)=\frac{\left(\mathbf{p}-m \frac{\tau}{\zeta} V_{\mathbf{r}}(\mathbf{r})\right)^{2}}{2 m}+V(\mathbf{r})+\varepsilon(s) \tag{A2}
\end{equation*}
$$

entails

$$
\mathbf{p}^{\dagger}=\partial_{\mathbf{p}}{ }^{\uparrow} E_{0}=\frac{1}{m}\left(\mathbf{p}+\mathbf{p}_{0}^{e v o}\right)
$$

and hence indeed the conjugate value to $\mathbf{p}=0$ is $\mathbf{p}^{\dagger}=\frac{1}{m} \mathbf{p}_{0}^{\text {evo }}$. Similarly,

$$
\mathbf{r}^{\dagger}=\partial_{\mathbf{r}}{ }^{\uparrow} E_{1}=\frac{1}{m}\left(\mathbf{p}-m \frac{\tau}{\zeta} V_{\mathbf{r}}\right)\left(-m \frac{\tau}{\zeta} V_{\mathbf{r r}}\right)+V_{\mathbf{r}} .
$$

Static MaxEnt of ${ }^{\uparrow} E_{1}$ gives (minimum energy for given $\mathbf{r}, s$ )

$$
\mathbf{p}_{1}^{M E}=m \frac{\tau}{\zeta} V_{\mathbf{r}}
$$

with a conjugate value $\mathbf{p}^{\dagger}=0$ and also $\mathbf{r}^{\dagger}=V_{\mathbf{r}}$. Note that lower energy is the same as in the previous step $\left.{ }^{\uparrow} E_{1}\right|_{\mathbf{p}_{1}^{M E}}=\left.{ }^{\uparrow} E_{0}\right|_{\mathbf{p}_{0}^{M E}}$. Finally, the evolution equation yields dependent relations

$$
\partial_{t} \mathbf{p}_{1}^{M E}=m \frac{\tau}{\zeta} V_{\mathbf{r r}} \partial_{t} \mathbf{r}=m \frac{\tau}{\zeta} V_{\mathbf{r r}} \mathbf{p}_{1}^{\dagger}=-\mathbf{r}^{\dagger}-\frac{\zeta}{\tau} \mathbf{p}_{1}^{\dagger}
$$

requiring that

$$
\mathbf{p}_{1}^{+}=-\frac{\tau}{\zeta} \mathbf{r}^{\dagger} \frac{1}{1+m \frac{\tau^{2}}{\zeta^{2}} V_{\mathbf{r r}}} \approx \mathbf{p}_{0}^{+}-m \frac{\tau^{2}}{\zeta^{2}} V_{\mathbf{r r}} \mathbf{p}_{0}^{+}
$$

Note that this correction method seems to be working well, cf. (25). Namely, both correction methods of dynamic MaxEnt yield an asymptotic type series solution for small $\tau$ and, although it does not match the formal asymptotic expansion solution, some similarities can be seen.

However, a second inspection of the proposed upper energy (A2) reveals that energy is no longer an even function with respect to time reversal. One can show that, under the assumption of energy being an analytic function of state variables, the requirement that the conjugate value to $\mathbf{p}^{M E}$ is non-zero requires a presence of a linear term of $\mathbf{p}$ in the corrected energy ${ }^{\uparrow} E_{1}$. In turn, energy cannot
be even with respect to time reversal when $\mathbf{p}$ is odd. Additionally, note that a natural term appearing in the correction is of the form $\left(\mathbf{p}-\mathbf{p}_{0}^{M E}+\mathbf{p}_{0}^{e v o}\right)^{2}$, thus again failing to satisfy the requirement of being even with respect to time reversal once there is a change of parity during the transition (as it is here: the odd parity variable $\mathbf{p}$ evolves in such a way that it is enslaved to $\mathbf{r}^{\dagger}$ on the lower level, which is a variable with even parity).

## Appendix B. Fluid Mechanics

The reversible part of fluid mechanics, where the state variables are density, momentum density and entropy density (per volume), ( $\rho, \mathbf{m}, s$ ), is generated by the Poisson bracket of classical hydrodynamics (see, e.g., [42,43]),

$$
\begin{align*}
\{A, B\}= & \int \mathrm{d} \mathbf{r} \rho\left(\partial_{i} A_{\rho} B_{m_{i}}-\partial_{i} B_{\rho} A_{m_{i}}\right) \\
& +\int \mathrm{d} \mathbf{r} m_{i}\left(\partial_{j} A_{m_{i}} B_{m_{j}}-\partial_{j} B_{m_{i}} A_{m_{j}}\right)  \tag{A3}\\
& +\int \mathrm{d} \mathbf{r} s\left(\partial_{i} A_{s} B_{m_{i}}-\partial_{i} B_{s} A_{m_{i}}\right) .
\end{align*}
$$

Supplied with energy, e.g.,

$$
\begin{equation*}
E=\int \mathrm{d} \mathbf{r} \frac{\mathbf{m}^{2}}{2 \rho}+\varepsilon(\rho, s) \tag{A4}
\end{equation*}
$$

the reversible evolution of an arbitrary functional of the hydrodynamic variables $A(\rho, \mathbf{m}, s)$ is

$$
\begin{equation*}
\dot{A}=\{A, E\} . \tag{A5}
\end{equation*}
$$

By rewriting the time-derivative of the functional as

$$
\begin{equation*}
\dot{A}=\int \mathrm{d} \mathbf{r} A_{\rho} \partial_{t} \rho+A_{m_{i}} \partial_{t} m_{i}+A_{s} \partial_{t} s \tag{A6}
\end{equation*}
$$

and comparing with Equation (A5), one can read the reversible part of evolution equations for the hydrodynamic fields,

$$
\begin{align*}
\partial_{t} \rho & =-\partial_{i}\left(\rho E_{m_{i}}\right)=-\partial_{i} m_{i}  \tag{A7a}\\
\partial_{t} m_{i} & =-\partial_{j}\left(m_{i} E_{m_{j}}\right)-\rho \partial_{i} E_{\rho}-m_{j} \partial_{i} E_{m_{j}}-s \partial_{i} E_{s}=-\partial_{j}\left(\frac{m_{i} m_{j}}{\rho}\right)-\partial_{i} p  \tag{A7b}\\
\partial_{t} s & =-\partial_{i}\left(s E_{m_{i}}\right)=-\partial_{i}\left(\frac{s m_{i}}{\rho}\right) \tag{A7c}
\end{align*}
$$

where $p=-\varepsilon(\rho, s)+\rho \varepsilon_{\rho}+s \varepsilon_{s}$ is the pressure. The reversible evolution of hydrodynamic fields with energy (A4) is of course the Euler equations.
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#### Abstract

This paper develops a fourth order entropy stable scheme to approximate the entropy solution of one-dimensional hyperbolic conservation laws. The scheme is constructed by employing a high order entropy conservative flux of order four in conjunction with a suitable numerical diffusion operator that based on a fourth order non-oscillatory reconstruction which satisfies the sign property. The constructed scheme possesses two features: (1) it achieves fourth order accuracy in the smooth area while keeping high resolution with sharp discontinuity transitions in the nonsmooth area; (2) it is entropy stable. Some typical numerical experiments are performed to illustrate the capability of the new entropy stable scheme.
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## 1. Introduction

During the past few decades, abundant numerical methods for solving hyperbolic conservation laws have been designed; one can consult the review papers [1,2] and the references therein. Among the various methods, high order schemes, such as total variation diminishing (TVD) schemes, weighted essentially non-oscillatory (WENO) schemes and discontinuous Galerkin (DG) schemes, have achieved great success. However, it seems that there are few entropy stability results for high order numerical schemes for hyperbolic conservation laws, especially for the nonlinear hyperbolic conservation laws. In view of the above discussion, we limit our research on high order entropy stable methods for solving hyperbolic conservation laws.

In accordance with the idea of Tadmor, entropy schemes are often constructed by utilizing entropy conservative flux in conjunction with suitable numerical diffusion [3]. For example, physical viscosity was discretized and used as numerical diffusion in [4]. Roe-type numerical diffusion was selected for various systems like Euler equations, shallow water equations and ideal magnetohydrodynamic equations [5-7]. Based on the limiter mechanism, Liu et al. constructed a family of entropy consistent schemes with high resolution [8]. Recently, Dubey discussed the amount of suitable diffusion for the sake of devising non-oscillatory entropy stable schemes in the TVD sense [9]. To obtain high order entropy stable schemes, Fjordholm et al. firstly proved that ENO reconstruction satisfies a sign property and presented entropy stable schemes based on ENO reconstruction of arbitrary order accuracy [10,11]. To overcome the drawbacks of ENO reconstruction, we presented a third order reconstruction which is non-oscillatory and satisfies the sign property to construct a third order entropy stable scheme [12]. WENO reconstruction was modified to satisfy the sign property and also used to construct an entropy stable scheme in $[13,14]$, although they are limited to third order accuracy.

In this paper, we are aiming at presenting a new entropy stable scheme of fourth order accuracy to solve hyperbolic conservation laws in one dimension. First, we employ a fourth order entropy conservative flux which is a linear combination of two-point entropy conservative fluxes. Then, we present a non-oscillatory reconstruction of fourth order accuracy which possesses the sign property
to obtain a fourth order accurate numerical diffusion operator. By adding this numerical diffusion operator to the entropy conservative flux, the resulting flux is entropy stable.

The remainder of this paper is given as follows. Section 2 describes the procedure for building our fourth order entropy scheme. After that, we present some typical numerical experiments to show the effectiveness of the newly developed scheme. Finally, concluding remarks are given in Section 4.

## 2. Numerical Method

Consider the scalar conservation law

$$
\begin{equation*}
\frac{\partial}{\partial t} u+\frac{\partial}{\partial x} f(u)=0 \tag{1}
\end{equation*}
$$

The weak solutions for Equation (1) are not unique and we are interested in the so-called entropy solution, which satisfies the entropy condition

$$
\begin{equation*}
\frac{\partial}{\partial t} \eta(u)+\frac{\partial}{\partial x} q(u) \leq 0 . \tag{2}
\end{equation*}
$$

Here, the entropy function $\eta(u)$ is convex and the entropy flux function $q(u)$ satisfies $\frac{\partial q}{\partial u}=v \frac{\partial f}{\partial u}$ with the entropy variable $v=\frac{\partial \eta}{\partial u}$. To solve Equation (1) with the conservative difference method, we have the semi-discrete scheme

$$
\begin{equation*}
\frac{d u_{i}}{d t}=-\frac{f_{i+1 / 2}-f_{i-1 / 2}}{\Delta x} \tag{3}
\end{equation*}
$$

where $u_{i}$ represents the point valve at the node $x_{i}$ on a uniform Cartesian mesh with the mesh size $x_{i+1}-x_{i}=\Delta x$. The scheme (3) is said to be entropy stable if it satisfies a discrete version of the entropy condition (2), namely,

$$
\begin{equation*}
\frac{\partial}{\partial t} \eta\left(u_{i}\right)+\frac{q_{i+1 / 2}-q_{i-1 / 2}}{\Delta x} \leq 0 \tag{4}
\end{equation*}
$$

the scheme is said to be entropy conservative if it satisfies the discrete entropy equality

$$
\begin{equation*}
\frac{\partial}{\partial t} \eta\left(u_{i}\right)+\frac{q_{i+1 / 2}-q_{i-1 / 2}}{\Delta x}=0 \tag{5}
\end{equation*}
$$

In this work, we utilize the familiar Runge-Kutta scheme of order four to solve the ordinary Equation (3). Now, we focus on how to build the entropy stable numerical flux $f_{i+1 / 2}$.

First, the numerical flux is split into an entropy conservative part and a numerical diffusion part

$$
\begin{equation*}
f_{i+1 / 2}=f_{i+1 / 2}^{E C}-\frac{1}{2} \delta_{i+1 / 2}\left(v_{i+1 / 2}^{+}-v_{i+1 / 2}^{-}\right) \tag{6}
\end{equation*}
$$

Here, $f_{i+1 / 2}^{E C}$ is a fourth order entropy conservative flux [15] expressed as

$$
\begin{equation*}
f_{i+1 / 2}^{E C}=\frac{4}{3} \tilde{f}\left(u_{i}, u_{i+1}\right)-\frac{1}{6}\left(\tilde{f}\left(u_{i-1}, u_{i+1}\right)-\tilde{f}\left(u_{i}, u_{i+2}\right)\right) \tag{7}
\end{equation*}
$$

with $\tilde{f}(\alpha, \beta)$ being the second order entropy conservative flux defined by Tadmor [3]. Generally, $\delta_{i+1 / 2}$ in the numerical diffusion part is chosen to be $\left|f^{\prime}\left(u_{i+1 / 2}\right)\right|$. If the reconstructed values $v_{i+1 / 2}^{ \pm}$at the interfaces from the entropy variable $v_{i}$ satisfy

$$
\begin{equation*}
\operatorname{sign}\left(v_{i+1 / 2}^{+}-v_{i+1 / 2}^{-}\right)=\operatorname{sign}\left(v_{i+1}-v_{i}\right) \tag{8}
\end{equation*}
$$

the numerical flux (6) achieves entropy stability. Property (8) in which the jump of the reconstructed point values at each cell interface has the same sign as the jump of the underlying point values across that interface is called the sign property. We present the fourth order reconstruction satisfying the sign property as follows to obtain $v_{i+1 / 2}^{ \pm}$.

Consider a polynomial reconstruction of the form

$$
\begin{equation*}
p_{i}(x)=v_{i}+d_{i}\left(\frac{x-x_{i}}{\Delta x}\right)+\left(\frac{v_{i-1}-2 v_{i}+v_{i+1}}{2}\right)\left(\frac{x-x_{i}}{\Delta x}\right)^{2}+\left(\frac{-v_{i-1}+v_{i+1}-2 d_{i}}{2}\right)\left(\frac{x-x_{i}}{\Delta x}\right)^{3} \tag{9}
\end{equation*}
$$

with $d_{i}$ being a slope function. For convenience, we introduce the following notation

$$
\begin{align*}
& d s_{i}=\frac{2}{3} v_{i+1}-\frac{2}{3} v_{i-1}-\frac{1}{12} v_{i+2}+\frac{1}{12} v_{i-2}, \\
& W C_{i}=v_{i+1}-v_{i-1}, \quad W R_{i}=v_{i+1}-v_{i}, \quad W C 2_{i}=v_{i+2}-v_{i-2}, \\
& d s 1_{i}=0, \quad d s 2_{i}=\frac{1}{2}\left(W C_{i}-8 W R_{i}\right), \quad d s 3_{i}=\frac{1}{2}\left(8 W R_{i}-7 W C_{i}\right),  \tag{10}\\
& S_{i}=\operatorname{sign}\left(W C_{i}\right), \\
& C_{1}=\frac{\sqrt{3}}{6}, \quad C_{2}=\frac{6}{12+\sqrt{3}},
\end{align*}
$$

and define the slope $d_{i}$ in the following way:

1. If $S_{i}=0$, then $d_{i}=0$.
2. If $S_{i} \neq 0$ and $\left(2 S_{i} \cdot W C_{i} \geq S_{i} \cdot W C 2_{i}\right)$, then $d_{i}=d s_{i}$.
3. If $S_{i} \neq 0$ and $\left(2 S_{i} \cdot W C_{i}<S_{i} \cdot W C 2_{i}\right)$, then the following hold:
(a) If $v_{i}=\frac{v_{i+1}+v_{i-1}}{2}$, we define

$$
d_{i}=\left\{\begin{array}{lll}
\max \left(d s 1_{i}, d s_{i}\right), & \text { if } & S_{i}>0 \\
\min \left(d s 1_{i}, d s_{i}\right), & \text { if } & S_{i}<0
\end{array}\right.
$$

(b) If $v_{i} \neq \frac{v_{i+1}+v_{i-1}}{2}$, then the following hold:
i. If $\left|W R_{i}-\frac{1}{2} W C_{i}\right| \geq \frac{1}{8}\left|W C 2_{i}-2 W C_{i}\right|$, then

$$
d_{i}=\left\{\begin{array}{lll}
\max \left(d s 2_{i}, d s 3, d s_{i}\right), & \text { if } & S_{i}>0 \\
\min \left(d s 2_{i}, d s 3, d s_{i}\right), & \text { if } & S_{i}<0
\end{array}\right.
$$

ii. If $\left|W R_{i}-\frac{1}{2} W C_{i}\right|<\frac{1}{8}\left|W C 2_{i}-2 W C_{i}\right|$, then

$$
d_{i}= \begin{cases}\frac{W C_{i}}{2}-S_{i} \cdot C 1 \cdot\left|2 W R_{i}-W C_{i}\right|, & \text { if }\left|\frac{W R_{i}}{W C_{i}}-\frac{1}{2}\right| \leq C 2 \\ \frac{W C_{i}}{2}, & \text { if }\left|\frac{W R_{i}}{W C_{i}}-\frac{1}{2}\right|>C 2\end{cases}
$$

Theorem 1. With this definition of the slope, the polynomial reconstruction (9) fulfills the shape preserving property, namely,

- $p_{i}(x)$ is monotone in $\left[x_{i-1 / 2}, x_{i+1 / 2}\right]$ iff the point values $\left\{v_{i-1}, v_{i}, v_{i+1}\right\}$ are;
- $\quad p_{i}(x)$ generates an extremum in the interior of $\left[x_{i-1 / 2}, x_{i+1 / 2}\right]$ iff $v_{i}$ is an extremum value.

The proof of this theorem can be found in [16]. According to this property, the polynomial $p_{i}(x)$ does not create new extrema in the interior of $\left[x_{i-1 / 2}, x_{i+1 / 2}\right]$. In other words, the polynomial $p_{i}(x)$ may create new extrema at the interfaces $\left\{x_{i \pm 1 / 2}\right\}$. To keep away from such spurious extrema,
we can employ a similar strategy as in [17]. Let us modify the polynomial reconstruction to be the following form:

$$
\begin{equation*}
\varphi_{i}(x)=\left(1-\theta_{i}\right) v_{i}+\theta_{i} p_{i}(x), \quad 0<\theta_{i}<1 . \tag{11}
\end{equation*}
$$

The limiter $\theta_{i}$ is determined by

$$
\theta_{i}= \begin{cases}\min \left\{\frac{M_{i+1 / 2}-v_{i}}{M_{i}-v_{i}}, \frac{m_{i-1 / 2}-v_{i}}{m_{i}-v_{i}}, 1\right\}, & \text { if } v_{i-1}<v_{i}<v_{i+1}  \tag{12}\\ \min \left\{\frac{M_{i-1 / 2}-v_{i}}{M_{i}-v_{i}}, \frac{m_{i+1 / 2}-v_{i}}{m_{i}-v_{i}}, 1\right\}, & \text { if } \quad v_{i-1}>v_{i}>v_{i+1} \\ 1, & \text { otherwise },\end{cases}
$$

with

$$
M_{i}=\max _{x \in\left[x_{i-1 / 2}, x_{i+1 / 2}\right]} p_{i}(x), \quad m_{i}=\min _{x \in\left[x_{i-1 / 2}, x_{i+1 / 2}\right]} p_{i}(x),
$$

and

$$
\left\{\begin{array}{l}
M_{i \pm 1 / 2}=\max \left\{\frac{1}{2}\left(v_{i}+v_{i \pm 1}\right), p_{i \pm 1}\left(x_{i \pm 1 / 2}\right)\right\} \\
m_{i \pm 1 / 2}=\min \left\{\frac{1}{2}\left(v_{i}+v_{i \pm 1}\right), p_{i \pm 1}\left(x_{i \pm 1 / 2}\right)\right\}
\end{array}\right.
$$

Theorem 2. The polynomial reconstruction (11) is fourth order accurate and fulfills the sign property (8).
Theorem 3. With the definitions of the reconstructed values $v_{i+1 / 2}^{+}=\varphi_{i+1}\left(x_{i+1 / 2}\right)$ and $v_{i+1 / 2}^{-}=\varphi_{i}\left(x_{i+1 / 2}\right)$, the numerical flux (6) is entropy stable and fourth order accurate.

Remark 1. The proofs for Theorems 2 and 3 can be carried out very similarly as in [12,17]. We omit the simple but trivial procedure here.

Remark 2. For hyperbolic systems, the reconstruction procedure should be implemented in the local characteristic directions for the purpose of achieving entropy stability. The detailed steps can be found in our previous paper [12].

## 3. Numerical Examples

In this section, we illustrate the effectiveness of the presented scheme which is abbreviated by ES4 by means of three typical examples. Numerical results include the convergence order and the capacity of dealing with discontinuous problems.

Example 1. Consider the linear advection equation $u_{t}+u_{x}=0$ on the domain $[-1,1]$ with two initial data $u(x, 0)=\sin (\pi x)$ and $u(x, 0)=\sin ^{4}(\pi x)$. For a comparison, a third order entropy stable scheme (ES3) [12] is also implemented for this example. The numerical errors ( $L^{1}$ error and $L^{\infty}$ error) and convergence orders are displayed in Tables 1 and 2. We can observe that the fourth order convergence of the proposed scheme is confirmed and ES4 performs better than ES3.

Table 1. The numerical errors and convergence orders for $u_{t}+u_{x}=0$ with $u(x, 0)=\sin (\pi x)$ at $t=8$.

| Method | $\boldsymbol{N}$ | $\boldsymbol{L}^{\mathbf{1}}$ Error | $\boldsymbol{L}^{\mathbf{1}}$ Order | $L^{\infty}$ Error | $L^{\infty}$ Order |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ES3 | 40 | $7.8941 \times 10^{-3}$ | 2.9838 | $6.1563 \times 10^{-3}$ | 2.9528 |
|  | 80 | $9.8686 \times 10^{-4}$ | 2.9999 | $7.7371 \times 10^{-4}$ | 2.9922 |
|  | 160 | $1.2332 \times 10^{-4}$ | 3.0004 | $9.6812 \times 10^{-5}$ | 2.9985 |
|  | 320 | $1.5413 \times 10^{-5}$ | 3.0002 | $1.2104 \times 10^{-5}$ | 2.9997 |
|  | 640 | $1.9266 \times 10^{-6}$ | 3.0000 | $1.5131 \times 10^{-6}$ | 2.9999 |
| ES4 | 40 | $7.2962 \times 10^{-4}$ |  | $5.5350 \times 10^{-4}$ |  |
|  | 80 | $4.4746 \times 10^{-5}$ | 4.0273 | $3.4513 \times 10^{-5}$ | 4.0034 |
|  | 160 | $2.7650 \times 10^{-6}$ | 4.0164 | $2.1523 \times 10^{-6}$ | 4.0032 |
|  | 320 | $1.7178 \times 10^{-7}$ | 4.0086 | $1.3430 \times 10^{-7}$ | 4.0023 |
|  | 640 | $1.0702 \times 10^{-8}$ | 4.0046 | $8.3862 \times 10^{-9}$ | 4.0013 |

Table 2. The numerical errors and convergence orders for $u_{t}+u_{x}=0$ with $u(x, 0)=\sin ^{4}(\pi x)$ at $t=1$.

| Method | $\boldsymbol{N}$ | $L^{\mathbf{1}}$ Error | $\boldsymbol{L}^{\mathbf{1}}$ Order | $L^{\infty}$ Error | $L^{\infty}$ Order |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 80 | $3.8419 \times 10^{-3}$ |  | $3.7835 \times 10^{-3}$ |  |
|  | 160 | $4.9986 \times 10^{-4}$ | 2.9422 | $5.8676 \times 10^{-4}$ | 2.6889 |
| ES3 | 320 | $6.7841 \times 10^{-5}$ | 2.8813 | $8.6901 \times 10^{-5}$ | 2.7553 |
|  | 640 | $1.0357 \times 10^{-5}$ | 2.7115 | $1.5669 \times 10^{-5}$ | 2.4715 |
|  | 1280 | $1.4533 \times 10^{-6}$ | 2.5625 | $4.9399 \times 10^{-6}$ | 1.6654 |
| ES4 | 80 | $8.1572 \times 10^{-4}$ |  | $1.2001 \times 10^{-3}$ |  |
|  | 160 | $5.9041 \times 10^{-5}$ | 3.7883 | $1.4743 \times 10^{-4}$ | 3.0249 |
|  | 320 | $4.9006 \times 10^{-6}$ | 3.5907 | $2.7023 \times 10^{-5}$ | 1.3202 |
|  | 640 | $1.6184 \times 10^{-7}$ | 4.9203 | $1.4716 \times 10^{-7}$ | 7.5207 |
|  | 1280 | $1.0013 \times 10^{-8}$ | 4.0146 | $8.6289 \times 10^{-9}$ | 4.0921 |

Example 2. Consider the Burgers equation

$$
\begin{equation*}
u_{t}+\left(u^{2} / 2\right)_{x}=0 \tag{13}
\end{equation*}
$$

subjected to the initial data

$$
u(x, 0)= \begin{cases}1, & \text { for }|x| \leq 1 / 3 \\ -1, & \text { for } 1 / 3<|x| \leq 1\end{cases}
$$

For this problem, we can deduce the analytical solution that evolves a rarefaction fan and a stationary shock on the left-hand and right-hand side, respectively. Figure 1 presents the numerical result at time $t=0.3$ on a mesh of 100 grids. Our scheme resolves the shock wave and the rarefaction wave very well.


Figure 1. The numerical result for Burgers equation.

Example 3. Consider the Euler equations from aerodynamics

$$
\frac{\partial}{\partial t}\left(\begin{array}{c}
\rho  \tag{14}\\
\rho \mu \\
E
\end{array}\right)+\frac{\partial}{\partial x}\left(\begin{array}{c}
\rho \mu \\
\rho \mu^{2}+p \\
\mu(E+p)
\end{array}\right)=0
$$

with $\rho, \mu, p$ and $E$ being the density, velocity, pressure and total energy, respectively. For an idea gas, the total energy $E$ is given by the relation

$$
\begin{equation*}
E=\frac{p}{\gamma-1}+\frac{1}{2} \rho \mu^{2} \tag{15}
\end{equation*}
$$

with the specific heats ratio $\gamma=1.4$. Three Riemann problems are tested by the presented scheme.
Case 1: Sod's shock tube problem. The initial data is given as

$$
(\rho, \mu, p)= \begin{cases}(1,0,1), & \text { for } x<0 \\ (0.125,0,0.1), & \text { for } x>0\end{cases}
$$

The numerical simulation is carried out on a mesh of 200 grids on $[-0.5,0.5]$ up to time $t=0.16$. The computed density is plotted in Figure 2. We can see that the ES4 scheme performs well by capturing the shock, the contact discontinuity and the rarefaction wave accurately.


Figure 2. The density for Sod's shock tube problem.
Case 2: Toro's 123 problem. The initial data is given as

$$
(\rho, \mu, p)= \begin{cases}(1,-2,0.4), & \text { for } x<0 \\ (1,2,0.4), & \text { for } x>0\end{cases}
$$

The difficulty for simulating this problem lies in the fact that the pressure between the evolved rarefactions is very small (near vacuum) and may bring about the blow-ups of the code if the numerical method is not robust. The numerical simulation is carried out on a mesh of 200 grids on $[-0.5,0.5]$ up to time $t=0.1$. Figure 3 displays the computed density. It can be observed that the computed result by ES4 compares well with the reference solution.


Figure 3. The density for Toro's 123 problem.
Case 3: Shu-Osher problem. The initial data is given as

$$
(\rho, \mu, p)= \begin{cases}(3.857,2.629,10.333), & \text { for } x<-4 \\ (1+0.2 \sin (5 x), 0,1), & \text { for } x>-4\end{cases}
$$

This problem, also called the shock density-wave interaction problem, describes a moving Mach 3 shock interacting with sine waves in density. The numerical simulation is carried out on a mesh of 500 grids on $[-5,5]$ up to time $t=1.8$. We present the results of density in Figure 4. It can be seen clearly that the ES4 scheme produces accurate results and captures the sine wave well.


Figure 4. The density for the Shu-Osher problem.

## 4. Conclusions

This paper presents a fourth order entropy stable scheme for solving one-dimensional hyperbolic conservation laws. Along the lines of $[10,12]$, our scheme is also obtained by utilizing entropy conservative flux in conjunction with suitable numerical diffusion. We first select the existing fourth order entropy conservative scheme based on the combination of the two-point entropy conservative flux. The main novelty lies in the construction of numerical diffusion by presenting a fourth order non-oscillatory reconstruction possessing the sign property. Compared to other high order schemes, the main advantage of our scheme is the entropy stability. Some numerical results are displayed to show the accuracy and shock capturing capacity of our scheme. Ongoing work involves generalizing the idea of this paper to multidimensional cases and other hyperbolic systems such as shallow water equations and magnetohydrodynamic equations.
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#### Abstract

A general comment is made on the existence of various baths in quantum thermodynamics, and a brief explanation is presented about the concept of weak invariants. Then, the isoenergetic process is studied for a spin in a magnetic field that slowly varies in time. In the Markovian approximation, the corresponding Lindbladian operators are constructed without recourse to detailed information about the coupling of the subsystem with the environment called the energy bath. The entropy production rate under the resulting Lindblad equation is shown to be positive. The leading-order expressions of the power output and work done along the isoenergetic process are obtained.
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## 1. Introduction

Besides its importance for nanoscience, nanotechnology and quantum engineering in general, quantum thermodynamics has a particular status in contemporary physics. It sheds fresh light on both classical and quantum theories. For instance, the quantum-mechanical violation of the law of equipartition of energy seems to require careful reexaminations of even the isothermal process of the ideal gas. It is also the case for the connection between the adiabatic and isoentropic processes. Classical mechanics is described by a set of dynamical variables, whereas quantum mechanics contains not only dynamical variables but also the Hilbert space. Accordingly, quantum mechanics may lead to novel concepts that have no counterparts in classical thermodynamics. The dephasing bath [1] and energy bath $[2,3]$ can be thought of as typical such examples. Therefore, it is of significance to elucidate the implications of such baths to thermodynamics.

In the present paper, we develop a discussion about the isoenergetic process associated with the energy bath within the framework of finite-time quantum thermodynamics. We employ a single Pauli spin in a time-dependent magnetic field and describe its nonequilibrium subdynamics based on the Lindblad equation [4,5], which is known to be unique in the Markovian approximation. It is shown how the Lindbladian operators can be determined without detailed information about the interaction between the subsystem and the energy bath. The resulting subdynamics is seen to be unital [6] and accordingly has a non-negative entropy production rate. The power output and work done are evaluated in the leading order.

The paper is organized as follows. In Section 2, a succinct explanation is presented about the concept of weak invariants, which is directly connected to the isoenergetic process. In Section 3, the Lindbladian operators are determined for the Pauli spin in a time-dependent magnetic field, and the entropy production rate under the Lindblad equation thus obtained is discussed. Then, based on the result in Section 3, finite-time thermodynamics of the power output and work in the leading order is studied in Section 4 . Section 5 is devoted to concluding remarks.

## 2. Weak Invariant and Isoenergetic Process

The concept of weak invariants has wide universality. Let us consider a master equation

$$
\begin{equation*}
i \hbar \frac{\partial \rho}{\partial t}=£(\rho) \tag{1}
\end{equation*}
$$

for the density matrix $\rho$ describing the state of a quantum subsystem, where $£$ is a certain linear superoperator. Henceforth, $\hbar$ is set equal to unity for the sake of simplicity. Then, a weak invariant $I=I(t)$ associated with this master equation is defined as a solution of the following equation [7]:

$$
\begin{equation*}
i \frac{\partial I}{\partial t}+£^{*}(I)=0 \tag{2}
\end{equation*}
$$

In this equation, $£^{*}$ stands for the adjoint of $£$ defined by $\operatorname{tr}(Q £(R))=\operatorname{tr}\left(£^{*}(Q) R\right)$, provided that $Q £(R)$ and therefore also $\left.£^{*}(Q) R\right]$ should be trace-class. Then, it follows from Equations (1) and (2) that the expectation value of $I$ is conserved:

$$
\begin{equation*}
\frac{d\langle I\rangle}{d t}=0 \tag{3}
\end{equation*}
$$

with the notation $\langle Q\rangle \equiv \operatorname{tr}(Q \rho)$, although the spectrum of $I$ is time-dependent, in general.
Our purpose is to clarify the implication of the energy bath to quantum thermodynamics. For it, what to be contemplated is the isoenergetic processes, along which the internal energy of the subsystem is kept constant through energy transfer between the subsystem and the energy bath. A point is that the energy transfer that may be realized not in the form of heat but rather in the dynamical manner [8,9].

The isoenergetic processes have been discussed for a "three-stroke" engine [3,10], in which however no explicit time evolution of the subsystem has been considered. In view of finite-time quantum thermodynamics, a density matrix evolves in time according to a master equation. Here, let us assume Markovianity of the subdynamics. In this case, the superoperator in Equation (1) has the Lindblad form [4,5]:

$$
\begin{equation*}
£(\rho)=[H(t), \rho]-\frac{i}{2} \sum_{i} a_{i}\left(L_{i}^{\dagger} L_{i} \rho+\rho L_{i}^{\dagger} L_{i}-2 L_{i} \rho L_{i}^{\dagger}\right), \tag{4}
\end{equation*}
$$

where $H(t)$ is the time-dependent Hamiltonian and $a_{i}$ 's are nonnegative $c$-number coefficients. Both the coefficients and the Lindbladian operators $L_{i}$ 's may also depend on time, explicitly.

The weak invariant relevant to the isoenergetic process is the time-dependent Hamiltonian itself. Thus, the internal energy

$$
\begin{equation*}
U=\operatorname{tr}(H(t) \rho) \tag{5}
\end{equation*}
$$

is required to be conserved under time evolution generated by the Lindblad equation. Such a condition is fulfilled if the Hamiltonian obeys the following equation:

$$
\begin{equation*}
\frac{\partial H(t)}{\partial t}-\frac{1}{2} \sum_{i} a_{i}\left(L_{i}^{+} L_{i} H(t)+H(t) L_{i}^{\dagger} L_{i}-2 L_{i}^{\dagger} H(t) L_{i}\right)=0 \tag{6}
\end{equation*}
$$

which comes from Equation (2) with Equation (4).
In general, it is a nontrivial task to determine the Lindbladian operators in Equations (4) and (6), since it needs detailed knowledge of how the subsystem interacts with the environment. However, Equation (6) tends to make it possible to determine them without such knowledge [11].

Closing this section, we make some comments on the concept of weak invariants. Firstly, it has recently been discovered [12] that there exists a connection between weak invariants and the action principle for corresponding master equations. Secondly, such quantities clearly have their
classical analogs. For instance, a weak invariant associated with the classical Fokker-Planck equation is discussed in Reference [13]. Thirdly, it is worth mentioning that the Lindblad equation with a time-dependent Hamiltonian can describe the dynamics toward an "instantaneous attractor" in the nonadiabatic regime [14], inside which isoenergeticity is realized.

## 3. Weak Invariant of Spin in Time-Dependent Magnetic Field and Lindbladian Operators

In recent years, quantum thermodynamics of a two-level system has been discussed in the literature $[15,16]$. Here, we consider a single spin in a time-dependent magnetic field $\mathbf{B}(t)$. The Hamiltonian reads

$$
\begin{equation*}
H(t)=\mathbf{B}(t) \cdot \sigma \tag{7}
\end{equation*}
$$

with $\sigma$ being the Pauli-matrix vector. The constant involving the gyromagnetic ratio is set equal to unity. In the thermodynamic context, variation of the magnetic field should be slow. That is, the time scale of the variation is much longer than those of relaxation and quantum dynamics.

From the linearity of Equation (6) with respect to the Hamiltonian and the su(2) Lie algebra of the spin, it is natural to examine the following Lindbladian operators:

$$
\begin{equation*}
L_{i}=\sigma_{i}(i=1,2,3) \tag{8}
\end{equation*}
$$

These are Hermitian, and accordingly the subdynamics is unital [6]. Substituting Equation (8) into Equation (6) and using linear independence of the Pauli matrices, we have

$$
\begin{equation*}
\dot{\mathbf{B}}(t)=-2 A \mathbf{B}(t)+2 c \mathbf{B}(t) \tag{9}
\end{equation*}
$$

where the overdot denotes differentiation with respect to time, and $A$ and $c$ are given by

$$
\begin{gather*}
A=\left(\begin{array}{ccc}
a_{1} & 0 & 0 \\
0 & a_{2} & 0 \\
0 & 0 & a_{3}
\end{array}\right),  \tag{10}\\
c=\operatorname{tr} A=a_{1}+a_{2}+a_{3}, \tag{11}
\end{gather*}
$$

respectively. From Equation (9), we see that

$$
\begin{equation*}
\mathbf{B}(t) \cdot \dot{\mathbf{B}}(t)=2\left(a_{2}+a_{3}\right) B_{1}^{2}(t)+2\left(a_{3}+a_{1}\right) B_{2}^{2}(t)+2\left(a_{1}+a_{2}\right) B_{3}^{2}(t) \tag{12}
\end{equation*}
$$

which is positive since $a_{i}$ 's are nonnegative and not all of them can be zero. Therefore, the magnitude $B(t)=|\mathbf{B}(t)|$ has to monotonically increase in time. In addition, from Equation (9), we find the coefficients to be given by

$$
\begin{equation*}
a_{1}=\frac{1}{4}\left(-\frac{\dot{B}_{1}}{B_{1}}+\frac{\dot{B}_{2}}{B_{2}}+\frac{\dot{B}_{3}}{B_{3}}\right), a_{2}=\frac{1}{4}\left(\frac{\dot{B}_{1}}{B_{1}}-\frac{\dot{B}_{2}}{B_{2}}+\frac{\dot{B}_{3}}{B_{3}}\right), a_{3}=\frac{1}{4}\left(\frac{\dot{B}_{1}}{B_{1}}+\frac{\dot{B}_{2}}{B_{2}}-\frac{\dot{B}_{3}}{B_{3}}\right) . \tag{13}
\end{equation*}
$$

Thus, without detailed information about the interaction between the subsystem and the environment, the explicit form of the Lindblad equation is now fully determined as follows:

$$
\begin{equation*}
i \frac{\partial \rho}{\partial t}=[H(t), \rho]-\frac{i}{2} \sum_{i=1}^{3} a_{i}\left[\sigma_{i},\left[\sigma_{i}, \rho\right]\right] \tag{14}
\end{equation*}
$$

We note that the second term on the right-hand side, termed the dissipator, is small and is of the order $\dot{B}_{i}(t)^{\prime}$ s. Equation (14) belongs to a class of finite-level systems in contact with a singular reservoir consisting of particles with the vanishing correlation time [17]. On the other hand, what is
peculiar here is highlighted in Equation (13) that purely comes from isoenergeticity, without recourse to the detailed property of the energy bath.

Hermiticity of the Lindbladian operators in Equation (8), or equivalently the fact that the subdynamics is unital, can have a significant implication for the isoenergetic process. As shown in Reference [18] (see, also Reference [11] and a discussion generalized to the Rényi entropy in Reference [19]), time evolution of the von Neumann entropy

$$
\begin{equation*}
S[\rho]=-\operatorname{tr}(\rho \ln \rho) \tag{15}
\end{equation*}
$$

under the Lindblad equation in its general form in Equation (1) with Equation (4) satisfies

$$
\begin{align*}
& \frac{d S}{d t}=\sum_{i} a_{i} \Gamma_{i}  \tag{16}\\
& \Gamma_{i} \geq\left\langle\left[L_{i}^{+}, L_{i}\right]\right\rangle \tag{17}
\end{align*}
$$

where the Boltzmann constant is set equal to unity. Since the Lindbladian operators in the present case are Hermitian, the subdynamics tends to produce the entropy in time,

$$
\begin{equation*}
\frac{d S}{d t} \geq 0 \tag{18}
\end{equation*}
$$

as desired.

## 4. Temporally-Local Equilibrium State, Power Output and Work along Isoenergetic Process

A nonequilibrium thermodynamic system with a slowly-varying Hamiltonian is dominantly described by a locally-equilibrium state, in which the thermodynamic variables also vary slowly. In the present case, what is relevant is the temporally-local equilibrium state given by

$$
\begin{equation*}
\rho^{(0)}=\frac{1}{Z(t)} \exp (-\beta(t) H(t)) \tag{19}
\end{equation*}
$$

where $Z(t)$ is the partition function

$$
\begin{equation*}
Z(t)=\operatorname{tr} \exp (-\beta(t) H(t)) \tag{20}
\end{equation*}
$$

$\beta(t)$ is the time-dependent inverse temperature that slowly varies in time [see Equation (26) below].
For the Hamiltonian in Equation (7), the explicit expression of Equation (19) is the familiar one

$$
\begin{equation*}
\rho^{(0)}=\frac{1}{2}\{I-(\mathbf{n}(t) \cdot \sigma) \tanh (\beta(t) B(t))\} \tag{21}
\end{equation*}
$$

where $I$ is the $2 \times 2$ unit matrix and $\mathbf{n}(t)$ is a unit vector defined by $\mathbf{n}(t)=\mathbf{B}(t) / B(t)$.
The full density matrix may be expanded around the state in Equation (21) as follows:

$$
\begin{equation*}
\rho=\rho^{(0)}+\rho^{(1)}+\cdots \tag{22}
\end{equation*}
$$

where the expansion should be performed in terms of the elements of $\dot{\mathbf{B}}(t)$ and its higher-order derivatives. It is natural to assume that all of the correction terms are traceless. Substituting Equation (22) into Equation (14), the first-order correction is found to satisfy

$$
\begin{equation*}
\left[H(t), \rho^{(1)}\right]=i \frac{\partial \rho^{(0)}}{\partial t}+\frac{i}{2} \sum_{i=1}^{3} a_{i}\left[\sigma_{i},\left[\sigma_{i}, \rho^{(0)}\right]\right] \tag{23}
\end{equation*}
$$

for instance.
In accordance with Equation (22), the internal energy is also expanded as follows:

$$
\begin{equation*}
U=U^{(0)}+U^{(1)}+\cdots \tag{24}
\end{equation*}
$$

The isoenergeticity condition should be satisfied in each order. For the leading-order term

$$
\begin{equation*}
U^{(0)}=\operatorname{tr}\left(H(t) \rho^{(0)}\right)=-B(t) \tanh (\beta(t) B(t)) \tag{25}
\end{equation*}
$$

we find that the isoenergeticity condition, $d U^{(0)} / d t=0$, in the leading order gives rise to

$$
\begin{equation*}
\dot{B}(t)[\sinh (2 \beta(t) B(t))+2 \beta(t) B(t)]=-2 B^{2}(t) \dot{\beta}(t) \tag{26}
\end{equation*}
$$

Since $\dot{B}(t)$ is positive due to Equation (12) resulting from the Lindblad equation, $\dot{\beta}(t)$ is necessarily negative, implying that the temperature monotonically increases in time.

Now, let us discuss the power output defined by

$$
\begin{equation*}
P(t)=-\operatorname{tr}(\dot{H}(t) \rho) \tag{27}
\end{equation*}
$$

The leading-order contribution comes from the temporally-local equilibrium state and is calculated to be

$$
\begin{equation*}
P(t)=-\dot{\mathbf{B}}(t) \cdot \operatorname{tr}\left(\sigma \rho^{(0)}\right)=\dot{\mathbf{B}}(t) \cdot \mathbf{n}(t) \tanh (\beta(t) B(t)) \tag{28}
\end{equation*}
$$

An interesting point is that, similarly to the case of the time-dependent harmonic oscillator [20], this quantity can be expressed in terms of the internal energy as follows:

$$
\begin{equation*}
P(t)=-\frac{\dot{B}(t)}{B(t)} U^{(0)} \tag{29}
\end{equation*}
$$

From this expression, the work done during the time interval $t_{i} \leq t \leq t_{f}$ along the isoenergetic process is given, in the leading order, by

$$
\begin{equation*}
W=\int_{t_{i}}^{t_{f}} d t P(t)=-U^{(0)}\left(t_{i}\right) \int_{t_{i}}^{t_{f}} d t \frac{\dot{B}(t)}{B(t)}=B\left(t_{i}\right) \tanh \left(\beta\left(t_{i}\right) B\left(t_{i}\right)\right) \ln \left[\frac{B\left(t_{f}\right)}{B\left(t_{i}\right)}\right] \tag{30}
\end{equation*}
$$

where the initial value is used for the conserved internal energy.

## 5. Concluding Remarks

Toward clarifications of the physical properties of exotic baths present in quantum thermodynamics but absent in classical thermodynamics, we have focused our attention on the isoenergetic process that is connected with the energy bath. For this purpose, we have studied a single spin in a magnetic field slowly varying in time based on the Lindblad equation. We have shown how the isoenergeticity condition can determine the Lindbladian operators without recourse to detailed knowledge of the interaction between the subsystem and the energy bath. We have developed a discussion about finite-time thermodynamics of such a system and evaluated the power output and the work in the leading order.

The result given in Equation (30) implies that the work is determined only by the initial and final values of the variables without depending on paths of the magnetic field in the parameter $\mathbf{B}$-space. This would be a common feature of the isoenergetic processes in the leading order.

In the present work, we have treated a single Pauli spin. As known, by virtue of the structure of spin algebra, any density matrix of a multispin system can be expanded in terms of the spin matrices,
their tensor products as well as the unit matrix. Therefore, the temporally-local equilibrium state in Equation (21) can be generalized to the multispin case [21].

Here, we have considered only the energy bath, which is nothing but one of the exotic baths in quantum thermodynamics. Existence of various baths indicates that there may be ensemble-dependent dynamics. In this point, it is worth mentioning that such dynamics are also suggested in nanothermodynamics of classical small systems, in which fluctuations can be very large [22,23]. Much is yet to be clarified about the quantum-classical correspondence in thermodynamics.
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