
 Advances in Dam
 Engineering   •   M

oham
m

ad Am
in H

ariri-Ardebili, Jerzy Salam
on, Guido M

azzà, H
asan Tosun and Bin Xu

Advances in 
Dam Engineering

Printed Edition of the Special Issue Published in Infrastructures

www.mdpi.com/journal/infrastructures

Mohammad Amin Hariri-Ardebili, Jerzy Salamon, 
Guido Mazzà, Hasan Tosun and Bin Xu

Edited by



Advances in Dam Engineering





Advances in Dam Engineering

Special Issue Editors

Mohammad Amin Hariri-Ardebili

Jerzy Salamon

Guido Mazzà
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Preface to ”Advances in Dam Engineering”

On behalf of the International Commission on Large Dams (ICOLD), I am honored to provide

an opening dialog for this Special Issue “Advances in Dam Engineering” in the online journal

Infrastructures.

Dams have provided mankind with critical infrastructure for thousands of years, as engineers

and builders have endeavored to develop the natural resources of our planet to aid a sustainable

supply of water for agriculture and human consumption. Cities and nations have either thrived or

failed due to the influences of reliable, sustainable and safe water supplies systems. As civilizations

have matured, man-made dam infrastructures have been further developed for flood control, power,

water-based transportation and recreation.

It is well known that dams provide the water and energy resources for the development of

communities and nations. The key to the safe development of dams has been the engineering

advances throughout history, as engineers have worked to expand the breadth and scope of

our innovations to increase the size and capacity of infrastructure projects, in order to meet the

ever-growing demands of ever-growing populations. Around the world, nations face similar

challenges when it comes to utilizing precious water resources for safe, sustainable, economical and

mutually beneficial environmental stewardship approaches.

The worldwide collaboration of the current state of the practice for advances in engineering for

dams is a critical success factor for projects and nations. Any single failure of a dam or levee is

unacceptable. It is a breach of the trust given to engineers by those who benefit and are protected

by dams and levees. We, as engineers for dams, are brethren in a world that looks to us for a

humble commitment to safety and service. It is obvious that we share a common respect for nature,

technology and the progression of time, as our critical infrastructure dams serve billions of people

each day, in every nation in the world!

I applaud the MDPI journal Infrastructures for its initiative in preparing this special edition focusing

on “Advances in Dam Engineering”. Furthermore, I appreciate the hard work and dedication of the

editors and authors, who are sharing important advances in the field of dam engineering. ICOLD

is an international organization founded and committed to the premise that society is best served

when nations communicate and collaborate for the safety and service of dams and levees. For more

than 90 years, and with over 100 member nations and more than 15,000 individual members, ICOLD

has relentlessly dedicated itself, as an organization, to working across geographical and political

boundaries to support individuals and nations, by fostering a commitment to mutual support and

collaboration.

Truly, the camaraderie of nations and individuals sharing advances in technology and

experiences in the planning, design construction and operation of dams has greatly contributed to

the safety of some of the world’s most important dam infrastructure projects, located in nations large

and small. As ICOLD President and a dam engineer for more than 40 years, I continue to believe that

it is only in openly sharing our lessons learned —good and bad—that we truly educate ourselves and

others in our industry. Moreover, it is in this learning that we, as engineers, managers, ministers and

other professionals who form the profession of dam engineering, are more able to serve our fellow

members of humanity, who have their lives improved with the clean water, renewable and sustainable

electricity, critical flood protection, and the many other benefits of dams around the world.

This year (2020), the world has seen the challenges of global suffering as a result of a pandemic.

ix



All at the ICOLD organization give their thoughts and prayers to the many millions of people around 
the world who have been impacted by this deadly virus. We continue to be hopeful for the continued 
development of vaccines and treatments that will ease the tremendous worldwide impacts and allow 
our lives to return to normal.

ICOLD, as an organization, has a strong commitment to the harmonious collaboration in the 
profession of dam engineering, on a global scale. It is greatly encouraging that dam engineers have 
so boldly committed themselves to improving and protecting lives. As engineers, we are part of a 
world of political and physical conflicts, but we rise above the fray, in order to care for humanity, 
through technology and heartfelt friendships within our profession.It is my hope and desire that this 
Special Issue provides content and understanding that will enable readers to save lives, through a 
better understanding of engineering for dams on a global level, for the people of all nations.

On behalf of ICOLD, I am thankful for this opportunity to develop a partnership with 
Infrastructures, to support and recognize “Advances in Dam Engineering” that improve the world, 
making the best use of our natural resources for the betterment of all mankind.

Michael F. Rogers, President

International Commission on Large Dams/Commission Internationale des Grands Barrages 
(ICOLD/CIGB)

x
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The expansion of water resources is the key factor in the socio-economic development of all
countries. Dams play a critical role in water storage, especially for areas with unequal rainfall and
limited water availability. While the safety of the existing dams, the periodic re-evaluations, and life
extension are the primary objectives in developed countries, the design and construction of new dams
is the main concern in developing countries. The role of dam engineers has greatly changed over
recent decades. Thanks to new technologies, the surveillance, monitoring, design and analysis tasks
involved in this process have significantly improved.

Aside from engineering and technical aspects, the nature and existence of dams are highly
coupled by concepts such as population growth [1], climate change [2], global warming [3] and
water security [4]. While national organizations focus on all their constructed dams, the International
Commission on Large Dams (ICOLD) basically focuses on large dams. It is defined as a dam with a
height of qe 15 m from lowest foundation to crest, or a dam between 5 and 15 m impounding more
than 3 Mm3 [5]. According to the ICOLD [5]’s most recent update in September 2019, there are about
58,000 registered large dams around the world. Figure 1 shows the global distribution of these dams.
It is noted that a significant number of high dams are in China, India and United States.

Figure 1. Global distribution of large dams as of 2019.
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In national level, many countries have detailed information about the operating dams [6].
For example, as of 2019, over 91,460 dams operate across the United States. The Federal Emergency
Management Agency (FEMA) reported a total of 15,500 high-hazard dams as of 2016 in the United
States [7]. According to the 2019 USACE National Inventory of Dams (NID), the average age of dams in
the United States is 57 years old, and American Society of Civil Engineers (ACSE) reports that by 2025,
70% of dams will be over 50 years old [8]. 74% of high-hazard dams have an emergency action plan.
The Association of State Dam Safety Officials (ASDSO) estimates that the nation’s non-federal and
federal dams will require a combined total investment of $64 billion for rehabilitation. A very detailed
information about all the operating dams in the United States is recently published by NID [9],
See Figure 2.

Figure 2. Distribution of dams with potential hazard type in the United States as of 2020; Generated
from NID [9].

In December 2018, a team of guest editors specialized in different aspects of dam engineering
proposed to launch a special issue “Advances in Dam Engineering” to the journal of “Infrastructures”.
The special issue aimed to capture the recent increase in research activity in the field of dam
engineering due to a series of recent catastrophes such as the 2017 Oroville Dam’s spillway incident [10].
The concept of dam failure, failure frequency and failure probability have been then studied by several
researchers [11,12]. Statistical analysis of dam failure was an important topic in recent years [13].
Figure 3 summarizes the statistics of the failed dam as a function of construction year, dam height,
reservoir capacity, dam type, and failure context. Data are adapted from ICOLD’s recent draft incident
database [14].

Therefore, investigation of the current condition and future risks is a vital task in dam safety [15].
In this Special Issue, we solicit high-quality original research articles focused on the state-of-the-art
techniques and methods employed in the design, construction, and analysis of dams. Both the
theoretical and applied aspects are important, because they facilitate an awareness of techniques
and methods in one area that may be applicable to other areas.

This book includes ten excellent contributions to this special issue published between 2019 and
2020. The overall aim of the collection is to improve modeling, simulation and field measurements in
different dam types (i.e., concrete gravity dams, concrete arch dams, and embankments). The articles
cover a wide range of topics around dams, and reflect scientific efforts and engineering approaches in
this challenging and exciting research field.
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(a) Year of construction (b) Dam height (c) Reservoir volume (hm3)

(d) Dam type (e) Failure context

Figure 3. Statistics of large dams failure as a function of different features.

Although many detailed models have been proposed for seismic analysis of a coupled
dam-foundation-reservoir system, less focus has been placed on the correlation of actual seismic
response of different dams. In the paper by Hariri-Ardebili et al. [16] “Probabilistic Identification of
Seismic Response Mechanism in a Class of Similar Arch Dams,” the authors compared the linear and
nonlinear seismic performance of two similar high arch dams with relatively different response
mechanisms. This paper is, in fact, a complementary to several previous research in this field,
among them [11,17]. They found that some engineering demand parameters and seismic intensity
measures can reduce the dispersion of the results and increase the correlation. In general, the dam
geometry has a direct relation with the deformation and spatial distribution of potential damaged
area. However, it is not related to the localized damage at the most critical location. Furthermore, the
anticipated crack profile (from nonlinear simulation) has a discrete nature compared to the continuous
overstressed/overstrained regions (from linear simulation).

One of the most important challenges in dam engineering field is to determine the maximum
dynamic load concrete dams can withstand. In the paper by Furgani et al. [18] “On the Dynamic
Capacity of Concrete Dams,” the authors studied seismic capacity of three types of concrete dams
(i.e., gravity, buttress and arch). This paper is, in fact, a complementary to several previous research
in this field, among them [19,20]. The key topics including the selection of dynamic parameters,
the progressive level of detail for the numerical simulations, the implementation of nonlinear behaviors,
and the concept of the service and collapse limit states were also discussed. They used the concept
of Endurance time analysis to retrieve the capacity curves with minimum computational effort
(as opposed to incremental dynamic analysis and cloud analysis technique) [21].

Seismic performance of dams can be assessed by either deterministic or probabilistic approaches.
The latter one is required to manage the various sources of uncertainties that may impact the dam
performance. Within the context of probabilistic framework, a fragility analysis is a powerful tool to
present the likelihood of any desired damage state as a function of seismic intensity level. The concept

3
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of fragility has been studied many times in various dam types [22,23]. Two of the accepted papers in
this special issue discuss fragility analysis of gravity dams [24] and arch dams [25].

In the paper by Segura et al. [24] “Modelling and Characterizing a Concrete Gravity Dam for
Fragility Analysis,” the authors proposed a methodology for the proper modeling and characterization
of the uncertainties to assess the seismic vulnerability of a dam-type structure. This is a follow up
research for the authors previous articles [26,27]. They also discussed on all the required verification
of the numerical model prior to performing a seismic fragility analysis. The procedure considers the
uncertainties associated with the modeling parameters and the randomness in the seismic solicitation.

In the paper by Sevieri et al. [25] “Shedding Light on the Effect of Uncertainties in the Seismic
Fragility Analysis of Existing Concrete Dams,” the authors discussed the main issues behind the
application of performance-based earthquake engineering to existing concrete dams, with particular
emphasis on the fragility analysis. This paper is a follow up for the authors previous contributions in
uncertainty quantification of dam responses [28,29]. More particularly, they discussed the impact of
epistemic uncertainties on the calculation of seismic fragility curves. They showed that the median of
fragility curve is sensitive to epistemic uncertainty and the inter-correlation among random variables.

For many large concrete structures, the load effects that occur from variations in ambient
conditions may be the dominating loads that introduce significant stresses in the structure.
Dams located in cold areas are subjected to large seasonal temperature variations and subsequent
cracks. In the paper by Malm et al. [30] “Lessons Learned Regarding Cracking of a Concrete Arch Dam
Due to Seasonal Temperature Variations,” the authors summarized and discussed on the results of
the ICOLD Benchmark Workshop to predict the cracking and displacements of an arch dam due to
seasonal variations [31]. The theoretical aspects were already discussed in [32–34]. They highlighted
several important aspects need to be considered in order to obtain realistic results: (1) the importance
of performing transient thermal analyses using robin boundary conditions (i.e., based on convective
heat transfer boundaries); (2) the impact of dam-foundation contact formulation; and (3) adapting a
realistic nonlinear material model.

Passive rock bolts are commonly used to anchor concrete dams. Although they affect the stability
of dams, they are often omitted from dam safety analysis due to uncertainties regarding their condition
and the force-displacement relation. In the paper by Hellgren et al. [35] “Progressive Failure Analysis
of A Concrete Dam Anchored with Passive Rock Bolts,” the authors addressed the latter question by
analyzing the failure process of a small concrete dam anchored with rock bolts. This paper is a follow
up for the authors previous contribution [36]. Two approaches were used to model the anchorage
of the rock bolts: (1) anchorage using a fixed boundary condition, and (2) anchorage using springs.
They showed that the rock bolts contribute 40–75% of the load-carrying capacity of the dam.

Dams and appurtenant structures are usually located on the large foundations or soil medium
with heterogeneous properties. Uncertainty in ground datasets often stems from spatial variability
of soil parameters and changing groundwater regimes. In the paper by Herridge et al. [37]
“A Probabilistic Approach to the Spatial Variability of Ground Properties in the Design of Urban
Deep Excavation,” the authors used a probabilistic random set finite element approach to revisit the
stability and serviceability of a deep submerged soil nailed excavation built into a cemented soil profile.
The validated model is then deployed to test the viability of using independent hydraulic actions as
stochastic variables. They found that using cohesion and water level as stochastic variables provides a
reasonable response prediction.

The alkali-silica reaction (ASR), more commonly known as concrete cancer, is a swelling chemical
reaction that occurs over time in concrete between the highly alkaline cement paste and the reactive
silica in aggregates, given sufficient moisture and temperature. It may eventually lead to crack
formation in concrete [38], and eventually affect functionality of the structure. Traditionally, there have
been many studies to address this phenomenon in concrete dams [39–42]. In the paper by Colombo and
Comi [43] “Hydro-Thermo-Mechanical Analysis of an Existing Gravity Dam Undergoing Alkali-Silica
Reaction,” the authors investigated the impact of ASR on damage response of a gravity dam using a
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two-phase isotropic damage model. The impact of both temperature and humidity were considered
through two uncoupled diffusion analyses. This paper which was a follow up for the author’s
previous research [44,45] showed a reasonable predicted crest displacement compared with the real
monitoring data.

Aside from numerical simulations, the field measurement is an essential source for safety
assessment of dams. In the paper by Seyed-Kolbadi et al. [46] “Instrumented Health Monitoring
of an Earth Dam,” the authors evaluated the stability of a large earth dam by monitoring its long-term
performance and interpreting the measured data. Various quantities such as pore water pressure,
water level, and internal stress ratios were measured. The piezometers showed efficient drainage.
Other instruments also showed a reasonable horizontal stress in dam body. Overall, the failure risk
was evaluated to be low, and the dam operates in normal condition. This field investigation was a
complementary to the author’s previous research on numerical slope stability analysis [47].

Although the empirical models can predict the normal dam behavior, they do not account
for changes due to recurring extreme weather events. On the other hand, the numerical models
provide insights into this, but results are affected by the chosen material properties. In the paper
by Pytharouli et al. [48] “From Theory to Field Evidence: Observations on the Evolution of the
Settlements of an Earthfill Dam, over Long Time Scales,” the authors analyzed the recorded settlements
for one of the largest earthfill dams in Europe. They compared the evolution of the settlements to
the reservoir level, rainfall, and the occurrence of earthquakes for over 31 years. They reported that
the clay core responds to the reservoir fluctuations with an increasing (from 0–6 months) time delay.
This paper is a follow up for the authors previous research [49,50].

We hope that this special issue would shed light on the recent advances and developments in the
area of dam engineering, and attract attention by the scientific community to pursue further research
and studies on simulation, testing, and field measurement of dams and appurtenant structures.
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Abstract: Different numerical models have been proposed for seismic analysis of concrete dams
by taking into account the nonlinear behavior of concrete and joints; interaction between the dam,
foundation, and reservoir; and other seismic hazard considerations. Less focus, however, has been
placed on the real seismic performance of the dams and their relative correlation. This paper
investigates the linear and nonlinear seismic performance of two similar high arch dams with
relatively different response mechanisms. The response correlation is performed from statistical
and probabilistic points of view. Similarities and differences are highlighted, and the best practice
to compare the responses in a class of dams is presented. It is found that some demand parameters
and seismic intensity measures can reduce the dispersion of the results and increase the correlation.
In general, the dam geometry has a direct relation with the deformation and spatial distribution of
potential damaged area. However, it is not related to the localized damage at the most critical location.
Moreover, the real crack pattern (from nonlinear analysis) is more discrete compared to the continuous
overstressed/overstrained regions (from linear analysis).

Keywords: arch dams; probabilistic; nonlinear; seismic; response correlation

1. Introduction

Safety assessment of the existing dams is an important task in risk-based management of
infrastructures [1,2]. Risk analysis might be performed on different scales depending on the identified
hazard level and importance of the asset. Methods ranging from pure qualitative assessment,
to semi-quantitative approaches, to fully quantitative ones might be implemented [3]. Nearly all
the quantitative methods depend (to some extent) on a precise numerical model (which reflects the
physics-based problem) [4].

In the context of structural engineering, developing an advanced finite element model of the dam
and its calibration with site measurements is a first step towards next-generation quantitative risk
analysis. Many of the current legislation recognize numerical evaluation as a standard technique for
safety assessment of dams [5–9]. The risk-based safety evaluation of dams should consider all the
existing hazard scenarios (e.g., flooding, earthquake, aging) and their interactions.

Once the risk associated with a class of dams is evaluated, the repair and rehabilitation can be
focused on the high-hazard dams [10]. Therefore, it is important to evaluate the relative capacity
of dams subjected to the potential regional hazard scenarios. In the case of co-located portfolio of
dams [11], one may evaluate their relative capacity under similar hazard scenarios (whenever possible).

Of the various single- and multi-hazard capacity functions for different dam types, this paper focuses
only on seismic hazard for high arch dams. Seismic response of dams is studied from a probabilistic
point of view [12]. Various seismic intensity levels (SILs) are also compared, corresponding to different
earthquake return periods. Several linear and nonlinear transient simulations are performed, and the
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response mechanism of high arch dams is compared. This study helps to identify the relative seismic
capacity of different dams when they are subjected to similar hazard scenarios. The results can be used to
prioritize the investments on strengthening the low capacity dams.

2. Probabilistic Analysis and Seismic Intensity Levels

Depending on the type of probabilistic analysis, single or multiple SILs might be considered.
A single SIL aims to evaluate only a specific annual frequency of exceedance, λ. A multiple SIL,
however, tries to cover a broad range of λ. Based on the Poisson probability model [13]:

PE = 1 − e−λ.t (1)

where PE is the occurrence probability during the time life t of structure (generally assumed to be
100 years for dams), and λ is inverse of the return period, TR.

International Committee on Large Dams (ICOLD) recommendations are usually adapted for
a limited number of SILs, while the Applied Technology Council (ATC) recommendations (for building)
are adapted for multiple SIL-based analyses of concrete dams. The following subsections of this paper
summarize these recommendations which are mainly adopted from Hariri-Ardebili [14].

2.1. ICOLD Recommendations

There are two basic seismic loads for the design of new dams or the safety evaluation of existing
dams [15–17]:

• Operating Basis Earthquake (OBE) represents the SIL at the dam site for which only minor (easily
repairable) damage is acceptable, and the dam should remain functional. OBE corresponds to the
return period of 145 years (50% probability of exceedance in 100 years).

• Safety Evaluation Earthquake (SEE) represents the SIL at the dam site for which a dam must be
able to resist without uncontrolled release of the reservoir water. The SEE ground motion can
be obtained from a probabilistic seismic hazard analysis (PSHA) and/or a deterministic seismic
hazard analysis (DSHA). For large and high consequence dams, SEE is defined as:

– Maximum Credible Earthquake (MCE): produces the largest expected ground motion at the
dam site and is estimated based on DSHA. According to ICOLD [15], the ground motion
parameters should be estimated at the 84th percentile level.

– Maximum Design Earthquake (MDE): corresponds to return period of 10,000 years
(1% probability of exceedance in 100 years) and is estimated based on PSHA.

Note that for moderate consequence dams, the SEE ground motion parameters should be
estimated at the 50 to 84th percentile level (based on DSHA) and need not have a λ smaller
than 1

3000 (based on PSHA). For low consequence dams, the SEE ground motion parameters
should be estimated at the 50th percentile level (based on DSHA) and need not have a λ smaller
than 1

1000 (based on PSHA).

In addition, the following aspects must be considered [18]:

• The three components of the spectrum-matched acceleration time histories must be statistically
independent. One cannot scale one of the acceleration components and use in other direction.

• The duration of strong ground shaking shall be selected in such a way that aftershocks are
also covered.

• For the safety check of a dam, at least three different earthquakes shall be considered for the SEE
ground motion.
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2.2. ATC Recommendations

The Applied Technology Council [19] proposes three types of performance assessments (i.e.,
intensity-, scenario-, and time-based). Time-based performance assessment (TBPA) evaluates a dam’s
performance over a period of time, considering all earthquakes that may occur in that period of time,
and the probability that each will occur. TBPA considers uncertainty in the magnitude and location of
future earthquakes, as well as the intensity of motion resulting from these earthquakes. SILs and the
corresponding ground motions are defined as follows:

• Generate a seismic hazard curve, λ vs. Sa(T1), for the dam site.
• Compute seismic intensity range which covers the dam response from no (or negligible) damage

to collapse. As a recommendation, the minimum and maximum spectral acceleration can be
assumed as: Smin

a (T1) = 0.05g, and Smax
a (T1) = Sa(T1)|λ=0.00002/yr, where λ = 0.00002/yr

corresponds to TR = 50, 000 years.
• Split the [Smin

a , Smax
a ] range into NIM equal intervals; calculate and record Δλi in each interval;

identify the midpoint spectral acceleration in each interval and the corresponding λi. For 2D
model of gravity dams, NIM is recommended to be 8; while for 3D arch dams it may be reduced
to 4.

• Develop a target response spectrum, Strg
a (T), based on data collected from each midpoint.

Three types of response spectra are acceptable: (1) uniform hazard spectra, (2) conditional
mean spectra, and (3) conditional spectra.

• For each target response spectrum, select and scale suites of n ground motion triplets as follows:

– Select a candidate suite of ground motion triplets from available recorded motions
(e.g., PEER [20]).

– For each ground motion triplet, construct the geomean spectrum for the horizontal

components over a period range of (Tmin, Tmax) as Sgeo
a (T) =

√
SH1

a (T)× SH2
a (T), where Tmin

and Tmax can be selected as 0.2T1 and 2.0T1, respectively. T1 is the fundamental period of
dam-reservoir-foundation system.

– Compare Sgeo
a (T) and Strg

a (T), and select those ground motion horizontal pairs which are
similar in shape to the target response spectrum within the period range of (Tmin, Tmax).

– Amplitude-scale all three components of each ground motion triplet by the ratio of Strg
a (T1)

Sgeo
a (T1)

.

There is no magic rule for the number of selected ground motions in each level; however,
when there is a significant scatter in spectral shape of the selected records or a poor fit to the target
spectrum, n = 11 or more triplets of motions may be needed. The use of fewer than n = 7 motion pairs
is not recommended [21].

3. Criteria for Performance Evaluation

Since two sets of linear elastic and nonlinear damage analyses are performed for the dams, two sets
of different criteria are required to interpret the results. This paper adopts the criteria proposed
by Ghanaat [22], USACE [23] for the linear elastic analysis, and by Hariri-Ardebili et al. [24] for
nonlinear simulations.

3.1. Linear Analysis

Results of the linear elastic analysis should be interpreted with respect to some predefined criteria;
therefore, some indices are introduced first [14]:

• Demand Capacity Ratio (DCR): This local index refers to the ratio of the calculated stresses or
strains in a dam body to the tensile strength of mass concrete or its equivalent strain.

• Cumulative Inelastic Duration (CID): This local index refers to the total duration of stress (or strain)
excursions above a stress (or strain) level associated with a certain DCR.

• Damage Spatial Distribution Ratio (DSDR): This global index refers to the ratio of the overstressed
(or overstrained) region to total dam area at the specific DCR.
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The aforementioned local indices should be computed for at least one critical node. Then, the dam
performance should be evaluated using the plots shown in Figure 1, which presents a threshold surface
for local indices. The vertical axis, CID (or DSDR), varies between zero and CID∗ (DSDR∗). For arch
dams, a CID∗ = 0.4 and DSDR∗ = 15% are recommended by USACE [23]. Finally, the evaluation
strategy can be summarized as follows:

• If DCR ≤ 1.0 for all NSIL, the dam response is in linear elastic range. No (or minor) damage
is expected.

• If 1.0 < DCR < 2.0, the dam response is in nonlinear phase. The status of the critical nodes should
be checked as follows:

– If even one of the critical nodes (completely or partially) exceeds the threshold surface,
being in zone B, significant damage is expected. In this condition, performing detailed
nonlinear analysis is required.

– If all the critical nodes are in zone A, application of the linear elastic procedure is allowed
only if the DSDR does not exceed the threshold, zone A (of right plot).

– If all the critical nodes fall below the threshold curve in CID–DCR plot (i.e., zone A),
but DSDR exceeds the threshold in DSDR–DCR plot (i.e., zone B), severe damage is expected
in the dam body. Performing detailed nonlinear analysis is required.

• If DCR ≥ 2.0, severe damage (at least localized damage) is expected. If it is accompanied by
considerable spatial extension, zone B in the right plot, global damage is also expected. In this
case, performing detailed nonlinear analysis is required.

Figure 1. Seismic performance evaluation of arch dams based on linear analysis.

Application of these linear analysis based criteria on concrete dams (gravity, arch, and buttress)
and their partial calibration with nonlinear models can be found in [24–32].

3.2. Nonlinear Analysis

Results of nonlinear analyses can be directly correlated with safety of the dam [33]. There is no
established criteria/metric for nonlinear evaluation of concrete arch dams. This means that there
is no limit state (LS) function from nonlinear analyses to correlate its performance with observed
damage. However, multiple indices can be considered, such as concrete cracking (and crushing),
joint opening/sliding, and the dissipated energy during damage. Different researchers combined these
indices with the damage index (DI) concept to present the expected damage in a more quantitative
form [34–37]. This paper does not directly use the concept of DI for arch dams. The objective is to
compare the critical value of nonlinear damage metrics in two dams which are subjected to similar
seismic hazard scenarios. Moreover, a correlation among different damage metrics will be investigated.
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4. Case Study Dams

Two high arch dams are used as case studies in this paper. The first one is Dez Dam (hereafter
referred to as Dam-1), and the second one is Karun-III Dam (hereafter referred to as Dam-2). The heights
of Dam-1 and Dam-2 are 203 and 205 m, respectively; while their crest lengths are 240 and 462 m.
General information, as well as the finite element model calibration for these dams, can be found
in [38,39].

Dam-1 includes a Pulvino (and peripheral joint), while Dam-2 has massive concrete blocks on
its sides. The finite element program ANSYS [40] is used for all simulations. The dams are modeled
using six- and eight-node structural elements, Figure 2. Foundation rock is modeled as a mass-less
medium, and the reservoir water is included using the pressure-based fluid elements. In the nonlinear
analyses, the concrete is modeled based on the extended rotating smeared crack model [41], and the
contraction (and peripheral) joints are simulated using the node-to-node contact elements. Lift joints
were not considered in this paper. The total numbers of elements in Dam-1 are 792, 3770, and 3660 for
the body, foundation, and reservoir, respectively. The numbers of elements in Dam-2 are: 3958, 21,848,
and 23,022.

(a) Dam-1 (b) Dam-2

Figure 2. (a,b) Finite element mesh of two case study dams.

The applied loads on the system are: dam body dead load (based on several construction stages),
hydrostatic load in normal water level (with gradually impounding the reservoir), silt pressure,
thermal loads (with summer temperature condition; Figure 3), and, finally, seismic load (with three
component ground motion records). Up to 10 and 4 construction stages were considered in Dam-1,
and Dam-2, respectively. In the applied method, the concrete weight for ith stage is first applied,
followed by grouting of the joints in ith stage, and then, concrete weight again for i + 1th stage.
This is continued to construct the entire dam, and to grout all the joints. Material properties can be
summarized as follows: Modulus of elasticity in concrete is 40 and 30 GPa for Dam-1 and Dam-2,
respectively; Poisson’s ratio is 0.2; mass density for concrete is 2400 kg/m3; and concrete compressive
strength is 35 and [25 − 35] (inner and outer parts) for Dam-1 and Dam-2, respectively.

Dam-1 Dam-2

Figure 3. Summer temperature distribution on the dam face resulted from thermal transient analysis.

According to the PSHA of Dam-1, three SILs are identified, and nine site-specific real ground
motion records are also selected from NGA-WEST2 list [20]. Each of nine ground motions are scaled
to three SILs. Subsequently, 3 × 9 = 27 three-component scaled records are produced for each dam.
Finally, 27 records are applied to 3 types of finite element models: linear elastic model, nonlinear model
with joints, and nonlinear model with concrete damage. This requires a total of 27 × 3 = 81 (linear and
nonlinear) transient analyses for one dam. The results presented in Section 5 summarize 81 × 2 = 162
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simulations. Considering the complexity of models, each analysis took from 6 to 60 h to complete in
a standard 8 GB-RAM workstation.

5. Results and Discussions

Results are presented in two sections. Section 5.1 presents the response of the linear and nonlinear
systems from a statistical point of view. The outputs are presented for each dam separately and
compared as a function of SIL. In Section 5.2, the outputs from both dams are paired with different
ground motion intensity measure (IM) parameters and compared from a probabilistic point of view.

5.1. Statistical Response Comparison

Figure 4 presents the maximum displacement of dams along the crest and height of the crown
cantilever. For each SIL, the mean, μ, value of nine ground motion records, as well as their lower and
upper bounds (i.e., μ ± η, where η is standard deviation) are presented. Clearly, increasing the SIL
increases the drift response. In general, the drift response of Dam-2 is about 2.5 times that of Dam-1.
Their height is about the same; however, the crest length in Dam-2 (including the massive concrete
blocks) is about twice that of Dam-1.

Next, the performance of the dams is compared based on their CID–DCR curves, See Figure 5.
These plots are based on the stress (or strain) time history in the most critical point within the dam
body. Some major observations are:

• The stress-based and strain-based CID–DCR metrics are not identical. In fact, the stress-based
CID–DCR metric shows higher CID values for Dam-1, while the opposite is true for Dam-2.

• According to the stress-based criteria, SIL-2 and SIL-3 exceed the threshold in Dam-1, while SIL-3
exceeds the threshold only at DCR = 1 and 2 in Dam-2.

• The strain-based CID–DCR curves for both dams share more similarities. In both cases, the mean
curve exceeds the threshold extensively for SIL-3, partially for SIL-2 (only DCR = 1), and never
for SIL-1.

• Moreover, the curves associated with Dam-2 decay faster than the curves belonging to Dam-1.
This means that the localized damage risk at higher DCR values is lower for Dam-2.

(a) Dam-1

(b) Dam-2

Figure 4. (a,b) Maximum displacement response of arch dams subjected to three seismic intensity levels.

14



Infrastructures 2019, 4, 44

(a) Dam-1

(b) Dam-2

Figure 5. (a,b) Cumulative Inelastic Duration–Demand Capacity Ratio (CID–DCR) of arch dams
subjected to three seismic intensity levels.

So far, the localized potential damage is studied in the context of CID–DCR curves. The global
behavior can be investigated in the context of DSDR–DCR plots, See Figure 6. Again, results are
presented in terms of overstressed and overstrained regions on upstream (US) and downstream (DS)
faces of the dams. Major findings can be summarized as follows:

• The stress-based and strain-based responses have a similar pattern for Dam-1, while they are
different for Dam-2.

• In Dam-2, the strain-based DSRD is higher than stress-based one for lower DCR values.

• For Dam-1, the US face is a bit more critical than DS one. However, Dam-2 has a different
mechanism and the DSDR in DS is much higher.

• In Dam-1, only SIL-3 exceeds the threshold at DCR = 1. In Dam-2, both SIL-3 and SIL-2 exceed
the threshold at several DCRs (especially at the DS face).
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(a) Dam-1; US

(b) Dam-1; DS

(c) Dam-2; US

(d) Dam-2; DS

Figure 6. (a–d) Damage Spatial Distribution Ratio (DSDR)–DCR of arch dams subjected to three seismic
intensity levels.

Figures A1 and A2 (in Appendix A) provide a visualization of the DSDR in Dam-1 and Dam-2,
respectively. As opposed to Figure 6, which presents the statistics of DSDR at various DCRs, Figures A1
and A2 present the individual DSDR only at DCR = 1. Moreover, the graphical presentation is only
provided for the US face of Dam-1 and the DS face of Dam-2 (which are critical face). In Dam-1,
the central parts of the body near the crest are the most vulnerable regions during the seismic excitation.
In Dam-2, the left and right quarter points in the upper half of the dam are the most vulnerable regions.
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The predicted potential damaged area from linear analyses in Figures A1 and A2 are further
validated based on a series of nonlinear simulations with the concrete smeared crack model,
see Figure 7. Only the results of SIL-3 (which is the critical level) are provided for both the US
and DS faces. In general, there is an acceptable consistency between the potential damaged area and
the real cracked element for Dam-1. Nonlinear simulations show some limited extra damage next
to the dam-foundation interface. The resulting damaged area in Dam-2 is less than the expected
damage from linear analysis. The crack pattern is more discrete compared to the continuous
overstressed/overstrained regions. The nonlinear simulations, however, show a considerable amount
of damaged area at the dam-foundation interface. This is partially identified by linear analysis.
Note that the concrete near the foundation is reinforced (to some degrees), and these peripheral cracks
may not appear in the real dam.

D
am
-1

D
am
-2

Figure 7. Crack profile of both dams from nonlinear analysis subjected to seismic intensity level-3
(SIL-3) ground motions.

Finally, Figure 8 presents the joint opening and sliding in terms of crack opening displacement
(COD) and crack sliding displacement (CSD). Major observations can be summarized as follows:

• In general, the mean CSD is twice and three times the COD for Dam-1 and Dam-2, respectively.
• In general, joint opening is more critical than joint sliding (since the water can penetrate inside

the joint and increases the pressure on the inner walls). The COD appears to be well-controlled in
both dams.

• The CODs in both dams are very similar: limited to no more than 1 mm for the first 150 m
of height. Moreover, there is practically no difference between three SILs up to height 150 m.
The major joint opening occurs at the top 50 m (i.e., upper quarter of dam).

• On the other hand, the joint sliding has a more smoothed behavior along the height (especially
for Dam-2). Again, the most critical zone is the upper quarter of dam height.
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(a) Dam-1

(b) Dam-2

Figure 8. (a,b) Joint opening and sliding of arch dams subjected to three seismic intensity levels.

5.2. Probabilistic Response Correlation

Once the relative responses of different dams are identified under three SILs, it is also important
to establish a direct relation between the individual ground motion records and their linear/nonlinear
response. In this section, a probabilistic model is developed for dam response under ground motion
IM parameters. The outcome of this section can also be expanded to develop a so-called analytical
response surface meta-model for the case study dams [42] (which is not discussed herein).

Several intensity-, frequency-, and duration-based IM parameters can be extracted from a ground
motion record [42]. They might have scalar or vector format. These IM parameters can then be
correlated with the response parameters to develop a so-called probabilistic seismic demand model
(PSDM). Investigation of the most optimal IM parameter is not the focus of this paper; the existing
literature is used to identify the three most important IMs. According to Hariri-Ardebili et al. [24],
Hariri-Ardebili and Boodagh [42], peak ground acceleration (PGA), acceleration spectrum intensity
(ASI), and the first-mode spectral accelerations (Sa(T1)) are among top IM choices.

On the other hand, since three-component ground motions are used in this paper, the scalar
IM parameters for different components need to be combined with an appropriate method.
The square-root-of-sum-of-squares technique is used to combine them as:

IMcombo =
√

IM2
H1

+ IM2
H2

+ IM2
V (2)

where H1, H2, and V are two in-plane directions and one vertical direction.
Figure 9 provides PSDM for maximum crest displacement as a function of different IM parameters

including the goodness-of-fit in terms of root mean square error (RMSE). Major observations can be
summarized as follows:

• PGA and ASI are structure-independent IM parameters; therefore, both curves in Figure 9a,b have
identical IM range. Sa(T1), however, is a structure-dependent parameter. Since the fundamental
period of these two dams is different, the spectral values will also be different, See Figure 9c.

• The confidence interval for Dam-2 is larger than Dam-1.
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• The slope of the curve in Dam-2 is higher than Dam-1, which shows more correlation between
the input and output parameters.

• In order to increase the accuracy of the PSDM, it is possible to develop a multiple IM model,
See Figure 9d. Although one may apply a polynomial with different degrees, a planer one
is selected in this paper. It is already found that higher order models over-fit the results
Hariri-Ardebili et al. [24]. In this plot the upper plane belong to Dam-2.

(a) Peak ground acceleration; RMSE1 = 6.86; RMSE2 = 16.73 (b) Acceleration spectrum intensity; RMSE1 = 5.06;
RMSE2 = 14.39

(c) First-mode spectral acceleration; RMSE1 = 5.05;
RMSE2 = 13.77

(d) Multiple intensity measures

Figure 9. (a–d) Correlation between the dam displacement and the seismic intensity measures.

A similar procedure can be applied in nonlinear analyses for the joint response. Figure 10 provides
PSDMs for the maximum COD and CSD. Again, three IM parameters are contrasted. The most
important finding is that the mean curves and the confidence intervals (from two dams) are nearly
parallel (specially for ASI). This proves that there is a high correlation in nonlinear response of these two
dams from a probabilistic point of view. Furthermore, this shows that ASI might be a good candidate to
compare the joint capacity of different arch dams.
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(a) Peak ground acceleration; RMSE1
COD = 1.34; RMSE2

COD = 1.29; RMSE1
CSD = 3.95; RMSE2

CSD = 4.44

(b) Acceleration spectrum intensity; RMSE1
COD = 1.23; RMSE2

COD = 1.23; RMSE1
CSD = 3.49; RMSE2

CSD = 3.97

(c) First-mode spectral acceleration; RMSE1
COD = 1.27; RMSE2

COD = 1.21; RMSE1
CSD = 3.39; RMSE2

CSD = 3.75

Figure 10. (a–c) Correlation between the joint opening and sliding with seismic intensity measures.

Finally, one may try to correlate different dam responses together (and not in the context of
seismic intensity measures). Such an attempt is shown in Figure 11. In order to develop a smooth
curve or joint probability model, a relatively large number of simulations is required. Since the initial
finite element analyses are limited (because they are computationally demanding), a procedure is
used to expand the number of engineering demand parameters (EDPs). This method, which was
originally developed by Yang et al. [43], is briefly explained in Algorithm 1. The input is the matrix of
analytically determined EDPs (e.g., displacements, joint opening/sliding), X, and the output is the
matrix of statistically determined EDPs, W.
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Figure 11. (a,b) Uncertainty quantification of joint opening and sliding.

This method is used to expand the initial simulations, and, subsequently, a total of
10,000 correlated EDPs are generated. Figure 11a shows the cumulative density function (CDF)
of the joint opening and sliding in Dam-1 separately. On the other hand, Figure 11b presents the joint
probability density function (PDF) of the COD and CSD for Dam-2. Both of these plots are very useful
for identifying the relation of various EDPs and developing an integrated risk-based decision model.

Algorithm 1 Generating correlated EDPs from initial finite number of simulations
Inputs: Xn×k � EDP matrix, where k is the number of different EDPs.

Output: W

1: procedure

2: Compute Yn×k = ln Xn×k � It has a joint normal distribution
3: Compute the MY = (mean (Y))t � Mean vector
4: DY = diag (std (Y)) � Diagonal standard deviation matrix
5: RYY = corrcoef (Y) � Correlation coefficient matrix
6: ΣYY = DYRYYDY � Covariance matrix
7: LY = (chol (RYY))

t � Lower-triangular decomposition
8: Generate U with μ = 0, STD = 1 � A vector of uncorrelated standard normal RVs
9: Z = DYLYU + MY � A linear transformation and translation from U to Z

10: W = exp (Z) � Transfer back the generated joint normal logarithmic EDPs
11: end procedure

6. Conclusions

Risk-based management of a large portfolio of dams requires information about the relative
performance of all the assets and particularly dams. Often, several dams are co-located or within a short
distance from each other; thus, similar seismic scenarios might be applied to all of them. This paper
presents the finite element results of two arch dams assuming they are subjected to similar seismic
hazard scenarios.

Both dams are over 200 m in height; however, one of them has a larger crest length. In addition,
one of them was constructed with Pulvino technology, while the other one is in direct contact with
the foundation and has two massive concrete blocks on its left and right sides. The finite element
model of the dam-foundation-reservoir coupled system is developed with both linear and nonlinear
assumptions. For the nonlinear models, the concrete damage is modeled based on a rotating smeared
crack approach, while the contraction (and peripheral) joints are simulated with tension-free contact
elements. Thermal loads are also taken into account before dynamic analyses. Three seismic intensity
levels are studied based on PSHA, and nine ground motion records are scaled in each one; subsequently,
a total of over 160 transient analyses are performed for dams. Results are extracted and compared in
terms of displacements, DCR, DSDR, CID, joint openings and sliding, and crack pattern.

The geometry of the dam (especially its crest length) found to be directly related with the
deformation (See Figure 4). Moreover, it has a direct relation with the spatial distribution of the
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potentially damaged area on both the upstream and downstream faces of the dam (See Figure 6). It is
not, however, related to the localized damage at the most critical point of the dam (See Figure 5). In fact,
it has been shown that the localized potential damage between two dams can be well-correlated with
strain-based criteria on CID (See Figure 5, right column).

Next, the crack pattern from nonlinear analyses is compared with potential overstressed/
overstrained area from linear simulations. It is found that the real crack pattern is more discrete
compared to the continuous DSDR. Finally, the joint opening/sliding displacement from both dams
are compared. Although the opening displacements were in the same range, the sliding displacement
from the wider dam was twice that of the other dam (See Figure 8).

Last but not least, thanks to the multiple dynamic analyses, a PSDM is proposed for both dams.
Surprisingly, the COD-based PSDMs on ASI were nearly identical. Moreover, PSDMs from CSD
had parallel lines. This shows that in spite of all differences in geometry, the joint opening capacity
of the dams is very close. Finally, a mathematical model is used to expand the initial engineering
demand parameters and generate a large set of correlated EDPs. Using this new dataset (which has
similar statistical parameters to the initial set), one can easily develop any joint PDF and CDF between
the outputs.

Future research can be directed on developing a generalized PSDM for arch dams which is
function of not only IM and limit state (LS) but also the geometry variables [44] in the form of
EDP = f (IM, LS, Geo).
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Appendix A. Detailed DSDR Plots

DSDRσ at DCR = 1.0 DSDRε at DCR = 1.0
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3

Figure A1. Matrix of over-stress and over-strain area on Dam-1 upstream face; Note: Each matrix
includes 9 plots associated with 9 ground motions. In each matrix, top-left to bottom-right are #1 to #9.
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DSDRσ at DCR = 1.0 DSDRε at DCR = 1.0

Figure A2. Matrix of over-stress and over-strain area on Dam-2 downstream face; Note: Each matrix
includes 9 plots associated with 9 ground motions. In each matrix, top-left to bottom-right are #1 to #9.
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Abstract: Uncertainty in ground datasets often stems from spatial variability of soil parameters and
changing groundwater regimes. In urban settings and where engineering ground interventions need
to have minimum and well-anticipated ground movements, uncertainty in ground data leads to
uncertain analysis, with substantial unwelcomed economical and safety implications. A probabilistic
random set finite element modelling (RSFEM) approach is used to revisit the stability and serviceability
of a 27 m deep submerged soil nailed excavation built into a cemented soil profile, using a variable
water level and soil shear strength. Variation of a suite of index parameters, including mobilized
working loads and moments in facing and soil inclusion elements, as well as stability and serviceability
of facing and the integrated support system, are derived and contrasted with field monitoring data
and deterministic FE modelling outputs. The validated model is then deployed to test the viability of
using independent hydraulic actions as stochastic variables as an alternative to dependent hydraulic
actions and soil shear strength. The achieved results suggest that utilizing cohesion as a stochastic
variable alongside the water level predicts system uncertainty reasonably well for both actions and
material response; substituting the hydraulic gradient produces a conservative probability range for
the action response only.

Keywords: stochastic; probabilistic; excavation; movement; field; groundwater; soil nail;
spatial; variability

1. Introduction

Rapid and sustained urban sprawl is expected to continue to accommodate an estimated 70% of
the world population in cities by 2050 [1]. Exploitation of the urban sub-surface has attracted increasing
attention in the past 50 years as a solution to a shortage of space and services per head, and is reflected,
nationally and internationally, in many current planning policies, including [2] in the UK. Ground
movements arising from deep excavation need to be strictly limited to permissible levels; that is, to
be controlled through design and deployment of top-down support of excavation systems that allow
prevention and mitigation of excessive ground movements from the outset. In an urban context and
where the subsurface is already congested (by buried utilities and underground structures), any further
disturbance can lead to variations in groundwater conditions, with immediate implications on some
soil engineering properties. Spatial variability of shallow disturbed ground and limited space for
intrusive ground investigation, as well as extreme climates that reportedly cause a broad range of
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problems, including fatigue [3] and mineral dissolution [4], add to the uncertainty and cast doubt on
the reliability of the estimated stability and serviceability of support systems. At a practical level, these
systems are commonly designed through deterministic analysis of engineered grounds using ground
properties that are statistically moderated, and in the context of some standards, further factored down
by an arguably arbitrary partial factor.

Ideally, support systems should be adaptive in allowing improved integration with the variable
ground and groundwater conditions during the course of construction and also the service life. Use of
arbitrary safety factors fall short in satisfying that integration. This paper studies the scopes for
using an alternative statistical design approach, with an attempt to incorporate likely scenarios of
actions and material properties into design within the context of an urban deep basement case study.
The framework may be adopted as an alternative to arbitrary partial and safety factors. Stochastic
discretization of random fields is used to determine and incorporate into finite element (FE) analysis
sets of random variables to revisit a monitored 28 m deep submerged soil nail system. Effects of actions
and serviceability are determined and reported in lower-bound to upper-bound ranges, and alongside,
the most likely indexes (for structure performance) are contrasted, with outcomes of commonly
practiced deterministic FE and FHWA-compliant [5] design. Two sets of stochastically dependent
(water level and true cohesion) variables are initially used to verify the framework. Further analysis is
presented using two sets of stochastically independent (water level and hydraulic gradient) variables
to test the viability of different input variables.

2. Risk and Probabilistic Analysis in the Geotechnical Context

Naturally occurring materials, such as soil, are inherently variable. The uncertainty increases in
space and upon ground disturbance, or in dynamic constantly changing total environments. National
codes of practice allow statistical evaluation methods for determination of characteristic ground
properties. The common universal practice is to factor down the ground resistance index parameters,
statistically moderated ground properties, or a combination of the two using sets of partial factors
that are predetermined and rather arbitrary. Whilst previous experience can be used as a basis for
adopted factors of safety [6], this conservative approach falls short in addressing the impacts of spatial
variability on computer reliability.

The probabilistic approach in geotechnical design has not received much interest, with stimulus
from two directions: The mathematical structure of probabilistic approaches is often not appealing to
practicing engineers; and the general perception is that probabilistic analysis incurs more time and cost.
Early models include the first order second moment (FOSM) from Taylor Series and based on Bayes
rule [7,8]; the method did not receive much attention mainly due to its inconsistency with non-linear
functions [9]. Monte Carlo simulation in geotechnics was introduced and discussed in a series of
seminal works [10,11], with limitations revisited more recently in [12]. Early attempts into the use of
random set (RS) theory in geomechanics include the work of [13–15] in the design of linings for tunnels
into rock. The RS framework was first used in conjunction with finite element (FE) analysis in [16].

3. Benchmark Problem and Methods

3.1. Benchmark Problem

The benchmark problem used in this contribution is a 28 m deep vertical cut in 2 to 2.5 m high
lifts, from ground surface at 104.7 m above ordnance datum (mAOD) to 76.65 mAOD, and supported
with a top-down soil nail system in a heavily built setting [17]. Figure 1 shows a cross-section diagram
of the supported excavation, and adjoining features. Figure 1 shows the variation of the water level at
the face of the excavation and also the hydraulic gradient, during the course of excavation. A 40 m
long section was adopted for the purpose of this paper, where the land terrain led to a maximum
depth of excavation. The cut was excavated into seven soil layers and supported with three flexible
reinforced shotcrete facings, divided with two 2 m wide soil benches, and 13 rows of soil nails, 6 to
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14 m long, installed at a 10◦ to 25◦ inclination. Soil nail elements included 28 to 32 mm steel bars
installed centrally in 700 to 850 mm drilled holes that were eventually filled with a sand-cement grout.
The soil nails were spaced 2 to 2.5 m horizontally and 1.5 to 3 m vertically. The cut was benched at
10.04 and 17.04 mbgl. A series of 4 to 6 m long, 4-inch drain perforated PVC pipes were installed at 10◦
elevations, at 3.10, 6.10, and 8.35 m from the bed of excavation. Drains were connected by series of
0.3 m wide vertical geocomposite blankets installed between shotcrete facing and retained ground
from 87.0 to 76.65 mAOD. An evenly distributed 49 kPa permanent surcharge (20 m run) was applied
12 m from the excavation crest, representing the contact pressure from the neighbouring six-storey
residential buildings. Piezometric readings derived from the ground investigation report [17] indicate
a southward flow of groundwater, with a natural hydraulic gradient ranging from 0.1 to 0.2 (i.e., 1 to
2 m drop in every 10 m running perpendicular to project line—see Figure 1). The water level varied
from 84.5 to 91.2 mAOD prior to construction. The system was designed for a mean 88 mAOD water
level. Although commonly practiced, this is a substantial simplification, which reportedly led to
excessive seepage and lateral displacement during the course of the staged excavation. Lateral ground
movements were recorded using laser inclinometers at reflectors installed at 97 mAOD, five times each
month to the end of the excavation. The northern wall section (covered by nine reflectors) was used
for the purpose of this study, showing a cumulative lateral displacement of 115 mm, and a 61 mm
horizontal displacement six months post-construction.

Figure 1. Cross-section diagram of the benchmark soil nailed system and adjoining features: SH is
horizontal spacing, GL is ground level, PL is short for plate, mAOD is metres above ordnance datum,
and Ø is diameter.
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3.1.1. Materials

The benchmark site is located in North Tehran and is composed of Quaternary (Pleistocene)
permeable dark reddish to yellowish brown cemented poorly sorted alluvium (Bn fm). Table 1
summarizes the ground stratification, and mean (i.e., characteristic) long-term strength, stiffness,
and hydraulic properties of soil layers in the benchmark site. The influence of construction and
groundworks on soil properties is indisputable but was not considered either in the original design or
in the present probabilistic analysis. Whilst this counts as a limitation, it allows study of the influence
on actions and ground properties of seasonal groundwater regimes only.

Table 1. Stratification and factored (i.e., design) engineering properties used in deterministic analysis.

Layer Soil Type Depth: m Ψ: ◦ φ′: ◦ C’: kPa γ: kN/m3 E: kPa ν Kh: m/s Kv: m/s

1 Made Ground 0.0–1.2 01 20 10 17 9800 0.4 1.0 × 10−4 1.0 × 10−8

2 Silty clayey sand 1.2–4.2 14 28 20 18 24,500 0.3 1.2 × 10−4 1.2 × 10−8

3 Alluvium 4.2–9.2 14 28 25 18 24,500 0.35 3.1 × 10−4 3.1 × 10−8

4 Silty clayey sand 9.2–18.2 14 34 20 18 34,300 0.3 4.2 × 10−7 4.2 × 10−7

5 Clay 18.2–21.2 0 25 35 19 34,300 0.4 1.9 × 10−7 3.28 × 10−8

6 Gravelly sandy clay 21.2–29.2 14 30 25 19 49,000 0.3 1.31 × 10−7 4.36 × 10−6

7 Silty clayey gravel 29.2–35.0 14 36 20 19 58,800 0.3 3.6 × 10−9 1.0 × 10−9

Ψ = dilation angle, φ′ = drained friction angle, C’ = drained cohesion, γ = bulk unit weight, E =modulus of elasticity,
ν = Poison’s ratio, Kh = horizontal coefficient of permeability, Kv = vertical coefficient of permeability.

Granular soils form the top 18 m of the ground profile in the project site. The granular layers
are generally cemented with hardly soluble calcite nodules; the clay fraction increases with depth
and begins to control the overall soil behaviour from about 18 mbgl (meters below ground level)
down to 29 mbgl. For the entire profile, the plasticity index ranges within the narrow range of 10%
to 20% (i.e., low plasticity), with a Standard Penetration Number of >50, highlighting the role of
calcite cementation. Piezometer readings over 7 months ahead and during the construction (May to
November) showed a fluctuating water level from 11.5 to 18 mbgl (91.2 to 84.5 mAOD) on the project
line; this was attributed in part to the natural terrain of the land and seasonal precipitation. The soil
nail system was originally designed for a conservative 85.7 mAOD water level. Variations of the water
level have direct implications on layer 4 (cemented sand) and level 5 (low-plasticity clay), and extend
through the capillary rise effect to layers 2 and 3. The impacts of capillary rise were evident from the
variable water content within soil layers 2 and 3.

3.1.2. Plaxis 2D Model

The nonlinear finite elements (FE) method was used to allow simulation of staged (sequenced)
construction, soil–structure interaction, and steady-state flow, and also to allow measurement of
mobilized stresses and deformations by the end and during the course of construction. Deterministic
analysis was undertaken using the Plaxis 2D software. The soil layers were modelled using 15-node
triangular elasto-plastic plain-strain finite elements. The local element factor was reduced to 0.1
for areas around drains to allow steady-state flow analysis. The Mohr-Coulomb failure criterion
was adopted. Reinforced shotcrete flexible facing was modelled using elastic beam elements, with
interface elements featuring a reduced 5% shear capacity (Rint = 0.95) compared to the surrounding
soil. Elasto-plastic plate elements were preferred over geogrid elements to incorporate into the analysis
the impact of the bending stiffness of steel bars and the nail-facing joint as a rigid connection. The axial
and bending stiffness of plates was normalized against the horizontal nail spacing and are presented in
Table 2 for drill holes of a 0.08 m diameter. Standard fixities were applied to horizontal and vertical
boundaries. Drain elements contained five nodes and were assigned a head to represent every stage of
excavation. The Phi/C (strength) reduction method was adopted to analyse the stability of the system
at each stage and at the end of construction. Tolerance was limited to 1%; a maximum of 50 steps were
deemed sufficient in determining the global factor of safety.
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Table 2. Material properties for flexible facing and soil nail elements.

Material Eeq: kPa Sh: m Ddh: m EI: kN·m−2·m−1 EA: kN·m−1 Model

Nail elements (top nine rows) 2.10 × 108 2.50 0.08 1.38 × 102 3.81 × 105 Elastoplastic
Nail elements (lower four rows) 2.10 × 108 2.00 0.08 1.72 × 102 4.79 × 105 Elastoplastic

Reinforced shotcrete facing - - - 2.50 × 103 3.00 × 106 Elastic

Eeq = equivalent modulus of elasticity for grouted soil nails, Sh = horizontal spacing, Ddh = diameter of drill holes,
EI = bending stiffness, EA = normal or axial stiffness.

3.2. Probabilistic Framework

Random fields were employed to formulate the variability of actions and material properties
in a probabilistic framework. Three variables were paired into sets of stochastically dependent and
stochastically independent parameters to first study the general impact on the serviceability and
stability of uncertain input parameters, and then to seek the difference between two variable pairs and
impacts on design.

To study the impact of water level variation and subsequent alterations to the apparent cohesion
of cemented soils (i.e., design scenario 1: Stochastically dependent variables), random set realizations
were defined using two datasets of equal probability (Table 3). Water level and cohesion were varied
from the lower-bound to the upper-quartile in the first dataset; and from the lower-quartile to the
upper-bound in the second dataset. A further two input data sets were defined using a stochastically
independent hydraulic gradient and water level (i.e., design scenario 2) to revisit the stability and
performance of the support system (Table 3).

Table 3. Input random sets for two design scenarios.

Dataset C’: kPa WL: mAOD I

Scenario 1
Set 1 20~24 79.75~86
Set 2 22~26 85~88

Scenario 2
Set 1 79.75~86 0.1~0.15
Set 2 85~88 0.15~0.2

C’ = drained cohesion, WL = water level (post excavation), I = hydraulic gradient, mAOD = metres above
ordnance datum.

The water level was varied to match the captured fluctuations through the construction time,
between 79.75 to 88 mAOD (i.e., 16 to 24.3 mbgl); the discharge rate at the face of excavation, representing
a hydraulic gradient range of 0.1 to 0.2, was also varied. The hydraulic gradients were assigned to the
model by introducing a head different between the phreatic line—cut intercept and the vertical model
boundary. A head difference of 1V:10, 1.5V:10, and 2F.0V:10 H simulated hydraulic head gradients of
0.1, 0.15, and 0.2, respectively. For the water level to adapt itself during excavation with the location of
drain points, a set of representative fixed hydraulic head values were assigned to drain points and
the model’s boundary for every phase of submerged excavation. The flow of the groundwater was
stemmed from the natural hydraulic gradient, submerged excavation, and activation of drains. On the
FE model, this condition was met by drawing inclined water levels and performing groundwater flow
calculation. Interface elements were activated during the groundwater flow calculation to prevent
flow through the wall.

The total number of realisations required to run a meaningful random set analysis is outlined
through Equation (1) [18]:

Nc = 2n
N∏

i = 1

ni (1)
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where N is the number of basic variables and ni the number of sources available for each variable.
Therefore, with a total of two basic variables, 16 realisations are required for random set analysis,
outlining the data that feeds the cumulative probability distribution function in the form of probability
boxes (i.e., p-box). It does mean that increasing the number of variables increases the output
exponentially, therefore a thorough sensitivity analysis to identify critical parameters is generally
advised. Focusing solely on univariates from the data sets, Figure 2 presents four p-boxes, highlighting
the upper and lower bounds for each variable.
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Figure 2. Range of input variables in RS p-Box; scenario 1: Stochastically dependent variables: Water
level and cohesion, scenario 2: Stochastically independent variables: Water level and flow rate.

For u = (x1, . . . , xn), where xi is the variables, n is the total number of variables, and u is the vector
of set value parameters, a random relationship can be defined in the Cartesian form of x1 × . . .× xn.
This renders a vector of combinations of basic variables. In this research, two basic variables are
deployed to form four combinations of basic variables; these are discussed in Sections 3.2.1 and 3.2.2
for two design scenarios.
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3.2.1. Design Scenario 1

Drained cohesion (C’) and water level (G) were adopted as variables and used to build two random
sets. The combined relationship between the two variables was presented in the form of a vector and
defined by the 16 realisations arranged into four combinations, as illustrated in Equation (2) (below):

G×C =
{
(G1, C1)1, (G2, C1)2, (G1, C2)3, (G2, C2)4

}

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

G1,LL, i1,LL G2,LL, i1,LL G1,LL, i2,LL G2,LL, i2,LL

G1,LU, i1,LU G2,LU, i1,LU G1,LU, i2,LU G2,LU, i2,LU

G1,UL, i1,UL G2,UL, i1,UL G1,UL, i2,UL G2,UL, i2,UL

G1,UU, i1,UU G2,UU, i1,UU G1,UU, i2,UU G2,UU, i2,UU

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

79.75, 20 86, 20 79.75, 22 86, 22
76.75, 24 86, 24 79.75, 26 86, 26

85, 20
85, 24

88, 20
88, 24

85, 22 88, 22
85, 26 88, 26

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2)

where G is water level, C is cohesion, L denotes the lower bound, and U denotes the upper bound.

3.2.2. Design Scenario 2

Hydraulic gradient (i) and water level (G) were adopted as variables and used to build two random
sets. The combined relationship between the two variables was presented in the form of a vector and
defined by the 16 realisations arranged into four combinations, as illustrated in Equation (3):

G× i =
{
(G1, i1)1, (G2, i1)2, (G1, i2)3, (G2, i2)4

}

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

G1,LL, i1,LL G2,LL, i1,LL G1,LL, i2,LL G2,LL, i2,LL

G1,LU, i1,LU G2,LU, i1,LU G1,LU, i2,LU G2,LU, i2,LU

G1,UL, i1,UL G2,UL, i1,UL G1,UL, i2,UL G2,UL, i2,UL

G1,UU, i1,UU G2,UU, i1,UU G1,UU, i2,UU G2,UU, i2,UU

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

79.75, 0.1 86, 0.1 79.75, 0.15 86, 0.15
76.75, 0.15 86, 0.15 79.75, 0.2 86, 0.2

85, 0.1
85, 0.15

88, 0.1
88, 0.15

85, 0.15 88, 0.15
85, 0.2 88, 0.2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(3)

where, G is the groundwater level, i is the hydraulic gradient, L denotes the lower bound, and U
denotes the upper bound.

Series of FE computations were performed to accommodate the entire random set of realizations
using the Plaxis 2D code and outputs, including stresses, strains, and moments, for the structural
element and the system as a whole were collated. These were presented on probability boxes and in
terms of the lower and upper bounds, allowing the FE outputs to be contrasted with the deterministic
FE analysis results, in-situ measurements, or equivalent parameters calculated in compliance with
common codes of practice (i.e., ultimate and serviceability limit states).

3.3. Ultimate and Serviceability Limit States

The benchmark soil nail support system was designed using the mean ground properties
summarized in Table 1 and for mean water level conditions. Ultimate limit states were determined in
compliance with the British Standard BS 8006-2:2011+A1:2017 [19] and US Department of Transportation
Federal Highway Administration FHWA-NHI-14-007 code [5] of practice and the methods used are
revisited in this section. Limit states were used as index parameters. The most probable limit states
derived from random set FE analysis were compared and contrasted on probability boxes with index
parameters to examine the effectiveness of the probabilistic framework and implications of use of
factored mean values representative of variable ground conditions.
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This section summarises the limit state index parameters used in this study and methods deployed
for their measurement.

3.3.1. Serviceability of Flexible Facing

The serviceability of the shotcrete lining was calculated here using [20]. To assess the serviceability
of the facing, the admissible normal force needs to be greater than the working normal force, along the
facing. The admissible (or allowed) normal force is formulated in Equation (4):

Nmax =
fcd
Fs

(
1− 2

e(x) + ea

Fsd

)
(4)

where Nmax is the maximum normal force, fc is the uniaxial compressive strength of facing (here about
17 MPa), ea is the eccentricity tolerance (here about 3 cm), e(x) is the eccentricity (M/N = working
bending moment (FHWA equations)/working normal force (FHWA equations or FE computational
analysis), d is the thickness of the facing, and Fs is the partial factor (1.65). The bending moment is
calculated for the wall profile segments, considering the facing as an indeterminate continuous beam,
made up of segments. The values of Nmax provide the data to determine the serviceability of facing
through Equation (5):

g(x) = Nmax −N (5)

where g(x) is the serviceability function and for g(x) < 0, the shotcrete wall would be likely to fail
through cracking.

3.3.2. Bending Moments along Flexible Facing

To define the maximum bending moment along the shotcrete wall facing, the formulations offered
for granular soils in the design code [21] for deep excavations were adopted and presented in Equations
(6)–(11). For the soil fiction angle, ∅, the mean value for retained soils from the ground level to the bed
of excavation was considered in the analysis. For standing groundwater, CIRIA [22] allows the use of
the triangular water hydrostatic pressure envelope, with water pressure, Uw, gaining value with the
depth of the submerged soil, hw:

P[kN/m2] = 0.65γ×H ×Ka (6)

Ka = tan (45− 0.5∅)2 (7)

Uw = hw·γw (8)

w =
0.65γ·H2·Ka

H − 1
3 H1 − 1

3 Hn+1
(9)

w =
0.65γ·H2·Ka + γw

(
hw − 2

3 Hn+1
)

H − 1
3 H1 − 1

3 Hn+1
(10)

M =
wL2

10
(11)

where M is the bending moment, w is the maximum uniformly distributed lateral load, H is the total
height of the retained soil at the end of excavation, γ is the mean bulk density of the soil behind the wall,
H1 is the highest soil nail’s length of embedment, and Hn+1 is the distance between the lower-most nail
and the bed of excavation. To find the value of the maximum bending moment, L can be substituted
for the maximum vertical length of the nail influence area (Sv) along the inner wall, in compliance with
the recommendations of [23].
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3.3.3. Axial Mobilized Force in Soil Nails

As per the recommendations of [5], soil nails were designed to carry the maximum possible
axial force mobilized (Tmob.) at each elevation. The maximum mobilized axial force in soil nails was
formulated using Equations (12) and (13) for the end of construction conditions and outer and inner
walls, respectively. Tmob. excludes the effect of surcharge pressure at the ground level:

Tmob. = (0.65− 0.75)γ·H·Ka·Sh·Sv (12)

Tmob. = (0.32− 0.37)γ·H·Ka·Sh·Sv (13)

where γ is the soil unit weight, Ka is the lateral pressure coefficient, Sh is the horizontal spacing of nails,
Sv is the vertical spacing of nails, and Sh ×Sv is the influenced area surrounding each nail. The mobilized
axial force should be lower than the failure load (ultimate resistance), which can be determined for
each reinforcement bar by multiplying the steel yield strength by the bar’s cross-sectional area. This is
a conservative approach as steel bars sit within grouted drill holes.

3.3.4. Lateral and Vertical Displacements

The actual lateral ground movements of the support system, originally designed using the mean
factored material properties (Table 1) and actions, were measured in situ using laser deflectometers
during and after construction. Survey data taken from nine reflectors installed at 97 mAOD and along
the section of interest in this study were used as a benchmark for an assessment of the efficiency of the
adopted probabilistic framework. The vertical displacement of the support system evaluated using the
random set framework was contrasted with values from the analytical methods recommended in [21]
code and in Equation (14):

δν =
(
δυ
H

)
i
×H (14)

where δν is the ground vertical movement, H is the total height of the retained soil, and
(
δυ
H

)
i

is the
coefficient of the soil properties.

4. Results

4.1. Design Scenario 1: Stochastically Dependent Variables

FHWA compliant calculated limit states are projected on belief and plausibility distribution
functions [18] in Figure 3 for stochastically dependent cohesion and water level variables.

Limit states values pertinent to four realizations for each combination were sorted to derive the
focal point extremes (i.e., minimum and maximum values). Middle values were discarded, and extremes
were presented on the probability box in form of one step in the cumulative distribution function. As
such, every step on the probability boxes represents extreme values for four random set combinations.
Extreme values were sorted to form the upper and lower bound stepped line for each limit state.
In Figure 3, the line marking the 0.5 cumulative probability represents the most likely values for each
limit state, and the dashed line represents the index parameter either determined by the FHWA code
of practice or measured in-situ. Lower and upper bounds are presented with stepped thick lines,
with the space between representing possible values in the face of uncertain cohesion and water level.
Table 4 summarises the design’s maximum axial force (Tmax) in soil nails 8 (submerged inner wall),
6 (middle wall), and 3 (outer wall) based on mean soil and water parameters. In Figure 4a–c, the design
axial force for all walls falls within the probabilistically determined likely range and is relatively closer
to the lower-bound line. This suggests that while the conventional design practice gives a reliable
estimation of the soil nail axial force, variability of the water level can yield greater orders of axial
loads, which is technically unexpected. While limit states are not reached and the system remains
stable, the excessive axial forces in soil nails can impact the predicted ground lateral movements.
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Figure 3. FHWA compliant limit states (index parameters) on RS p-Boxes and in relevance to the lower
bound, upper bound, and most likely limit states in the face of uncertainty; (a) maximum mobilised
working axial load in the eighth nail from ground level on the submerged inner wall, (b) maximum
mobilised working axial load in the sixth nail from ground level on the middle wall, (c) maximum
mobilised working axial load in the third nail from ground level on the upper wall, (d) maximum
mobilised axial load along the inner submerged shotcrete facing, (e) maximum mobilised bending
moment along the inner submerged shotcrete facing, and (f) global factor of safety.
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Table 4. Maximum normal force in the soil nail results.

Diameter: mm
Distance from

Crest: m
Horizontal
Spacing: m

Vertical
Spacing: m

Maximum Normal
Force: kN/m

Failure
Load: kN/m

D H Sh Sv Tmax Tf
Nail 8 28 21.5 2.5 2.25 265.8 255.4
Nail 6 32 16.2 2.5 2 192.46 333.6
Nail 3 32 9.68 2.5 2.5 106.37 333.6

Figure 4. Re-distributed phreatic line following steady state flow and with relevance to drain points;
input pre-excavation hydraulic gradients into the FE models: (a) i = 0.1, (b) i = 0.15, (c) i = 0.20.

Using Equations (10) and (11), the mobilised bending moment on the critical submerged inner
facing is 69.5 kNm·m−1, an order which is within the bounds of the upper and lower limit of the
cumulative distribution function. It appears that the upper bound offers the most accurate estimation
of mobilised moments, being consistent with the equivalent FHWA compliant index value (Figure 3e).
Most likely the global factor of safety ranges between 1.094 to 1.120 (Figure 3f).

Figure 5 presents the p-box of the lateral and vertical displacement of the system in relevance with
the measured lateral displacement at the end of construction and the design vertical displacement,
taking the mean material properties and actions. The design’s vertical displacement and in-situ
measured lateral displacements were within the bounds and within the most-likely values, which, in
the case of vertical displacements, appears to be a broad range. As such, the random set framework
does not appear to be as useful in determination of vertical displacements at ground level. This can be
due to the poor choice of variables or small size of the ground investigation data sets [18].

Figure 5. Serviceability limit state; post-construction (a) lateral displacements, (b) vertical displacement.
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4.2. Design Scenario 2: Stochastically Independent Variables

Implications of Seepage

Following seepage analysis (i.e., steady state flow analysis for end-of-construction stage) and
for a low 0.1 hydraulic gradient and water level varying from 79.75 to 88 mAOD (scenario 2, set 1,
lower-bound flow rate), it appears that the phreatic line passes from the toe of the excavation with
a discharge rate of 0.018 to 0.037 m3/day/m, with no outflow through the drains. With an increase in
the hydraulic gradient from 0.1 to 0.15 and 0.2, a re-distributed phreatic line appears to raise towards
the drains, forming an outflow zone between the middle drain and the bed of the excavation (Figure 4).
Discharge rates gained at drain points range between 0.018 to 0.037 m3/day/m. For a hydraulic gradient
of 0.2, in particular, the re-distributed water table rose further to reach the upper drain, which is
consistent with the imposed greater flow rates towards the drains. This is just above the design’s mean
water level (under no seepage). The combined impact of flow through the inclined drains and change
in geometry due to excavation led to alterations of the water level, causing drag and possible excessive
hydrodynamic stresses. The equivalent enhanced hydraulic gradient appeared to be in the range of 0.16
to 0.19 (for pre-construction, original gradient of 0.15) and 0.22 to 0.24 (for pre-construction, original
gradient of 0.2). This can have significant impacts on the lateral displacement of the retained wall.
Figure 6 shows the impact on the lateral displacement at the reflect point (i.e., crest) and maximum
lateral deflection of the water level and hydraulic gradient combined. The more pronounced impact
of the hydraulic gradient as compared with the water level is obvious. Generally, the re-distributed
water table is observed to strike the drains instead of the lining; this naturally yields lower pore water
pressures immediately behind the facing, which is welcomed.

Figure 6. Impact on the lateral displacement of the water level and hydraulic gradient; (a) displacement
at the reflector level (97 mAOD, near crest), (b) maximum displacement.
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Limit states values pertinent to four realizations for each combination were sorted to derive the
focal point extremes (i.e., the minimum and maximum values) and are presented in Figure 7 in the
form of a series of probability boxes in the form of one step in a cumulative distribution function. Every
step on the probability boxes represents extreme values for four random set combinations. Extreme
values were sorted to form the upper and lower bound stepped line for each limit state.

Figure 7. RSFEM modelling results on the p-Box; scenario 1: Stochastically dependent variables: water
level and cohesion, scenario 2: Stochastically independent variables: water level and flow rate.

The most likely global factor of safety ranges between 1.01 to 1.08 (as compared with design
scenario 1, 1.094 to 1.120). The lower and upper bounds appear to offer a relatively wider range of
most likely values, which is a welcomed event.

The FE predicted wall lateral deflection values for eight realisations (uxR) at the crest of excavation
(i.e., the reflector point) are summarized in Table 5 for seepage conditions. In Table 5, z is the
standardised normal variable, which represents the deviation of wall lateral deflections from the mean
value, and subscripts LB, LQ, UB, and UQ denote the lower-bound, lower-quartile, upper-bound,
and upper-quartile, respectively. Equation (15) formulates the z parameter:

z =
uxR − ux

δ
(15)

where ux represents the mean deflection value and δ the standard variation, based on the FE-predicted
and field actual values combined (ux = 61.1 mm and σ = 16.5 mm).
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Table 5. Lateral deflections from FE analysis: maximum values at reflector point.

GLB,iLB GLQ,iLB GUQ,iLB GUB,iLB GLB,iUB GLQ,iUB GUQ,iUB GUB,iUB

uxR: mm 41.1 45.9 49.0 55.2 58.2 64.8 69.2 76.5
z –1.2 –0.9 –0.7 –0.3 –0.1 0.2 0.5 0.9

G = Water level, I = hydraulic gradient, LB = lower-bound, UB = upper-bound, LQ = lower quartile,
UQ = upper quartile.

According to Table 5, realisations with the lowest z-values (arguably more realistic) represent
combinations of the upper-bound head gradient with the lower-bound and lower-quartile water level,
respectively. This suggests that [1]: When maximum hydraulic gradient occurs at a low water level
(i.e., the dry season), the predicted serviceability is closest to the actual systems’ serviceability at the
ground surface level, where lateral displacements should crucially fall within admissible limits to
restrict any damage to neighbouring structures (GLB, iUB in Table 5). Changing climatic conditions are
generally believed to appear in the form of periods of intense rainfall over prolonged dry seasons;
Ref [2] FE contour outputs suggest that drains are ineffective for the flow of groundwater under
a lower-bound hydraulic gradient. This suggests that for piping to be mitigated, toe drains are required
to be designed for lower-bound hydraulic gradient values. Drains, on the other hand, appeared to be
fully functional for flow under upper-bound values of the hydraulic gradient. Drains are advisable to
be designed for upper-bound hydraulic gradient values.

Figure 7 shows the probability distribution of post-construction serviceability of the system as
a function of both stochastically dependent and independent variables.

Figure 8 illustrates the variation of the extreme values of the working normal force, together with
the extreme values of the bending moment for the two modelling scenarios. The FE-predicted values
can be contrasted with the computed values using the common FHWA code of practice.

Figure 8. Post-construction deterministic FE predicted mobilised actions on the inner lining: Scenario
1: Stochastically dependent variables: water level and cohesion, scenario 2: Stochastically independent
variables: water level and flow rate.

Following the variation of the water level and possible mineral dissolution, the simplifications
adopted in the conventional design practice appear to be admissible, as the calculated bending moment
values match the upper-bound predicted values. In this, although the conventional design tends to
neglect the effect of water level variation and possible impacts on soil strength, the resulting moment
values are reasonably conservative.

For scenario 1, the below observations were made:

- Lower-bound water level and upper-bound cohesion (representing dry season with maximum
cementation) yielded the maximum factor of safety among the deterministic models.
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- Figure 8 shows the variation of the maximum bending moment on the inner wall (i.e., submerged)
for the eight modelling scenarios. Solid lines represent the FE-predicted values, whereas the
dashed line infers the designed mean bending moment according to the FHWA-IF-99-015 (1999)
recommendations. Bending moment values derived from the FHWA formulation match those of
the upper-bound RS values and as such are of reasonably good credibility.

For soil nails above the water level (at all times), the designed mobilised tensile forces’ (FHWA
compliant) formulation closely matched those of the upper-quartile FE-predicted RS values. Where soil
nails are located within the zone of water level variation, the design’s maximum tensile forces match
the lower-bound values from the random set FE analysis. This shows the relatively small significance
of the water level and cohesion variation in the determination of design actions of reinforcement nails.

5. Conclusions

A real-world deep excavation problem incorporating soil nailing was analysed and revisited,
employing the random set finite element method to test the viability of the probabilistic frameworks in
solving complex geotechnical problems, where spatial variability is prevalent. Two input data sets were
established from a range of available ground investigation reports, and analysed together with field
wall lateral displacement data that was captured over several months during and post-construction.
The drained cohesion, hydraulic gradient, and water level were adopted as uncertain parameters for
a critical cemented granular layer of soil stratum in the light of its susceptibility to mineral dissolution.

To study the impact of water level variation and subsequent alterations to the apparent cohesion
of cemented soils (i.e., design scenario 1: stochastically dependent variables), random set realizations
were defined using two datasets of equal probability. A further two input data sets were defined
using stochastically independent hydraulic gradient and water level (i.e., design scenario 2) to revisit
the stability and performance of the support system. For each scenario, four combinations were
generated that contained 16 realisations; in other words, the infinite combinations of stochastically
dependent and independent variables were reduced to 16 likely cases that were modelled using the
FE Plaxis 2D code. The results obtained from the RS-FEM analysis were processed into cumulative
distribution functions and then compared with design limit states (in compliance with the FHWA code
of practice), and in-situ wall lateral displacement data taken from nine reflectors installed near the
crest of excavation. The design limit state values were found to be generally consistent with the range
of likely limit states offered by the RS-FEM framework and mostly lie within the most-likely range
between the upper and lower bounds.

When considering the stochastic variables for the random field theory, careful reflection must
be undertaken when making use of the hydraulic gradient as a critical variable, mostly due to the
variables’ inability to predict material uncertainty. When considering the actions of the system, both the
hydraulic gradient and cohesion variables produce a positive conclusion, which correlates well with
the measured deflections and design limit states. A key positive of using cohesion as a stochastic
variable is the insight that both the material and action responses match positively with the measured
and observed results.

Retrieving good quality undisturbed samples to determine the shear strength of cemented granular
soils continues to be a challenge. In a probabilistic framework, the tendency is to limit the uncertainty
in the measurement of soil properties and to emphasise the variability of accurately measured soil
properties; this is not plausible for the drained cohesion of cemented granular alluviums. A scope for
replacing cohesion with a more reliably measurable alternative parameter is welcomed. This work
outlines the benefits and limitations in using seepage and water level parameters as stochastically
independent variables.
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Abstract: The alkali–silica reaction is a chemical phenomenon that, by inducing expansion and the
formation of cracks in concrete, can have a severe impact on the safety and functioning of existing
concrete dams. Starting from a phenomenological two-phase isotropic damage model describing the
degradation of concrete, the effects of alkali-silica reaction in an existing concrete gravity dam are
evaluated and compared with real monitoring data. Considering the real temperature and humidity
variations, the influence of both temperature and humidity are considered through two uncoupled
diffusion analyses: a heat diffusion analysis and a moisture diffusion analysis. The numerical analyses
performed with the two-phase damage model allow for prediction of the structural behaviour, both
in terms of reaction extent and increase of crest displacements. The crest displacements are compared
with the real monitoring data, where reasonably good agreement is obtained.

Keywords: alkali-silica reaction; damage; existing concrete dam; finite element analysis; temperature;
saturation degree

1. Introduction

The alkali–silica reaction (ASR) is a chemical phenomenon that may occur over time in concrete
between the alkaline cement paste and the reactive silica present in some kinds of aggregates. This
reaction causes expansion of the altered aggregate by the formation of a viscous gel, which increases in
volume when absorbing water. This gel exerts an expansive pressure inside the siliceous aggregate
and/or at the interface between aggregates and the cement paste, causes spalling and loss of stiffness of
the concrete and, finally, leads to the formation of cracks [1]. While ASR can be avoided in new concrete
structures by the selection of non-reactive aggregates and/or by the chemical composition of cement
(which determines the alkali ion concentration in the pore solution [2]) and additions [3–5], ASR can
lead to serious cracking in concrete structures built several decades ago in very wet environments
(e.g., dams), resulting in critical structural problems. It takes many years for the reaction to develop
and the symptoms to become visible, in terms of an increase in displacements and of a pattern of
diffuse localized micro- and macro-cracks [6]. Several examples of important concrete structures,
such as dams or shielding in nuclear plants, subject to ASR have been reported in the literature (see,
e.g., [7–9]).

The expansion of concrete as a result of the reaction between cement and aggregates was
first studied in [1]. Since then, much research effort has been devoted to describing the reactions
occurring between aggregates and cement paste, in order to experimentally characterize the consequent
expansion (as in [10]) and to develop material models to describe the mechanical effects at different
scales (see, e.g., [11,12]) but, very often, there is a lack of validation of the proposed models at
a structural level, as has been pointed out in [13]. Significant examples of analyses conducted on dams
affected by ASR can be found in [14–17].
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The purpose of this paper is to further validate the bi-phase damage model proposed in [18]
by simulating the experimental campaign reported in [19] and to present a case study concerning
the analysis, using that model, of a real concrete dam affected by ASR. As the kinetics of ASR
strongly depend on the evolution of the temperature and humidity, as described in [20,21], we use
real monitoring data of temperature variations and air humidity to compute the temperature and
degree of saturation fields through preliminary heat and moisture diffusion analyses. Then, following
a weakly coupled strategy, we perform an elasto-damage analysis, which allows for computation of
the displacement evolution and the damage patterns.

2. Bi-Phase Damage Model

In this section, a brief summary of the chemo-damage model is given (for details, see [18]). At the
meso-scale, concrete affected by ASR is described as a two-phase heterogeneous material constituted
by a solid skeleton s and a wet gel g produced by ASR. The total volume V is, hence, divided into Vs,
the solid volume, and Vg, the volume occupied by the dry gel dg, liquid water w, and the vapor and
air phase va (see Figure 1).

Figure 1. Schematic representation of the assumed bi-phase model.

Assuming small strains and quasi-static conditions, the compatibility and equilibrium equations
for the bi-phase solid are

ε =
1
2
(gradu + gradTu), (1)

divσ + ρb = 0, (2)

where ε is the small strain tensor of the skeleton; u is the skeleton displacement; σ is the Cauchy stress;
ρ = ρs(1 − φ) + ρgφ is the mass density (ρs and ρg being the intrinsic solid and fluid mass densities,
respectively); and ρ b is the body force of the combination of solid and fluid. In this model, the variable
which accounts for the gel formation and expansion (considered simultaneously) is the volumetric
fraction of the wet gel,

ζg =
Vg

V
. (3)

To take into account the influence of humidity and temperature, the degree of saturation
Sw = Vw/(V − Vs − Vdg) and the temperature T are included as additional state variables and proper
conservation and transport laws are necessary. In particular, by combining the mass conservation law
for liquid water and the transport law for moisture in its liquid form, as proposed in [22], and the
relation between the water pressure and the degree of saturation given by the experimental capillarity
curve (see, e.g., [23]), one obtains the non-linear transport law for moisture (in its liquid form) as

div(Dw gradSw) + φw
∂Sw

∂t
= 0, (4)
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where Dw is the permeability of concrete, dependent on the degree of saturation Sw

Dw(Sw) = m1 m2

(
1 − 1

m2

)
k

[1 − (1 − S1/m3
w )m3 ]2

[ηw S(1/2+m2)
w (S−m2

w − 1)1/m2 ]
, (5)

where m1, m2, and m3 are material parameters; k is the intrinsic permeability; and ηw is the
dynamic viscosity.

Regarding the temperature, the heat conservation law, combined with linear and isotropic Fourier
conduction laws, gives the following heat transport law

C
∂T
∂t

= div(DT gradT), (6)

where C is the volumetric heat capacity of concrete and DT is the isotropic heat conductivity coefficient.
In a bi-phase model, the stress σ is the sum of the effective stress σ′ (acting on the skeleton) and

of the stress -bp1 (acting on the fluid phase), where b is Biot’s coefficient and p is the fluid pressure
(see [24]). In the bi-phase model proposed in [18,25], the fluid phase is constituted of the wet gel and
the material behaviour is assumed to be elastic with isotropic damage. The state equations, hence, read

σ = (1 − D) [2G e + K (trε − α θ)1]− b p 1, (7)

p = −(1 − D) M (b trε − ζg − αg θ), (8)

where G and K are the shear and bulk moduli of the homogenized concrete skeleton, respectively; e is
the deviatoric strain tensor; M is the Biot modulus; α and αg are the volumetric coefficients of thermal
expansion of the skeleton and of the gel, respectively; θ = T − T0 is the temperature variation, with
respect to a reference temperature T0; and D is the isotropic damage variable.

The constitutive model is completed by the definition of the evolution law for the gel volume
content, assumed to be proportional to the reaction extent ξ, a phenomenological internal variable
varying from 0 to 1,

ζg =
K + M b2

M b
ε∞

ASR ξ, (9)

where ε∞
ASR is the free asymptotic volumetric expansion due to ASR in the isothermal fully saturated

case (Sw = 1).
The following form for the reaction rate is considered:

ξ̇ =
〈 fSw − ξ〉

t̃
, (10)

with

fSw =
1 + b1 exp(−b2)

1 + b1 exp(−b2 Sw)
, (11)

where b1 and b2 are material parameters, which are calibrated with experimental data.
In the present work, the following law for the intrinsic time t̃ is assumed, as in [18]

1
t̃
=

ξ
fSw

+ exp(− τlat
τch

)

τch (1 + exp(− τlat
τch

))
, (12)

where τlat and τch are defined as (with i = lat, ch)

τi(T, Sw) =

⎡
⎣τi(T̄, 1) +

τi(T̄, 0)− τi(T̄, 1)

1 + c1iexp
[
− c2i(1−Sw)

Sw(1−Sw)

]
⎤
⎦ exp

[
Ui

(
1
T
− 1

T̄

)]
, (13)
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where Uch and Ulat [K] denote the Arrhenius activation energies, representing the energy that must be
reached for a chemical reaction to occur.

For simplicity, and in view of the specific application of this paper, we only consider the activation
of damage for prevaling tensile stress state, instead of the more general bi-dissipative damage
model [26]. The evolution of the tensile damage variable D is governed by the loading–unloading
conditions, defined in terms of σ and p through the inelastic effective stress σ′′ (with 0 < β ≤ b):

σ′′ = σ + β p 1, (14)

f =
1
2

s : s − at (trσ′′)2 + bt (trσ′′) h − kt h2, (15)

f ≤ 0 Ḋ ≥ 0 f Ḋ = 0, (16)

where f is the damage activation function; s is the deviatoric stress; at, bt, and kt are material parameters
governing the shape and dimensions of the elastic domain (see [26] for details); and h is the softening
function, defined as

h(D) = [1 − (D)c]0.75. (17)

The parameter c in Equation (17) tunes the specific fracture energy of the model.

3. Model Validation

The model used in this work, already employed in [18,25] to simulate the experimental campaigns
in [21,27], is here further validated by simulating the recent experimental campaign of [19,28]. In
these works, the expansion of cubic specimens (of 254 mm side) of concrete affected by ASR and
subject to multi-axial stresses was measured. The post-tensioning method of pre-stressing was chosen
as the technique to apply and sustain the desired compressive stresses in the concrete specimens.
The stress application in one direction required four high-strength bolts to be inserted into four rigid
sheaths embedded in the concrete during casting. Figure 2a shows the experimental configuration for
a three-axial stress-state application. Each bolt was stretched to a desired stress level by producing
a reaction against a pair of bearing plates placed symmetrically on the opposite surfaces of a concrete
specimen. Different dimensions of bolts allow for obtaining the average nominal compression stress in
the concrete, in a range of 0–9.6 MPa.

 
(a) (b) 

Figure 2. (a) Experimental configuration of a concrete cubic specimen with plates and bolts in the three
mutually perpendicular directions, adapt from [19]; and (b) adopted finite element (FE) mesh of one
eighth of the specimen.
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Four (three reactive and one non-reactive to serve as the control specimen) cubic specimens
were cast for each of the different stress states. Expansion for reactive specimens due to ASR
can be decoupled from the creep and shrinkage strains by taking the algebraic difference between
the expansion of a reactive specimen and the corresponding expansion of the control specimen
(non-reactive concrete) at an identical stress state. We will refer to these data as ASR-only results.
The stress was applied for 52–56 days after casting at room temperature. After 180 days, the specimens
were conditioned inside an acceleration chamber maintained at 50 ◦C and close to 100% relative
humidity to promote and accelerate ASR. During these tests, the strains were monitored in the three
directions as the average of the four measurements.

To simulate these experimental results, we assumed the mechanical parameters of concrete given
in [19] and calibrated the material parameters governing the ASR evolution with the difference between
the free expansion curves of reactive and non-reactive specimens (ASR-only data). Other material
parameters were defined according to reference values, such as the porosity φ = 0.16 (from which it
is possible to evaluate Biot’s coefficient b = 0.41) and Biot’s modulus M = 5000 MPa. A comparison
between experiments and the model result is shown in Figure 3, in terms of mean strain evolution. It
should be noted that, in these tests, the temperature conditions changed while the degree of saturation
was constant and equal to 1; therefore, according to Equation (13), the latency and characteristic times
changed. The following values were identified at 23 ◦C: τlat = 478 days and τch = 274 days while, at
50 ◦C, we have τlat = 34 days and τch = 60 days. The identified asymptotic volumetric strain is ε∞

ASR =

4.9 × 10−3.

Figure 3. Mean strain evolution in the free expansion test: Comparison between experimental ASR-only
data by Gautam, et al. [28] and model result.

In order to simulate the loaded tests in a realistic way, a finite element (FE) mechanical analysis
was carried out. In fact, the stress state within the specimens induced by the pre-stressed bolts was
non-homogeneous. In Figure 2b, the finite element model used for the simulation of the experimental
tests is shown (as the problem is symmetric, only one eighth of the cubic specimen was modelled),
in which the plates were modelled and the load was applied in the circular regions representing the
bolts. With the above parameters calibrated with the free exansion test, we simulated the tests with
uniaxial compression and biaxial compression. In Figure 4, comparisons between the experimental
data and numerical results are represented in terms of strain evolutions in the three directions. Even
though the material model was isotropic, the load-induced anisotropy of the expansion curves was
well predicted.

The difference between the expansion in the X and Y directions in the bi-axial loaded
case (Figure 4b) was due to the different locations of the loading plates on the two faces of the
cube, which induced a stress state far from being equi-biaxial at each point. The numerical simulation
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was able to predict this complex stress state and the consequent non-uniform damage pattern (see
Figure 5).

Figure 4. Comparison between experimental data of Gautam’s campaign and model results obtained
through 3D FE analysis, in terms of X, Y, and Z strains: (a) Uniaxial compression with σx = −3.9 MPa,
and (b) biaxial case with σx = σy = −3.9 MPa.

Figure 5. Contour plot of damage at the end of the biaxal expansion test in different sections of
the specimen.

4. Results and Discussion. Structural Analysis of a Concrete Dam Affected by Alkali–Silica Reaction

4.1. Numerical Approach

The model presented above allows us to perform numerical simulations, using the finite element
method, of the mechanical consequences of ASR on real concrete structures.

The approach we followed is weakly coupled. First, the histories of degree of saturation and
temperature are computed by solving the moisture diffusion problem (Equation (4)) and the heat
diffusion problem (Equation (6)) with corresponding boundary conditions, possibly varying in time.
Then, the reaction extent evolution can be evaluated, through Equation (10). As this evolution depends
on temperature and humidity, the development of the reaction is non-uniform inside the structure;
in particular, the reaction is faster in warmer parts of the dam and expansion is higher in parts where
the degree of saturation is higher.

The reaction extent, together with the external loads and temperature variations, is the input
of the elasto-damage analysis, which allows us to compute the evolution of displacements and the
damage patterns leading to the formation of cracks.
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4.2. Case Study: Gravity Dam in Canada

Reference is made to the left wing of the gravity dam of the Beauharnois power plant (Québec,
Canada), shown in Figure 6, courtesy of Hydro-Québec. The construction of the whole plant begun
in 1932 and the gravity dam, considered here, was built between 1956 and 1960. It is 21 m high (h)
and it is characterized by a base width of b = 15 m and a crest dimension of a = 3 m (Figure 6b).
The mechanical properties of the concrete and foundation provided by Hydro-Québec are collected in
Table 1. The fracture energy in tension typical of concrete characterized by a large aggregate size was
also given: G f t = 350 N/m.

Table 1. Mechanical and thermal parameters of concrete and rock for the Beauharnois dam.

Parameter Value Unit

Econcrete 26,000 MPa
νconcrete 0.21 -
ρconcrete 2365 kg/m3

fct 3 MPa
αconcrete 1 ×10−5 1/◦C

Erock 30,000 MPa
νrock 0.2 -
αrock 1 ×10−5 1/◦C

Figure 6a shows the locations of the various instruments for monitoring. The monitoring system
for the dam-foundation is represented by topographic measurements along dam crest through the
reference targets shown by black dots in Figure 6a. Displacements in the three directions (X, Y, and Z)
are measured at all reference targets. Due to ASR, an increase in the mean annual crest displacements
has been observed since 1990.

Figure 6. (a) Location of the monitoring instruments in the studied gravity dam and (b) the 2D section
s–s considered for the analyses.

Furthermore, a set of thermometers determined the temperature of the concrete in contact with
air. These values, recorded over six decades, have been interpolated by a periodic function with
a period of one year. Figure 7a shows the annual profile thus obtained: T(t) = T̄ + ΔTg(t), where
ΔT = Tmax − Tmin and g(t) is the time function with period of one year.

The reservoir-level oscillations were very limited (with a maximum oscillation of 0.2 m, from
a maximum value of 46.1 m to a minimum of 45.9 m). For this reason, a mean value of 46 m was
considered in all analyses.

The degree of saturation inside the dam was, however, non-constant due to the variation of
relative humidity of the air. The annual variation of relative humidity of the air is given in Figure 7b.
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Figure 7. Annual variation of (a) temperature in ◦C and (b) relative humidity of the air (courtesy of
Hydro-Quebec).

In view of the geometry, plane strain conditions were assumed and a 2D mesh with triangular
(3 nodes) elements was employed, as depicted in Figure 8 (for the dam foundation system). Firstly, the
temperature and humidity effects were evaluated using the diffusion analyses described previously.
Then, the mechanical analysis of the studied dam was carried out, in order to compare the structural
response obtained by the model with the real monitoring data.

Figure 8. Finite element model for the dam foundation system.

To determine the history of the temperature field within the dam, a heat diffusion analysis (by
solving Equation (6) with proper initial conditions and varying boundary conditions) should be
performed. The boundary conditions (BC) were set as follows (see Figure 9). The temperature of the
dam surface in contact with air (the downstream face and the upstream face above water) was assumed
equal to the air temperature, whose annual variation is known (as previously discussed) and shown
in Figure 7a. The upstream surface below the reservoir level, assumed constant and equal to 46 m,
was subject to a temperature linearly varying with the depth (as proposed in [29]), with an annual
oscillation similar to that of the air, T(t) = T̄ + ΔTg(t), but with different maximum and minimum
values (from 1 ◦C to 15 ◦C at the water surface and from 3 ◦C to 7 ◦C at the dam foot, as depicted
in Figure 9). The rock temperature at the external boundary was assumed constant and equal to
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4 ◦C. The specific heat capacity and thermal conductivity of concrete, given by Hydro-Québeq, were
C = 917 J/kg◦C and DT = 2.9 W/m◦C, respectively. These values were all within the quite large range
of variability of concrete thermal properties [30,31].

Figure 9. Boundary condition for the upstream face of the dam and locations of the nodes considered
for the diffusion analyses.

The procedure followed to determine the temperature at each point of the dam, at each time of
the year, and then periodically repeating, T(x, t), is schematically shown in Figure 10.

In the first step, fixing the temperature at different portions of the boundary of the dam as equal to
the mean value over one year, T̄, in air, water, and rock, a steady state analysis was used to evaluate the
stabilized temperature in the internal nodes of the mesh T(x, 0), which was used as initial conditions
for the following transient analysis.

In Figure 11a, the contour plot of the stabilized initial temperature T(x, 0) is shown.
The second step consisted of a thermal transient analysis, in which the real periodic annual

variation of air and water temperature was applied at the buondary T = T̄ + ΔTg(t). The analysis
was performed until a stabilized periodic pattern was obtained throughout the whole body of the
dam. This stabilized periodic temperature field was used as input for the following chemo-mechanical
analysis. In Figure 12a, the yearly histories of temperature at different points of the dam (A = in contact
with air, B = close to the reservoir level, and C and D = internal nodes; see Figure 9) obtained through
this second transient analysis are depicted.

The evaluation of the yearly evolution of the degree of saturation field followed the same
procedure. As in the case of thermal analyses, a preliminary moisture diffusion analysis was performed
before the transient moisture diffusion analysis.

For the first analysis, we assumed an initial uniform field for the degree of saturation, Sw =

0.85, and boundary conditions corresponding to a water level of 46 m, such that the submerged
nodes were characterized by a complete saturation, while, for the nodes in contact with air, the mean
of the sinusoidal annual variation (equal to 0.66 and corresponding to RH = 84%) was applied.
The parameters m1, m2, and m3 of the permeability were assumed, as in [22]; namely m1 = 18.62
MPa, m2 = 2.27, and m3 = 0.44. The obtained pattern of saturation degree is shown in Figure 11b.
Then, the transient moisture diffusion analysis was performed, considering the annual oscillation
of Figure 7b. Figure 12b reports the obtained stabilized yearly variations of the saturation degree at
different nodes. It should be noted that the moisture diffusive process affects the external boundary of
the structure only to a depth of about 20 cm (i.e., the depth of one element) and the degree of saturation
is constant elsewhere, equal to the imposed initial value of 0.85. Therefore, the effect of humidity on
the ASR evolution is expected to have a marginal role in the structural response.
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Figure 10. Flowchart of the heat diffusion analyses to determine the yearly evolution of the
temperature field.

Figure 11. Contour plots: (a) Stabilized temperature (in ◦C) and (b) stabilized saturation degree.

Figure 12. Histories of (a) temperature and (b) saturation degree for some nodes (A, B, C, and D) in
the dam.
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The reaction extent evolution was then computed by integrating Equation (10). No specific tests
of ASR expansion on concrete specimens of this dam were available. Therefore, we conducted several
analyses by changing the latency, the characteristic times, and the asymptotic ASR expansion within
the ranges previously established (e.g., in [18]) and, finally, we arrived at the values given in Table 2.

Table 2. Parameters for the alkali–silica reaction (ASR) model used for the simulation of
Beauharnois dam.

Parameter Value Unit

τlat(T̄, 1) 500 days
τlat(T̄, 0) 1100 days
τch(T̄, 1) 350 days
τch(T̄, 0) 700 days

ε∞
ASR 0.01 -

Figure 13 shows the evolution of the reaction extent for the points A, B, C, and D of Figure 9.
The reaction extent developed more quickly at nodes A and B, located in the upper part of the dam,
where the temperature was higher. The influence of the different degrees of saturation between points
A and B was very limited. The temperature and the reaction extent fields were then the input into the
chemo-thermo-mechanical analysis of the dam, aimed at evaluating the response due to ASR.

The development of ASR produced an overall expansion of the dam, with a permanent variation
of upstream–downstream displacements, which was superposed to the normal seasonal oscillation.
Furthermore, ASR induced damage in the material. Figure 14 shows the damage at two different time
steps. At the beginning, the damage appeared only on the external skin of the structure; the only part
affected by the external humidity conditions. This was the first manifestation of ASR development,
due to the different expansions at points with different degrees of saturation. The first macroscopic
crack in the body of the dam and visible on the surface of the structure in contact with the rock
developed 30 years after construction. One should observe that, as expected in a real massive structure
at moderate environmental temperatures, the time scale involved in the damage process due to ASR
was completely different from that of one typical in a standard test on mortar specimens accelerated
by high temperature (see, e.g., [32]). Figure 15 shows a comparison between the monitoring data
(mean values at points P1 and P2 of Figure 6a) and the numerical results, in terms of horizontal crest
displacement, positive in the downstream–upstream direction. A good agreement between them
was obtained.

Figure 13. Reaction extent of point A (downstream face), B (upstream face, upper part), C (in the bulk),
and D (close to the rock foundation) of the dam (see Figure 9 for point locations).
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Figure 14. Patterns of damage after (a) 10 and (b) 30 years.

Figure 15. Comparison between monitoring data and numerical results, in terms of horizontal
crest displacements.

5. Conclusions

In this work, a bi-phase damage model for concrete subject to the alkali-silica reaction present
in the literature was used to simulate a recent experimental campaign, as well as to perform
a mechanical analysis of an existing concrete gravity dam. In the adopted model, based on Biot’s
theory of multi-phase materials, the progressive expansion of the alkali–silica gel is described by
a phenomenological internal variable, depending both on temperature and on degree of saturation.

The structural analysis of an existing concrete gravity dam was aimed at assessing the extent of
structural damage caused by the reaction. The material parameters used in the model to define the
mechanical behaviour and the reaction development were calibrated and fixed using the monitoring
information available, provided by Hydro-Quebec.

Firstly, the effects of temperature and of humidity on the hydraulic structure were evaluated
through a heat diffusion analysis and a moisture diffusion analysis, respectively. The moisture
gradient was present only near the dowstream face of the dam and, so, its effect on the ASR
evolution was limited. Then, the solutions of these two analyses were used as input for a consequent
chemo-thermo-mechanical analysis, used to define the response due to ASR. The results, in terms of
horizontal crest displacement, were in good agreement with the available real structural data.
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Abstract: The purpose of this joint contribution is to study the maximum dynamic load concrete
dams can withstand. The so-called “dynamic capacity functions” for these infrastructures seems
now technically and commercially feasible thanks to the modern finite element techniques,
hardware capabilities, and positive experiences collected so far. The key topics faced during
the dynamic assessment of dams are also discussed using different point of view and examples,
which include: the selection of dynamic parameters, the progressive level of detail for the numerical
simulations, the implementation of nonlinear behaviors, and the concept of the service and collapse
limit states. The approaches adopted by local institutions and engineers on the subject of dam capacity
functions are discussed using the authors’ experiences, and an overview of time and resources is
outlined to help decision makers. Three different concrete dam types (i.e., gravity, buttress, and arch)
are used as case studies with different complexities. Finally, the paper is wrapped up with a list of
suggestions for analysts, the procedure limitations, and future research needs.

Keywords: dams; endurance time analysis; nonlinear; dynamic capacity; failure

1. Introduction

This paper is an extended and modified version of the contribution presented during the “3rd
Meeting of EWG Dams and Earthquakes”, which was held May 2019 in Lisbon, Portugal [1]. While
the skeleton of the presentation was kept, many new references, literature review, simulations,
and discussion were added to the paper.

Special efforts have been devoted in recent years to the dynamic assessment of large dams. High
seismicity countries went through (or are still facing) re-assessment programs for their dams [2–5].
These extensive studies are required for the lack of seismic checks on older dams, updated seismic
hazard parameters, and new seismic standards [6]. Despite the opportunities offered by modern
technologies, it is sometimes difficult to select a cost-effective (yet high-confidence) procedure for
the seismic assessment of dams. It is understandable that complex analyses make stakeholders feel
uncomfortable making risk-related decisions. For this reason, in the authors’ opinion, it is vital to find
new procedures to balance the numerical simulations with comprehensible outcomes (i.e., the capacity
curves’ appreciation is easier than the judgment of stress map outputs qualitatively).

The seismic analyses of large dams must consider the following features [7,8]: specific seismic hazard
assessment [9–11], step-by-step analysis approach [12], soil-structure interaction [13], fluid–structure
interaction [14], and the system’s nonlinear behavior [15,16]. It is a common opinion that concrete
dams (especially arch dams) are unique prototypes, each having their own behavior. Even more so, it is
generally expected that the seismic response of the concrete dams should be considered with an opportune
degree of distinction between different case studies. Previous experiences on the application of capacity
functions [17,18] demonstrated that using certain classification rules, the overall seismic behavior of
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concrete dams may be similar, especially towards the failure point. This aspect should exhort the
scientific community and the best practice of the sector to consider capacity functions as a way forward.

While the precise time history analysis for concrete dams with dam-specific ground motion
records has been the subject of much research, this paper provides a framework to estimate the
capacity of dams with a novel technique. Therefore, the objective is not to validate a numerical
procedure, but to provide the best estimate of the nonlinear seismic response at different shaking
intensities, as well as the failure capacity. This will be accomplished using some examples showing
the advantages and limitations of this approach. A summary of conventional procedures available
to extract the capacity functions is also discussed. Special attention is offered to the Endurance Time
Analysis (ETA) method [19]. Finally, a technical discussion is presented on the benefits that capacity
functions can add to the dam industry and public interests.

1.1. International Experiences in the Seismic Assessment of Dams

Following a period in which the lack of regulations permitted designing and building dams
without or with too simplified seismic design principles, the necessity to cope with the safety
reassessment of these dams and to select the right method to evaluate their performance during
the earthquake event is now well recognized. Despite the variety of seismic safety approaches in dam
engineering, the concept of “risk assessment” is, implicitly or explicitly, present in all technical codes
used in most of the developed countries, e.g., [2–5].

In Switzerland, which recently has undertaken the task of re-assessing the dams [20], some
outlines are provided on the framework and efforts required to manage the dams’ portfolios, referring
to their risk classification. After 10 years required to assess 208 dams, important outcomes and lessons
learned have been collected by the Swiss experience. It is worth noting that the cases appeared to be
non-compliant with the standards where generally dams had problems primarily in static conditions or
unusual design concepts. According to OFEG [21], a lower occurrence probability should be expected
for earthquakes, when the failure consequences are very high at the downstream. However, it does
not provide any indication on the earthquake level leading to dam failure.

Other European countries followed the example of Switzerland for seismic assessment of their
dams. For instance, recently adopted dam safety regulations introduced risk concepts such as the
residual safety margin of the dam against seismic actions, a kind of qualitative evaluation of the dam’s
capacity. Despite this, it is still necessary to bridge the gap between the seismic response determined for
the target seismic levels, mainly collapse and serviceability Limit States (LSs), and the dams’ ultimate
capacity. Considering this, it appears clear where the so-called “capacity functions” may play their role.

The proposed engineering guide for seismic risk of dams in the U.K. guidelines is based on the
dam category and has three main features [22]: the probability of occurrence of an earthquake larger
than the Maximum Scenario Earthquake (MSE), the vulnerability of the dam, and the consequences
of the failure. The French guide [23] is mainly focused on gravity dams. It covers the fundamental
stability analysis for sliding LS with a focus on material strength. There is no new recommendation
concerning seismic loads [24]. Similar experiences can be found in other countries such as India [25],
Japan [26], and Turkey [27].

1.2. An Overview of Seismic Assessment Procedures

To evaluate what may be called the “failure” or “critical earthquake” of a concrete dam, it is
necessary to put in place a numerical model and a seismic assessment procedure to consider the
most important aspects involved. Considering recent advancements in computer science, the idea
to investigate the nonlinear behavior of concrete dams towards collapse is becoming more common
among researchers and engineers. Despite the excellent work done or planned in the future, the greatest
obstacle for nonlinear analysis and capacity functions is the formal definition of acceptable damages
against the different LSs used in the modern structural codes. At the current stage, we can simulate
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the structural performance decay of these structures, but we have no practical guidelines to indicate if
their expected behavior is acceptable other than subjective engineering judgment.

In the buildings sector, the capacity functions are used to demonstrate that the design target
and the actual structural ductility are met [28,29]. A similar route can be expected for dams,
with appropriate procedures for the definition of “failure modes” and “limit states”. An important
aspect to be considered is the confidence with the methods used to produce the capacity functions.
In the buildings sector, the use of nonlinear static pushover analysis is considered common practice [30].
Pre-defined load patterns are used to reproduce the effects produced by earthquakes. This loading
pattern is then increased through a scale factor to produce the damages of the main structural elements
until the point of collapse. Based on the authors’ experience, it is not possible to use the same procedure
for dams. This is due to the different way the dam and the surrounding domains, foundation and
water, react against the seismic actions. For this reason, it is more reasonable to use a bespoke dams
sector approach. This may consist of nonlinear dynamic analysis procedures where all the mechanism
involved in the response can be included and properly captured without limits associated with
standardized pseudo-static forces (pre-defined load pattern shapes increased monotonically).

A capacity function determined for a concrete dam under dynamic/seismic forces is always
associated with concurrent actions, namely dead weight, thermal loading, and hydrostatic pressure,
applied to the dam before the seismic excitation. In addition, the seismic actions are characterized
by their spatial variation using three directions of the seismic action and concurrency factors.
The numerosity of the combinations suggests that capacity functions cannot be developed for all
of them. A procedure is then necessary to perform a screening of the most critical combinations.
The proposed approach is to start with simplified linear pseudo-static procedures, move to linear
dynamic analysis, and finally nonlinear dynamic analysis. This approach is also giving assurance on
the validity of the analysis methods while more detailed aspects are introduced, a concept already
introduced within technical guidelines. In this case, the capacity function represents the last step of a
series of analyses that are code compliant.

Developing a capacity function requires that the numerical model is capable of accounting for
the main nonlinearities in the dam-foundation-reservoir system during an earthquake. For gravity
dams, the sliding at the base, or at the weaker lift joints, is one of the main failure modes expected [31].
This phenomenon can cut off the seismic excitation acting as a seismic isolator. The reduction of stresses
above the sliding plane is obtained at the cost of a residual displacement, captured by jumps in the
force-displacement diagrams. Slips occurring over the joint are also important for arch dams, but are
not governing the global response of these structures. On the other hand, the right representation of
joint openings and closures are essential for arch dams to represent the different behaviors of these
dams under seismic actions in different directions [32,33].

In addition, according to ICOLD [34], a large portion of the concrete dam failures can be
attributed to foundation issues (either geological or geotechnical). Whereas dams have generic
potential failure modes, foundation failure modes are very specific [35]. Depending on the initiator (i.e.,
static, hydrologic, or seismic), there might be different failure modes for the foundation. These kinds of
geotechnical problems are not included in this paper, but must be considered for seismic assessments
of dams. It is reasonable to think that capacity functions evaluated without considering the effects of
foundation failure modes must be interpreted in conjunction with the geotechnical results.

For both gravity and arch dams, cracking behavior is required to consider the effects produced by
the reduction of concrete properties along the dam body and the associated changes in the way the
dam deforms. These effects are represented by the slope change in the capacity function. The nonlinear
model used should be also selected based on the data necessary to evaluate damages and the associated
relationship with LSs [36].

Another aspect to be considered for large models is the management of computation time as
already mentioned. This depends highly on modeling techniques and assumptions. If a numerical
model is considered in its most effective condition (mesh and time steps are key aspects in this sense),
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the only way to reduce the computational time required for the analysis is the selection of alternative
seismic inputs. Among the dynamic analysis techniques, the ETA is one of the most efficient methods
that significantly reduces the computational cost [17,18].

2. Capacity Estimation Techniques

In this section, a summary of the procedures available for the dynamic capacity estimation of
concrete dams is given. The “dynamic capacity function” is defined as the relationship between
an external parameter affecting the capacity of the structure (also referred to as a “stressor”),
and the “response” of the system at the macro (or structural) level [37]. The stressor, S, can be:
(1) an incrementally-increasing monotonic, cyclic (pseudo-dynamic, quasi-dynamic, or dynamic),
or time-dependent load (or displacement, acceleration, pressure); (2) an incrementally-decreasing
resistance parameter or degradation in strength properties; or (3) a discrete increasing/decreasing
critical parameter in a system leading to failure. In earthquake engineering, the stressor is typically
called an intensity measurement (IM) parameter [38].

The response, R, on the other hand, is representative of the system behavior under the varying
stressor. It is depicted in either an absolute or relative sense. R may be: (1) a single damage
variable (DV), such as drift or energy dissipation; (2) a combination of several DVs in terms of
the damage index (DI); or (3) any safety monitoring index. In the field of earthquake engineering,
R is typically called an engineering demand parameter (EDP) [39]. In the field of uncertainty
quantification, it is called the quantity of interest (QoI) [40]. Several dam-specific EDPs, DVs, and
DIs can be found in Zhang et al. [41], Hariri-Ardebili and Saouma [42], Ansari and Agarwal [43], and
Hariri-Ardebili et al. [44].

2.1. Incremental Dynamic Analysis

Incremental dynamic analysis (IDA) is a technique to estimate the seismic capacity of dams using
a large set of ground motions. IDA can be decomposed into the following major branches [37]:

• Single-record IDA (SR-IDA) vs. multi-record IDA (MR-IDA)
• Single-intensity IDA (SI-IDA) vs. multi-intensity IDA (MI-IDA)
• Single-EDP IDA (SE-IDA) vs. multi-EDP IDA (ME-IDA)

Any of these IDA types might be combined together. SR-IDA is the most basic technique, in which
a single record is used for nonlinear time history analysis of a dam. Let ug be the “as-recorded”
(unscaled) ground motion time history. To consider both the stronger and weaker scenarios, it can be
scaled uniformly using a scale factor, λSF. The scaled ground motion can be written as λSFug. This
should be represented by a monotonic scalable IM (e.g., peak ground acceleration (PGA), or the 5%
damped spectral acceleration at the first-mode period (Sa(T1,= 5%))). Several nonlinear analyses are
then performed with the scaled ground motions. Let us assume that the response of the nonlinear
system to the scaled record is Rλ. The response parameter (or EDP or QoI) can be deformation, stress,
uplift, or DI.

MR-IDA is a collection of n SR-IDA for the same structural system. The required ground motion
records are usually obtained from a probabilistic seismic hazard analysis (PSHA) conducted for the
dam site. The number of required records typically varies given the dispersion among them and the
code requirements. The order of n for framed structures is about 30–50, while for concrete dams (which
are computationally expensive), it is around 12–20.

SI-IDA uses only one intensity measure parameter (e.g., PGA) to characterize the ground motion
record-to-record (RTR) variability; however, MI-IDA adopts additional intensity measure parameters
to enhance the uncertainty quantification and to reduce the dispersion. On the other hand, SE-IDA uses
only one EDP value (e.g., relative drift), while ME-IDA accounts for the joints’ EDPs (e.g., joint opening
and sliding).

The combined multi-record single-intensity IDA (MR-SI-IDA) is the most common form of
the IDA curves adopted by many researchers for different structures [45]. It is an IDA plot in
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the IM-EDP coordinate system. Figure 1 presents concrete dam-specific IDA curves developed by
different researchers under various assumptions. Considering the RTR variability in the IDA capacity
functions, they should be summarized using some central values like the mean, median, and 16% and
84% fractiles.

a b c

d

g
h

e f

Figure 1. Sample incremental dynamic analysis (IDA) capacity functions for concrete dams: (a) gravity
dam [46], (b) arch dam [47], (c) gravity dam [48], (d) gravity dam [49], (e) gravity dam [43], (f) arch
dam [50], (g) gravity dam [51], and (h) gravity dam [52]. PGA, peak ground acceleration.

Therefore, different IDA versions come from different interpretations: MR-IDA is a multi-record
of SR-IDA. Each of those two can be presented based on (a) single intensity (SI), or multi-intensity
(MI), and/or (b) single EDP (SE), or multi EDP (ME). The simplest combination will be SR-SI-SE-IDA
(i.e., single-record, single-intensity, single-EDP), which is just a curve in 2D space. The most complex
one will be MR-MI-ME-IDA (i.e., multi-record, multi-intensity, multi-EDP), which consists of n curves
in m × p space (where m and p are the numbers of IMs and EDPs, respectively).

2.2. Cloud Analysis

In cloud analysis (CLA) (as opposed to IDA), the dam is subjected to a set of unscaled (or
as-recorded) ground motions and analyzed numerically. If the ground motion records are extracted
from a specific hazard scenario, they can be represented by (Mbin, Rbin), i.e., the magnitude and distance
representative of the bin. Therefore, the first n records are selected (or generated [53]). Then, they are
applied to the finite element model, and subsequently, n linear or nonlinear transient simulations are
performed. From these analyses, EDP vs. IM is determined and forms the so-called cloud response.
The CLA method is usually used in the context of the probabilistic seismic demand model (PSDM) [54].
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If the CLA is performed with a linear elastic model, the data points will have a linear trend in the
arithmetic scale. Figure 2a shows the crest displacement vs. PGA of a tall gravity dam with linear
elastic materials using about 2000 different ground motion records all based on a single seismic
scenario. Although the results are based on linear analysis, a considerable dispersion exists at higher
PGA levels. On the other hand, it is well accepted that the discrete data points resulting from nonlinear
CLA have a linear trend on the logarithmic scale (Figure 2b), implying a power curve on the arithmetic
scale. This figure shows the nonlinear response of another gravity dam with only 150 ground motions
from six different seismic scenarios (i.e., S1–S6). As seen, the general trend is quite linear.
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Figure 2. Sample cloud analysis (CLA) capacity functions for concrete dams. (a) Linear analysis; (b)
nonlinear analysis. IM, intensity measurement; S, scenario.

2.3. Endurance Time Analysis

Endurance time analysis (ETA) is a dynamic pushover procedure used to estimate the
seismic performance of structures when subjected to pre-designed intensifying excitation [55,56].
The simulated acceleration functions are intended to shake the structure from a low excitation level
(with a structural response in the elastic range) to a medium excitation level (where the structure
experiences some nonlinearity) and ultimately to a high excitation level causing failure [57]. All these
response ranges are experienced in a single time history analysis.

The challenging part of this method lies in generating the endurance time excitation functions
(ETEFs), Figure 3a. Initial generation of ETEFs were only based on acceleration and displacement
response spectra [58], while the recent advances in the simulation of ETEFs can be found in Mashayekhi
and Estekanchi [59], and Mashayekhi et al. [60–62], where the functions were optimized in the time
and frequency domains accounting for the acceleration and displacement response spectra, as well as
the nonlinear displacement, absorbed hysteretic energy, number of effective cycles, etc. Unconstrained
nonlinear optimization is used to simulate ETEFs. The objective function of simulating ETEFs problems
is to compute differences between the dynamic characteristics of ETEFs and their intended target
values. The objective function covers a range of pre-defined times, periods, and ductility ratios.

0 5 10 15
time [s]

-1.5

-1

-0.5

0

0.5

1

1.5

E
T
E
F
[g
]

(a) Acceleration time history

10-1 100

Period [s]

10-1

100

S
a
(T

,
ξ
=

5
%
)
[g
]

t = 5 s
t = 10 s
t = 15 s

(b) Time-dependent response spectra

Figure 3. Sample endurance time excitation function (ETEF). (a) Acceleration time history; (b)
time-dependent response spectra.
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The ETEF is an artificially-designed intensifying acceleration time history, where the response
spectra of the ETEF linearly increases with time; see Figure 3b. Ideally, the profile of the acceleration
time history and response spectrum increase linearly with time. Figure 3 shows a sample ETEF and
its response spectra at three different times (i.e., 5, 10, and 15 s). Note that the ETA and associated
spectra are always evaluated from t = 0. Therefore, a particular time tp refers to time window [0, tp].
As seen, the spectrum at t = 10 s is nearly twice the one at t = 5 s, and the spectrum one at t = 15 s is
three-times the one at t = 5 s. In this technique, the seismic performance is determined by the duration
the structure can endure the dynamic input with increasing input intensity (i.e., acceleration). The
longer the structure can endure the imposed stressor, the better the performance is. This is why it is
named “endurance time analysis”.

Figure 4 compares the cyclic pushover and the dynamic pushover (i.e., ETA) methods. In the cyclic
pushover method, an increasing cyclic load or displacement function is applied to the finite element
model, and the corresponding cyclic force-displacement plot is derived (note that this is different from
monotonic pushover analysis in which the load/displacement is applied only in one direction) [63,64].
Next, the envelope of this hysteretic curve is computed (both in positive and negative directions), which
forms the so-called capacity function. The applied load/displacement has a static or quasi-dynamic
nature. Rate-dependent characteristics are not usually considered. On the other hand, a dynamic
pushover method applies a time-dependent load/displacement and directly incorporates the material’s
dynamic behavior. A capacity function in the ETA method can be obtained as:

• Develop the finite element model of the dam, and apply an appropriate ETEF.
• Record the time history of any desired EDP (or QoI), e.g., crest displacement in the horizontal

direction. In nonlinear models, the analysis fails at some time, tfail (e.g., tfail = 5.9 s in Figure 4).
Failure is interpreted either as a numerical non-convergence or physical failure (drift beyond
a displacement threshold).

Classical Pushover

Dynamic Pushover

Figure 4. Comparing the cyclic pushover and dynamic pushover methods to develop capacity functions;
Δ is displacement, F force, and a acceleration.

• Compute the absolute value of EDP at time interval [0, tfail]. This step guarantees that all the peak
values in positive and negative sides are incorporated in the final capacity function.

• Compute the maximum value of the absolute EDP at τ for any time interval [0, τ] using
Ω(t) = max(abs(EDP(τ))); τ ∈ [0, t]. The product of this step is a step-wise increasing function.

• Since the ETEFs have a stochastic nature, it is recommended to smooth them for any practical
purposes. The resulting curve is called the ETA curve and is in the EDP-time coordinate system.
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• Finally, the EDP-time coordinate system is flipped to make it time-EDP. Moreover, using the
relationship between time and acceleration (from the original ETEF), one can convert the time
parameter to its equivalent IM parameter. The final product will be a smoothed (or step-wise)
curve in the IM-EDP coordinate system, which is the capacity function.

• Although this procedure is applicable only with a single ETEF, in order to reduce the uncertainty
(due to the random nature of initial white noise in ETEF generation), the mean of three ETEFs
typically is recommended.

Sample application of ETA method and capacity functions for concrete (arch and gravity) dams can
be found in Meghella and Furgani [17], Hariri-Ardebili et al. [18], Valamanesh et al. [56], Hariri-Ardebili
and Mirzabozorg [65], Hariri-Ardebili and Saouma [42], Hariri-Ardebili et al. [44].

3. Case Study Examples

According to the historical records collected by the ICOLD [66] (through its committee meetings
and publications), concrete dams performed relatively well during earthquakes. The U.S. Committee
on Large Dams published three comprehensive reports on the observed performance of dams during
earthquakes [67–69]. In addition, Nuss et al. [70] collected a list of concrete dams that have been
shaken by large earthquakes, but showed a relatively acceptable performance. Later, Hariri-Ardebili
and Nuss [8] evaluated the seismic risk of these dams using a semi-quantitative approach and coupled
it with finite element analyses. From previous experiences, the key role of the geometry on the seismic
resistance of dams has been confirmed. For gravity dams, the use of narrowing sections at the neck is
generally associated with cracking problems (e.g., Koyna dam [71,72]), while for the arch dams, a large
“U” shape of the valley rift can affect negatively the overall seismic resistance of the dam [73]. These
typical aspects of dams’ seismic vulnerability have been confirmed by post-earthquake inspections
and structural analysis. Some examples of capacity functions are reported below. The finite element
simulations have not been discussed in detail deliberately, allowing the readers to focus on the concept
behind the use of capacity functions.

Three case studies are considered in this paper based on their complexities:

• Gravity dam: This is a 2D model of a gravity dam including the foundation and reservoir
interactions. This example explains the progressive collapse in dams.

• Buttress dam: This is a single monolith of a buttress dam without a foundation and an empty
reservoir. This simple example shows the impact of material uncertainties and also introduces the
aspects associated with 3D blocks.

• Arch dams: This is a full nonlinear analysis of several arch dam-foundation-reservoir systems.
It includes four dams presenting a portfolio of dams.

3.1. Gravity Dam

Koyna gravity dam has a 103-m height; the thicknesses at the base and at the crest are 70.2 m
and 14.8 m, respectively, for the central non-overflow monoliths; see Figure 5. The mesh was refined
around the neck and dam-foundation interface to capture all the potential failure modes precisely.
The fluid–structure interaction (FSI) was applied according to the pressure-based fluid elements.
The massless foundation was used, which might lead to slightly different response distribution in
dams, particularly for relatively soft rocks, because the radiation damping is ignored. Applied loads
on the system were: dam’s self-weight, hydrostatic pressure, bottom sediment, and seismic loads.
Nonlinearity was originated from a concrete smeared crack model. The modulus of elasticity
and compressive strength for concrete were assumed to be 26.4 GPa and 20.4 MPa, respectively.
The modulus of elasticity of the foundation was 17 GPa.
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Buttress damGravity dam Arch dams

Dam 1
H = 59.2 m

Dam 2
H = 68.0 m

Dam 3
H = 75.3 m

Dam 4
H = 111.0 m

Figure 5. Finite element models for the dam body. Note: the foundation and reservoir are not shown
for gravity and arch dams.

3.2. Buttress Dam

Sefidrud buttress dam has a 106-m height in the middle section and consists of 26 monoliths,
each 14 m long. The slopes of the dam on the downstream and upstream faces are 1:0.6 and 1:0.4,
respectively [74]. It was constructed of plain concrete. It was assumed that the dam was fixed at the
base where the ETEFs were applied. Figure 5 shows the finite element mesh. A 3D co-axial rotating
smeared crack model was used for the nonlinear analyses [75]. The model was capable of cracking in
three orthogonal directions, as well as crushing.

3.3. Arch Dams

Four arch dams were considered in this paper to introduce the key aspects associated with their
seismic response towards global failure. Together they represent a reasonable representation of concrete
arch dams with heights ranging from 59–111 m [17]; see Figure 5. For each dam, the interaction with the
foundation was considered using the massless approach, which for high-intensity level earthquakes
represents a major limitation (as discussed later in the paper). The FSI was accounted for by direct
modeling the fluid domain using acoustic elements, a non-reflecting boundary condition at the far-end
domain, and a wave reflection coefficient at the reservoir bottom. The nonlinear behavior of vertical
and horizontal joints separating the different blocks of the dam were modeled to reproduce both joint
slips and openings. The nonlinear behavior of concrete was considered using the damage plasticity
model by Lee and Fenves [16]. Applied loads were: dead weight, hydrostatic load (full reservoir),
winter thermal condition, and seismic loads. The water pressure inside the contraction joints was not
modeled [76].

4. Results

4.1. Progressive Collapse of a Gravity Dam

The damage response of the case study gravity dam is explained in this section subjected to a
fifteen-second ETEF. Figure 6a shows the variation of the normalized crest horizontal displacement
with respect to the total dam height (i.e., 103 m). The dam showed a nearly linear displacement up to a
PGA of 0.6 g with Ω(Δ)/Hdam = 0.1. The first large normalized displacement jump occurred for a PGA
of about 0.78 g (which corresponds to about 12 s of ETEF). Moreover, the variation of three cracks and
the crushing is shown in Figure 6b using the concept of DI. Although many DIs have been proposed
by the authors for both gravity and arch dams [42,44], a simple one was adopted. In this paper, DI is
defined as a ratio of the damaged area (in a particular cracked direction or crushed situation) to the total
dam cross-sectional area. Note that a similar metric was already proposed by Ghanaat [31] for linear
elastic analysis and was called the percentage of overstressed regions (at different demand-capacity
ratios). At PGA = 0.6 g (which was a limit to linear displacement response), the DI in Directions 1,
2, and 3 was 4%, 1%, and 0.5%, respectively. Moreover, crushing was practically zero. All four DIs
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showed a meaningful jump at PGA of 0.78 g. Thus, this intensity can be announced as the capacity of
this dam (under current numerical assumptions).

Finally, the damage profile of the dam at two different time steps corresponding to two (relatively)
big changes at the pre-failure and failure stages is shown in Figure 6c. The progressive collapse can be
tracked in these two sets of plots, especially for the Crack-2 and Crack-3 directions.
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Figure 6. Computed capacity functions for the case study gravity dam; PGA is peak ground acceleration;
Cr refers to cracking; DI is the damage index; Δ is displacement. (a) Displacement-based curve; (b)
DI-based curves; (c) damage profiles at two different times.

The results confirmed the typical failure modes for the Koyna dam, widely investigated by
different authors using traditional accelerograms (see [8] for a summary of Koyna numerical models),
as well as through seismic testing on the scale model [72]. If typical concerns linked to the non-linear
numerical methods are left out, the capacity function offers important information on the development
of response parameters and DI over increasing seismic actions.

It is worth noting that these results were based on a single ETA simulation exploiting the
advantages of this technique in capacity estimation. The advantage of computational time also
unlocks opportunities over parametric analysis. With these procedures, it may be possible to establish
the capacity functions associated with typical geometries of concrete gravity dams and define a
classification of dams for their seismic performance. The DI curves can be defined as well, like
those indicated in Figure 6b, to understand the most critical failure mode and the associated limit
of acceptance.

With the global and local measure of the seismic response of dams under nonlinear behavior,
it is also permitted in principle to follow the example of the buildings sector on the definition of the
so-called “ behavior factor” [77]. This will allow the analysts to perform linear analysis with seismic
spectra properly scaled down to consider the accepted level of damages.

4.2. Uncertainty Quantification of a Buttress Dam

So far, the ETA was applied for a gravity dam with deterministic material properties.
However, it is well accepted that there are different levels of uncertainties in quantifying the material
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properties especially for large deteriorated concrete structures [78,79]. This implies that finite element
models should be analyzed multiple times, each one with different combinations of the material
properties to properly account for all the potential combinations.

Again, the ETA method offers unique characteristics to provide “probabilistic capacity functions”
only with a limited number of nonlinear simulations. However, the first step is to develop an efficient
number of random finite element models. In general, there are two broad approaches to achieve this
goal: (1) using one of the Monte Carlo family models such as Latin hypercube sampling (LHS) [80] or (2)
using one of many design of experiment (DOE) methods [79]. In this paper, the DOE technique was
adopted to develop a series of capacity functions, each one based on a specific material combination.

Three concrete parameters were assumed to be random variables (RVs), i.e., concrete modulus of
elasticity, E, concrete tensile strength, ft, and compressive strength, fc. Nine different combinations are
shown in Table 1. The first one, i.e., ID-0, was the reference simulation with all the properties at their
mean value. Then, the properties took a lower bound (LB) and an upper bound (UB) one at a time
(simulations ID-1–ID-6). Finally, two last simulations (i.e., ID-7 and ID-8) considered the combined
effects of all three RVs.

Table 1. Material combination for the case study buttress dam. LB, lower bound; UB, upper bound.

Simulation E (GPa) fc (MPa) ft (MPa) ρ (kg/m3) ν (-)

ID-0 (Ref) 35 35 3 2400 0.15
ID-1 (LB) 30 35 3 2400 0.15
ID-2 (UB) 40 35 3 2400 0.15
ID-3 (LB) 35 35 2 2400 0.15
ID-4 (UB) 35 35 4 2400 0.15
ID-5 (LB) 35 30 3 2400 0.15
ID-6 (UB) 35 40 3 2400 0.15
ID-7 (LB) 30 30 2 2400 0.15
ID-8 (UB) 40 40 4 2400 0.15

Again, the buttress dam was modeled without any foundation and reservoir. The base of the
dam was fixed, and an identical ETEF was applied in all cases. Subsequently, the crest displacement
and the DI were recorded during the dynamic analysis. Results are summarized in Figure 7. For each
of three RVs, and also the combined one, the displacement-based capacity functions are provided,
which compare the UB and LB values with the reference one. Moreover, the evolution of DI is reported
as a function of time. For the current purpose, only the first 13 s of the ETEF were applied, regardless
of the damage level. The major observations can be summarized as follows:

• In a displacement-based capacity function (stressor-response coordinate system), the horizontal
part corresponds to a large displacement with a small increase in the intensity level
(i.e., numerical or physical) of failure. On the other hand, the vertical part shows the resistance of
the dam (i.e., no or small drift with increasing seismic intensity).

• In general, lower and upper bound material properties decreased and increased the dynamic
capacity, respectively. For example, in Figure 7b, the lower bound tensile strength, i.e., 2 MPa,
reduced the dynamic capacity from 0.15 g to 0.11 g. On the other hand, the upper bound material
property, i.e., 4 MPa, increased the dynamic capacity to about 0.3 g, where the analysis was not
continued further.

• For the modulus of elasticity (see Figure 7a), the lower bound property reduced the dynamic
capacity at pre-failure stages; however, it yielded to the same failure capacity of the reference
analysis. One may note that the modulus of elasticity mainly controlled the initial stiffness of the
system.

• According to Figure 7c, the compressive strength did not have any impact on the dynamic capacity
of this dam. This can be attributed to the fact that the failure mode was covered by tensile damage
(and not the compression damage).
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• Finally, Figure 7d shows that the combined effect of all three RVs. The combined model was close
to the one with only the modulus of elasticity as RV. The upper bound of the combined model did
not show any damage (i.e., DI = 0) up to t = 15 s of analysis, where the simulation was terminated.
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Figure 7. Computed capacity functions for the case study buttress dam; PGA is peak ground
acceleration; DI is the damage index; Δ is displacement. (a) E variation; ID-1, ID-2, and ID-0; (b)
ft variation; ID-3, ID-4, and ID-0; (c) fc variation; ID-5, ID-6, and ID-0; (d) E + ft + fc variations; ID-7,
ID-8, and ID-0.

These plots clearly highlight the impact of uncertain parameters in developing the dynamic
capacity functions for a dam. Although it is possible to perform some extra sensitivity analysis or even
develop a response surface meta-model from these data [81], they are skipped in this paper.
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4.3. Assessment of an Arch Dam Portfolio

Arch and dome structures are characterized by having more key geometric parameters
(i.e., curvatures). The shape of old dams has been defined during the design stage without considering
explicitly the aspects related to the dynamic capacity of the structure. Figure 8 presents the relationship
between the applied dynamic intensity and the response of the dams. According to the results obtained
in this study, larger “U”-shaped dams appear to be the most vulnerable, while “V”-shaped dams
provide higher seismic resistance. Each of the curves also shows key points associated with damages of
the upstream and downstream faces of 1% and 20%, considered respectively minor and major yielding
points. The relationship between these points and the associated serviceability and ultimate limit states,
represented by dotted lines, gives an idea of the safety factor often translated in demand/capacity
ratios. As mentioned previously, these ratios should be widely investigated and discussed to establish
what can be defined as acceptable in terms of overall seismic safety.
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Figure 8. Computed displacement-based capacity functions for an arch dam portfolio; PGA is peak
ground acceleration; Δ is displacement; LS refers to the limit state.

According to the authors, it is not reasonable to associate the serviceability limit state with the
attainment of the first crack. This is particularly true for numerical models with optimized meshes
not able to capture localized damages. For this reason, it is recommended to set a value that can
be associated with a measurable level of damages; the 20% value is proposed in this work. For the
ultimate limit state, generally associated with the uncontrolled release of water, it is recommended to
use the results obtained with the numerical model paying attention to the mechanism producing the
limit state.

Figure 9 shows the “V”-shaped dam behavior for the serviceability (i.e., 0.13 g) and ultimate
limit states (i.e., 0.52 g). For the low-intensity seismic action, the dam did not show any damage,
and the compressive stresses (minimum principal stress: blue vectors) provided an effective arch
behavior. As the applied dynamic load grew, the vertical joints started to open, and the cantilever
effect appeared. The cantilever effect is one of the mechanisms able to produce horizontal cracks and
redistribution of stresses. According to the simulations, “through cracks” started from the downstream
face propagating towards the opposite face. In these cases, it is reasonable to think that one of the
mechanisms able to produce the uncontrolled release of the water (or uncontrolled leakages) is the
rocking of the isolated blocks at the top of the dam [82].

The attainment of the ultimate limit state in this condition should be defined using an appropriate
model or independent procedures (i.e., hand calculation based on equilibrium). In the latter case,
it will be necessary to establish the acceleration able to produce the overturning of the upper blocks
in the upstream direction, information to be considered while the capacity curve for the dam is used.
This is an example of special considerations required to use the capacity curves properly. If general
rules or procedures cannot be defined because of the bespoke nature of arch dams, the proposed ETA
method can be used as a tool to compare qualitatively the dynamic response of different structures or
to have a better understanding of the impact of model assumptions over the seismic response. In this
last context, the capacity function can be considered self-sufficient information.
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PGA = 0.13g PGA = 0.52g

Figure 9. Damage state for dams at two different seismic intensities; PGA = 0.13 g (serviceability limit
state); and PGA = 0.52 g (ultimate limit state).

On the other hand, one of the most controversial issues in dynamic analysis of dams is the
concept of “massed/massless foundation”. The massless foundation is a widely-adopted technique
for practical seismic safety assessments of dams. Nevertheless, it has been extensively demonstrated
that such a method provides over-conservative and misleading dam response [83]. To consider such
effects properly, a drastic increase in the size and density of finite element domains is required [13].
Capacity functions, being able to represent the dam response in just one synthetic picture, can help
to identify a critical PGA value beyond which the massless approach is no longer valid to achieve
a consistent and realistic dam response; Figure 10. This critical PGA for Arch Dam #4 was about 0.2 g.
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Figure 10. Capacity functions for Arch Dam #4 with two foundation models; PGA is peak ground
acceleration; Δ is displacement.

5. Present and Future Opportunities Offered by Capacity Functions

During the 3rd Meeting of EWG Dams and Earthquakes held in Lisbon [1], the authors presented
the results of their studies and following a constructive collaboration with other researchers and
professionals agreed on the expected goals for the incoming years. It appears that the research to be
done on the seismic response of dams can be divided into two fields: the interpretation of recorded
response and back-analysis under low to medium earthquakes and the forecast of the response of
dams for strong earthquakes able to produce the uncontrolled release of the water or the collapse of
the structure. Considering the different tools required for these two goals (i.e., nonlinear behavior
capabilities versus extensive input parameter calibration), it is reasonable to think that the researchers
working on these two fields will develop their own procedures and will feed different practices.

The most advanced (or latest) regulations and guidelines regarding the seismic assessment
of existing dams are very demanding in terms of methods, resources, and time needed for its
accomplishment. In some cases, the set of numerical simulations required may be economically
unsustainable. Moreover, even if properly executed, the analyses are significantly affected by
uncertainty, particularly when strong earthquakes have to be considered and strong nonlinear effects
on construction joints and concrete are expected to occur. Uncertainties can be handled by calibrating
the models with the real response of the dam, but from the experience collected so far, few dams’
experienced strong earthquakes able to activate substantially their nonlinear behavior [70]. It is worth
mentioning that if something similar happened, the dam would likely be damaged enough to be
dismissed or to be retrofitted significantly (i.e., new resisting concrete blocks), and this means the
recorded data cannot be used. In this light, the information provided by the “capacity functions” can
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be very useful to make balanced decisions about the modeling and assessment assumptions addressed
to the representation of the response for strong earthquakes. If this is the way forward, safety factors
can be used to handle uncertainties. The shape of the capacity function or the key points can be
post-processed to add some safety margins before decisions are made.

As mentioned previously, the capacity functions are also best positioned to facilitate the judgment
of the safety factor available against failures for existing structures. This graphical form of the seismic
response of the dams helps any decision-makers not having special expertise on the seismic response
of dams to drive economic efforts for advanced studies or retrofitting works.

It is worth mentioning that standardized seismic functions such as those used in the ETA method
may resolve major issues associated with the arbitrary selection of natural accelerograms. It is intuitive
that it is hard to compare the seismic response of dams in the nonlinear field if the applied time
histories are different. According to the experience of some of the authors, legislators are reluctant
to use synthetic signals. This may represent a major obstacle for the ETA method and other similar
methods. More recent studies on the generation of ETEF functions are addressing the main concerns
received by the sector on their validity.

A proposal to receive the acceptance of these signals is to produce site-specific ETEF signals for
different seismic regions able to represent more closely the soil and earthquake conditions. In this case,
dams in the same region will be checked with the same signals defined by local codes. This appears to
be a radical change from the design spectra approach, but is actually the most effective way to meet
the new technical codes’ goals. This also might be a very good way to compare the seismic response of
various dams and identify critical dams in a portfolio of dams.

Last but not least, for the most advantageous use of capacity functions, it is fundamental that the
technical codes or the key institutions on dams’ safety define more appropriate acceptance limits for
damages in both serviceability and collapse limit states.

6. Conclusions

Capacity functions are recognized in the building sector as a tool to judge the nonlinear behavior of
framed structures. The advantages of their application seem remarkable and may be crucial within the
seismic assessment procedures for concrete dams. A brief introduction to their use and the theoretical
background was shown in this paper using some examples.

Following the recollection of some lessons learned on the seismic safety of dams located in
high seismicity zones, the standard assessment procedures used by legislation and engineers were
introduced. The new approach of “capacity functions” was then introduced for dams and the associated
available methods briefly explained, in particular: incremental dynamic analysis (IDA), cloud analysis
(CLA), and endurance time analysis (ETA). The last method was selected to show some advantages
using capacity functions based on three examples: a concrete gravity dam, a buttress dam, and a
portfolio of arch dams. The limits and the future enhancements of these seismic assessment procedures
were also discussed.

Despite several applications of capacity functions in the dam industry, this procedure is still in
a preliminary stage. The capacity functions may represent a powerful tool to meet some of the key
requirements introduced by modern technical codes. The ETA method represents a good choice to
determine the capacity functions with reasonable computational time.

The procedure introduced in the paper is focused mainly on the production of capacity curves.
It is worth repeating that the modeling assumptions were not the subject of this work. Analysts
doing the assessment must select the appropriate assumptions based on the best practice and the local
legislation. If for the dam under assessment, it is crucial to consider special aspects such as galleries
inside the dam, other structures connected to the dam (bridges, intake towers, or gates), reservoir
sediments, foundation non-linearity, landslide effects, pore water pressure, dynamic uplift, lift joints,
seismic input non-uniformity, or any other aspect, the analyst should select the appropriate modeling
tools and adapt the procedure introduced here for the capacity function. In a certain sense, the main
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scope is to define a new way to add the shaking input and to get responses out of the numerical models
prepared by the analysts, not a guide to set the numerical models.

It is the authors’ opinion that capacity functions in the form of standardized procedures will be
available in the near future. Their comparison on a large scale will highlight crucial information of the
seismic response of dams characterized by similar geometries and conditions.
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Abstract: Most gravity dams have been designed and built during the past century with methods
of analysis that are now considered inadequate. In recent decades, knowledge of seismology,
structural dynamics and earthquake engineering has greatly evolved, leading to the evaluation
of existing dams to ensure public safety. This study proposes a methodology for the proper
modelling and characterisation of the uncertainties to assess the seismic vulnerability of a dam-type
structure. This study also includes all the required analyses and verifications of the numerical model
prior to performing a seismic fragility analysis and generating the corresponding fragility curves.
The procedure presented herein also makes it possible to account for the uncertainties associated with
the modelling parameters as well as the randomness in the seismic solicitation. The methodology
was applied to a case study dam in Eastern Canada, whose vulnerability was assessed against seismic
events with characteristics established by the current safety guidelines.

Keywords: seismic effects; dam safety; concrete dams; structural safety and reliability; finite elements

1. Introduction

Most gravity dams have been in operation for 30 to 50 years, and were built with the knowledge
and technologies of the time. Certainly, concrete gravity dams are designed to remain operational
under normal conditions, to sustain minimal damage under infrequent operative conditions and to
prevent total loss of the reservoir under extreme events such as seismic actions. The importance of the
behaviour of the dam under seismic loading then arises, given the human fatalities and the economic
losses that can occur as a result. In recent decades, the knowledge of seismic engineering has evolved
considerably, making it necessary to reassess the stability of dams under seismic loading.

Methods for analysing the structural response of a dam–reservoir–foundation system rely on
deterministic or probabilistic approaches. Deterministic methods are often considered too safe, or even
unsafe in some cases, because they neglect the different sources of uncertainty and because of the
use of extreme load cases with very low probabilities of occurrence [1–3]. Procedures that provide a
more rational way of assessing the safety of concrete gravity dams are required to establish priorities.
Moreover, a probabilistic approach is required to manage the various sources of uncertainty that may
impact the dam performance and decisions related thereto [1]. Within this probabilistic framework,
a fragility analysis is a promising alternative, particularly suited to study the seismic vulnerability of
structures and to estimate the level of damage likely to be caused by seismic events.

The implementation of fragility curves in the domain of dams is a relatively new practice. To the
best of the authors’ knowledge, the first study in the field was carried out by Ellingwood and Tekie [4].
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Four limit states were considered in the seismic fragility analyses, and non-linear temporal dynamic
analysis were performed including the dam–reservoir–foundation (DRF) interaction effects. Samples
of the model were obtained using the method of Latin hypercube sampling (LHS) and were coupled
with twelve historical accelerograms. These samples were analysed for six levels of seismic intensity,
by calibrating the acceleration time compared to the spectral acceleration measured at the pitch period,
to obtain the fragility curves. This study reveals that in all cases the log-normal model of fragility fit
the results of the simulation very well. In the same manner, Mirzahosseinkashani and Ghaemian [5]
and Ghanaat et al. [6,7] applied the same methodology proposed by Ellingwood and Tekie [4] and
performed non-linear analysis to assess the vulnerability of a case study dam considering finite element
models with different degrees of complexity. Similarly, the work performed by Lupoi and Callari [8]
presents a probabilistic seismic assessment method able to manage the physical complexity of the
DRF system and the uncertainties regarding structural data and external actions. The fragility curves
were obtained via a standard Monte Carlo simulation procedure, and no probability was assumed to
represent the fragility curves. Further studies on the subject were performed by Zhong and Lin [9],
where considering the ground motion and material uncertainties, 180 non-linear seismic analyses were
performed, based on which typical seismic damage modes were obtained. This research used samples
obtained by thirty Monte Carlo simulations and six levels of seismic intensity.

The most recent studies were from Bernier et al. [10,11], Hariri-Ardebili and Saouma [12],
Lallemant et al. [13] and Segura et al. [14]. In the first two studies [10,11], the finite element method
is used to model a single block of a case study dam considering DRF interaction. Uncertainties
in the ground motions and modelling parameters are included, and an LHS technique is used to
propagate these sources of uncertainty. The fragility curves are developed using non-linear time-history
analysis to evaluate two limit states: sliding at the dam base and at lift-joints. In the fist paper of
Bernier et al. [10], the uncertainty related to the spatial variation of angle of friction is included in the
fragility analysis through the incorporation of random fields modelling. In their second paper [11] the
same methodology is used together with the conditional spectrum method to select ground motion
times series. Hariri-Ardebili and Saouma [12] explored the development of seismic fragility curves
for gravity dams with and without vertical ground motion. The derived fragility curves using scaled
records were compared with those from probabilistic seismic demand analysis, showing acceptable
consistency between the two methods. Similarly, the study performed by Lallemant et al. [13] provides
a synthesis of the most commonly used methods for fitting fragility curves and highlights some of their
significant limitations. Finally, in the study by Segura et al. [14], a similar model of the case study dam
in Bernier et al. [10,11] is used to develop up-to-date fragility curves for the sliding limit states using
a record selection method based on the generalised conditional intensity measure approach. These
fragility functions are then combined with the recently developed regional hazard data to evaluate
the annual risk, which is measured in terms of the unconditional probability of limit state exceedance.
Further and more exhaustive information can be found in the state-of-the-art review of seismic fragility
applied to concrete dams by Hariri-Ardebili and Saouma [15].

These studies show that the most reliable methods should be implemented where dam safety is
concerned. Undoubtedly, one of the best methods for analysing gravity dams is non-linear dynamic
time history analysis [16]. However, sampling techniques must be used in order to minimise the
cost of the non-linear finite element analyses required to develop the fragility functions. While these
previous studies have mainly focused on the methodology to develop fragility curves, they provide
limited guidelines regarding the modelling and characterisation of concrete gravity dams for such
analysis. Moreover, the simplifications regarding the modelling assumptions can lead to the improper
evaluation of the seismic response of the dam. Among these simplifications, of note are the use of a very
general or wide range of parameters due to the lack of rigorous material properties characterisation,
the consideration of linear or unverified numerical models, the lack of a soil–fluid–structure interaction,
the assumption of a massless foundation and the inadequate use of border conditions to describe the
physical behaviour of the structure. In light of the abovementioned limitations, the main objective of
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this paper is to present a case study dam to illustrate a systematic methodology for modelling the DRF
system and characterisation of the uncertainties associated with this type of structure to perform a
seismic fragility analysis. Accordingly, the major contributions of this paper, in order of presentation, can
be listed as follows: (i) the development, calibration and validation of a nonlinear finite element model
(FEM) of a dam-type structure; (ii) the presentation of a procedure for applying static and dynamic
loading in the DRF system, including the detailed deconvolution of the ground motion records; (iii) the
design of experiments to generate samples of the system to perform a probabilistic analysis; (iv) the
provision of insight into the parameters relevant for the uncertainty modelling and determination of
their distributions; (v) illustration of the procedure for selection and scaling of the seismic input and (vi)
the presentation of a fragility framework to generate fragility curves and assess the expected seismic
performance under extreme events. The proposed methodology was applied to a case study structure
in Eastern Canada.

2. Finite Element Model of the Case Study Dam

The present study is focused on a case-study concrete gravity dam spillway structure. The case
study dam was built in the 1970s, has a length of 1638 m, a maximum height of 44.2 m and consists
of three structures: west dike structure, bottom outlet spillway structure and main dam. This study
is particularly interested in the bottom outlet spillway structure, the characteristics of which are
summariSed in Table 1, and one of its blocks is considered representative of the structure. This block is
a concrete gravity-type monolith, and its main geometric features and general configuration are shown
in Figure 1.

Table 1. Main characteristics of the case study dam’s bottom outlet spillway.

Soil foundation Diorite rock, gneiss, granite, hybrid
Max. height 29.3 m
Crest length 192.6 m
Max. width 28.8 m
Crest width 12.2 m
Drain Drained with injection curtain

= 0,6

Figure 1. Block-6 main geometric characteristics.
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2.1. Model Configuration and Mesh Considerations

The numerical model must adequately represent dynamic behaviour to minimise the epistemic
uncertainties related to the modelling assumptions. The model was developed using the computer
software LS-Dyna [17], following the recommendation of Noble [18] and the United States Bureau of
Reclamation (USBR) [19]. The dimensions and meshing of the foundation and the reservoir in the finite
element model were defined consistent with the recommendations of USBR [19], where the extent of
the foundation is defined as a function of the block height H and the foundation mesh element sizes
are, in general, controlled by seismic requirements. In the same manner, the reservoir is modelled with
the same length as the foundation and a constant depth. The elements are sufficiently small to ensure
the adequate transmission of the soil movement through the water. Further details are provided in
Sections 2.1.2 and 2.1.3. Figure 2 presents the main features of the finite element model. To reduce
the computational burden, an explicit time integration method [20] was used within LS-Dyna with
single-point-of-integration hexahedral elements to estimate the seismic response of the dam.

Figure 2. Block-6–reservoir–foundation LS-Dyna model.

2.1.1. Block-6

Due to the presence of contraction joints, the interaction between the blocks of the bottom
outlet spillway structure is not significant enough to justify the realisation of a complex 3D model.
Thus, only block-6 was modelled with 10,000 elements and a linear elastic material to model the
concrete behaviour. The nonlinearities are introduced later on in the model in the form of contact
surfaces between the dam system components. Some elements such as drainage galleries were not
taken into account since their influences on the global behaviour of the structure are not significant.

2.1.2. Foundation

Part of the foundation was modelled to account for its inertia, flexibility and damping given that
the structure–foundation interaction elongates the periods of vibration and provides an additional
energy dissipation mechanism. The extent of the foundation was defined as a function of the block
height H (25–28 m) [19]. Its length in the upstream–downstream direction is 160 m (6H), and its depth
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is 80 m (3H). The foundation mesh element sizes are generally controlled by seismic requirements.
Consequently, the maximum element size depends on the foundation material properties and on the
frequencies of the structure [19]. There should be no fewer than 10 elements per wavelength, and every
attempt should be made to maintain uniform elements. The wavelength of interest is given by:

w =

√
Erock

2(1 + νrock)ρrock

f0
, (1)

where w is the wavelength, Erock, νrockandρrock are the modulus of elasticity, the Poisson coefficient
and the density of the foundation, respectively, and f0 is the fundamental frequency of the
structure–reservoir–foundation system. Considering from preliminary analysis that a system’s
fundamental frequency is approximately 10 Hz, the maximum foundation element dimension was
fixed at 20 m. To limit the number of elements in the model, the foundation width was identical to
that of the block-6, and the size of the elements was progressively increased, as shown in Figure 2.
The final model of the foundation comprised 57,300 elements.

2.1.3. Reservoir

To account for the interaction between the reservoir and the structure, part of the reservoir was
modelled with fluid elements having the physical properties of water. The reservoir was modelled
on the same length as the foundation, had a constant depth of 21.94 m, and possessed 6500 elements.
The compressibility of water was considered in order to adequately model the propagation of pressure
waves in the reservoir, whereas the viscous effect was neglected since it had no influence in the
fluid–structure interaction. The elements must be sufficiently small (<15 m) to ensure the adequate
transmission of the soil movement through the water [19]. This condition is widely respected in
the present model since the maximum dimension of a reservoir element remained less than 2 m.
The elements of the reservoir were modelled using a Lagrangian formulation and NULL material
in LS-Dyna that has no shear stiffness and no yield strength and behaves in a fluid-like manner.
The NULL material is associated with an equation of state, and as recommended by Noble [18], a linear
polynomial relation was used, where the pressure P applied to one element is given by:

P = K
(

ρ

ρ0
− 1

)
, (2)

where K is the water isostatic modulus of elasticity equal to 2.18 GPa, ρ is the water density at time t
during the analysis, and ρ0 is the initial water density.

2.2. Boundary Conditions and Contact Interfaces

In this study, as recommended by several studies [19,21] and detailed below, the loads were
applied in two phases: a dynamic relaxation phase for static loads and a dynamic phase for the
seismic loads. The boundary conditions were different depending on the loading phase. During
the dynamic relaxation phase, a symmetric boundary condition was applied in the bottom and
downstream–upstream faces, where the normal displacements were zero to simulate the constraints of
the model in the space. In the dynamic phase, symmetric boundary conditions were removed, and the
reactions obtained from the dynamic relaxation phase were also applied on the boundary faces for
equilibrium. Additionally, non-reflective boundaries were added on the bottom, downstream and
upstream faces of the model to account for the radiation damping and to dissipate the energy trapped
in the foundation due to the finite length of the model (i.e., to simulate a semi-infinite behaviour).
In addition, horizontal and vertical displacements were restricted at the bottom edges of the foundation
to prevent rigid body movements of the model during dynamic analyses.
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Regarding the contact surfaces between the different components of the system, sliding contact
with zero friction was used to model the block–reservoir interface. For the reservoir–foundation
interface, tied contact was applied, except near the upstream face of the block, where sliding contact
with zero friction was used to maintain the reservoir load during the sliding of the block. Preliminary
linear analyses—detailed further below—identified the block–foundation interface at the base of
the block as high-tensile-stress areas, and therefore where cracking and sliding are likely to occur.
Consequently, the model nonlinearity was constrained to these areas only, using tiebreak contact
elements with a tension-shear failure criterion. The finite element code assumes the contact surface is
broken when the following criterion is satisfied:

( |σn|
NFLS

)2

+

( |σs|
SFLS

)2

≥ 1, (3)

where σn and σs are the normal and shear stress, respectively, NFLS is the tensile strength, and SFLS is
the cohesion. As long as the failure criterion is not reached, the tensile-compressive and shear stresses
are transmitted at the contact level. If the normal stress is in compression, the first term of Equation (3)
is not considered, and only cohesion is taken into account. In addition, no resistance is mobilised by
friction before breaking the contact. Once the failure criterion is reached, only the friction contributes
to the resistance of the contact.

2.3. Damping and Hourglassing Control

Energy dissipation within a complex dam–reservoir–foundation model may occur from a number
of mechanisms. One major source is the use of nonreflecting boundary conditions; otherwise, too much
energy could be trapped within the foundation domain. Another energy dissipation mechanism comes
from the interaction of the dam with the reservoir through the generation of elastic waves in the
reservoir. This phenomenon is known as radiation damping, which is considered in the model by also
using a nonreflecting boundary condition in the upstream face of the reservoir. Regarding the block
structure, to consider structural damping and potential nonlinear behaviour, a viscous damping of
ξconcrete = 1.5% was associated with the concrete material. For the foundation, and as recommended
by the USBR [19], a viscous damping of ξ = 5% was also associated with the rock material.

The largest disadvantage of single-point integration elements is the need to control the zero energy
modes that can arise, known as hourglassing modes [22]. The hourglass control method used in this study
is the stiffness method, where a small elastic stiffness capable of stopping the formation of the anomalous
modes but having a negligible effect on the stable global modes was added to the model. The hourglass
modes control methods must be calibrated so that the energy associated with these modes remains less
than 10% of the internal energy of the system and optimally less than 5% [23]. By setting the hourglassing
parameters according to the recommendations of the USBR [23] in LS-Dyna, these parasitic modes were
eliminated from the model, and the hourglassing energy criterion was always respected.

2.4. Validation of the Numerical Model

Dynamic Behavior

To evaluate the accuracy of the FEM, the dynamic properties of the block–reservoir–foundation
system were compared to the results obtained from existing models of the structure developed by the
case study dam owners. The validation of the dynamic characteristics was based on the fundamental
period of the system and global damping. Because of the type of element used to model the reservoir
in the LS-Dyna model, a modal analysis could not be performed. Therefore, a free vibration test was
simulated to estimate the fundamental period and the damping of the system. Considering gravity
loads only, a force was applied at the crest of the block in the upstream–downstream direction, and then
suddenly withdrawn. The recorded horizontal displacement time series of a node at the crest of the
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block was then used to estimate the fundamental period of the system through the calculation of the
Fourier spectrum. The global damping was approximated using the logarithmic decrement:

ξ =
1

2πm
ln

(
un

un+m

)
, (4)

where un is the displacement measured at a given time and un+m is the displacement measured m
cycles later. The damping was calculated as the average value using the first representative peak
(peak n) and m numbers of cycles afterward.

To match the dynamic characteristics of the model, the material properties were selected as the
calibration parameters. A first model, which will be referred to as model M0, was generated with
initial material properties identical to those adopted by the dam owners and the typical viscous
damping values used to calibrate numerical models using dynamic tests on an undamaged dam [24].
The material properties used for the M0 model are summarised in Table 2. This model was used
to estimate the difference between the fundamental period of the system and the target value of
T1,target = 0.096 s, obtained by the dam owners.

Figure 3 shows the displacement time series of a crest node during the free vibration test
simulation conducted with the M0 model. The fundamental period of the system with the M0
model was T1,M0 = 0.110 s and presented a difference of 14.7% compared to the target period.
The overestimation of the fundamental period relative to the reference model could be explained
by the excessive flexibility of the foundation. Indeed, unlike the model considered by the dam
owners, the mass of the foundation was considered together with the absorbing boundary conditions.
According to the USBR [19], these border conditions—while more realistic—may introduce additional
flexibility to the foundation. Therefore, a second model M1 was tested to confirm this hypothesis,
whose rock modulus of elasticity was increased to Erock = 50 GPa according to the ASTM D4394-04 [25]
for rock foundation sites. Table 3 provides a comparison of the dynamic properties obtained with the
different models. By adapting the value of the foundation modulus of elasticity, it was possible to match
the target value of the natural period and highlight the impact of this parameter on the dynamic behaviour
of the studied system and therefore on the seismic response. Regarding the damping of the system,
it matches well with the forced-vibration test performed by Proulx and Paultre [24] on undamaged
dam-type structures. Nevertheless, given the unavailability of in situ experimental results, the exact
natural period of the system and its damping remain unknown. Consequently, as part of the probabilistic
framework conducted here, the dynamic properties of the structure will be varied by defining the concrete
damping and the concrete and foundation modulus of elasticity as random variables.

Table 2. Material properties of the M0 model.

Elasticity modulus Erock = 40 GPa, Econcrete = 21.4 GPa
Damping ξrock = 5%, ξconcrete = 1.5%
Density ρrock = 2600 kg/m3 , ρconcrete = 2300 kg/m3

Poisson coefficient νrock = 0.3, νconcrete = 0.164
Reservoir Westergaard added mass

Table 3. Dynamic properties of the finite element model (FEM).

Model Fundamental Period (s) Damping (%)

Reference 0.096 5.50
LS-Dyna M1 0.106 2.88
LS-Dyna M0 0.110 3.19
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Figure 3. Free vibration test–displacement time history for model M0.

3. Loads

The loads considered in this study are summarised in Table 4. Loads resulting from ice thrust,
sediment surge and thermal gradient were neglected, considering they would not affect the overall
behaviour of the system under seismic actions. Only one loading case was considered to analyse the
seismic response of the case study structure, which included the self-weight of the block, the hydrostatic
and hydrodynamic loads exerted by the reservoir on the block, the uplift pressures at the concrete–rock
contact and the horizontal and vertical seismic loads.

Table 4. Load conditions.

Load Details

Self-weight - Plot-6 ρconcrete = 2300 kg/m3

Reservoir weight Reservoir level = MOL
Upstream hydrostatic thrust Reservoir level = MOL

Uplift
Concrete–rock contact
Reservoir level = MOL
Drain efficiency: between 0% and 70%

Hydrodynamic load
Automatic with fluid elements
Reservoir level = MOL

Horizontal seismic load Representative accelerograms
Vertical seismic load Representative accelerograms

MOL: maximum operating level.

3.1. Static and Dynamic Loads

The weight of the block was integrated in all the analyses, and it was determined directly by
LS-Dyna as well as the reservoir and the hydrostatic load. For all the analyses, the maximum operating
level (MOL) of the reservoir was considered (i.e., a constant reservoir elevation of 21.94 m with respect
to the downstream base of block-6). Even if the foundation is associated with a mass, its self-weight
was not taken into account in the calculations to avoid settlement during the analysis. Concerning
the uplift loads, they were only applied at the concrete–rock contact, and they were calculated at each
node of the structure base according to the prescribed expressions by the United States army corps of
engineers (USACE) [26].

The dynamic loads considered in the analysis comprised the seismic load in the horizontal
(upstream–downstream) and vertical directions. In addition, the model of the reservoir with fluid
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elements made it possible to automatically account for the hydrodynamic thrust due to the seismic
shocks. The dynamic effects on the uplift distribution were neglected, assuming that the uplift profile
would remain constant during seismic loading [19,26].

3.2. Application of Static and Dynamic Loads

The application of gravity and static loads in an explicit analysis can produce unexpected results if
the load is applied too quickly, because the solution may diverge. To avoid this problem, as previously
mentioned, the static loads were applied during a dynamic relaxation phase, and the seismic loads
were applied in a dynamic analysis phase. The dynamic relaxation then reduced the nodal velocity at
each time step, which is equivalent to a highly damped dynamic analysis [22]. Within the context of
this study, the application of the gravity and statics loads took a total duration of 8 s. The self-weight
of the dam was applied progressively from 0 to 4 s, whereas the weight of the reservoir and uplift
pressures were applied gradually, after the self-weight, between 4 and 8 s. At the end of the dynamic
relaxation phase, the reaction forces at each node belonging to the foundation faces were recorded to
be used in the next phase to maintain a quasistatic state of the model.

Regarding the dynamic phase, the most straightforward method for applying ground motions
to finite element models is to apply accelerations at the base [19]. In contrast, earthquake motion
cannot be specified directly at the model truncations, as this would render any absorbing boundary
ineffective [27]. Instead, effective earthquake forces were computed from the earthquake excitation
and applied either directly at the absorbing boundaries. Given the presence of an absorbing boundary
condition during the dynamic phase, it is necessary to use nodal forces instead of base accelerations at
the same location as a non-reflecting boundary condition. The seismic time series were applied as a
stress time series using the following expressions:

σh = 2ρrockvh

√
Erock

2ρrock(1 + νrock)
, (5)

σv = 2ρrockvv

√
Erock(1 − νrock)

ρrock(1 + νrock)(1 − 2νrock)
, (6)

where σh is the horizontal stress time series, ρrock is the foundation density, vh is the horizontal ground
velocity (obtained by integration of the horizontal acceleration), σv is the vertical stress time series,
vv is the vertical ground velocity (obtained by integration of the vertical acceleration) and Erock and
νrock are the modulus of elasticity and the Poisson coefficient of the foundation, respectively. Since the
non-reflecting boundary condition and earthquake ground motions were to be applied at the same
location, care was taken to ensure that the nodal forces applied were of the proper magnitude to ensure
that the incident waves propagating through the foundation medium produced the proper excitation
at the base of the structure [27].

3.3. Deconvolution of the Ground Motions

Given that the foundation mass and inertia effect were considered in the analysis, ground motions
needed to be deconvolved. Deconvolution methods allow for the adjustment of the amplitude and
frequency contents of a seismic ground motion applied at the base of the foundation to achieve the
desired target acceleration time series at the structure–foundation interface. Following the method
proposed by Sooch and Bagchi [28] and presented in Figure 4, the ground motion was initially applied
at the base of the foundation, and it was assumed to be the same as the free-field ground acceleration.
The acceleration time series at the top surface (i.e., block–foundation interface) was then estimated by
solving the wave propagation problem using the finite element model. This estimated or reproduced
ground motion at a reference point on the block–foundation interface was then compared to the original
free-field ground motion after transforming both signals into the frequency domain using Fourier
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analysis. The synthesised and free-field signals at the top of the foundation were then compared in the
frequency domain, and a correction factor for each frequency was computed. The modified ground
motion was then transformed back into the time domain, and the wave propagation analysis for the
foundation system was repeated iteratively with the modified ground motion applied at the base of
the foundation. This procedure was repeated until the difference between the spectra of the output
and the target ground motion was less than 5% over the range of periods of interest (0.2T1 − 2T1) and
10% elsewhere. As shown in Figure 5, the comparison of the acceleration response spectra further
confirms the effectiveness of the deconvolution.

Figure 4. Deconvolution methodology.

Figure 5. Comparison between response spectrum (before and after deconvolution) and target spectrum.
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4. Uncertainty Modelling

Each parameter of the analysis was defined either as a fixed value or as a random variable
associated with a probability density function (PDF). The preliminary analyses carried out in the finite
element model showed that some parameters (e.g., moduli of elasticity) had to be defined as random
variables in order to account for the uncertainty about the estimated value. The lack of knowledge
relative to the parameters quantifying the resistance of the structure, loading conditions and seismic
input were considered in this study. All the parameters considered as random variables and their
associated PDFs are listed in Table 5, while all the material properties considered constant throughout
the analysis are summarised in Table 6. The 11 uncertain parameters listed in Table 5 were sampled
using Latin hypercube sampling (LHS) to generate N = 22 model samples to propagate sources of
uncertainty in the fragility analysis. When using an LHS experimental design, the minimum number
of design runs required for optimally spaced design points is typically at least twice the number of
parameters considered [29,30]. This sampling method was chosen because of its ability to efficiently
generate representative samples by dividing the range of possible values for each variable into N
equiprobable intervals.

Table 5. Uncertain parameters.

Modelling Parameter Probability Distribution Distribution Parameter Units

Directionality factor Uniform L = 0.5 U = 0.8 -
Concrete damping Log-Normal λ = −2.99 ζ = 0.35 %
Concrete–concrete cohesion Uniform L = 0.5 U = 2.5 MPa
Concrete–rock cohesion Uniform L = 0.1 U = 1.5 MPa
Concrete–concrete angle of friction Uniform L = 45 U = 55 ◦
Concrete–rock angle of friction Uniform L = 30 U = 45 ◦
Concrete–concrete tensile strength Uniform L = 0.3 U = 2.3 MPa
Concrete–rock tensile strength Uniform L = 0.05 U = 0.8 MPa
Concrete elasticity modulus Uniform L = 18.5 U = 26.9 MPa
Rock elasticity modulus Uniform L = 40 U = 50 MPa
Drain efficiency Uniform L = 0 U = 70 %

Table 6. Sample’s constant parameters.

Material Properties Constant Value

Concrete density 2300 kg/m3

Rock density 2600 kg/m3

Concrete Poisson’s coefficient 0.164
Rock Poisson’s coefficient 0.300
Foundation damping 5%

4.1. Material Properties

To test the accuracy of the finite element model, it was necessary to specify the densities, moduli of
elasticity, damping and Poisson coefficients of the concrete and foundation material (Table 2). However,
these values were re-evaluated here for estimation of the impact of their uncertainty on the dynamic
behaviour of the structure.

4.1.1. Modulus of Elasticity

As already pointed out, the seismic response of the system changes according to the value of the
concrete and foundation modulus of elasticity. It is therefore appropriate to define these parameters
as a random variables, especially given the lack of empirical or experimental data to calibrate them
accurately. From a series of tests carried out at the dam site, it was determined that the concrete
static modulus of elasticity could be associated with extreme values between 14.8 and 21.5 GPa.
As recommended by [26,31], the concrete modulus of elasticity is amplified by 25% in the presence
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of dynamic loadings. Therefore, the extreme values of the modulus of elasticity were 18.5–26.9 GPa.
Regarding the foundation, because no test was carried out to characterise the modulus of elasticity,
the values adopted in models M0 and M1 (40–50 GPa) were considered herein as the extreme values
of the uniform distribution associated with this variable.

4.1.2. Damping

The concrete damping is difficult to estimate, especially since the possible cracking of the structure
under the effect of the seismic load will cause additional energy dissipation. Given that the concrete
is associated with an elastic linear behaviour in the numerical model, the increase in damping with
cracking is not automatically taken into account. The average damping should therefore be increased
with respect to the 1.5% value obtained from an experimental test for relatively small vibrations [24] and
used during model verification to anticipate cracking of the structure and the nonlinear mechanisms
that can develop during an earthquake. As proposed by Ghanaat et al. [6], for the concrete damping, a
log-normal distribution with a median of 5% and a standard deviation of 0.35 was adopted. Taking
these values into account, the system damping was estimated with the free-decay method, and it
was verified that the total system damping remained under 7% [32]. With respect to the foundation
damping, given that the knowledge on this parameter is limited, the viscous damping of the foundation
was assumed to be 5% for all samples [19].

4.1.3. Shear and Tensile Strength

In the absence of sufficient data, a uniform PDF was also used to describe the parameters
characterising the shear and tensile strength. For determining the shear and tensile strength parameters
at the rock–concrete contact and based on the construction plan of the dam, the foundation rock at the
dam site was determined to be composed of diorite, gneiss and granite. The maximum and minimum
values for the cohesion and the angle of friction were estimated from literature test results for the same
type of rock foundation [33]. As a result, a range of values of 0.1–1.5 MPa and 30–45◦ were assigned
to the uniform PDF for the cohesion and the angle of friction, respectively. Similarly, for the tensile
strength, the adopted extreme values varied between 0.05 and 0.8 MPa.

4.2. Load Parameters

4.2.1. Drain Efficiency

The efficiency of the drainage system is defined by the proportion of the flow that can be captured
by this system to reduce the hydraulic load. To account for the uncertainties in the uplift pressures,
the drain efficiency was defined as a random variable with a uniform PDF. From previous studies
of the dam owners at the base of block-6 and using the extreme values of a water column height to
calculate the uplift load, it was concluded that the drains allow for a decrease in the uplift pressures
between 15% and 75%, while the USBR [19] recommends limiting the effectiveness of the drains to
67%. Consequently, the efficiency of the drain system was sampled by considering values between 0%
and 70% to also include the undrained case.

4.2.2. Directionality Factor

The directionality factor fh/v is defined as the ratio of the vertical to the horizontal peak ground
acceleration (PGA), as expressed by Equation (7):

PGAv = fh/v PGAh, (7)

where PGAv and PGAh represent the peak accelerations in the vertical and horizontal directions,
respectively. Traditionally, this factor is assumed to be equal to 2/3, but its value can vary greatly,
having a significant influence on the response of the structure. In fact, from the available recorded
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ground motions, it can be seen that this ratio generally varies between 0.3 and 1.0 depending on the
magnitude, the epicentral distance, the tectonic environment and the spectral period [34–36]. Due to
the lack of seismic data at the dam site, the range of values was slightly reduced to 0.5–0.8.

4.3. Ground Motions

To perform the fragility analysis for assessing the seismic vulnerability of the case-study structure,
a representative set of ground motion time series (GMTS) that efficiently depicts the aleatory
uncertainty was needed. Each of the 22 samples generated with the LHS procedure was randomly
coupled with a seismic event. Thus, 22 ground motion time series in the vertical and horizontal
direction were selected.

4.3.1. Levels of Seismic Intensity

The response of each sample was analysed for several levels of seismic intensity through an
incremental dynamic analysis (IDA). Most of the studies found in the literature concerning seismic
fragility assessment for gravity-dam-type structures use the peak ground acceleration (PGA) or the
spectral acceleration at fundamental period of the structure as the seismic intensity measure [10,14,15].
Nevertheless, given that the fundamental period depends on the concrete and foundation modulus
of elasticity, defined herein as random variables, the spectral acceleration at the fundamental period
varies according to the sample considered for the analysis. Therefore, in this study, the PGA in the
horizontal direction was chosen to characterise the seismic solicitation at seven target intensity levels:
PGAtarget = {0.1g, 0.2g, 0.25g, 0.3g, 0.4g, 0.5g, 0.7g} to efficiently cover return periods corresponding
to 200–20,000 years. Thus, the 22 selected horizontal accelerograms were scaled according to these seven
intensity levels, while the vertical accelerograms were scaled taking into account the directionality
factor associated with the sample in question.

Due to the limited availability of strong ground motion records for the considered region, synthetic
accelerograms developed by Atkinson [37] for Eastern Canada were used. The accelerograms were
simulated for the following cases: magnitude 6 and epicentral distances between 10 and 15 km and
between 20 and 30 km, and magnitude 7 and epicentral distances of 15–25 km and 50–70 km. For each
of these four sets, three random components of the earthquake were simulated at 15 random locations
around the epicentre. Seismic solicitations were then selected considering accelerograms from the four sets.

4.3.2. Selection and Scaling of Accelerograms

Current seismic guidelines for dimensioning recommend the use of seismic events compatible with
the uniform hazard spectrum (UHS) for the studied site. The UHS provided by the Geological Survey
of Canada (GSC) at the dam site for soil type A (VS30 ≥ 1500 m/s), referred to as the target spectrum,
was used for this study, and it is shown in Figure 6a. Taking into consideration the different simulated
sets of accelerograms in terms of magnitude and epicentral distance, GMTS were selected for soil type A,
keeping those whose response spectrum closely matched the target spectrum. For that purpose, the method
proposed by Atkinson [37] was used to compare the shape of the response spectra of the target and the
selected ground motion over the range of periods of interest, T ∈ [0, 1] s. Finally, the 22 accelerograms
presenting the smallest values of the standard deviation within the considered range of periods were
selected. Each simulated record, with initial PGAh, was then multiplied by the factor PGAtarget/ PGAh
to match the peak ground acceleration at each intensity level. Figure 6b shows the selected horizontal
accelerograms for the seismic intensity level PGA = 0.23g, corresponding to the UHS PGA. It is possible
to note in this figure that the spectra are relatively well dispersed, which will allows for the representation
of the random nature of the seismic solicitation.
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Figure 6. Spectra of selected horizontal accelerograms. (a) Target spectrum; (b) Selected
horizontal accelerograms.

Each horizontal accelerogram is associated with a vertical accelerogram from the two remaining
simulated components, and the one with the closest response spectrum to the UHS was kept. Following
the same procedure as the horizontal component, in addition to the directionality factor fh/v associated
with the sample, the vertical acceleration values were multiplied by the factor fh/v × PGAtarget/ PGAh.

5. Fragility Analysis

With the FE model and the uncertainty characterisation presented above, it was possible to
perform a fragility analysis to evaluate the vulnerability of the case study dam. Fragility analysis is a
technique for assessing and displaying, in probabilistic terms, the capability of an engineered system
to withstand a specified event [3]. In other words, as presented in Equation (8), the fragility Pf (y)
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defines the conditional probability that a system reaches a structural limit state (LS) for a given ground
motion intensity measure (IM):

Pf (y) = Pr[LS|IM = y]. (8)

In this equation, y is the demand variable that defines the ground motion intensity.
Two fundamental steps are needed before performing the fragility analysis: the (i) identification
of all limit states relevant to the system performance and (ii) rational assessment of all sources of
uncertainty likely to affect the response of the structure, as described in the previous section.

5.1. Limit States: Preliminary Analyses and Nonlinearities

Before initiating fragility analyses, a series of preliminary linear analyses were conducted.
The objective was to determine where tensile stresses are likely to appear in order to limit the
nonlinearities to those places only and to identify the typical damage modes that could lead to
the potential collapse of dams after a seismic event. Linear analyses were conducted on the 22 samples
assuming a peak ground acceleration of PGA = 0.25g—the highest seismic intensity level studied
near the PGA of the target spectrum. All samples developed tensile stresses at the upstream and
downstream foot during seismic loading, varying between 0.25 and 4.1 MPa. Figure 7a illustrates
the development of tensile stresses at the upstream and downstream foot. Similarly, tensile stresses
were also identified on several samples at the upstream or downstream faces of the block, as shown in
Figure 7b, but given that no specific area could be identified, only the block–foundation contact at the
base of the block was modified to introduce contact elements with a shear-tension failure criterion,
as detailed above.

(b) (a)

Figure 7. (a) Main tensile stress areas; (b) Example of tensile stress zone at the downstream face.

In the same manner, the results from these analyses identified sliding as the critical failure mode
for the case-study dam, and other failure modes would only occur after sliding was already observed.
As a consequence, the only damage state contemplated in this study was sliding at the concrete–rock
interface. Each limit state, presented in Table 7, was defined based on the damage states proposed in
Tekie and Ellingwood [38].

Table 7. Limit states.

Limit State Displacement (mm)

LS0—Minor damage Incipient sliding
LS1—Moderate damage 25
LS2—Severe damage 50
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5.2. Fragility Curves

Within this 7-intensity-level IDA framework, 22 samples of the finite element model were
generated with LHS and were paired with the 22 sets of ground motion records selected as explained
in Section 4.3.2. Nonlinear dynamic analyses were performed for the 22 samples at each considered
intensity level, resulting in a total of 154 analyses. From each simulation, the maximum relative base
displacement was computed. Table 8 summarises the results of the IDA analyses in terms of the
fraction of the number of samples where sliding exceeded the limit state divided by the total number
of samples. The results from Table 8 (i.e., the seven fragility point estimates) allow the development of
fragility curves for the three considered limit states.

Table 8. Incremental dynamic analysis (IDA) results—Fraction of samples exceeding the limit state.
PGA: peak ground acceleration.

Limit State
Seismic Intensity Levels—PGA (g)

0.1 0.2 0.25 0.3 0.4 0.5 0.7

LS0 0/22 2/22 5/22 10/22 15/22 17/22 20/22
LS1 0/22 0/22 1/22 3/22 6/22 10/22 19/22
LS2 0/22 0/22 0/22 0/22 3/22 5/22 11/22

A well-known mathematical equation was then fitted to these fragility estimates in order to
develop fragility curves for the considered limit states. The log-normal cumulative distribution
function (CDF), together with the least square estimate fitting technique, was found to be adequate for
depicting the fragility of the three considered limit states, as given by:

Pf = Φ
(

ln y/mR
βR

)
, (9)

where y is the PGA level, and mR and βR are the median capacity and the logarithmic standard
deviation of the log-normal CDF, respectively. The parameters mR and βR of the log-normal CDF are
synthesised in Table 9, and the corresponding fragility curves are shown in Figure 8. Further details on
the fragility analysis procedure can be found in [10].

Table 9. Fragility curve parameters.

Limit State
Log-Normal Parameters
mR (g) βR

LS0 0.336 0.456
LS1 0.499 0.374
LS2 0.698 0.454
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Figure 8. Fragility curves.
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6. Expected Seismic Performance

For structures of special importance, such as dams and nuclear power plants, it is typical to
consider the high confidence low probability of failure (HCLPF) criteria. This notion represents the
level for which the probability of exceedance of a limit state is sufficiently low to consider that it will
not be reached throughout the life of the structure [39] and usually corresponds to a probability of less
than 5%. Accordingly, to evaluate the expected seismic performance of the case-study structure for the
HCLPF level, the spectral acceleration for each limit state was extracted from the fragility curves for a
probability of exceedance of 5%. Moreover, given that the PGA at the dam site for seismic events with a
return period of 2475 could be computed, the expected seismic performance of the structure for events
with these characteristics, usually used in the safety guidelines for dimensioning and verification,
could also be estimated. Considering a PGAtarget = 0.23g from the UHS, the probability of exceedance
was extracted from the fragility curves for each limit state.

The results presented in Table 10 show that the sliding at the concrete–rock interface of block-6 could
be initiated for a PGA greater than 0.16g. Additionally, the sliding remained low (<25 mm) for PGA
values below 0.27g, while it is unlikely to reach such a level of damage during an earthquake with a
return period of 2475 years. Finally, the probability of reaching a severe damage limit state that could lead
to the loss of control of the reservoir becomes significant when the PGA reaches values close to 0.33g.

Table 10. Expected seismic performance results. HCLPF: high confidence low probability of failure.

Limit State PGA for HCLPF PGAtarget

LS0 0.16g 20%
LS1 0.27g 2%
LS2 0.33g 0.7%

7. Conclusions

The main objective of this study was to assess the seismic vulnerability of a dam-type structure
through a fragility framework and to present all the required analyses and verifications of the numerical
model prior to obtaining the fragility curves. The methodology was applied to the bottom outlet
spillway structure of the case study dam and more particularly to block-6 of the latter. For that purpose,
a finite element model of the block–reservoir–foundation system was developed to describe the real
behaviour of the structure as closely as possible. Following the results of the preliminary analyses,
the study of the fragility of the system was restricted to a single damage state related to the sliding
at the base of the block. Fragility curves were generated, taking into account the results of nonlinear
dynamic analyses that were calculated with the structure samples obtained with LHS and coupled to
GMTS, describing the seismic scenario at the dam site.

The methodology proposed herein makes it possible to account for the uncertainties associated
with the modelling parameters as well as the randomness in the seismic solicitation. The results
obtained from the fragility curves indicate that the probability of observing an incipient sliding at the
base of the block, when solicited with PGA values used by the current guidelines for dimensioning
and verification, is 20%. In contrast, it is unlikely that more severe damage to the structure for this
intensity level will be observed.
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Abstract: Unprecedented flooding events put dams and downstream communities at risk, as
evidenced by the recent cases of the Oroville and Whaley bridge dams. Empirical models may
describe expected ‘normal’ dam behaviour, but they do not account for changes due to recurring
extreme weather events. Numerical modelling provides insights into this, but results are affected by
the chosen material properties. Long-term field monitoring data can help with understanding the
mechanical behaviour of earthfill dams and how this is affected by the environment over decades.
We analyse the recorded settlements for one of the largest earthfill dams in Europe. We compare the
evolution of these settlements to the reservoir level, rainfall, and the occurrence of earthquakes for
a period of 31 years after first impoundment. We find that the clay core responds to the reservoir
fluctuations with an increasing (from 0 to 6 months) time delay. This is the first time that a change in
the behaviour of a central clay core dam, as observed from field data, is reported in the international
literature. Seepage rates, as recorded within the drainage galleries, are directly affected by cumulative
rainfall depths exceeding 67 mm per fortnight.

Keywords: earthfill dam; central clay core; downstream shoulder; settlements; long-term behaviour;
reservoir level fluctuations; rainfall; seepage; geodetic monitoring

1. Introduction

Recent cases of dam failures or near failures, e.g., the Oroville dam (2017) and Whaley bridge dam
(2019), highlighted the fact that disruptive dam incidents, even when the structures remain safe, are
the cause of cascading effects to other types of critical infrastructure [1]. This leads to substantial direct
and indirect costs for asset owners, insurers, and maintainers, and significant disruption to civil society.
Research on dams is crucial and timely, the main reasons for which are listed below:

• Increasing population of ageing dams: According to the International Commission on Large
Dams (ICOLD), worldwide, there are more than 58,000 registered large (with heights greater than
15 m) dams. However, there also exist thousands of smaller dams that are currently unregistered,
which are usually not subject to proper maintenance and monitoring regimes. The European
Environmental Agency (EEA) currently estimates that there exist over 7000 large dams in Europe,
with thousands more planned to be constructed during the next decade. According to the National
Inventory of Dams (NID) in the US, there are also in total 90,580 dams. The 2017 infrastructure
report card published by the American Society of Civil Engineers (ASCE) estimates that the
average age of existing dams in the US is 56 years old, and that by 2025, 70% of the existing
dam infrastructure will exceed their ‘useful’ design lifespan. The number of high hazard dams is
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also on the rise, and currently accounts for almost 17%, while more than 2000 dams are listed as
structurally deficient, requiring a repair investment of nearly $45 billion [2]. The vast majority of
dam infrastructure worldwide was constructed during the period 1950–1970; therefore, higher
failure rates are anticipated in these dams due to the lower quality design and construction
methods. Investigating the time evolution of the response of ageing dams informs the early
evaluation of risk and can help direct any necessary interventions.

• Extreme climatic conditions: Recent climate change projections [3,4] indicate that the frequency of
shifting weather events will substantially increase, and severe flooding incidents are anticipated to
double in Europe by 2050 [5]. Extreme variations in seasonal rainfall patterns are expected to affect
dam infrastructure [6], with an increasing magnitude of degradation processes related to the depth
of rainfall infiltration inside the dam body, the increase in the fill’s saturation level, and changes
in the shear strength and pore water pressure within saturated fill layers. For embankment
dams, the hydrostatic pressure induced by flooding and the high permeability of the soil caused
by desiccation can result in uncontrolled internal seepage [7]. Modern climatic conditions are
expected to significantly affect the structural integrity of hydro-infrastructure due to the high
potential of extreme drought and flood events, as evidenced by the incidents of Oroville dam
(US) during February 2017 and the Whaley bridge dam (UK) in July 2019. Another main issue
arises from the fact that past and existing methods that incorporate the risk of climatic hazards
into dam design and assessment methods are based on historical records. This indicates that they
do not capture both the current and projected significant climatic variability; therefore, ageing
dam infrastructure is expected to be put under stress. Studying the effect that any deviations
from historical precipitation records have on existing dams is crucial for the transition towards
resilient infrastructure.

• Gap in the knowledge about the long-term behaviour of dams: Relationships and models
describing the short and long-term behaviour of dams are based on empirical equations. Such
models are limited at times, as dams of similar size and type can behave differently, albeit still
within safety limits. These empirical models, developed as far back as 30 years ago, are not
incorporating the changing environmental conditions. As a result, investigating the behaviour
of dams over long time scales can assist mitigate potential failures due to ageing and their (in)
direct impact.

With the advances in computational power, numerical modelling has been used to assess and
even predict the mechanical behaviour of dams. In the case of earthfill and rockfill dams, numerical
modeling is particularly challenging. The success of a numerical model depends on the chosen material
properties for the dam, which might or might not be correct. In situ material properties, such as
hydraulic conductivity, which greatly influence numerical results, e.g., for pore pressures within the
dam, can sometimes be significantly different to those obtained from lab tests. As a result, a numerical
model that uses lab values could yield, for example, different results for the pore pressure inside the
dam to those in reality.

Monitoring is an important tool in the assessment of the ongoing performance of earthfill/rockfill
dams, which are currently considered the most well-instrumented infrastructures. It can provide
information on the geometry changes of the dam body (geodetic monitoring) as well as changes within
the dam body (geotechnical monitoring). The challenge is accessing these monitoring records, which in
many cases are considered confidential. This is one of the reasons that studies based on real, long-term
field dam monitoring data are sparse, e.g., [8], and predictions on the long-term behaviour of these
structures are based either on empirical models, or in most cases, on numerical modelling.

In concrete dams, displacements are generally better described and occur at a definite rate,
usually originated by degradation factors, such as temperature and water level variations [9,10].
Hydrostatic–Season–Time models are commonly used to describe the deformations of concrete
dams [11]. These models have recently been modified and applied to earthfill dams [12–14]. The
deformation rates are significantly higher for earthfill and rockfill dams and reach maximum values
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during or immediately after construction and first impoundment of the reservoir [8,15]. This makes the
probability of a dam failure significantly higher during the first years of its operation [16]. The failure
risk is estimated to be substantially decreased in the long-term for mature earthfill dam structures [9];
however, this does not take into account dams subjected to extreme flooding, for example, in an annual
or biannual cycle, which is a situation that has become more and more frequent lately [4].

The deformation rates of earthfill and rockfill dams are affected by many factors, including internal
erosion, slope stability, secondary consolidation of the core, the creep of shoulder fill, and stress changes
due to varying reservoir water levels and seismic activity [17].

The relationship between the reservoir level fluctuations and the deformation patterns of earthfill
dams has been the focus of a number of studies, e.g., [17–20]. A decrease of the reservoir level is
followed by a decrease of vertical stresses and higher settlement rates, and as a result, a rapid drawdown
could potentially result in slope instabilities due to the heave of the upstream slope. A decrease of
lateral pressure due to the lower hydraulic head results in consolidation, horizontal movement, and
time-dependent settlement. In the case of re-filling, the lateral pressure imposed by the water causes
the heave of the core as it is deformed towards the downstream fill [17].

Empirical models have been employed to evaluate the deformation patterns of earthfill dams.
Ref. [21] suggested the settlement index (SI) as presented below in Equation (1):

SI =
s

1000×H× log
(

t2
t1

) (1)

where s (mm) is the crest settlement between two different measurement periods t1 and t2 at each
control point located at a height H (m) from the foundation level. In case the value of the dimensionless
parameter SI is greater than 0.02, the crest settlement is attributed to mechanisms other than creep,
requiring further investigation to be conducted [17].

The study by [19] indicated the relationship between environmental parameters and the
deformation rates of the earthfill, with central core Kremasta dam in Greece. The authors concluded
that the critical values of the settlement index are exceeded when the reservoir level is above a specific
threshold value, and both the rate of change for the reservoir level and the precipitation exceeded 1
m/month and 130 mm/month, respectively.

Ref. [22] examined the behaviour of 15 rockfill dams and suggested the annual rate of settlement
(Sa) as a percentage of the dam height to assess the deformations of the crest, as presented in Equation (2):

Sa =
(Sii − Si

H

)
× 100 (2)

where Sii and Si are consecutive yearly settlement measurements, and H is the height from the
foundation level at each crest control point. The study concluded that when the (Sa) is equal or less
than 0.02% of the height of the dam, the deformations were regarded as normal, and the dam was
considered stabilised, with the stabilisation period varying from 24 to 30 months. However, other
studies e.g., [8,23], indicated that the dam structural integrity is not necessarily at risk if the stabilisation
period is not within the period suggested by [22], as dams of a similar size and type can behave
differently and still operate within safety limits.

In this paper, we use a unique monitoring record consisting of the vertical movements of 32 control
stations established on the crest and downstream shoulder of a central clay core earthfill dam. Our
preliminary work on the same dam [8] has shown that there are no concerns regarding its structural
integrity. This made the dam a favourable case study in our effort to better understand the response
of earthfill dams with central clay cores to environmental factors such as reservoir level, rainfall,
and earthquakes. Our methodology is based solely on field observations (geodetic measurements,
reservoir level, rainfall depth, hydraulic head within the dam, seepage rates), and we focus on the time
period starting at the end of the first filling and spanning for 31 years. The period between the end of
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construction and the first filling is not examined here, as it is outside the scope of this paper, which
focusses on how the dam behaviour evolves in the long term.

2. Materials and Methods

2.1. The Pournari I Dam

Pournari I (Figure 1) is an earthfill dam with a central clay core and sand gravel shoulders. The
clay core is enclosed by transition filter zones, and the upper part of the upstream face of the shell is
protected by rip-rap (Figure 2). The width at the base of the dam is 453 m and its maximum height is
103 m (superstructure from the foundation level), while the crest length and width is 580 m and more
than 10 m, respectively [24]. The dam is owned by the Public Power Corporation of Greece (PPC S.A.).
It is located in the regional unit of Arta (Western Greece) on the Arachthos River.

 
Figure 1. Downstream shoulder of the Pournari I dam with the concrete spillway (left) and part of the
hydroelectric station (right).

Figure 2. Maximum cross-section A-A of the Pournari I dam. For location, see Figure 3 (after [8]).

The Pournari I dam is the fifth largest dam in Greece (material volume of 9 × 106 m3) and one
of the largest dams in Europe. The construction of the dam was completed in 1981 and the first
impoundment of the reservoir started immediately after, forming the artificial Arachthos reservoir
with a maximum capacity of 865 × 106 m3 covering an area of 20.6 km2. The maximum and minimum
water levels for hydroelectric power production are at elevations of 120 m and 100 m above mean sea
level (AMSL), respectively, with the critical water level for the safety of the dam set at 126 m AMSL
(nominal crest elevation: 127 m AMSL [24]). The main purpose of the dam is hydropower production
and irrigation control. It is part of the Arachthos Hydroelectric Complex, which consists of four dams,
the Pournari I dam being the largest both in size and electricity production capability.
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Figure 3. Part of the geodetic monitoring system at the Pournari I dam showing the control stations
established on the crest and the downstream shoulder of the dam. In red are the four drainage galleries
(i.e., Adit Right Abutment Upper - ARU, Adit Right Abutment Lower - ARL, Adit Left Abutment
Upper - ALU, and Adit Left Abutment Lower - ALL) constructed at the dam to collect seepage. The
location of the maximum cross-section A-A is also shown (modified after [8]).

2.1.1. Geology and Seismicity at the Dam Site

The dam has been founded on stratified sedimentary rocks (moderate to thickly bedded
sandstones capping silty conglomerates above a sequence of thinly-bedded sandstone–siltstone)
of flysch formations. At the dam site, beds strike N 30◦W and dip NE at about 25◦–45◦, with no major
faults. Most bedrock outcrops were found to be moderately to highly weathered. The unconfined
compressive strength of the bedrock has values that range between 67 MPa and 118 MPa for the
sandstones, and between 9.8 MPa and 49 MPa for the silty conglomerates and the sandstone/siltstone
sequence. The modulus of elasticity was between 9.8 GPa and 19.6 GPa for all sequences. These values
were considered adequate for the expected load on the foundations [25]. The area is also characterised
by moderate to high seismicity. An increase of shallow seismicity (hypocentral depth ≤5 km) in the
vicinity of the reservoir up to a 10-km distance that potentially triggered and was associated with the
reservoir level fluctuations has been reported in [26].

2.1.2. Monitoring at Pournari I dam

The Pournari I dam has been monitored since its construction. The monitoring systems installed
at the dam site mainly consist of geodetic and geotechnical instruments and five accelerographs.

The geotechnical monitoring system comprises various instruments (e.g., inclinometers,
piezometers, pressure cells) installed inside the body of the dam at different locations. Over the years,
a number of geotechnical instruments were damaged, and as a result, not all are currently operational.
In addition, the reference points for some of the inclinometers and lateral movement instruments had
to change after a few years of operation.

The geodetic monitoring system consists of 79 control points in total located on the crest, the
upstream shoulder, and the downstream shoulder of the dam as well as the left and right abutment
and the power house area. Vertical (from a reference datum) and horizontal movements (deflections
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from a straight line) of the control points are measured using reference stations that are located on
stable ground. From the 79 control stations, 35 are located on the crest and downstream shoulder, as
shown in Figure 3.

Four drainage galleries (see Figure 3) were built and used for grouting during construction of
the dam. Seepage rates within the four galleries have been measured every fortnight since the end
of construction.

2.1.3. Available Monitoring Record

This study focuses on the analysis of the geodetic monitoring dataset. Only the vertical movements
of control points established on the upstream (S-1 to S-13) and downstream (S-2 to S-14) side of the crest
as well at the downstream shoulder of the dam (S-18 to S-37) were considered in this analysis due to
the uncertainty and lack of metadata as it concerns the horizontal deflections. No data were available
for control station S-4. Monitoring of control stations on the upstream shoulder stopped after the
completion of construction in 1981, and because these control points have since been submerged under
the water. Therefore, no data were available for the upstream shoulder. The monitoring data were
provided by PPC S.A. and cover a period of 34 years, from February 1981 to April 2015. This study
focusses solely on the long-term mechanical behaviour of the dam and uses data from 1984 to 2015, thus
avoiding the first three cycles of filling of the reservoir. The sampling rate for the vertical movements
during the period under investigation was one per year. The procedure followed for the measurements
is the same as that described in [27]. A typical accuracy for precise levelling is a = 1 mm/km [28]. The
maximum distance of the levelling surveys at the Pournari dam was approximately S = 1 km. This
means that the available measurements were significant within σ = a*

√
(S) = 1 mm. Following the law

of error propagation, we find that the accuracy of the settlement values is σs = σ*
√

2 = 1.4 mm. This
value is an upper threshold as it refers to a single measurement. For repeated measurements, systematic
errors are cancelled, as well as any gross errors that are identified, and the values are removed from
the record. In this study, we adopt a very conservative threshold for any changes between consecutive
measurements that are regarded as significant. This threshold takes into account a factor of safety
equal to 2, i.e., ± 2.8 mm. This should suffice for any random errors such as misplacement of the
levelling stuff during levelling, etc.

In addition, the record includes daily values of reservoir level and daily rainfall depths at the
dam site for the period 1981–2015. Data that were also available were seepage rates, every fortnight,
within the drainage galleries between 1987–2010 and monthly readings of the hydraulic head in four
piezometric tubes installed within the upstream shoulder, the clay core, and the downstream shoulder
of the dam between 1981 and 2010.

2.2. Methodology

Our methodology consists of the following steps:
Step 1: Time evolution of vertical movements for the control stations on the crest and downstream

shoulder of the dam.
As a first step, the time evolution of the recorded vertical displacements is examined, aiming to

identify the control points with maximum displacement on the crest and downstream shoulder, as
well as compare the amplitude of settlements between the two sides of the crest.

In order to evaluate the amplitude of crest settlements, we calculate the settlement index
(Equation (1)) and the annual rate of settlement (Equation (2)). We identify any time periods during
which the settlement index and the annual rate of settlement exceed their threshold values equal to
0.02 [21] and 0.02% [22], respectively. We further examine these periods at a later stage of the analysis,
as described in Step 2 of the methodology.

For the vertical movements of the downstream shoulder, we determine time periods that exhibit
significant (above ± 2.8 mm as explained in Section 2.2) unexpected amplitude change, i.e., uplift.
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We compare these time periods with the records of the reservoir level and rainfall at the next step of
the analysis.

Step 2: Effect of environmental factors on the observed settlements.
In this step, we examine the settlement values to identify any potential relationship with

environmental factors, i.e., the reservoir level fluctuations, rainfall, and occurrence of seismicity. We
choose the observed settlements for control stations S-9, S-10, S-21, S-28, and S-35 that are located along
the maximum cross-section A-A (Figure 3) for further analysis.

Since the sampling rate for the observed settlements is one per year, we use average monthly values
for the reservoir level and monthly rainfall depths, instead of the daily values for our comparisons.
The monthly values are calculated using the available daily data.

In order to investigate the effect of any climatic changes on the settlements, we calculate the
deviation of the calculated monthly rainfall depth from corresponding historical rainfall depths
for the same month that are available from the National Meteorological Service (EMY) of Greece
(www.hnms.gr/emy/en/climatology/climatology_month; accessed on 08/07/2019). These historical
monthly rainfall depths refer to the greater Arta region where the Pournari dam is located. Using
the historical monthly values, we calculate the cumulative historical rainfall depths for the periods
between consecutive measurements. The deviation (%) of the calculated rainfall depths between
consecutive rainfall from the corresponding historical values are estimated as:

deviation of rainfall (%) =
rainfall depth(i) − historical depth(i)

historical depth(i)
× 100 (3)

where rainfall depth(i) is the cumulative rainfall depth for the time period between measurement
epoch i and i-1, as calculated from the available daily rainfall depth values. Historical depth(i) is the
cumulative rainfall depth that refers to the same months of the year as those included in the calculation
for the rainfall depth(i), and is calculated from the available historical monthly rainfall depth values.

Since Greece is a highly seismically active region, we also studied the effect of earthquakes on the
observed dam settlements solely in a qualitative form. More specifically, we examine whether any
increase in the rate of settlements can be correlated with the occurrence of earthquakes within a 50-km
radius from the dam site. We used the earthquake catalogue available from the National Observatory
of Athens for earthquakes with magnitudes >3 within a radius of 50 km from the Pournari I dam site
during the period 1984–2015. In structural engineering, earthquakes of magnitudes of M5 or more are
considered as being significant to infrastructure ([29] and references therein); therefore, we also looked
at the occurrence of earthquakes with magnitudes ≥M5.

3. Results

3.1. Step 1: Time Evolution of Vertical Movements for the Control Stations on the Crest and Downstream
Shoulder of the Dam

In this section, the recorded settlements on the crest and downstream shoulder of the dam are
discussed without any reference to external factors that could have an effect on them, e.g., reservoir
level, rainfall, etc.

3.1.1. Crest Settlements

Figure 4a shows the time evolution of the crest settlements at the Pournari I dam. The solid lines
with the filled symbols correspond to control stations at the upstream (U/S) side of the crest, while
the dashed lines with the unfilled symbols correspond to control stations at the downstream (D/S)
side of the crest. Symbols of the same shape and colour (filled and unfilled) correspond to points
with locations facing each other, i.e., at the same distance along the crest but on different sides of the
crest. From Figure 4a, it is observed that in general, settlement amplitudes are smaller closer to the
abutments and increase as we move towards the middle of the crest. The maximum displacement up
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to 2015, equal to 623 mm, has been observed for control station S-9 on the U/S side of the crest. This
corresponds to 0.6% of the dam height (from the foundation level).

 
(a) 

 
(b) 

Figure 4. (a) Time evolution of the crest settlements of the Pournari I dam. The shadowed area
corresponds to the first three filling cycles, and is not taken into account in this study. (b) Observed
settlement for the control stations along the upstream (U/S) (solid line) and the downstream (D/S)
(dashed line) side of the crest on 1 July 1984 (top) and on 1 April 2015 (bottom).
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Differential settlement is observed on the crest. In particular, the U/S side appears to consistently
have larger settlements by approximately 200 mm over the whole time period examined (Figure 4b),
compared to the D/S side, for all stations but S-1, next to the left abutment. The difference is slightly
bigger, 250 mm, between S-9 and S-10 at the location of the maximum cross-section. The U/S side of
the crest closer to the left abutment has slightly larger settlements (control stations S-5 and S-7), by
approximately 20 mm on average, compared to the settlements of the same side of the crest closer to
the right abutment (control stations S-11 and S-13, respectively).

 

(a) 

 
(b) 

Figure 5. Crest settlements: (a) Settlement Index SI and (b) Annual rate of settlement.

We calculated the crest settlement index (Figure 5a, Equation (1)) and the annual rate of settlements
for the points on the crest (Figure 5b, Equation (2)) following the methodology by [22]. From Figure 4a,
it can be shown that up until 2015, the settlement index has not exceeded the threshold value of 0.02
suggested by [22]. The annual rate of settlements seems to have stabilized for all control stations on
the crest after 1984 (within three years since construction, consistent with the time period suggested
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by [22]) with the exception of measurement epochs 1986, 1988, and 1992, where values exceeded the
0.02% threshold for all or some of the control points. More specifically, all control stations on the crest
appear to have an annual settlement rate higher than 0.02% of the dam height in 1986. In 1988 and
1992, only the control stations that were located on the U/S side of the crest surpassed the threshold
value. These periods are examined in more detail in the later sections of this paper.

3.1.2. Settlements of the Downstream Shoulder

Figure 6 shows the evolution of the settlements for the control points on the downstream shoulder.
No measurements were available for 1986. The amplitude of the settlements is smaller than that of the
crest, as expected, with the maximum value of 95 mm recorded for station S-21 of Series 1 (for location
of control points refer to Figure 3).

A number of time periods with uplift movements have been identified: 1989, 1992, 1994, 1996,
1997, 1999, 2001, 2003, and 2012. Table 1 shows which part of the downstream shoulder shows uplift
and the corresponding uplift amplitude in mm.

Table 1. Downstream shoulder: Time periods and control stations with uplift movements. The numbers
in brackets show the max uplift movement in mm that has taken place between the measurement epoch
on the year shown in the table and the previous year. If uplift is observed for only specific stations
along a series, these are also shown.

1989 1992 1996 1997 1999 2001 2003 2012

Series 1 (6) Series 1 (10) Series 1 (8)
Series 2

(6, S27-31)
Series 2

(13, S26-28) Series 2 (13) Series 2 (8) Series 2 (6) Series 2 (7)

Series 3
(10, S34-37) Series 3 (13) Series 3 (7) Series 3 (7) Series 3 (7)

It is worth comparing the behaviour of the control stations of the crest at the same time periods as
those in Table 1. Table 2 shows the calculated maximum uplift for the control stations at the crest.

Table 2. Crest: Time periods and control stations with uplift movements. The numbers in brackets
show the max uplift movement in mm that has taken place between the measurement epoch on the
year shown in the table and the previous year. If uplift is observed for only specific stations along the
crest, these are also shown.

1989 1992 1996 1997 1999 2001 2003 2012

S1-2 (5) - - - - S2 (4) S2-3 (3) (6)

We examined two hypotheses: (1) the uplifts are due to gross errors, and (2) the uplifts are not
real, but are due to instabilities of the reference benchmarks used for the levelling surveys, i.e., the
settlement of the reference points. Hypothesis (1) was rejected as when uplift was observed, this
was for either all or most of the control stations along a series (e.g., Series 2 or 3) or multiple series
at the same measurement epoch. This minimises the possibility of observations being attributed to
gross errors. Hypothesis (2) was also rejected. If the reference points were not stable, this would have
been identified during the surveys of the control points that take place regularly. In addition, if this
hypothesis was true, the effect on the recorded measurements would have been continuous, not on
isolated time periods only.
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(a) 

(b) 

Figure 6. Time evolution of settlements for the D/S shoulder: (a) Series 1 control stations S-18 to S-23,
and Series 2 control stations S-25 to S-31; (b) Series 3 control stations S-32 to S-37. Both graphs have the
same scale on the x and y-axis for comparison purposes. Points with the same symbols, filled or unfilled,
lie along the same cross-section, perpendicular to the dam axis. The shadowed area corresponds to the
first three filling cycles (1981–1984), and is not taken into account in this study.
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3.2. Step 2: Effect of Environmental Factors on the Observed Settlements

In this step, the settlements are analysed in combination with the monthly average reservoir level
values, the monthly cumulative rainfall depths, and the occurrence of seismicity. From Figure 4a,
Figure 6a,b, it is evident that the settlements of control stations that lie along the same line and elevation
(e.g., crest, Series 1, etc.), are following very similar patterns, although with different amplitudes.
Hence, the settlements of only one station per monitoring line (U/S crest, D/S crest, Series 1-3), those
along the maximum cross-section (A-A in Figure 3; S-9, 10, 21, 28 and 35), are examined further in this
paper. These were the points that exhibit maximum settlements amongst the control points along the
same elevation.

3.2.1. Settlements and Reservoir Level

Figure 7 shows the monthly average reservoir level and the observed settlements of the control
stations along the maximum cross-section A-A (S-9, S-10, S-21, S28, S35). A first observation is that
the rate of settlements of the control points on the crest does not increase following the reservoir
drawdown in 1987. A change in the rate of settlements for the control points on the crest (S-9 and S-10)
in 1986, 1992, 1997, and 2002 follows the lower level in the reservoir in December 1985, February 1992,
November 1996, and February 2002, respectively (Figure 7). This could be a possibility if a time lag of
4 to 6 months between the two parameters, i.e., water level and settlements, exists.

Figure 7. Cont.
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Figure 7. Monthly averages of reservoir level and observed settlements of control stations along
cross-section A-A (see Figure 3 for location). The settlements of the control stations on the downstream
shoulder (bottom plot) are plotted at a different y-axis scale for easier comparisons.

For the D/S shoulder, the two distinct periods of recorded uplift in 2001 and 2003 visible in the
records of all series could not be linked to the reservoir level from the analysis so far.

3.2.2. Settlements and Rainfall

Next, we investigate whether a relationship exists between settlements and rainfall at the dam site.
Figure 8a shows the time history of the settlements and the annual rainfall depth. Here, the ‘annual’
rainfall depth corresponds to the amount of rainfall between consecutive measurement epochs (which
is on average one year), not within a calendar year. In order to examine whether wet or dry years, i.e.,
changing climatic conditions, played any role in the evolution of settlements, we compare the observed
settlements with the percentage of deviation of the rainfall depth between consecutive measurement
epochs, to the corresponding historical depths.

One observation that can be made from Figure 8b is that the crest settlements do not have a direct
relationship with the recorded rainfall events. On the other hand, there is some evidence that the D/S
shoulder does. More specifically, uplift is observed when the amount of cumulative rainfall changes
significantly either way (positive or negative) compared to the amount of rainfall that fell within the
previous measurement epoch. In 1989, 1992, 2001, and 2012, the rainfall depth is substantially lower
than in the 1988, 1991, 2000, and 2011 measurement epochs, respectively. The opposite stands for 1996,
1997, 1999, and 2003, with the rainfall depths being higher than in 1995, 1998, and 2002. These years
correspond to times when uplift is observed at the D/S shoulder.
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(a) 

 
(b) 

Figure 8. Settlements across A-A section and (a) rainfall depth between consecutive measurement
epochs, and (b) deviation (%) of rainfall depths between consecutive measurement epochs from
historical rainfall depths.
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3.2.3. Settlements and Seismicity

We investigated, in a qualitative way, how/if the occurrence of seismicity affects the dam and
whether the observed settlements at the times when higher rates are observed (1986, 1988, and 1992)
could be earthquake-induced. Our study does not make use of any accelerometer data, as these were
not available. Earthquakes are known to induce permanent settlements in earthfill dams, even failure,
e.g., the Fujinuma dam [30]. Regarding the possible uplift, this could also be a response to earthquakes,
which are known to cause an increase in water levels within wells [31] and/or an increase in the seepage
rates [32], which could result in an increase in the pore pressures within the dam.

Figure 9 shows the settlements and the occurrence of earthquakes with magnitudes 3 or above,
within 50 km from the dam between 1984 and 2015. The number of earthquakes for a specific
measurement epoch corresponds to the number of earthquakes that occurred in the time period
between that specific measurement epoch and the one preceding it. Earthquakes can have an impact
on the geometry changes of the dam, especially on the settlements recorded at the crest [33]. No
such significant effect can be seen from Figure 9 for the Pournari I dam. According to the earthquake
catalogue from the Institute of Geodynamics, National Observatory of Athens, there have been three
earthquakes with magnitudes of ML 5.4, ML 5.3, and ML 5.2 in 1993, 2000, and 2014, respectively
(shown as stars in Figure 9) within a 50-km radius from the dam. The 13 June 1993 ML 5.4 earthquake
appears under the 1994 measurement epoch in Figure 9. This is because it occurred after the 1993
measurement epoch (1 June 1993) had taken place. No earthquakes with magnitudes larger than the
three reported occurred during the examined time period and within 50 km from the dam site. The
notable increase of earthquakes at lower magnitudes over time could be due to the detection capability
of the Greek National Seismic Network having improved since 2000. However, this should have had
no impact on the earthquakes with numbers of magnitude of 5 or above.

Figure 9. Settlements and occurrence of earthquakes (ML >3) within a radius of 50 km from the dam site
between consecutive measurement epochs. Stars indicate the largest earthquakes during the examined
period (ML 5.4 in 1993, ML 5.3 in 2000, and ML 5.2 in 2014 at distances of 36.8 km, 15.4 km, and 16.3 km
from the dam, respectively). Earthquake data were sourced from the National Observatory of Athens.
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The absence of evidence on the effect of earthquakes on Pournari I dam settlements is consistent
with what is expected from the international literature. It has been observed that in general, earthfill
and rockfill dams are quite resilient to earthquakes of magnitudes less than 6.5 [32]. All reported cases
of dams having suffered severe damage in the form of longitudinal cracks or settlements following an
earthquake refer to larger earthquakes than those that occurred close to the Pournari I dam area during
the examined time period. Base sliding is another earthquake-induced failure, but it affects mainly
concrete dams [34] rather than earthfill dams, and therefore is not examined in this paper. Liquefaction
can occur for earthfill dams founded on alluvium. This is not the case for the dam under investigation.
It can be concluded that the Pournari I dam has been unaffected by the seismic activity of the region
(magnitudes up to ML 5.3), but this does not necessarily mean that the settlement rate won’t be affected
in the case of earthquakes with larger magnitudes in the future.

4. Discussion

The analysis of the recorded crest settlements of the Pournari I dam following the methodology
of [21] showed that the crest settlements are mainly due to the creep/secondary consolidation of the clay
core. The annual rate of crest settlement as a percentage of the dam height dropped for the first time
below the threshold of 0.02% [22] in 1985 and permanently after 1986, i.e., within 3 years (36 months)
and 4 years (48 months) since the completion of the construction, respectively. Dascal [22] suggests
that the annual rate of settlements of the crest should drop below 0.02% within 24–30 months since the
completion of construction. The Pournari I dam appears to take longer to stabilise, but it is still within
the maximum period of 8–10 years suggested by Lawton and Lester [35].

The maximum settlement observed at control station S9 at the U/S side of the crest corresponds to
0.6% of the dam height from the foundation. A number of studies have suggested threshold values
below which the settlement, as a percentage of the dam height, is regarded expected/normal: [36]
suggest the range 0.25–1% of the dam height. Dascal [22] gives a 0.35% threshold value, while [37]
gives a range between 0.1% and 0.4%. The threshold values suggested by [22,37] were found to be
conservative based on the evaluation of the crest settlements of more than 40 dams with a central clay
core by [20]. More than 50% of these dams had a maximum recorded crest settlement higher that 0.4%
of the dam height without these dams being at risk. The maximum settlement of the Pournari I dam,
recorded 34 years since construction, is well below the 1% threshold, and does not pose any concerns
for the dam’s structural integrity.

The differential settlement between the U/S and the D/S side of the crest is of the order of 250 mm,
and can be attributed to the effect of the impoundment of the reservoir and the wetting of the U/S
shoulder of the dam.

4.1. Observed Settlements and Reservoir Level Fluctuations

Our analysis provided no evidence of a direct relationship between the reservoir level fluctuations
and the settlements of the crest and D/S of the Pournari I dam. The reservoir level fluctuations is
expected to affect primarily the U/S shoulder [38]. The lack of direct relationship between reservoir
level and crest settlements has been reported for other dams as well, e.g., [39]. Therefore, the absence
of significant settlements at the crest and D/S shoulder at the Pournari I dam as a result of the reservoir
fluctuations is not unexpected.

In the period under consideration, 1984–2015, the reservoir level fluctuates annually. The
fluctuations are mostly within ± 5 m. Only once, in January 1987, was the reservoir level lowered
significantly to 100.67 m AMSL (daily value), compared to levels before and after that date, reaching
almost the minimum reservoir level for the production of electricity (100 m AMSL). This drawdown in
July 1986 corresponded to 16% of the original reservoir depth (120 m AMSL). No significant settlements
or settlement rates were observed for the crest and D/S shoulder immediately following this drawdown
(Figure 7).
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Tedd et al. [40] describe the effect of reservoir drawdown on the settlements of the U/S shoulder, the
dam core, and the dam crest. They studied the crest settlements of the Ramsden dam, and concluded
that crest settlements continued during drawdown, and while the reservoir was empty, this was
reversed at some degree with refilling. For what they regarded as a minor reservoir drawdown (30% of
the reservoir depth), they calculated a settlement of 12 mm for the U/S shoulder, which was equal to the
measured value, while 50% of that settlement was reversed during refilling. The measured settlement
of the crest was reported to be almost 1.5 times bigger than that of the U/S shoulder. They suggest that
significant crest and U/S shoulder settlements take place every time the reservoir is lowered.

The fact that no significant settlements were recorded for the Pournari I dam following the 1987
reservoir drawdown does not necessarily mean that such settlements did not take place. A possibility
could be that any settlements due to drawdown were partially reversed during refilling, and this is
not evident in the settlement record because of the very low sampling rate (annual). By the time of
measurement in June 1987, the reservoir level had already returned to 119 m elevation. The recorded
settlements along the maximum cross-section could well reflect a net settlement. To investigate whether
this hypothesis could be viable, we followed the approach and Equation (9) described in [40] to
approximately calculate the expected settlement of the U/S shoulder at the Pournari I dam due to the
drawdown in January 1987. We found it equal to 15 mm. Assuming that at least 50% of that settlement
could have been recovered by June 1987 when measurements took place, a net settlement of 7–8 mm
could be expected. We have no available observations for the U/S shoulder to validate this. According
to [40], the crest settlements should have been bigger than our estimated 15 mm. Unfortunately, the
approach of [40] cannot be used to estimate settlements on the crest due to reservoir drawdown.
The measured settlement at control station S-9 on the U/S side of the crest in June 1987 was 11 mm.
Assuming that a 50% recovery had taken place by that time, this would give a 22-mm settlement due
to drawdown. This value is 1.5 times higher than the calculated settlement value for the U/S shoulder
(15 mm) at the Pournari I dam, and is also consistent with the observations by [40] at Ramsden dam.

4.2. Observed Settlements and Rainfall

Prolonged extreme rainfall events have been identified in [41] as a potential factor affecting the
crest and D/S shoulder through surface erosion. As extreme rainfall, the authors of [41] use examples
of storms with rainfall depths from 76 mm to 210 mm/day. Figure 10 shows the recorded daily rainfall
depths at the Pournari I dam during the time period 1984–2015. There are 19 occasions when this
rainfall exceeded the lower threshold of what is characterised as extreme rainfall in [41]. None of these
occasions could be directly related to the times when uplift was observed.

There are very few studies in the international literature that investigate the effect of rainfall
on earthfill and rockfill dams. Most of the existing studies focus on the effect of rainfall or extreme
rainfall events on the occurrence of flooding events and the risk of overtopping. Ref. [42] simulated
the effect of rainfall on rockfill and suggested that long-term deformations of the rockfill are controlled
by the wetting history of the dam shoulders. They showed that the settlement rate increases at times
of extreme rainfall events with an indicative value of 300 mm/month (Figure 3 in [42]). Although
there were occasions when the rainfall at the Pournari dam exceeded 300 mm/month, no increased
settlement rates were observed at those times. This could be due to the material used for the Pournati I
dam shell (sand and gravels), which is finer than the rockfill material of the dam in the study of [42],
and hence the infiltration rate is lower. A higher infiltration rate and consequently increased pore
pressure results in the decrease of the effective stress, i.e., weakening of the dam. This does not appear
to be the case for the Pournari I dam.

Ref. [43] link rainfall and leakage as a possible mechanism for internal erosion with leakage being
dominated by rainfall. Following the methodology on threshold correlation by [19], we compare the
rainfall depths to leakage reported within four drainage galleries at the Pournari I dam (for location
see Figure 3). We find that the volume recorded in the drainage galleries is strongly correlated to
rainfall for cumulative rainfall depths over the same fortnightly period above 67 mm (horizontal line
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in Figure 11). This correlation is consistent with published literature [38], and taking into account that
the recorded leakage rate in the drainage galleries is low, we do not expect the Pournari I dam to be at
risk under the conditions examined in the present study.

Figure 10. Daily rainfall at the Pournari I dam site between 1984 and 2015. The dashed line corresponds
to a low threshold of 76 mm, above which the rainfall is regarded as a storm in [41].

Figure 11. Left y-axis: rainfall depth between consecutive drainage measurement epochs. The light
blue horizontal line corresponds to the threshold of 67 mm, above which a direct correlation between
rainfall depth and seepage volume is observed. Right y-axis: Seepage recorded in the drainage galleries
of the Pournari I dam.
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The D/S shoulder can also be affected by inflow from seepage from springs, mainly at areas prone
to karstification. At the Pournari I dam site, there are no springs (it is founded on flysch); however, the
existence of small lenses of conglomerates within the sandstone strata exhibiting high weathering has
been reported [25]. Our results on the correlation between rainfall depths and seepage are consistent
with observations during the investigation of the foundation bedrock conditions that preceded grouting.
It had been found that the ground water profile fluctuated over several meters annually, with some
water inflow recorded in the drainage galleries after rainstorms. This was attributed to the presence of
open joints and bedding planes [25].

4.3. Time Lag between Recorded Settlements and Reservoir Level Fluctuations

In our analysis, we did not consider a time lag between the settlements and the reservoir level.
A potential time lag could be due to either the hydraulic conductivity values of the material of the
upstream shoulder and the core (in the case of steady state) or the storage capacity of the material [44].
Due to the different hydraulic conductivities of the dam materials, it should be expected that any
potential changes in the geometry of the dam observed at the crest and D/S shoulder as a result of
the reservoir level fluctuations occur with some delay. In the absence of information on the hydraulic
conductivity of the U/S and D/S shoulder as well as the filter and the clay core, precise estimation of
such a time lag is not possible. The investigation of the role of the storage capacity would require
numerical modelling and unsaturated conditions, and this is outside the scope of this paper. Instead,
we used available elevations of the water (hydraulic head) in four piezometers installed within the
dam (for location, see Figure 12).

Figure 12. Location of piezometers W1–W5 along cross-section A-A.

The time history between 1982 and 2010 of the hydraulic head in W1–W4 is shown in Figure 13.
From Figure 13, it is evident that the upstream shoulder (W1) responds immediately to changes in
the water level in the reservoir. The core (W2) was following the changes up to around late 1989 (see
further for details), after which there appears to exist a time lag between the water elevation in W2
and the reservoir level fluctuations. For example, the local minimum in 1990 in W1 values appears
slightly earlier than the 1990 local minima in W2 values (Figures 13 and 14). This time lag appears to be
getting bigger over time if one compares the W1 peaks with the W2 peaks and attempts to align them.
Precise determination of this time lag has not been possible for the period 1982–2010 from the available
data mainly because the two time series are not evenly spaced, and the traditional cross-correlation
analysis [45] cannot be applied. Interpolation could be used to overcome this, but such an approach
would increase the possibility of biased results.
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Figure 13. Variation of water level elevation along cross-section A-A. Changes of the reservoir level
appear immediately at the D/S shoulder, the core (at centre axis) appears to respond with a varying
time lag. The phreatic surface in the D/S shoulder is unaffected by the reservoir-level variations in
the reservoir.

Ref. [46] along with [47] suggest a methodology for the analysis of unevenly spaced time series in
the frequency domain. This could have been an alternative approach in the case of the Pournari I dam,
for a constant time lag between W1 and W2. Since the time lag varies over the examined time period,
the different time lags could only be estimated graphically: We manually shifted the W2 time series
over the W1 time series. By doing so, we were able to identify three time periods with different time
lag characteristics, as described below. For clarity purposes and to help with the following discussion,
we present again the evolution of the hydraulic head in W1 and W2 in Figure 14. In this figure, W1
record is used to compare W2 with the reservoir level fluctuations, as both W1 and W2 records share
the exact same sampling times. We documented the almost perfect match between the reservoir-level
fluctuations and the hydraulic head in W1 (see also Figure 13) earlier; therefore, the use of W1 instead
of the reservoir level record is valid.
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Figure 14. Hydraulic head in W1 and W2 between 1982 and 2010. Horizontal thick black lines represent
the mean value of the hydraulic head in W2 during periods 1983–1989, 1990–2001, and 2003–2010. The
dashed lines indicate the approximate time periods when the time lag between W1 and W2 changes.
The blue arrows are connecting corresponding peaks between W1 and W2. These peaks, when aligned,
result in maximum correlation between sections of data. The time difference between corresponding
peaks is equal to the time lag between W1 and W2 for that section of data.

• 1982 to December 1989: During this time period, the hydraulic head in the core (W2 location in
Figure 12) does not appear to have a time lag with the reservoir-level fluctuations despite the
fact that it does not exactly follow the fluctuation pattern. More specifically, both W1 and W2
appear to have a drop in the hydraulic head in January 1987, with the last simultaneous drop in
July 1989 (first dashed line from the left in Figure 14). The shape of the W2 curve between 1982
and late 1989 (highlighted area in Figure 14) is characteristic for the period during which the clay
core gets saturated: the hydraulic head increases, and then reaches a plateau, at which point the
core is regarded as saturated. The latter has been observed in early studies on unsaturated clays,
e.g., [39].

• Early 1990 to mid 2000: During this period, the mean value (104.46 m) of the hydraulic head
(second horizontal black line in Figure 14) is decreased compared to the previous time period
(111.83 m). The observed peaks in the W2 values appear to have a time lag with the corresponding
peaks in W1 (corresponding peaks shown with blue arrows in Figure 14). This time lag is 3 months.

• Mid 2000 to end of record in 2010: During this time period, the mean of the hydraulic head values
has dropped further (now at 101.84 m). The observed time lag has increased to 6 months.

The decreasing mean value of the hydraulic head over time has been reported in the literature
(see [39]), and is expected. A time lag of a few days up to a few months, consistent with the time lag
estimated for the Pournari I dam, between reservoir-level fluctuations and the downstream shoulder
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has also been observed and explained using the theory for unsaturated soils by [48]. The varying time
lag, on the other hand, is not easy to interpret. A possible explanation is that the clay core was not
entirely homogeneous when constructed, and that small heterogeneities, e.g., small fractures/fluid
pathways, were present. These allowed for an immediate response of the core to the reservoir-level
fluctuations. Over time, the swelling of clay during saturation resulted in the partial or complete
closure of these pathways, and consequently, the observed time lags. However, this is something that
needs to be further investigated, and is the subject of an ongoing study.

The downstream shoulder appears to be unaffected by the changes in the reservoir, which is
consistent with our previous observations. Instead, the hydraulic head in W3, W4, and W5 is more
consistent with the rainfall depth (Figure 13).

4.4. Observed Uplift at the Toe of the Dam

A few millimetres (up to 13 mm, see Table 1) uplift has been observed mainly at the Series 2 and
Series 3 control stations. Earlier in the analysis (Section 3.1), we showed that this uplift is not likely
to be an artefact, and that the recorded values are significantly different to the standard error of the
measurements. Examining the recordings in the long-term, the overall trend for all control stations is
to settle. The magnitude of the uplift movement is small: a maximum of 13 mm over a 30-year period.
Whatever the causing effect, the response of the dam appears to be elastic, i.e., the vertical movement
became a settlement by the next measurement epoch. Uplift movements at the toe of earthfill dams
could be attributed to a number of possibilities, not all of which are applicable for the Pournari I dam:

1. Rotational slide of the downstream slope. This is not likely to be true, as uplift is not observed at
all times, but rather at specific, not necessarily consecutive, measurement epochs. In addition, to
the authors’ knowledge, no cracks have been reported from visual inspection, which is another
sign that indicates a potential slide.

2. Effect of groundwater. This could be a likely factor; however, the absence of relevant data, e.g.,
pore pressures at the toe of the dam, do not allow any analysis to be made regarding its effect to
the observed vertical movements.

3. Swelling rocks beneath the dam. Swelling of rocks resulting in deformations has been reported
for tunnels. The main contributing factor is the presence of clays or clayey rocks [49]. Ref. [25]
mentions the presence of some clay material at the dam foundation level. This could be a possible
cause of the observed uplifts, although the fact that this uplift is reversed by the next measurement
epoch makes this scenario unlikely.

4. Internal erosion that could result in uplift at the toe of the dam. From the available data used in
this study, there is no evidence to support this.

4.5. Time-Dependent Settlements

Figure 5a shows that the settlement index for the control points located at the dam crest has
remained under the 0.02 threshold value since the settlement records begun. This indicates that the
recorded settlements are due to the secondary consolidation/creep of the clay core [17]. At preliminary
stages of the analysis presented in this paper, we attempted to remove the time-dependent component
of the recorded settlements, aiming to continue the analysis with the residuals only. Initially, we
attempted to fit an exponential model to the time series of settlements or even a linear model to
the logarithmic time series of the settlements without success. As a last resort, we fitted, based on
least-squares, a third-degree polynomial which resulted in satisfactory fits (correlation coefficient
>0.93 for the vast majority of control points), although without a physical meaning for the fitted
parameters [50]. However, the derived residuals were significantly affected by numerical effects; hence,
any further analysis based on these values could result in biased outcomes.
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4.6. Future Research Directions

A limitation of the available monitoring record is that settlement measurements only took place
once per year. Annual epoch measurements for surface control stations have been a common long-term
monitoring strategy for dams that do not show any evidence that their structural integrity is at risk, as
is the case of the Pournari I dam. A higher sampling rate for the dam settlements, at least monthly, is
required for more detailed studies. This can be an expensive exercise for the dam owner, but with
new automatic monitoring technology that is now routinely used for dam monitoring (e.g., [11]). This
should not be an onerous task, and in the long-term is cost-effective. The geotechnical instrumentation
in old dams can be easily damaged within the first 5–10 years. Hence, geodetic measurements
together with geophysical monitoring [7] could be, in many cases, the only source of information for
continuous monitoring. Remote sensing (INSAR) can also be used; however, it is more expensive, the
computational expense is high, and it requires photogrammetric expertise. In addition, nowadays,
the accuracy of INSAR images is within a few mm. This could be sufficient for concrete dams, but is
relatively low for the purposes of examining the response of earthfill dams to environmental factors.

Due to the limitations posed by the annual sampling of the settlements, and in the absence of any
geotechnical observations, a causative relationship could not be quantified between the settlements
and the reservoir level and rainfall. However, backward (data-driven) numerical modelling could
assist interpret the geodetic observations further, and is the focus of an ongoing study.

5. Conclusions

Despite the limitations of the low sampling rate of the recorded settlements (one per year), our
results provide evidence of the role of the reservoir-level fluctuations and the rainfall on an earthfill
dam over 31 years of operation after its first filling. For the case of the Pournari I dam, the reservoir
level seems to affect the recorded settlements on the crest up to a degree. A more interesting outcome
is the increasing trend in the time lag between reservoir-level changes and the response of the dam
core. This is the first time that observed changes in the long-term response of a central clay core dam
to reservoir-level fluctuations, based on field data, are reported in the international literature. This
time lag appears later in the life of the dam, after 8 years since construction, and has the tendency to
increase with time. By 2010, this time lag was 6 months. This can be an indication of homogenisation of
the dam core, i.e., existing small fractures that could have been present after construction have closed
following saturation and swelling of the clay core. Such a behaviour would be difficult to predict
solely based on numerical modelling, but the observations of this study could be used to inform future
constitutive models for the engineering design of earthfill dams. The downstream shoulder is mainly
affected by rainfall via effects on seepage. No evidence was found in the available data of the dam
being affected by seismicity at the magnitudes (up to ML5.3) recorded within 50 km from the dam
during the examined time period.

Overall, based on the available data and from the current analysis, without any numerical
modelling, the Pournari I dam appears to respond satisfactorily to environmental changes. More
frequent monitoring on dams, especially as they age and in view of the changing climatic conditions
would allow for detailed studies of their long-term behaviour based on field evidence.
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Abstract: Dams located in cold areas are subjected to large seasonal temperature variations and
many concrete dams have cracked as a result. In the 14th International Commission on Large Dams
(ICOLD) Benchmark Workshop, a case study was presented where contributors should predict the
cracking and displacements due to seasonal variations. In this paper, the conclusions from this case
study are presented. Overall, the results from the contributors are well in line with the observations
that can be made on the dam and the measurements performed. This shows that using non-linear
numerical models is a suitable tool to accurately predict cracking and estimate the displacements of
cracked dams. This case study also highlighted important aspects that need special consideration
in order to obtain realistic results that can be used to predict the crack pattern, these being: (1) the
importance of performing transient thermal analyses based on robin boundary conditions; (2) the
influence of contact formulation between the concrete dam and the foundation; and (3) the use of
realistic non-linear material properties. The results and conclusions presented in this paper constitute
one important step in achieving best practices to estimate dam safety and better understand the
potential failure modes and ageing of concrete dams.

Keywords: concrete arch dams; seasonal temperature variations; crack prediction; non-linear finite
element analyses

1. Introduction

For many large concrete structures, the load effects that occur from variations in ambient conditions
may be the dominating loads that introduce significant stresses in the structure. Due to its size and
massive cross-section, significant thermal or moisture gradients may occur. This is especially the
case for concrete dams where parts of the structure are subjected to water while other parts are in
contact with the ambient air. Structures located in cold climates are subjected to harsh environmental
conditions with large seasonal variations in temperature. The ambient temperature difference between
summer and winter can be about 70 ◦C during a year in Northern Hemisphere countries such as
Sweden [1].

Temperature variations have been shown to cause cracking in several concrete dams, [2,3].
Temperatures that deviate from the zero strain temperature in the concrete will induce either tensile
or compressive strains. The zero strain temperature (or reference temperature) corresponds to the
temperature that the concrete is considered stress free and hence had when first subjected to restraint.
This temperature is often also denoted as the closing temperature (i.e., the temperature when the final
segment is cast that causes the structure to be subjected to restraint). The induced cracks caused by
cyclic seasonal temperature variations often occur close to restraints or in large, massive areas without
contraction joints [4]. During winter, when the ambient air is colder than the reservoir, the downstream
part of the concrete dam will shrink in relation to the concrete at the upstream part. This will induce
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tensile stresses in the downstream part of the dam that may result in cracking. The thermal shrinkage
of the downstream part causes the dam to deform in the downstream direction. In contrast, during
summer when the ambient temperature is higher than the reservoir, the dam will deform in the
upstream direction and this deformation causes a risk of cracking in the upstream part of the dam.

The influence of seasonal temperature variations and its imposed deformations on concrete dams have
been studied based on several different types of models in the literature. Most of the references have focused
on statistical (data-based) prediction models using regression analysis. These models are based on the
assumption that the dam behaviour can be described by the following effects: Hydrostatic–Seasonal-Time
(HST) or Hydrostatic–Temperature–Time (HTT) (see for instance [5–7], among others). In recent years,
data-based models based on machine learning techniques such as artificial neural networks (ANN),
support vector machines (SVM), and boosted regression trees (BRT) are becoming more and more widely
used (see [8]). All these methods have great possibilities of giving highly accurate predictions of the
normal behaviour of a dam. These methods, however, need a sufficient amount of data, typically a few
years of recordings, in order to train and evaluate the models. In addition, this type of model can have
difficulties in detecting progressive damage evolution, as shown by [9].

Numerical models based on the finite element method have been used to assess the deformations
or induced stresses from seasonal temperature variations (see [10–13], among others). In these types
of studies, the predicted behaviour is also commonly calibrated or compared with measurements.
This was, for instance, the case in [14,15], who performed the calibration of the thermal behaviour of
the Karun III Dam with measurements, but also estimated the structural safety. There are, however,
few references that have performed simulations that account for crack initiation and propagation that
have aimed to predict the crack pattern and analyse how these cracks influence the dam behaviour.
In the study by Malm and Ansell [3], the cracking in a concrete buttress dam due to seasonal variations
was simulated and shown that the cracking that occurred on many of the concrete buttress dams in
Sweden was directly caused by the seasonal thermal variation, and that the cracks found in situ could
be accurately captured with the use of non-linear finite element analyses based on constitutive material
models to describe cracking.

The assessment and maintenance of existing dams represent a challenge for the whole dam
engineering community. The ICOLD (International Commission on Large Dams) Committee on
Computational Aspects of Dam Analysis and Design has since 1991 organised 15 benchmark workshops
with the aim of offering dam engineers and researchers the opportunity to share knowledge focused
on modelling strategies and best praxis regarding the numerical analyses of dams. In theme A of
the 14th benchmark workshop, the contributors were asked to analyse the cracking of a concrete
arch dam in northern Sweden subjected to seasonal temperature variations using numerical analyses.
The formulators of the theme defined and delivered the geometry, material properties, and loads,
while some other aspects of the numerical modelling were intentionally undefined to allow the
contributors to make their assumptions and choices [1]. The aim of this benchmark workshop
was to make blind predictions of the extent of cracking and to assess its influence on the response
(e.g., displacements) of the dam. In this paper, the benchmark workshop is presented along with
the conclusions and lessons learned regarding the numerical analyses of the seasonal temperature
variations of concrete dams.

2. Case Study

In theme A of the 14th benchmark workshop, a Swedish concrete arch dam was used as a case
study to analyse the influence of cracks on the structural response of the dam. The input data can be
obtained from [16].

2.1. The Reinforced Concrete Arch Dam

The dam used as a case study is located in the northern part of Sweden and is thereby subjected
to significant seasonal variations in temperature between summer and winter.
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The dam was taken into operation in the 1960s. The concrete arch dam is a single curvature dam
with a radius of 110 m, a crest length of 170 m, and a maximum height of about 40 m and is shown
in Figure 1. The dam is slender, with a crest thickness of 2.5 m and a thickness at the base of 5.7 m.
The relatively low and wide geometrical properties of the dam results in a quite high length-to-height
ratio of 4.25. One explanation for the slender geometry can be that it was built in a low seismicity
zone and seismic loads were not considered in the design. Another unique feature is that it is built
of reinforced concrete, with one reinforcement layer on the upstream surface and two layers on the
downstream surface. Each reinforcement layer consisted of bars with a diameter of 25 mm and a
spacing of 300 mm in both the hoop (horizontal) and vertical directions. The reinforcement bars
are spliced and transmits forces over the vertical contraction joints to ensure that the dam acts as a
monolithic structure.

 

  
(a) (b) 

Figure 1. (a) Photo of the concrete arch dam used as the reference for the benchmark workshop,
(b) illustration of the dam geometry. From [1].

This dam, as most other dams in Sweden, was built with an insulating wall on the downstream
surface to reduce the temperature gradient through the dam. However, only a few years after operation,
cracks caused by the seasonal temperature variations were detected on the downstream part of the dam.
These cracks continued to grow under the following years and the dam behaviour was continuously
being kept under supervision with a monitoring system. The monitoring consists of measurements
of the deflections of the arch dam, using a total station at the points shown in Figure 2. Initially,
the measurements were made on a monthly basis, but when it was shown that no significant change in
behaviour occurred, the recordings were reduced to twice a year. Eight monitoring points were placed
along the crest (section 100). About 18 m below the crest, the next measuring section is located (section
200) and measuring section 300 is located about 26 m below the crest. In both of these latter sections,
three measuring points are installed. This means that it is possible to evaluate the displacements along
the elevation of the dam at Section 03, Section 06, and Section 09, as shown in Figure 2.

 

Figure 2. Downstream view of the arch dam with the spillway shown to the left and the abutment
block to the right. The monitoring points are also shown where section 100 is at the crest and Section 06
is in the central part of the dam. Reproduced from [17].
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In Figure 3, typical recordings from the displacement measurements are presented for the summer
and winter conditions, respectively. The difference between the retention water level and the minimum
water level was only 2 m for this dam, implying that the variation in water level has a small effect on
its seasonal deformations. Hence, the measured displacement is primarily governed by the variations
in temperature. The measured displacements are presented along the crest (see Figure 3a) where the
origin of the x-axis is located at the spillway and along the elevation in the centre (see Figure 3b).
The curves were created based on the recordings of the measuring points illustrated in Figure 2, and for
the representation of the results along the crest, a spline curve was developed. The recorded values
are illustrated in Figure 3a with squared symbols while the smooth continuous curve is a result from
the spline function. Positive displacement shown in the figure corresponds to displacement in the
downstream direction (x-direction) of the dam while negative displacement corresponds to upstream
movement. Results are presented for two representative cases, a few years after construction (1960s)
and after about 50 years of service (2010s).

 

Figure 3. Measured displacement of the dam, shortly after finalisation (dashed lines) and after about
50 years of service (solid lines) for summer (red) and winter (blue) conditions, respectively, (a) crest
displacement, (b) displacement along the dam height. The figure also shows the observed crack pattern
on the downstream side (bottom) and the cross-section of the dam (right).

As seen in Figure 3a, the maximum displacement along the crest was in general larger in the years
following the construction, and over the years, the displacement along the crest has reduced. This is
valid for both summer and winter conditions, where the peak to peak value between summer and
winter has decreased. The same phenomenon can be seen in Figure 3b, which shows the measured
displacement in the centre of the dam as a function of the elevation. As can be seen in the figure, the
shape of the displacement curve during winter was almost linear a few years after completion of the
dam. Over the years, the displacement curve has become more curved with a maximum approximately
20 m above the ground.

There are naturally some differences in temperature from one year to another, which partly
could explain some of the deviation of the measured displacement along the crest shown in Figure 3a.
However, this could not explain the curved shape that has been measured in recent winters, as shown
in Figure 3b [17]. This changed behaviour is caused by cracking, where several horizontal cracks have
initiated on the downstream surface of the dam. These cracks are arching on the downstream side
toward the left- and right-hand side of the dam (see Figure 3). As a result of cracking, the restraint has
reduced, which resulted in a lower global temperature, inducing displacements of the dam. In Figure 3,
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an illustration of the observed crack pattern on the downstream surface of the dam is also illustrated.
As can be seen in the figure, the cracks have mainly been initiated in the bottom two thirds of the dam
height. To the right in Figure 3, the cross-section of the dam is also illustrated.

2.2. Temperature Variations

Temperature data were gathered from a weather station located about 20 km from the dam. From
this weather station, measurements of the average daily temperature have been available since 1973.
However, temperatures with a short duration have little effect on the structural behaviour. According
to [18], daily temperature variations have minor effects since these cannot propagate in the concrete
structure to a great extent. Therefore, [18] recommended that the temperature variation from one week
to another is suitable to consider in numerical analyses. Therefore, the measured temperatures were
averaged to give the maximum and minimum temperatures over a seven day period (i.e., weekly
variations). Two extreme temperature profiles were developed based on these values, one for a
warm year with the maximum temperatures and one cold year based on the minimum temperatures.
These two extreme years were then combined as shown in Figure 4. The minimum weekly average
temperature occurred in January and was −25.8 ◦C and the maximum temperature occurred in July
and was 19.7 ◦C. This corresponds to a difference of ΔT 45.5 ◦C between winter and summer based on
weekly average temperatures. A similar curve was also produced that started with the warm year, and
the contributors were free to choose which to use (see [1]).

Figure 4. Illustration of the combined temperature profile for an extreme cold year followed by an
extreme warm year. From [1].

The influence from solar radiation can be significant on high, thin arch dams, as shown by [14].
However, it was not considered in this case. The reason for this is that the effect from solar radiation
is quite small in the Nordic countries (see [18]) and this dam has an insulation wall installed on the
downstream side and thereby, the downstream part of the dam is not exposed to solar radiation.

Recordings of the water temperature were not available, but according to [18], it was defined as
70% of the ambient air temperature if the temperature was above freezing, otherwise assumed equal to
zero. This assumption was based on previous measurements of water temperatures in the reservoir on
other dams, which showed that the water temperature is more or less constant over the depth and just
above freezing temperature (i.e., 0 ◦C) during the winter (see for instance [19]).

In order to include the effect of the insulation wall in the numerical models, a convective
heat transfer coefficient for the downstream part of the dam was derived, which considered the
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thermal properties of the insulation wall and the air gap between the insulation wall and the concrete.
The provided values for the convective heat coefficients are presented in Table 1.

Table 1. Conductive heat coefficients as given by [1].

Parameter
Convective Heat

Coefficient
(W/(m2 K))

Comment

Downstream surface of
the arch dam–air 4

The downstream surface should be considered to
have lower conductive heat coefficient compared to
other concrete surfaces. (the reason is that there is
usually some heat insulating material installed on the
downstream surface on dams in Sweden).

Concrete–air 13 For all surfaces exposed to air, except the
downstream surface of the arch dam.

Concrete–water 500

Concrete–rock 1000

Rock–air 13

Rock–water 500

2.3. Material Properties

Both thermal and mechanical material properties are required to perform non-linear analyses
regarding thermal induced cracking from seasonal variations. The material properties defined for the
benchmark workshop are presented in Table 2.

Table 2. Material properties as given by [1].

Property Concrete Rock Reinforcement

Mechanical

Elastic modulus 33 GPa 40 GPa 200 GPa
Poisson’s ratio 0.2 0.15 0.3

Density 2300 kg/m3 2700 kg/m3 7800 kg/m3

Compressive strength 38 MPa - -
Tensile strength 2.9 MPa - -

Yield stress - - 360 MPa
Ultimate strength - - 600 MPa

Ultimate strain - - 0.15

Thermal

Thermal expansion 1 × 10−5 K−1 1 × 10−5 K−1 1 × 10−5 K−1

Thermal conductivity 2 W/(m K) 3 W/(m K) 39 W/(m K)
Stress/strain free

temperature 4 ◦C 4 ◦C 4 ◦C
Specific heat capacity 900 J/(kg K) 850 J/(kg K) 450 J/(kg K)

In the benchmark workshop, the fracture energy of concrete was intentionally omitted and thereby
had to be defined by the contributors.

In a large concrete structure that has been built for a considerable time, the reference (stress/strain
free) temperature may vary in different parts of the structure and may change over time due to
ageing, creep, and cracking. This is, however, normally not considered, instead a constant reference
temperature is derived for the whole structure. In this case study, the reference temperature was
defined as the annual average temperature at the dam site in accordance with the recommendation of
the Federal Energy Regulatory Commission (FERC) [20].
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2.4. Geometrical Model and Mesh

A geometrical model had been developed by the formulators for the arch dam, its abutments,
the spillway, and the rock foundation. The model was supplied to the contributors in different CAD
formats and also with a suggested mesh (see Figure 5). The numerical mesh was developed in
HyperMesh and the finite element program Abaqus ver. 2017. The provided mesh was based on
4-node linear tetrahedron elements (denoted C3D4), where the mesh size of the dam was defined as
small enough to ensure that the element length was less than the characteristic length of the concrete
material. This ensures that the elastically stored energy that is released during cracking can be captured
by the surrounding elements. The characteristic length (lch) is a material property that describes the
ductility of the material and is defined as

lch =
E·G f

ft2 (1)

where E is the elastic modulus [Pa]; G f is the fracture energy [Nm/m2]; and ft is the tensile strength
[Pa].

 

Figure 5. Illustration of the mesh provided to the contributors in the benchmark workshop.

Based on the material properties given in Table 2, the characteristic length of the concrete used in
the dam was 1.1 m, and hence a smaller element length than this is required to capture the energy
release during cracking. In the dam and spillway, a typical element length of about 0.75 m was used in
the provided mesh. The concrete parts in the provided mesh consisted of 65,874 nodes and 292,536
elements. The provided mesh of the rock varied in element length between 0.75 and 3.0 m and the rock
consisted of 43,942 nodes and 208,399 elements.

The provided mesh was highly detailed to ensure accurate results for the non-linear analyses
performed to capture the crack pattern. A coarser mesh could be used, especially for the linear analyses
and still obtain numerically converging results. Some contributors created their own mesh. which was
slightly coarser than the one provided, but was generally smaller than the characteristic length of the
concrete material.

2.4.1. Interactions and Boundary Conditions

The dam is excavated into the rock where the support is made to act like a hinge (i.e., preventing
displacements but not rotation). In addition, an asphalt coating was applied at the rock surface to
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prevent cohesion between the dam and the rock. In the geometry of the Finite Element (FE) model, this
was simplified where the excavation was neglected. Instead, a plane foundation between the rock
and the concrete was defined, see Figure 6. It is crucial that the interaction between the concrete and
foundation in the numerical model is defined so that it describes the real behaviour of the dam.

 

Figure 6. Illustration of the real foundation (left) were the dam is excavated into the rock and where
cohesion is prevented by an asphalt coating. The idealised geometry in the FE model (right).

The contributors were free to define the boundary conditions on the rock foundation as they found
suitable. All contributors defined that the bottom surface of the rock foundation was restrained in the
vertical direction. In the upstream–downstream direction, the contributors either defined boundary
conditions on one or both of the two parallel rock surfaces. The contributors used the same principle
in the lateral direction.

Constraining two parallel rock surfaces in the upstream–downstream (or lateral) direction enforces
a global restraint of the rock, which would result in a larger relative movement between the concrete
and rock due to the thermal strains.

2.4.2. Loads

The main load of interest in this study was the thermal load caused by temperature gradients
from the extreme temperatures described in Section 2.2. In addition to the thermal load, gravity, and
water pressure were also considered in the analyses. Gravity loads were included in the analysis for
the concrete based on the density given in Table 2 and the structure’s volume. The water pressure was
included as a hydrostatic pressure where the water level was assumed to be at the crest of the dam.

The influence from the construction sequence of the dam was neglected. In addition, other loads
such as uplift pressure and ice loads were also neglected in this study. Considering the thin thickness
of the arch and that the dam is relatively high, both loads are expected to have a fairly small influence
on the dam behaviour, especially regarding its influence on cracking.

2.4.3. Type of Analyses and Required Results

It was mandatory for the contributors to perform two different types of analyses: thermal and
mechanical. The aim was to predict both the cracking that had occurred since the dam was built in the
1960s and to assess its influence of the displacements. The contributors were asked to report the results
from three steps:

1. Thermal analysis;
2. Linear mechanical analysis; and
3. Non-linear mechanical analysis.

These analyses should be described in the paper and in addition, submit results to the formulators
via an Excel template file. The required results were:

1. Thermal analysis

� Temperature distribution for the centre section of the dam for the months of January
(minimum temperature) and July (maximum temperature).
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2. Linear mechanical analysis

� Calculated displacement on the downstream surface of the dam in the centre section as a
function of the dam height, for the initial conditions (gravity load and hydrostatic water
pressure) in addition to the minimum and maximum displacements due to temperature
variations, respectively.

� Calculated displacement of the downstream surface along the two lines illustrated in the
figures below. In both cases, the zero on the x-axis (representing the crest length) should
be defined at the side of the spillway section:

� along the crest
� a line ~14 m below the crest on the downstream surface

� Contour plots illustrating the displacement of the dam;
� Contour plots illustrating the areas which are exceeding the tensile strength (i.e., the areas

that may be subjected to cracking); and
� Vector direction plot showing the maximum and minimum principal stress directions of

the downstream view of the arch dam.

3. Non-linear mechanical analysis

� The results requested in the first three bullets of linear analyses should also be presented
for the non-linear analyses.

� Contour plots illustrating the calculated extent of cracking (i.e., showing non-linear strains,
damage, crack planes, etc.).

The mechanical analyses were defined to be performed in the following sequence:

1. Gravity loads;
2. Hydrostatic pressure; and
3. Extreme temperature variations.

3. Results

In this section, the main results from the benchmark workshop are presented, where each
contributor is presented with a unique number between 1 and 16. In some cases, the results from a few
of the contributors were removed since they were considered as outliers, most likely caused by errors
in the models. To find the results from all contributors, see [21–36].

3.1. Temperature Analyses

All contributors performed these with a one-way coupling, where the results from the thermal
analysis were used as input in the mechanical analysis to impose thermal strains. First, the temperature
analysis was performed by cycling the extreme thermal variations as presented in Section 2.2. These
temperature distributions were then used in the mechanical to estimate the risk of cracking based on a
linear elastic simulation and to simulate the extent of cracking based on non-linear analyses.

The contributors also showed that there was no significant difference between simulating the
extreme temperature curves (Figure 4) based on starting with winter or summer conditions. Thereby,
the calculated extent of cracking had a minor effect on which order the extreme temperatures occurred.
One conclusion from the contributors was that at least two cycles of the extreme temperature curve
had to be applied for the crack pattern to stabilise.

Most of the contributors performed transient thermal analyses where the temperature variations
in the air and in the water was applied using Robin boundary conditions (i.e., based on convective heat
transfer boundaries). No direct differences could be found between the contributors that performed
analyses based on this approach. It was only possible to detect differences in temperature distribution
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between these contributors and the few contributors who had performed steady state analyses with
Dirichlet boundary conditions (i.e., with prescribed nodal temperatures). One clear effect of using the
Dirichlet boundary conditions was that the water temperature had a smaller influence on the internal
temperatures in the dam compared with analyses using Robin boundary conditions. The reason for
this is that water was defined with a significantly higher convective heat transfer coefficient than air
(500 W/(m2 K) between water and concrete compared to 4 W/(m2 K) between air and concrete). It was
also possible to see a clear difference between the contributors using steady state compared to transient
analyses, where the latter did not reach a linear temperature gradient through the thickness.

3.2. Static Behaviour and Linear Elastic Seasonal Variations

As a first step, the contributors provided their calculated results from just the static loads
(i.e., the gravity load and the hydrostatic pressure). This was introduced as a first step in the
benchmark workshop to allow for easier comparison between the contributors’ modelling strategies.
It also provided an opportunity for the contributors to successively increase the complexity in their
simulations and to be able to cross-check a simpler version of their models with the more advanced
non-linear models.

In order to describe the real behaviour of the dam, it is important to prevent horizontal displacement
between the concrete and rock. This can, however, be considered in several different ways, as shown
by the contributors. The majority of the contributors considered some sort of interface element or
springs between the concrete and rock. In the stream direction, the stiffness of the interface or the
springs was defined with a high value to prevent relative movement and sliding between the concrete
and rock. Some contributors defined a friction based contact formulation using a high coefficient
of friction (typically higher than 20), which thereby prevented horizontal displacement at the base.
Others, instead, used a built-in function where no horizontal slip could occur. The latter method
is, of course, more correct and prevents horizontal movement but may result in problems finding
a converging solution. The horizontal movement in the first method will be infinitely small if the
coefficient of friction is high enough.

In the normal direction, most contributors defined a non-linear contact formulation, interface
elements, or springs that transmits compressive forces (typically, no penetration of the master nodes
into the slave nodes) but with zero stiffness for opening displacements. One of the participating teams
defined a softer contact for the transition between compressive and tensile forces where a continuous
function was used that also allows for some penetration of the master node into the slave nodes.
This means that the axis of rotation is moved slightly in the upstream direction compared to the others
that had the dam toe (downstream edge) as the axis of rotation. A softer contact is, in this aspect,
more realistic in this case considering the hinge design. Other contributors used methods to prevent
horizontal movement by constraining the toe (downstream edge of base) of the dam in all directions
and one contributor updated the geometry of the base of the dam so that it was more similar to the
real foundation.

Comparing the deformations due to static loads showed that the results were quite consistent,
see Figure 7. It could be seen that the contributors obtained static displacement that could be categorised
into two groups. In the first group, the maximum crest displacement varied between 16 and 18 mm,
and in the second group it varied between 25 and 31 mm. The reason for this discrepancy between the
two groups is that the first group used a fixed (rigid) constraint between the concrete and rock in the
linear elastic analyses.

There was a very small difference between the contributions in the first group as there should be
and this minor difference is believed to originate from the differences in the boundary conditions and
especially in the mesh. The reason why the discrepancies were larger between the contributors that
modelled non-linear contact between the concrete and rock is due to the different approaches used to
model the contact formulation and likely also tolerances of the FE analyses, in addition to the reasons
mentioned for the other group.
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Figure 7. The calculated displacement along the dam crest for static loads based on linear elastic
models, according to the contributors.

In the analysis using linear elastic material properties, the contributors were asked to provide an
estimation of the areas that had a risk of cracking after application of static loads and when considering
the seasonal temperature variations. The risk of cracking was in this case estimated based on the areas
that were subjected to tensile stresses that exceeded the tensile strength. Most of the contributors
showed a risk of cracking in the centre of the downstream surface due to static loads. When the
seasonal temperatures were considered, all contributors showed significant risk of cracking on almost
the entire downstream surface of the arch dam. In addition, the contributors that had modelled a fixed
connection between the concrete and rock also showed a significant risk of cracking in the concrete
upstream surface just above the foundation level. This is considered reasonable since the others that
modelled the contact with a non-linear contact formulation showed a fairly large difference in crest
displacement due to the joint opening.

3.3. Extent of Cracking

The linear elastic numerical analyses showed that the dam is already subjected to high tensile
stresses on the downstream part of the dam from normal loads caused by gravity and the hydrostatic
water pressure. This was later confirmed by the non-linear analyses where cracking occurred as
illustrated in Figure 8. Normally, this should not be the case. However, considering that the studied
dam has a high length-to-height ratio and is slender, these effects resulted in a significant risk of
cracking. As mentioned previously, cracks were detected on the downstream side of the dam shortly
after it was finalised. It is important to remember that this dam is reinforced, and thereby cracking
does not necessarily influence the dam safety.

Figure 8. Example of an illustration of the predicted extent of cracking due to static loads from
contributor No. 4.

In the following step, the extremely warm year and cold year were cycled to predict the cracking
that had occurred. As it can be seen in Figure 9f), the contributors predicted significant cracking
with several large horizontal cracks in the centre of the downstream surface of the dam and inclined
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cracks towards the two abutments. The crack pattern is illustrated a bit differently in the figures
depending on the choice of constitutive material model, and some showed both micro and macro
cracks while others only showed macro-cracks. Many of the cracks shown are micro-cracks, while a few
of the horizontal cracks corresponded to macro-cracks with a significant crack opening displacement.
The colour codes also varied between the contributors depending on the type of constitutive material
model used, where they may present crack widths (Figure 9b,d), inelastic strains (Figure 9f), fracture
planes (Figure 9e), or induced damage between 0 and 1 (Figure 9a,c). The aim of this comparison was,
however, to compare the crack pattern and hence it does not matter if the colour codes differ, since the
aim is to compare where the cracks occurred, number of cracks and if individual cracks were captured.

(a) 

 

(b) 

 
(c) 

 
 

(d) 

 

(e) 

 

(f) 

 

Figure 9. Example of an illustration of the predicted extent of cracking due to extreme temperatures
from the following contributors: (a) No. 4, (b) No. 13, (c) No. 8, (d) No. 12, (e) No. 16, (f) No. 6.

The crack pattern obtained in the numerical analysis corresponded well with the observed crack
pattern, as shown previously in Figure 3. The obtained crack pattern also corresponded well with
the description given by U.S. Army Corps of Engineers (USACE) [4], who described that horizontal
cracks typically occur on the downstream surface of the cantilever elements of arch dams at half the
dam height.

In the benchmark workshop, the used fracture energy varied significantly, from contributors
using a brittle material model to others using an elasto-plastic behaviour corresponding to infinite
fracture energy between 140 Nm/m2 to 600 Nm/m2. The mean of their fracture energies was 250
Nm/m2. The choice of unloading curve also varied between the contributors where some assumed
a linear decaying function while others used an exponential curve. For instance, the curve defined
by [37] was used to define the crack propagation in concrete.

The choice of fracture energy had a significant influence on the possibility of obtaining detailed
results regarding the predicted cracking. In cases where lower fracture energy was defined, it was
possible to visualize individual macro cracks. In the analyses defined with high fracture energy, it was
only possible to identify larger areas that were more or less damaged/cracked. This is illustrated in
Figure 10, where the top figure shows the crack pattern from one of the contributors using a fracture
energy of 200 Nm/m2 compared to a solution by the same contributor where a fracture energy of
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500 Nm/m2 was used. It should be remembered that this dam is reinforced, and the difference between
using higher or lower fracture energy is expected to be significantly higher for unreinforced concrete
dams. The reason for this is that the reinforcement carries the load after crack initiation and therefore,
in a simplified sense, can be considered as increased fracture energy.

 

 

Figure 10. Example of an illustration of the predicted extent of cracking from contributor No. 5 using a
lower fracture energy (200 Nm/m2 in the top) and a higher fracture energy (500 Nm/m2 bottom).

Overall, the contributors achieved accurate predictions of the crack pattern, regardless of whether
the constitutive material model used was based on damage theory, plasticity theory, fracture mechanics,
or a combination of these.

3.4. Deformation of the Arch Dam

The calculated deflection of the dam varied (as expected) significantly more than the displacements
from the seasonal temperature variations based on a linear elastic material model. The maximum
displacements from the contributors based on linear elastic material models varied typically between
40 mm and 65 mm, with an average of 55 mm.

In Figure 11, a comparison of the calculated displacement along the crest is presented together
with the measured displacements previously shown in Figure 3. The maximum crest displacement
obtained with non-linear material models varied between approximately 50 to 80 mm, with an average
of 65 mm. The main reason for the discrepancy is believed to be due to the differences in fracture energy.
The contributors with low fracture energy may have obtained yielding of some of the reinforcement
bars, which would greatly increase the deformations compared to contributors with a higher fracture
energy where the reinforcement was in the elastic regime.

The shape of the calculated displacement curves corresponded well with the measured deformed
shape. The maximum crest displacement from the measurements was slightly over 50 mm for the dam
after a few years (uncracked) and about 40 mm for the dam in recent years (cracked).

It should be noted, however, that the calculated displacements are performed with larger
temperature variations and hence some overestimation of the displacement is expected. The difference
in temperature variation is not so large, however, which means that the calculated displacement should
be only slightly above the measured displacement, as shown by [17].
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Figure 11. The calculated displacement along the dam crest during winter conditions based on
non-linear analyses, according to the contributors.

4. Discussion

As shown previously, if a concrete dam is subjected to significant thermal stresses, there is a risk
that cracking will occur, which may significantly alter the behaviour of the dam. When the cracks
develop, the structural stiffness is reduced, and hence also the thermal forces of restraint. This results
in a new equilibrium state where continued thermal variation primarily causes the opening and closing
of these cracks, and lower induced stresses in the concrete as a result.

To be able to analyse this effect, detailed models are required that can capture the crack initiation
and propagation in concrete such as non-linear finite element analyses based on constitutive material
models. Other types of methods such as data-based (statistical) models or simplified models may
capture the behaviour of an undamaged or an already damaged case, but can typically not capture the
transition from undamaged to damaged or answer questions regarding the current state of a cracked
dam [9]. However, the different methods have their benefits and the use of one type of model does not
exclude the possibility of also using others. In the condition assessment of dams, it would be preferable
if both detailed non-linear FE analyses and data-based models are used when applicable.

One simplification of the FE analyses presented in this paper is the use of a constant reference
temperature. However, using a too low reference temperature typically means that the extent of
cracking during a cold winter may be underestimated and vice versa. The obtained degree of cracking
is typically more or less similar, even though the obtained crack width or crack length may vary to
some extent [38]. Another important factor is that extreme temperature was developed to simplify the
seasonal variations for over 50 years into a cold and a warm year. The approach used in this paper has,
however, been shown by [39] to provide accurate results where the main types of cracks found in situ
could be captured.

Overall, the results from the contributors are well in line with the observations and measurements
made on the dam. All contributors indicated a significant risk of cracking due to the seasonal
temperature variations based on the linear elastic analyses. In general, the contributors also
achieved good agreement between the predicted crack patterns and the crack pattern observed
in situ. As expected, the non-linear analyses predicted larger discrepancies regarding displacements
compared to the simpler analyses with a linear elastic material model. However, for a large majority of
the contributors, good agreement was obtained regarding displacements of the dam.

There are several factors that contribute to the differences between different predictions. The main
identified factors that influenced the results were:

1. Temperature distributions;
2. Boundary conditions;
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3. Interaction between concrete and rock; and
4. Choice of fracture energy and non-linear constitutive model.

The methodology of performing the seasonal temperature distribution analyses may have a
significant influence on the results. In the benchmark workshop, most of the contributors performed
transient thermal analyses with Robin boundary conditions. This is the most suitable for this application,
and no direct difference in results could be found between the contributors that used this approach.
A larger difference was found for the contributors that performed steady state analyses with Dirichlet
boundary conditions. These analyses showed a larger influence from the ambient air temperature and
obtained linear thermal gradients through the thickness of the dam.

The definition of boundary conditions had a large influence primarily regarding the possibility
of obtaining converging solutions. The imposed boundary conditions on the rock could result in
significant restraint of the rock mass, if all exterior surfaces were restrained in their normal direction.
This prevented the rock mass from deforming and hence forced the temperature variation to primarily
cause relative deformation between the arch dam and the foundation. To only restrain one of the
two parallel surfaces in the stream and lateral direction, respectively, reduces the relative restraint
between the dam and the rock. This is thereby considered to be more suitable in cases where thermal
variations are considered. The only downside of this approach is that the rigid body motion of the
rock foundation must be removed before the results are compared with the measurements or the
other contributors.

One of the most influential factors is how the interaction between the concrete and rock foundation
was modelled. The reason for this is that significant joint opening occurred if a suitable interaction was
modelled. Preventing joint opening at the foundation level would initiate a horizontal crack along the
upstream surface.

As mentioned previously, the estimated amount of fracture energy varied from very low in the
brittle models up to very high in the most ductile models. Concrete used in dams differs to some extent
from conventional concrete, and limited information exists about suitable concrete fracture energy
for dam applications. The following characteristics are typical for concrete used for hydropower
applications, according to Brühwiler [40]:

• Use of a larger maximum size of the aggregates (100 mm in this specific case);
• Slightly lower tensile strength; and
• Slightly lower elastic modulus.

The fracture energy for concrete used in dams is, due to these reasons higher, than for conventional
concrete. For conventional concrete, the fracture energy can, for instance, be determined according to
Model Code 2010 [41]. With the properties given in Table 2, this would result in a fracture energy of
140 Nm/m2. This is thereby considered to be conservative in this case.

Ghaemmaghami and Ghaemian [42] showed that increasing the maximum aggregates from
30 mm to 60 mm almost doubled the fracture energy. Brühwiler [40] presented the results from the
measured material properties of three arch dams, where the fracture energy (mean values) varied
between 230 Nm/m2 to 310 Nm/m2. The mean value of the fracture energy used by the contributors is
thereby within the range given by [40]. The use of too low a fracture energy often has a large influence
on the possibility of achieving a converging solution, where brittle analyses are difficult to perform due
to the rapid unloading that is required as a crack is initiated. The results clearly showed the importance
of using realistic fracture energy for the type of concrete used in the dam. Using a too low value will
result in the risk of reinforcement yielding and potentially the overestimation of the deformations.
Individual cracks could not be captured by the contributors who used high value results of the fracture
energy. These contributors only captured that cracking occurred in larger areas.

Overall, the contributors achieved accurate predictions of the crack pattern, regardless of whether
the constitutive material model used was based on damage theory, plasticity theory, fracture mechanics,
or a combination of these. Using linear unloading curves generally results in an overestimation of
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the structural stiffness (see [18]). However, it was not possible to draw any conclusions from the
benchmark workshop regarding the choice of the unloading curve.

It is necessary to be able to estimate the root causes for cracking and to obtain accurate predictions
of the extent of cracking since this is the first step of assessing the current structural safety of an existing
dam or the need and type of strengthening. Therefore, the results and conclusions presented in this
paper are one important step in achieving increased knowledge of the dam safety of existing structures
with a better understanding of potential failure modes and ageing of concrete dams.

5. Conclusions

In this paper, the case study of a concrete arch dam subjected to cracking caused by seasonal
temperature variations has been presented. This case was part of the 14th ICOLD Benchmark Workshop,
where 16 teams of contributors provided their predictions of the dam’s behaviour. From this, it has
been possible to see the influence of different assumptions regarding modelling the crack propagation,
contact formulation between the rock and the dam, and approaches to simulate the temperature
variation. Some of the important findings from this benchmark were:

• Non-linear numerical models can be successfully used to predict cracking and estimate the
displacements of the studied dam.

• It is important to perform transient temperature analyses with Robin boundary conditions for
these applications to obtain a suitable temperature distribution.

• The interaction between concrete and rock has a large influence on the predicted displacements,
especially for analyses based on linear material properties.

• The magnitude of the fracture energy of concrete influenced the accuracy of the predicted
displacements of the reinforced concrete dam, but had a significantly larger influence on the
possibility of capturing realistic crack patterns.
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Abstract: The seismic risk assessment of existing concrete gravity dams is of primary importance
for our society because of the fundamental role of these infrastructures in the sustainability of
a country. The seismic risk assessment of dams is a challenging task due to the lack of case histories,
such as gravity dams’ seismic collapses, which hinders the definition of limit states, thus making
the application of any conventional safety assessment approach difficult. Numerical models are
then fundamental to predict the seismic behaviour of the complex dam-soil-reservoir interacting
system, even though uncertainties strongly affect the results. These uncertainties, mainly related
to mechanical parameters and variability of the seismic motion, are among the reasons that, so far,
prevented the performance-based earthquake engineering approach from being applied to concrete
dams. This paper discusses the main issues behind the application of the performance-based
earthquake engineering to existing concrete dams, with particular emphasis on the fragility analysis.
After a critical review of the most relevant studies on this topic, the analysis of an Italian concrete
gravity dam is presented to show the effect of epistemic uncertainties on the calculation of seismic
fragility curves. Finally, practical conclusions are derived to guide professionals to the reduction of
epistemic uncertainties, and to the definition of reliable numerical models.

Keywords: concrete gravity dams; seismic fragility analysis; uncertainty quantification; performance
based earthquake engineering

1. Introduction

Existing concrete gravity dams are fundamental assets for all countries around the world because
of their multiple connections with local communities for flood control, water supply and energy
production [1]. Most of the existing large concrete gravity dams have been designed in the last century
without considering any seismic design criteria [2]. However, concrete dams have behaved well when
subjected to earthquakes. They have never collapsed after experiencing seismic events [3] and only
few of them have exhibited damage.

Despite the good seismic performance shown by existing concrete gravity dams, their seismic
safety must be quantified in order to allow decision-makers to prioritize Disaster Risk Reduction (DRR)
strategies, thus increasing the resilience of communities. This justifies why professionals and scientists
are still investing resources in this field [4].

Two different approaches are commonly adopted to assess the seismic safety of a structure: the
Load-and-Resistance-Factor Design (LRFD) [5] and the Performance-Based Earthquake Engineering
(PBEE) [6,7]. In the LRFD approach, the structural safety is primarily assessed in terms of failure of
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individual building components. The resistance of the component under investigation is compared to
the effects of the actions affecting it in a particular scenario, the so-called Limit State (LS).

The LRFD approach is the basis of numerous modern codes [8] because it allows standardising
design and safety assessment of a large number of new and existing structural typologies.
Code parameters, such as combination factors, characteristic values, confidence levels and safety
factors, are needed to make the LRFD approach applicable to real cases. These factors allow matching
a target structural reliability in a particular scenario and accounting for all the uncertainties involved
in the analysis. The calibration of those parameters can be based on: expert judgment, fitting methods,
code optimization or a combination of these [9].

Expert judgment was the common approach until computational tools were developed to solve
complex optimization problems. In that case, the parameters of the code were initially guessed based
on expert knowledge and then verified over the years.

When expert judgment cannot be derived, for instance, because of lack of historical data, and the
construction features of the analysed structural typology do not allow technicians to define clusters of
similar buildings characterised by common failure modes, then the application of LRFD approach is
vague, as in the case of concrete gravity dams.

In the PBEE approach, structural performances are assessed at system levels in terms of risk of
collapse, fatalities, direct and indirect costs; this is usually known as “dollars, deaths and downtime” [10].
The outputs are then probabilistic performance metrics which are relevant to decision-makers for the
definition of decision criteria. The PBEE aims to estimate the frequency of threshold exceedance by
a particular performance metric for a given design at a given location.

The PBEE framework, in the version proposed by Pacific Earthquake Engineering Research Center
(PEER) [10], can be thought as being composed of four steps: hazard analysis, structural analysis,
damage analysis and loss analysis. The result of each step is then combined to obtain a probabilistic
description of the Decision Variable (DV).

The hazard analysis makes use of the Probabilistic Seismic Hazard Analysis (PSHA) for the
selection of ground motions to describe the annual frequency of exceedance of a seismic excitation,
for a given geographic area. This step requires the choice of an Intensity Measure (IM) for the seismic
excitation. The IM has to be a quantity that captures attributes of the ground motion hazard at
a specific site. Simple scalar IMs which are readily available from the seismic hazard analysis, such as
the Peak Ground Acceleration (PGA), may introduce a broad variability in structural analysis results,
thus requiring a large number of nonlinear analyses in further steps. The choice of a proper IM should
involve considerations related to both site characteristics and dynamic properties of the analysed
structure [11]. The selection of the best IM for the seismic assessment of existing concrete gravity dams
is still an important open issue [12].

During the structural analysis step, numerical models of the facilities are built to estimate the
uncertain structural behaviour, which is synthetically expressed in terms of Engineering Demand
Parameters (EDPs). EDPs must be selected based on the performance target and the type of system of
interest in order to be relevant. In this context, there are fundamental differences in tracking damage
or collapse LSs. Assuming that the computational model is refined enough to be able to properly
describe the material degradation due to seismic effects, the collapse is implicitly considered within
the simulations and collapse LSs become just a binary limit point. Whereas, pre-collapse damage
accumulates gradually and requires further steps to relate EDPs to appropriate Damage Measures
(DMs). Moreover, this aspect is an important open issue in dam engineering.

Unlike other structure typologies, dams are characterised by construction features which make the
definition of dam-specific EDP-to-DM relationships particularly complex. In fact, the great number of
different dam features and the variety of the ancillary works’ arrangement prevent the generalization
of the EDP-DM relationships.

The loss analysis, the last stage of the PBEE process, can be seen as the probabilistic estimation of
structural performances parameterized through Decision Variables (DVs), such as direct economic
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losses, down-time and life-safety. When the analysed structure is characterised by a high collapse
risk, DVs will reflect full replacement costs, rebuild time and risk of causalities associated with the
collapse. The calculation of the relationship between collapse and direct losses is fairly direct, while the
quantification of causalities requires further considerations related to the number of people who will
suffer due to the collapse, the rescue resources, the importance of the assets, etc.

Assuming that p [X|Y] is the probability density of X, conditioned to the event Y, and g [X|Y] is
the frequency of occurrence of X, given Y, the PBEE framework can be represented as in Figure 1.

Figure 1. PBEE framework, adapted from [10].

Whereas, if D is the facility definition, the frequency of occurrence of DV for a given structure
can be quantified as,

g [DV|D] =
∫ ∫ ∫

p [DV|DM, D] p [DM|EDP, D] p [EDP|IM, D] p [IM|D] dIMdEDPdDM (1)

Equation (1) directly follows the total probability theorem, where uncertainties in each step of the
process are described in terms of independent conditional probabilities.

DVs are usually controlled by less severe and more frequent earthquakes for which the collapse
risk is low and the progression of damage is more gradual. In this case, the aforementioned problems
related to the estimation of indirect costs still remain but also the direct loss quantification is more
complicated because of the uncertainties involved in loss predictive models and in the definition
of DM-to-DV relationships for a given facility. This is exactly the case of existing concrete dams,
for which the definition of reliable DM-to-DV relationships is even more complicated by the specific
use of the analysed dam. A closer collaboration among scientists, public agencies, dam owners and
(re)insurance companies could help to solve these issues, thus making the first step towards the
application of PBEE in dam field.

A more accurate estimation of the dam safety and a more comprehensive treatment of the
involved uncertainties may be achieved by moving from the LRFD approach to the PBEE one.
This is even more important considering that national and international codes relate concrete dam
failure to unsatisfactory performances that could lead to uncontrolled water release [13]. The limited
availability and poor quality, in terms of data aggregation, of historical damage data associated
with several seismic-prone areas make the derivation of numerical fragility functions (i.e., based on
computational models of the structures) an essential component of probabilistic seismic risk assessment
for dams. These needs have been already highlighted by Hariri-Ardebili in their pioneering work [14],
which paved the way for the application of PBEE to dam engineering, addressing some of the main
issues related to the dam fragility analysis.

The main focus of this paper was to study how epistemic uncertainties affect the fragility analysis
of existing concrete gravity dams. Starting from an extended literature review on the fragility curve
derivation for concrete gravity dams, this study presents a classification of the main sources of
uncertainties involved in the seismic analysis of such infrastructures. Finally, an illustrative case of
study is presented to show how epistemic uncertainties affect the calculation of the seismic fragility,
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thus highlighting the need for considering them in the application of the PBEE to existing concrete
gravity dams.

2. Source of Uncertainties Involved in the Seismic Analysis of Existing Concrete Gravity Dams

Uncertainties in the field of numerical modelling can be divided into two categories: epistemic
and aleatory [15]. The term aleatory, which is derived from the Latin alea, means the rolling of the dice
and it represents the intrinsic randomness of a physical phenomenon. The word epistemic derives
from the Greek επιστημη (episteme), which means knowledge. An epistemic uncertainty is then
related to the lack of knowledge. Pragmatically, the main difference between them is that epistemic
uncertainties can be reduced while aleatory uncertainties cannot. In practical cases, uncertainty
reduction process involves the subjectivity of the analyst who decides which uncertainties of his/her
model are random and which epistemic, based on the problem typology, his/her own experience and
the available information.

In the context of seismic assessment of existing structures, aleatory uncertainties are related to the
variability of ground motions (the so called record-to-record variability), while epistemic uncertainties
are mostly related to the variability of the mechanical characteristics of materials [16].

Numerical models simulating the behaviour of complex systems are sources of uncertainty. In this
context, the choice of the best modelling approach is known as model class selection [17]. The selection
of the best modelling approach is an aspect that must be considered in the seismic assessment of
existing concrete gravity dams [18]. De Falco et al. [19,20] address this topic highlighting how different
modelling approaches involve the variation of analysis results. The authors mainly focus on three
modelling aspects for gravity dams: geometrical modelling, soil–Structure Interaction (SSI) and
fluid–Structure Interaction (FSI). The geometrical modelling approach is related to the choice of
2-dimensional (2D) or 3-dimensional (3D) numerical models. De Falco et al. [21] show that only
3-dimensional models are able to properly describe the seismic behaviour of the dam-basin-soil
system. From the perspective of the dam body, 3D models allow the peculiarities of each dam to be
described, thus catching failure modes which cannot be reproduced in 2D models. Three-dimensional
modelling also affect the FSI and SSI results. Regarding the FSI approach, the authors show the
main differences between the Westergaard added mass [22] and the acoustic Finite Element (FE)
modelling [19]. The comparison between simple parameterized models representing prototype dams
and complex models of real dams shows that the two approaches lead to the same results only around
the fundamental period of the system, while they provide completely different results for higher
frequency values.

Finally, the authors investigated the effects of the SSI modelling approach by comparing several
commonly adopted strategies: the massless soil approach, the spring and dashpot boundary conditions,
the Perfectly Matched Layer (PML) [23] and the Infinite Elements (IEs) [24]. The results reveal that the
inertial part of the SSI, the so-called radiation damping [25], is a fundamental aspect which cannot be
neglected in the simulation of dam seismic behaviour. Therefore, the massless approach turns out to
be inadequate for this purpose. It is worth noting that no one has ever really proven that the massless
approach is fully conservative in the seismic analysis of dams.

Once a particular deterministic model, i.e., a model class C, has been defined, epistemic
uncertainties related to numerical model parameters arise. They produce a variability of the model
output leading to a mismatching between results and real observations [26]. The discussion above
suggests a natural division of epistemic uncertainties into two categories based on their origin:
model class and model parameter uncertainties, (Figure 2).
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Figure 2. Classification of epistemic uncertainties in dam engineering.

Epistemic uncertainties should be reduced as much as possible in order to provide a reliable
prediction of the system behaviour [27]. The process of reducing uncertainty is generally known
as model parameter calibration, and it is performed by observing the actual behaviour of the system.
Being an ill-posed inverse problem in the Hadamard’ sense [28], the model parameter calibration
requires a regularisation to be solved.

Both deterministic and probabilistic procedures can be adopted for this purpose. Deterministic
procedures [29] aim to minimize objective functions expressing the relationship between observations
and model output. Probabilistic procedures, such as the Bayesian inference [30], exploit prior
information about the uncertain parameters (i.e., prior distributions) to regularise the inverse problem.
Deterministic procedures require low computational performances and they enable deterministic
error estimators related to the quality of the fitting to be calculated. On the other hand, probabilistic
approaches are more computationally demanding than deterministic ones, but they allow deriving
more comprehensive estimations of model parameters, i.e., Probability Density Functions (PDF) of
model parameters and errors. The comparison between posterior distributions of errors related to
different modelling approaches is the basic tools for the model class selection.

In this context, Sevieri et al. proposed a Bayesian approach for the reduction of the uncertainty
related to elastic parameters of the materials based on static [31] and dynamic [26] measurements
recorded by dam monitoring system. The authors proposed probabilistic hybrid predictive models
for static and dynamic Quantity of Interest (QIs), such as displacements, frequencies, mode shapes,
in which the dam behaviour is represented by the results of FE models. The computational burden is
strongly reduced by using the general Polynomial Chaos Expansion technique (gPCE) [32] to surrogate
the numerical results. These important examples show the possibility to apply probabilistic approaches
to real dams.

3. Seismic Fragility Assessment of Existing Concrete Gravity Dams

Fragility functions are an important tool in earthquake engineering to compute the probabilities of
different damage states as a function of seismic response of every type of structures and infrastructures.
Originally created to characterize the seismic risk of nuclear power plants [33], fragility curves
were developed for large systems such as buildings and bridges (e.g., [34]) and also for individual
components (e.g., [35]).
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Several recent studies focus on the seismic fragility assessment of existing concrete gravity dams.
Most of them address the problem by analysing simplified 2D FE models. The reason for that is the
massive computational burden related to the use of 3D models within probabilistic procedures, such as
uncertainty propagation techniques. The analysis of refined numerical models with a large number of
dynamic degrees-of-freedom is prohibitive without high performance computing.

Some studies assume nonlinear material models, otherwise the nonlinearities are concentrated
within the interfaces, be they lift or contraction joints. The aleatory uncertainty is always related only
to the variability of ground motions, while epistemic uncertainties are related to constitutive model
parameters, basin level, effective uplift area and drain/grout curtain effectiveness. In the absence of
case histories and precise indication about LSs in the regulation codes, the definition of dam failure
is different from one author to another. LSs are usually identified as scenarios that are most likely
based on common sense, their definition is then arbitrary and variable. They generally represent
damage states that are easy to manage from a computational point of view, as the cracking of a certain
section (e.g., dam base, neck), the attainment of a limit deformation or strength, or the limit extent of
damaged areas. Thresholds are set in the form of limit stress ranges, limit crest-to-hell displacements
or maximum damaged areas, mostly related to the overall size of the dam. In conclusion, the available
studies are more focused on the choice of analysis method, material models, selection of uncertain
parameters and methods for fragility curve derivation rather than on the definition of proper LSs.

One of the first probabilistic seismic assessment of existing concrete gravity dams is performed
by de Araújo, J. M. and Awruch, A.M. [36], who combine aleatory uncertainties related to the
record-to-record variability of ground motions and epistemic uncertainties related to the materials
characteristics, by using a Monte Carlo simulation. The computational burden is reduced by
modelling seismic excitation as a non-stationary stochastic process having two basic random variables,
the acceleration amplitude and the phase angle. The dam concrete compressive strength is modelled
as random variable, while other material properties, such as tensile strength, Young’s modulus and
adhesion of the dam-foundation interface are deduced through deterministic equations. Instead of
calculating proper fragility curves, the authors derive the Cumulative Distribution Function (CDF) of
safety factors against slide at the base, concrete crushing at the toe and tensile cracking at the heel for
50 simulations.

Tekie and Ellingwood [37] perform a probabilistic analysis of the Bluestone gravity dam
in West Virginia (US). In this study, the aleatory uncertainties are only related to the ground
motion. The deterministic numerical model is composed of rigid blocks with frictional interfaces,
while dam-foundation interface is characterized by a perfectly plastic Mohr-Coulomb law.
The epistemic uncertainties are related to the mechanical properties of the concrete and foundation,
the drain and the grout curtain effectiveness, the water elevation, the effective uplift area. The effects
of epistemic and aleatory uncertainties are assessed through a Monte Carlo simulation using the Latin
Hypercube Sampling (LHS) method. Different LSs are considered in this work, (1) cracking of the
neck; (2) compressive failure of the foundation material at the toe; (3) sliding at the dam-foundation
interface and (4) deflection of the crest to the heel, that was limited to a percentage of the dam height.
Fragility curves are log-normally distributed for different LSs.

Lin and Adams [38] present a set of seismic fragility curves based on expert judgement for
concrete gravity dams located in eastern and western Canada. Two-dimensional dam models are used
to derive fragility curves in terms of damage state according to [39]. Log-normal CDFs are then used
to fit discrete points representing damage states.

Mirzahosseinkashani and Ghaemian [40] present a study on the Pine Flat dam, where the only
record-to-record variability is considered, while epistemic uncertainties are neglected. The soil in the
FE model is elastic and massless and the concrete of the dam body is simulated via a smeared crack
model. Two LSs are considered, the one is attained for a given crack length at the base of the dam and
the other for a given amount of the cracked area on the dam faces.
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Lupoi and Callari [41] present a new probabilistic procedure for fragility assessment of existing
concrete dams by considering epistemic and aleatory uncertainties separately. The LS function is
linearized with respect to the model parameters (i.e., random variables). The reliability problem is
thus characterized by a general cut-set formulation, and the failure probability is calculated by using
a Monte Carlo simulation. The authors apply the proposed procedure to the case of the Kasho gravity
dam, using an elastic FE model simulating the full fluid structure interaction. Only operational LSs
are considered: (1) crest-to-heel displacements; (2) cracking at the neck; (3) base sliding governed by
tangential stress and (4) cracking at the upstream face. Epistemic uncertainties are related to only two
parameters: the concrete strength and the soil strength. Two aleatory uncertainties are considered: the
seismic action and the water level.

Hebbouche et al. [42] adopt the procedure proposed by Tekie and Ellingwood to consider both
epistemic and aleatory uncertainties in the fragility calculation. The authors assume a linear behaviour
for the dam body, while the soil is modelled as perfectly plastic material with Mohr-Coulomb yield
criterion. The dam–soil interface is governed by Coulomb’s friction law. The LHS method is used to
sample from six uncorrelated random variables: friction angle, cohesion, foundation dilation angle,
Young’s moduli of concrete and soil and concrete compressive strength. Four LSs are considered,
(1) cracking at the neck; (2) sliding at the dam-foundation interface; (3) crest to heel displacement
and (4) crushing at the toe. Six near-fault ground motions are used and scaled with regard to the
pseudo-spectral acceleration (PSA) from 0.2 to 2 g.

Ghanaat et al. [43] provide fragility curves for different concrete gravity dams. Both material
parameters and seismic input are assumed as random variables and the sampling approach is based
on the LHS method. The authors analyse the seismic performance of the Mühleberg’s gravity dam
using a detailed 3D FE model having only a nonlinear contact surface between dam and foundation.
The following uncertainties are considered: concrete elastic modulus, concrete damping, rock elastic
modulus, cohesion and friction angle. They perform Incremental Dynamic Analysis (IDA) [44] with
30 three-components ground motion records. Given the high computational cost, each analysis is
stopped when the first convergence failure occurs. In this way, any possible “resurrection” [44] at
higher intensity is avoided. Finally, the fragility curve is obtained by fitting a log-normal CDF through
the data points, via the least-square approach.

In Ghanaat et al. [45] a simplified version of the previous method is presented. In this case
the number of trial analyses for the combination of epistemic and aleatory uncertainties is smaller
with respect to the previous study. A different scaling approach and different directional factors
are also used. Fragility curves are then calculated by considering a Weibull distribution rather than
a log-normal one. The proposed procedure is applied to the highest non-overflow monolith of a gravity
dam with shape similar to that of the Folsom dam. The 3D model has a nonlinear dam-foundation
interface and an additional upper lift joint at the neck. Local and global failure modes are then
considered. Elastic modulus and damping coefficients of concrete and rock are treated as random
variables together with tensile strength, friction angle and cohesion of the nonlinear joints.

Finally, in Ghanaat et al. [46], a 3D FE model with linear elastic materials, massless soil, contraction
and peripheral joints with nonlinear behaviour, is adopted for the seismic fragility analysis of a concrete
dam. Thirty ground motions are selected and scaled in order to achieve five LSs. Each analysis is
performed twice, treating the parameters both as random variables and as deterministic. The model
parameters are: elastic modulus, compressive and tensile strength of concrete, maximum aggregate
size, elastic modulus and tensile strength of rock, cohesion and friction angle of the interfaces.

Kadkhodayan et al. [47] analyse an arch gravity dam through nonlinear IDA, considering
the nonlinearity concentrated within the contraction joints. The selected DM is the percentage of
overstressed area on the dam faces, initially proposed by Ghanaat [48]. A linear relationship between
DM and IM is assumed. Nine three-components ground motion records are selected and three
potential IMs are considered: PGA, Peak Ground Velocity (PGV) and Spectral Acceleration at the
structure’s first-mode period (Sa (T1)). Three LSs are then defined based on different damage levels.
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Bernier et al. [49,50] derive seismic fragility curves for concrete gravity dams through the analysis
of a 3D FE model with nonlinearity concentrated within the dam-foundation interface and the
lift-joint at the neck of the dam. The parameters of the nonlinear interfaces, cohesion, tensile strength,
friction angle and damping ratio are treated as epistemic uncertainties, whereas, the seismic variability
is the only aleatory uncertainty. The vertical component of the ground motion is also considered,
by scaling the horizontal component with a random factor ranging between 0.5 and 0.8. Two LSs
are assumed: sliding at the dam-foundation interface and sliding at the lift–joint interface. After the
seismic analyses, the authors compare three distributional models, e.g., normal, log-normal and
Weibull, applying two fitting methods: the Sum of Squares due to Error (SSE) and the Maximum
Likelihood Estimator (MLE). Finally, the effect of the spatial variation of the friction angle in the
dam-foundation interface is investigated.

Hariri-Ardebili et al. [51] assess the seismic fragility of concrete gravity dams via the Multiple
Stripe Analysis (MSA). Nine ground motions are selected and three different intensity levels are
considered for each of them, thus resulting in 27 transient analyses. The authors perform a set of linear
elastic analyses and a set of nonlinear analyses, where the nonlinearity is modelled by rotating smeared
crack and Mohr-Coulomb base joints. Only the record-to-record variability is considered. The fragility
curves are derived considering the following DMs, in the case of linear analyses: Demand Capacity
Ratio (DCR) [52], Cumulative Inelastic Duration (CID) [53], Cumulative Inelastic Area (CIA) and
Damage Spatial Distribution Ratio (DSDR). In the case of nonlinear analyses the following DMs are
considered: Joint opening damage index, Joint sliding damage index and Crack-based damage index.

In Hariri-Ardebili and Saouma [54] the authors use the Cloud Analysis (CLA) [55] for the seismic
assessment of concrete gravity dams. The authors analyse the tallest non-overflow monolith of a 122 m
high dam via a 2D model, in which the interface between dam and foundation is the only source
of nonlinearity. Uplift pressures are then automatically adjusted with regard to the crack lengths.
Epistemic uncertainties related to the model parameters are neglected, but a large set of ground motions
of 100 records is considered. Moreover, fragility curves and surfaces are developed for 70 different
IMs in order to compare them and to identify the one with minimum dispersion.

In Hariri-Ardebili and Saouma [12] a numerical model similar to the one developed in
Hariri-Ardebili and Saouma [54] is considered, this time adopting the concrete smeared crack model.
Two different ground motions combinations are used, horizontal component only or horizontal
and vertical components, in two different loading scenarios, empty and full reservoir. Twenty-one
earthquake records are applied for each combination of loading scenarios and ground motion
assumptions. For each case a log-normal CDF is fitted through the model outputs.

In Hariri-Ardebili and Saouma [56] the Endurance Time Analysis (ETA) method is adopted for
the derivation of the fragility curve. Since only one ETA is performed, the aleatory uncertainty related
to the record-to-record variation is neglected. A 2D model with nonlinearity concentrated within the
interface between dam and foundation soil is used in this work. The elastic parameters of concrete
and rock, and those of the lift joints, including the specific fracture energy, are treated as random
variables. Two probabilistic Monte Carlo simulations, using LHS sampling, are applied to propagate
the uncertainties through the numerical model. In one case the random variables are considered
correlated, while in the second case they are considered uncorrelated. Log-normal CDFs are finally
fitted through the deterministic results by using the MLE approach to derive the fragility curves.

In Hariri-Ardebili et al. [57] the Koyna dam is analysed by means of a 2D elastic FE model
with massless soil. In a first analysis the dam concrete is assumed homogeneous, so the elastic
parameters are modelled as random variables. Whereas, in a second analysis the dam concrete is
assumed heterogeneous, and the elastic parameters are modelled as random fields. The structural
safety is evaluated during a post-process step, in which several performance indices are considered.
The authors vary the correlation length of the random field showing the effect on the model output in
terms of crest and neck displacement, principal stress at the base and performance indices.
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4. Illustrative Application: The Effect of Epistemic Uncertainties on the Seismic Fragility
Analysis of Existing Concrete Gravity Dams

4.1. The Dam

An existing Italian large concrete gravity dam is selected as case study to show how epistemic
uncertainties related to material mechanical parameters affect the seismic fragility analysis. The dam is
55.5 m tall and 199.20 m in length. As no vertical contraction joints are present and the dam is curved
in plan, a 3D FE model is built to properly simulate the structural dam behaviour.

4.2. The Numerical Model

The original technical drawings and the orographic map of the region are elaborated to build
a 3D Computer-Aided Drawing (CAD) of the dam-reservoir-soil system (Figure 3). ABAQUS 6.14 [58]
is then used to perform FE analyses.

The mesh of the FE model is made up of 13,280 quadratic tetrahedral C3D10 elements for
the dam body, while 7671 linear tetrahedral AC3D4 acoustic elements simulate the reservoir at its
maximum level (52.9 m). As discussed in Section 2, both SSI and FSI must be modelled to achieve
a proper refinement and subsequent accuracy of the solution. Therefore, 237 linear hexahedral CIN3D8
infinite elements reproduce the unboundedness of the soil domain, thus considering the radiation
damping, while low reflecting boundary conditions are applied at the boundary of the acoustic domain,
thus avoiding wave reflections. It is worth noting that the minimum mesh size is smaller than one
tenth of the smallest wavelength of the seismic input, considering a significant frequency range of the
seismic motion.

The model reproduces the foundation soil which is composed of two geological formations,
an arenaceous mass and a marl mass, which have completely different mechanical characteristics.

(a) Detailed view of the dam. (b) Model mesh.

Figure 3. Numerical model of the analysed dam.

Only the collapse LS of the dam body is considered. Special attention is then paid to the modelling
of the dam concrete and its parametrization for the solution of the forward problem.

The concrete damage plasticity constitutive model [59] is suitable to simulate the behaviour of
the dam concrete under cyclic loadings. In addition to the elastic parameters, this model requires the
definition of plastic flow parameters and the concrete post-elastic behaviour both in compression and
in tension. Plastic flow parameters commonly available in the scientific literature [60] were used in this
study (Table 1). In particular, ψ is the dilation angle, ε is the eccentricity that defines the rate at which
the flow potential approaches the asymptote, σb0/σc0 is the ratio of initial equibiaxial compressive
yield stress to initial uniaxial compressive yield stress and Λ is the ratio of the second stress invariant
on the tensile meridian to that on the compressive meridian.
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Table 1. Plastic flow parameters.

ψ [◦] ε σb0/σc0 Λ

36.31 0.1 1.16 0.66

The post-elastic compressive behaviour (Figure 4a) is represented by three different branches:
the hardening branch, the first softening branch and the second softening branch. Let us consider the
concrete compressive strength fC,c, the undamaged concrete elastic moduli EC, the compressive stress
value beyond which the material shows a non-linear behaviour fC,c0 = 0.85 fC,c and the compressive
stress value beyond which the material strength exponentially decreases fC,cu = 0.3 fC,c (these two
latter correspond to εC,c0 = fC,c0/EC and εC,cu = 0.005 respectively). The post-elastic compressive
behaviour can be then described in terms of stress σc and strain ε by the following equations:

• Hardening branch: if εC,c0 < εc ≤ εC,c,

σc (εc) = fC,c0 + ( fC,c − fC,c0)

√√√√2 (εc − εC,c0)

εC,c − εC,c0
− (εc − εC,c0)

2

(εC,c − εC,c0)
2 . (2)

• First softening branch: if εC,c < εc ≤ εC,cu,

σc (εc) = fC,c − ( fC,c − fC,cu)

(
εc − εC,c

εC,cu − εC,c

)2
. (3)

• Second softening branch: if εc > εC,cu,

σc (εc) = fC,cr + ( fC,cu − fC,cr) exp
(

2
fC,cu − fC,c

εC,cu − εC,c

εc − εC,cu

fC,cu − fC,cr

)
. (4)

where fC,cr is the residual value of the compressive strength, herein assumed equal to 0.1 fC,c and
εC,c is the strain value related to fC,c. Once fC,c and EC are sampled from their PDF, the compressive
post-elastic behaviour is completely defined.

The parametrization of the post-elastic tensile behaviour (Figure 4b) of the concrete requires more
attention. According to Hillerborg et al. [61] the fracture energy Gf is the energy required to open
a unit area of crack and it can be thought related to the area under the post-elastic stress-fracture
curve. Therefore, defining the tensile constitutive law by the stress σt and displacement ut (or cracking
displacements uck

t if one considers only post-elastic displacements) is a particularly convenient choice
to reduce the mesh dependence of the problem solution. In this study, the tensile post-elastic behaviour
of the concrete is described by the law

σt

(
uck

t

)
= αt exp

(
−βtuck

t

)
. (5)

where αt and βt are the shape parameters of the exponential function. Once a value of the tensile
strength fC,t is sampled from their distributions, αt and βt are calculated in order to have Gf equal to
150 N/m. This value for Gf is commonly adopted in dam engineering [62]. The calibrated post-elastic
tensile behaviour is finally used to determine the tensile damage law (Figure 4c) which describes the
variation of the tensile damage variable dt versus uck

t .
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Figure 4. Constitutive model of the dam concrete.

The reduction of the concrete Young moduli due to damage related to the development of
micro-cracks is expressed by a scalar value dt. The tensile damage law is then simulated by a second
order polynomial curve (Equation (6)) and its parameters are calibrated by assuming that the related
plastic displacements upl

t (Equation (7)) must be positive and descending,

dt

(
uck

t

)
= adt + bdt u

ck
t + cdt u

ck
t

2
, (6)

upl
t = uck

t − dt

(1 − dt)

σtl0
E0

. (7)

A proper Matlab [63] code was developed to automatize the calculation of the tensile behaviour
parameters for every sampled tensile strength value.

The values of mechanical characteristics of the dam concrete and the soil are deduced from the
experimental campaigns conducted over the years. The results of in situ tests on dam concrete and
foundation soil performed in 2012 are reported in Table 2 in the form of mean values and the standard
deviations (s.d.). The Young modulus E, the Poisson’s ratio υ the density ρ, the compressive and the
tensile strengths, fc and ft respectively of concrete, arenaceous mass (orange in Figure 3) and marl
mass (green in Figure 3), indicated with subscripts C, A and M, respectively, are reported below.

Table 2. Material test results.

EC υC ρC EA υA ρA EM υM ρM fC,c fC,t
[Mpa] [kg/m3] [Mpa] [kg/m3] [Mpa] [kg/m3] [Mpa] [Mpa]

Mean 34,620 0.16 2270 21,000 0.16 1800 7000 0.22 1800 16.7 2
s.d. 12,498 0.06 189.17 9545 0.07 - 3181.8 0.1 - 5.16 1.1

4.3. Uncertainty Quantification (UQ) in the Modal Analysis of Concrete Dams

In this section, the epistemic uncertainties related to the elastic parameters of the materials are
propagated through the numerical model to evaluate how they affect the dam dynamic behaviour in
terms of modal analysis (sensitivity analysis).

Mean values and standard deviations of the material Young moduli E and Poisson’s ratios υ,
derived during the 2012 experimental campaign (Table 2), are used to define the PDF of the bulk K
and shear G moduli of concrete (i.e., KC and GC, respectively) as well as those of arenaceous mass
(i.e., KA and GA) and marl mass (i.e., KM and GM). These random variables are assumed log-normally
distributed in the present study.

The gPCE belongs to the family of the spectral methods for the propagation of uncertainties through
deterministic models [32]. Let us assume that the uncertain model parameters are collected in θθθ, in this
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approach a polynomial expansion ûgPCE
P , also called response surface, of the uncertain model output

u (θθθ) is provided by using orthogonal basis functions ΦΦΦi (θθθ), that is,

u (θθθ) ≈ ûgPCE
P (θθθ) = ∑

|i|≤P
uiΦΦΦi (θθθ) (8)

where P is the degree of the polynomial expansion, i is a finite multi-index set and ui is the matrix
of the combination coefficients. The selection of the orthogonal basis functions is based on the PDF
of the random parameters θθθ. Whereas, the combination coefficients are calculated with regard to
some reference solutions of the deterministic model by applying interpolation, regression or the Bayes
rule. The Bayesian approach for the gPCE combination coefficient derivation proposed by Rosić
and Matthies [64] is adopted in this study. Once a reliable gPCE is provided, the forward problem
(i.e., the calculation of the model output statistics) is easily solved by processing the combination
coefficients collected in ui. In addition, the variance-based sensitivity analysis (Sobol’ method, [65])
can be performed without any addition computational cost [66]. As already mentioned, the gPCE has
been already applied in dam engineering both to propagate uncertainties and to build physic-based
predictive models for the static and dynamic structural control [26,31].

The presence of the SSI in the FE model leads to a large number of numerical modes related
to the soil motion only, while the propagation of the uncertainties changes the relative positions of
modes once a set of new parameters is considered. These two issues are part of the so-called mode
matching problem [26]. Being interested in the quantification of the uncertainty for specific dam modes,
let us say those which mobilise the largest amount of dam mass, a selection criterion is needed to
discard modes related to the soil only. The procedure proposed by Sevieri [60] is used to this purpose.
Figure 5 shows the distributions of the frequencies related to the first three modes of the system which
mobilise the highest amount of dam mass (Figure 6). The results show that the variation of the elastic
parameters leads to a variability in the first three frequencies, which slightly increases toward higher
modes. The mean values are 6.32 Hz, 7.8 Hz and 9.2 Hz, while the Coefficient of Variations (CoVs) are
0.1, 0.12 and 0.15, respectively.

Figure 5. Distributions of the first three frequencies of the dam.
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(a) First reference mode. (b) Second reference
mode.

(c) Third reference mode.

Figure 6. Reference modes for sensitivity analysis.

The influence of each random parameter on the first seventeen frequencies of the system is
evaluated through the Sobol’ Indices [65]. Figure 7 shows that each random parameter influences the
result of the modal analysis. Therefore, none of them can be neglected in the seismic fragility analysis.
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Figure 7. Sobol’ indices for the modal analysis.

4.4. Fragility Analysis

A preliminary study allows the collapse LS to be calibrated. The LS is expressed as the attainment
of a limit value of the difference between crest displacements recorded at the middle of the dam
length and the corresponding point at the heel., Δδtop-heel. As it was demonstrated that in this case
displacements greater than 0.003% of the dam height lead to a diffused damage of the dam body,
this value can be related to the uncontrolled water release, and can also be associated with the
achievement of the collapse LS (Equation (9)).

Δδtop-heel ≥ 16.65mm. (9)

In addition to the elastic parameters of materials, whose importance is highlighted in Section 4.3,
concrete strength parameters are also modelled as random variables in the fragility analysis. They are
considered normally distributed with statistics derived from Table 2.

Considering both epistemic and aleatory uncertainties in the fragility assessment of civil structures
and infrastructures is a challenging task from the computational perspective. This is even more
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demanding when refined FE models are involved, thus leading to an unsustainable computational
burden. Therefore, resolution strategies are needed.

In this study, the Multi-Record-IDA (MR-IDA) approach is adopted, as it enables the
record-to-record variability to be considered by performing series of IDA with different selected ground
motions. The Approximated Second Order Second Moment (ASOSM) resolution strategy proposed by
Liel et al. [67] is used in conjunction to the MR-IDA [44] to further reduce the computational burden.

The IDA requires performing multiple nonlinear dynamic analyses of the dam FE model under
a suite of ground motion records, each scaled to several levels of seismic intensity. The scaling levels
are appropriately selected to study the structural behaviour from elastic to inelastic and finally to
global dynamic instability, where the structure essentially experiences collapse. Tracing algorithms
can be used to reduce the computational burden and to automatize the procedure. In this study the
Hunt & Fill algorithm [44] is adopted.

Modelling SSI requires the seismic motion to be deconvolved before applying it to the boundary
of the model. In this regard, Sooch and Bagchi [68] propose a suitably defined numerical procedure for
ground motion deconvolution.

The first step of the ASOSM method requires the calculation of the fragility curve related only to
the record-to-record variability, i.e., assuming the mean values of the random parameters. The effects
of the epistemic uncertainties are then considered by calculating approximated gradients of the LS
function for each random variable. The approximated gradients are evaluated by perturbing each
random variable with plus and minus 1.7 times their standard deviation. This method also enables
correlations between random parameters to be considered, so it is particularly suitable for studying
the effect of a possible correlation between variables. Therefore, the correlation between concrete
elastic/strength parameters is considered through the correlation matrix reported in Table 3.

Table 3. Correlation Matrix of the concrete mechanical parameters.

KC GC fc,C ft,C

KC 1
GC 0 1
fc,C 0.83 0.83 1
ft,C 0.83 0.83 0.9 1

In the present study, 15 ground motions (Table 4) are selected. For each of them the magnitude
Mw [69] is higher than 6 and the site class is A.

Table 4. Ground Motion Records.

# Event Year Station ID Mw Epicentral Distance [km] EC8 Site Class

1 Campano Lucano 1980 ST96 6.9 32 A
2 Friuli 1976 ST20 6.5 23 A
3 Campano Lucano 1980 ST98 6.9 25 A
4 Bingol 2003 ST539 6.3 14 A
5 South Iceland 2000 ST2558 6.4 5 A
6 Duzce 1 1999 ST1252 7.2 34 A
7 Tabas 1978 ST54 7.3 12 A
8 Umbria Marche 1997 ST238 6 21 A
9 Montenegro 1979 ST64 6.9 21 A
10 Basso Tirreno 1978 ST49 6 34 A
11 Golbasi 1986 ST161 6 29 A
12 Duzce 1 1999 ST3136 7.2 23 A
13 South Iceland 2000 ST2556 6.5 35 A
14 Izmit 1999 ST575 7.6 9 A
15 Friuli 1976 ST36 6 28 A
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Figure 8 shows the results of the fragility analysis first considering only the record-to-record
variability (dashed line) and then also the uncorrelated (dotted line) and correlated (continuous line)
epistemic uncertainties.

The mean values of the three fragility curves are very close: 0.661 g if only the record-to-record
variability is considered, and 0.652 g if also epistemic uncertainties are modelled. The fragility curve
CoV is equal to 0.015 when only the record-to-record variability is modelled. Considering epistemic
and aleatory uncertainties together leads to a higher variability of the fragility curve, the CoV is 0.0327
for the uncorrelated case and 0.0394 for the correlated case. Therefore, the fragility curve variability
is particularly sensitive to the epistemic uncertainty effect, while mean values are fairly constant.
In addition, in this case study, modelling epistemic uncertainties as correlated does not really affect the
fragility curve derivation.

These results clearly show that epistemic uncertainties related to the mechanical parameters of
the materials cannot be neglected in the seismic fragility analysis of concrete dams.
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Figure 8. Collapse fragility curves.

5. Conclusions

This paper addresses fundamental issues related to the seismic risk assessment of existing concrete
gravity dams.

The application of the Probabilistic Earthquake Engineering (PBEE) to existing dams is
an interesting methodology which would allow overcoming the problems related to the use of the
Load-and-Resistance-Factor Design approach in this field. The fragility analysis is a fundamental step
for the quantification of the seismic risk associated to existing dams.

The focus of the paper is the quantification of the effect of the epistemic uncertainties related to
the variability of the material mechanical parameters on the seismic fragility analysis of dams.

This paper discusses the main sources of epistemic uncertainty in dam engineering and presents
a state-of-the-art review on the seismic fragility analyses of existing concrete dams. The effects of
epistemic uncertainties are quantified through the analysis of a case study.

The results show that epistemic uncertainties strongly affect the simulation of dam dynamic
behaviour and ultimately the quantification of its seismic performance. The comparison between
fragility curves calculated under different assumptions show that epistemic uncertainties have
a massive impact on the variation of the results.

Nevertheless, the application of the PBEE to real concrete dams still requires further studies
aimed to solve practical issues, such as the development of damage-to-loss curves and the selection of
significant damage scenarios.

157



Infrastructures 2020, 5, 22

Author Contributions: Conceptualization, G.S., A.D.F. and G.M.; Methodology, G.S., A.D.F. and G.M.; Software,
G.S.; Validation, G.S., A.D.F. and G.M.; Formal analysis, G.S. and A.D.F.; Investigation, G.S.; Resources, G.S., A.D.F.
and G.M.; Data curation, G.S.; Writing—original draft preparation, G.S. and A.D.F.; Writing—review and editing,
G.S., A.D.F., and G.M.; Visualization, G.S. and A.D.F.; Supervision, A.D.F.; Project administration, A.D.F. and G.M.;
Funding acquisition, A.D.F. and G.M.. All authors have read and agree to the published version of the manuscript.

Acknowledgments: This research work has been supported by the Directorate of Dams of the Italian Ministry of
Infrastructures and Transport which is is kindly acknowledged.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. International Commission on Large Dams (ICOLD). World Register of Dams; Technical Report; ICOLD: Paris,
France, 2003.

2. Zhang, L.; Peng, M.; Chang, D.; Xu, Y. Dam Failure Mechanisms and Risk Assessment; John Wiley & Sons
Singapore Pte. Ltd.: Hoboken, NJ, USA, 2016; p. 476.

3. Hall, J.F. The dynamic and earthquake behaviour of concrete dams: Review of experimental behaviour and
observational evidence. Soil Dyn. Earthq. Eng. 1988, 7, 58–121. [CrossRef]

4. Hariri-Ardebili, M.A. Risk, Reliability, Resilience (R3) and beyond in dam engineering: A state-of-the-art
review. Int. J. Disaster Risk Reduct. 2018, 31, 806–831. [CrossRef]

5. Galambos, T.V. Load and resistance factor design. Eng. J. Am. Inst. Steel Constr. 1981, 18, 74–82.
6. Moehle, J.; Deierlein, G.G. A framework methodology for performance-based earthquake engineering.

In Proceedings of the 13th World Conference on Earthquake Engineering, Vancouver, BC, Canada,
1–6 August 2004.

7. Bozorgnia, Y.; Bertero, V.V. Earthquake Engineering: From Engineering Seismology to Performance-Based
Engineering; CRC Press: Boca Raton, FL, USA, 2004.

8. European Committee for Standardization (CEN). EN 1990:2002—Basis of Structural Design; Technical Report;
CEN: Brussels, Belgium, 2002.

9. Madsen, H.O.; Krenk, S.; Lind, N.C. Methods of Structural Safety; Dover Publications, Inc.: Mineola, NY,
USA, 2006.

10. Porter, K.A. An Overview of PEER’s Performance-Based Earthquake Engineering Methodology.
In Proceedings of the 9th International Conference on Applications of Statistics and Probability in Civil
Engineering, San Francisco, CA, USA, 6–9 July 2003.

11. Ciano, M.; Gioffrè, M.; Grigoriu, M. The role of intensity measures on the accuracy of seismic fragilities.
Probabilistic Eng. Mech. 2020, 60, 103041. [CrossRef]

12. Hariri-Ardebili, M.A.; Saouma, V.E. Collapse Fragility Curves for Concrete Dams: Comprehensive Study.
J. Struct. Eng. 2016, 142, 04016075. [CrossRef]

13. Federal Emergency Management Agency (FEMA). FEMA 93—Federal Guidelines for Dam Safety; Technical
Report; FEMA: Washington, USA, 2004.

14. Hariri-Ardebili, M.A. Performance Based Earthquake Engineering of Concrete Dams. Ph.D. Thesis,
University of Colorado, Boulder, CO, USA, 2015.

15. Der Kiureghian, A.; Ditlevsen, O. Aleatory or epistemic? Does it matter? Struct. Saf. 2009, 31, 105–112.
[CrossRef]

16. Faber, M.H. On the Treatment of Uncertainties and Probabilities in Engineering Decision Analysis. J. Offshore
Mech. Arct. Eng. 2005, 127, 243–248. [CrossRef]

17. Huang, Y.; Shao, C.; Wu, B.; Beck, J.L.; Li, H. State-of-the-art review on Bayesian inference in structural
system identification and damage assessment. Adv. Struct. Eng. 2018, 22, 1329–1351. [CrossRef]

18. Andreini, M.; Falco, A.D.; Marmo, G.; Mori, M.; Sevieri, G. Modelling issues in the structural analysis of
existing concrete gravity dams. In Proceedings of the 85th ICOLD Annual Meeting, Prague, Czech Republic,
3–7 July 2017; pp. 363–383.

19. De Falco, A.; Mori, M.; Sevieri, G. Simplified Soil-Structure Interaction models for concrete gravity dams.
In Proceedings of the 6th European Conference on Computational Mechanics (ECCM 6) and the 7th European
Conference on Computational Fluid Dynamics (ECFD 7), Glasgow, UK, 11–15 June 2018; pp. 2269–2280.

158



Infrastructures 2020, 5, 22

20. De Falco, A.; Mori, M.; Sevieri, G. Soil-Structure Interaction modeling for the dynamic analysis of concrete
gravity dams. In Proceedings of the COMPDYN 2019, 7th International Conference on Computational
Methods in Structural Dynamics and Earthquake Engineering, Crete, Greece, 24–26 June 2019.

21. De Falco, A.; Mori, M.; Sevieri, G. Bayesian updating of concrete gravity dams model parameters using static
measurements. In Proceedings of the 6th European Conference on Computational Mechanics (ECCM 6) and
the 7th European Conference on Computational Fluid Dynamics (ECFD 7), Glasgow, UK, 11–15 June 2018.

22. Westergaard, H.M. Water pressures on dams during earthquakes. Trans. Am. Soc. Civ. Eng. 1933, 98, 418–433.
23. Liu, Q.H.; Tao, J. The perfectly matched layer for acoustic waves in absorptive media. J. Acoust. Soc. Am.

1997, 102, 2072–2082. [CrossRef]
24. Astley, R.J. Infinite elements. In Computational Acoustics of Noise Propagation in Fluids—Finite and Boundary

Element Methods; Marburg, S., Nolte, B., Eds.; Springer: Berlin/Heidelberg, Germany, 2008._8. [CrossRef]
25. Wolf, J.P. Dynamic Soil-Structure Interaction; Prentice-Hall: Upper Saddle River, NJ, USA, 1985; p. 466.
26. Sevieri, G.; De Falco, A. Dynamic Structural Health Monitoring for concrete gravity dams based on the

Bayesian inference. J. Civ. Struct. Health Monit. 2020, 380, 1–16. [CrossRef]
27. Marsili, F.; Croce, P.; Friedman, N.; Formichi, P.; Landi, F. Seismic Reliability Assessment of a Concrete Water

Tank Based on the Bayesian Updating of the Finite Element Model. ASCE-ASME J. Risk Uncert. Eng. Syst.
Part B Mech. Eng. 2017, 3, 021004. [CrossRef]

28. Hadamard, J. Lectures on Cauchy’s Problem in Linear Partial Differential Equations; Dover publications, INC:
Mineola, NY, USA, 1923.

29. De Falco, A.; Girardi, M.; Pellegrini, D.; Robol, L.; Sevieri, G. Model parameter estimation using Bayesian and
deterministic approaches: The case study of the Maddalena Bridge. Procedia Struct. Integr. 2018, 11, 210–217.
[CrossRef]

30. Box, G.E.P.; Tiao, G.C. Bayesian Inference in Statistical Analysis; Wiley-Interscience: Hoboken, NJ, USA, 1992;
p. 608.

31. Sevieri, G.; Andreini, M.; De Falco, A.; Matthies, H.G. Concrete gravity dams model parameters updating
using static measurements. Eng. Struct. 2019, 196, 109231. [CrossRef]

32. Xiu, D. Numerical Methods for Stochastic Computations; Princeton University Press: Princeton, NJ, USA, 2010;
p. 142.

33. Kennedy, R.P.; Ravindra, M.K. Seismic fragilities for nuclear power plant risk studies. Nucl. Eng. Des. 1984,
79, 47–68. [CrossRef]

34. Huo, Y.; Zhang, J. Effects of pounding and skewness on seismic responses of typical multispan highway
bridges using the fragility function method. J. Bridge Eng. 2013, 18, 499–515. [CrossRef]

35. Choe, D.E.; Gardoni, P.; Rosowsky, D.; Haukaas, T. Probabilistic capacity models and seismic fragility
estimates for RC columns subject to corrosion. Reliab. Eng. Syst. Saf. 2008, 93, 383–393. [CrossRef]

36. de Araújo, J.M.; Awruch, A.M. Probabilistic finite element analysis of concrete gravity dams. Adv. Eng.
Softw. 1998, 29, 97–104. [CrossRef]

37. Tekie, P.B.; Ellingwood, B.R. Seismic fragility assessment of concrete gravity dams. Earthq. Eng. Struct. Dyn.
2003, 32, 2221–2240. [CrossRef]

38. Lin, L.; Adams, J. Lessons for the fragility of Canadian hydropower components under seismic loading.
In Proceedings of the Ninth Canadian Conference on Earthquake Engineering, Ottawa, ON, Canada,
26–29 June 2007; pp. 1762–1771.

39. Applied Technology Council. ATC-13: Earthquake Damage Evaluation Data for California; Technical Report;
Applied Technology Council: Redwood City, CA, USA, 1985.

40. Mirzahossein Kashani, S.; Ghaemian, M. Seismic fragility assessment of concrete gravity dams.
In Proceedings of the 29th Annual USSD Conference, Nashville, TN, USA, 20–24 April 2009.

41. Lupoi, A.; Callari, C. A probabilistic method for the seismic assessment of existing concrete gravity dams.
Struct. Infrastruct. Eng. Maint. Manag. Life-Cycle Des. Perform. 2012, 8, 37–41. [CrossRef]

42. Hebbouche, A.; Bensaibi, M.; Mroueh, H. Seismic Fragility and uncertainty Analysis of Concrete Gravity
Dams under Near-Fault Ground Motions. Civ. Environ. Res. 2013, 5, 123–129.

43. Ghanaat, Y.; Hashimoto Philip, S.; Zuchuat, O.; Kennedy, R.P. Seismic fragility of Muhlberg dam using
nonlinear analysis with Latin Hypercube Simulation. In Proceedings of the 31st Annual USSD Conference,
San Diego, CA, USA, 11–15 April 2011.

159



Infrastructures 2020, 5, 22

44. Vamvatsikos, D.; Allin Cornell, C. Incremental dynamic analysis. Earthq. Eng. Struct. Dyn. 2002, 31, 491–514.
[CrossRef]

45. Ghanaat, Y.; Patev, R.C.; Chudgar, A.K. Seismic fragility analysis of concrete gravity dams. In Proceedings
of the 15th World Conference on Earthquake Engineering, Lisbon, Portugal, 24–28 September 2012.

46. Ghanaat, Y.; Patev, R.C.; Chudgar, A.K. Seismic fragility for risk assessment of concrete gravity dams.
In Proceeding of the 2015 USSD Annual Conference, Louisville, KY, USA, 13–17 April 2015; pp. 645–660.

47. Kadkhodayan, V.; Meisam Aghajanzadeh, S.; Mirzabozorg, H. Seismic Assessment of Arch Dams Using
Fragility Curves. Civ. Eng. J. 2015, 1, 14–20. [CrossRef]

48. Ghanaat, Y. Failure modes approach to safety evaluation of dams. In Proceedings of the 13th World
Conference on Earthquake Engineering, Vancouver, BC, Canada, 1–6 August 2004.

49. Bernier, C.; Padgett, J.E.; Proulx, J.; Paultre, P. Seismic fragility of concrete gravity dams with modeling
parameter uncertainty and spacial variation. J. Struct. Eng. 2014, 142.

50. Bernier, C.; Padgett, J.E.; Proulx, J.; Paultre, P. Seismic Fragility of Concrete Gravity Dams with Spatial
Variation of Angle of Friction: Case Study. J. Struct. Eng. 2016, 142, 05015002. [CrossRef]

51. Hariri-Ardebili, M.A.; Saouma, V.E.; Porter, K.A. Quantification of seismic potential failure modes in concrete
dams. Earthq. Eng. Struct. Dyn. 2016, 45, 979–997. [CrossRef]

52. U.S. Army Corps of Engineers (USACE). Earthquake Design and Evaluation of Concrete Hydraulic Structures;
United States Army Crops of Engineers (USACE): Washington, DC, USA, 2007.

53. U.S. Army Corps of Engineers (USACE). Time-History Dynamic Analysis of Concrete Hydraulic Structures;
United States Army Crops of Engineers (USACE): Washington, DC, USA, 2003.

54. Hariri-Ardebili, M.A.; Saouma, V.E. Probabilistic seismic demand model and optimal intensity measure for
concrete dams. Struct. Saf. 2016, 59, 67–85. [CrossRef]

55. Jalayer, F.; Ebrahimian, H.; Miano, A.; Manfredi, G.; Sezen, H. Analytical fragility assessment using unscaled
ground motion records. Earthq. Eng. Struct. Dyn. 2017, 46, 2639–2663. [CrossRef]

56. Hariri-Ardebili, M.A.; Saouma, V.E. Sensitivity and uncertainty quantification of the cohesive crack model.
Eng. Fract. Mech. 2016, 155, 18–35. [CrossRef]

57. Hariri-Ardebili, M.A.; Seyed-Kolbadi, S.M.; Saouma, V.E.; Salamon, J.; Rajagopalan, B. Random finite
element method for the seismic analysis of gravity dams. Eng. Struct. 2018, 171, 405–420. [CrossRef]

58. ABAQUS. ABAQUS Version 6.14—Documentation Manual; Technical Report; 2014. Avaliable
online: http://ivt-abaqusdoc.ivt.ntnu.no:2080/texis/search/?query=wetting&submit.x=0&submit.y=0&
group=bk&CDB=v6.14 (accessed on 29 January 2020).

59. Lee, J.H.; Fenves, G.L. Plastic-damage model for cyclic loading of concrete structures. J. Eng. Mech. 1998,
124, 892–900. [CrossRef]

60. Sevieri, G. The Seismic Assessment of Existing Concrete Gravity Dams: FE Model Uncertainty Quantification
and Reduction. Ph.D. Thesis, University of Pisa & Technical University of Braunschweig, Braunschweig,
Germany, 2019.

61. Hillerborg, A.; Modéer, M.; Petersson, P.E. Analysis of crack formation and crack growth in concrete by
means of fracture mechanics and finite elements. Cem. Concr. Res. 1976, 6, 773–781. [CrossRef]

62. Omidi, O.; Valliappan, S.; Lotfi, V. Seismic cracking of concrete gravity dams by plastic-damage model using
different damping mechanisms. Finite Elem. Anal. Des. 2013, 63, 80–97. [CrossRef]

63. The Mathworks Inc. MATLAB; MathWorks: Natick, MA, USA, 2016.
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Abstract: This work evaluates the stability of the Boostan earth dam by investigating its long-term
performance and interpreting the measured data. To measure the dam response, several sensitive
locations are instrumented. This process includes measuring various quantities such as pore water
pressure, water level, and internal stress ratios using inspection devices such as ordinary and
Casagrande piezometers, and total pressure cells. The recorded data shows that the pore pressure is
in good agreement with the initial (stable) design condition. The installed piezometers show that
the drainage is efficient, and the water table in the body is adequate. The instrument also shows a
reasonable horizontal stress in the dam body. Overall, the condition of the case study dam is assessed
to be normal. The results of this case report can be used as a guide in similar dams for instrumented
health monitoring.

Keywords: stability assessment; instrumentation; earth dam; health monitoring

1. Introduction

The protection, maintenance, and proper operation of dams not only lead to a long life span of
the structure, but they are also significant for health, safety, and environmental aspects [1]. The most
significant problems that occur in the major infrastructure are those associated with the lack of proper
maintenance procedures [2]. The high cost and long duration of constructing dams dictates the need
for a comprehensive online maintenance and protection program. Early detection of defects and
abnormalities is a critical step towards integrity assessment of dams, health monitoring, and overall
risk management. To simulate the behavior of a dam during the construction time, it is necessary to
precisely measure several parameters such as displacement, pore water pressure, leakage, etc. For this
reason, multiple instrumental equipment are used [3].

Dam health monitoring is crucial to the project risk management and may significantly reduce
the project risk exposure and future consequences, see Figure 1. A general risk management circle
includes five steps:

• Identify: Establish the risk components.
• Analysis: Evaluate the likelihood of each risk element, and the associated consequences.
• Plan: Determine the general strategies to minimize the risk likelihood.
• Monitor: Continuously measure and update all variables that may indicate risk.
• Control: Take various risk reduction actions.

Infrastructures 2020, 5, 26; doi:10.3390/infrastructures5030026 www.mdpi.com/journal/infrastructures163
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Figure 1. Interconnection of risk management with dam health monitoring and instrumentation.

The health monitoring procedure is often used in the context of risk analysis to identify the
potential failure modes (PFMs) [4]. The identified failure modes coupled with health monitoring are
key metrics to understand the structural, hydraulic, and geothectical conditions. Postprocessing the
dam monitoring data will identify the PFMs [5].

Many researchers provided recommendations for monitoring and analyzing earth dams and
levees [6,7]. Instrumentation is used for a wide spectra of measurements to identify the variations of
the physical and mechanical quantities that are implemented in the area of geotechnical engineering
and constructing projects [8]. The quantities variations such as displacement, and water pressure are
measured using instrumented data [9,10]. Placement of these instruments at sensitive locations on
the dam structure along with proper measuring devices, and finally online data registration lead to a
comprehensive dam safety assessment [11].

Structural failure of earth and rockfill dams may cause irreparable damages in the downstream
facilities. The dam performance should be assessed from different behavioral aspects during
health monitoring period (e.g., pore water pressures, tensions, displacements, and other controlling
parameters). The results from these assessments and their corresponding interpretations should be
regularly reported in a proper fashion. Moreover, special consideration in the event of emergencies
(e.g., flood or earthquake) must be addressed [12]. By comparing the current and past behavior,
the stability of the dam is evaluated [13].

Dam risk assessment can be utilized in various scales, from different perspectives, and also
subjected to multiple hazards [14]. One may focus on macro-scale studies such as dam portfolio in a
region [15], or perform a series of advanced numerical simulations [16–18], experimental tests [19,20],
or field investigations on a particular dam. This paper attempts to investigate the capabilities of
instrumentation in controlling the design and quality of an earth dam construction. Also, the stability
of the dam is evaluated by examining its current condition. The most sensitive locations within the
dam body is identified. The common concerns regarding the instrumented devices are addressed
for the case study dam, and their impact on the overall stability is evaluated. This paper provides a
comprehensive database for an earth dam with 10+ years of the monitored data.

2. Literature Review

Visual inspection was the first safety assessment method for embankments [11].
Next, instrumentation and monitoring tools were invented [21]. The 1853 recorded data from
topographic levels of the Gross Bois in France can be considered as the first application of dam data
monitoring [22]. During late 19th century, the open-pipe piezometers were used in USA, India, Europe,
and Asia to study the leakage water running under the dams specialized for irrigation and being
constructed on alluvial areas.
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Instrumentation and monitoring of structures and reservoirs are important concerns in dam
engineering [23]. The installation and monitoring of appropriate instrumentation are useful tools to
visually investigate the safety of an embankment dam. Furthermore, instrumentation may be used to
confirm that the long-term performance, such as creep deformation, is at the desired level [24]. In 1907,
this kind of instrumentation was employed by the Britain to study the water level fluctuations in earth
dams. In the USA, the reservoir water level and the hydrostatic gauges were initially employed in the
rehabilitation office of earth dams to measure and record the water level, and pore water pressure [5].
The installation of the hydrostatic pressure gauges in 1938–1939 for Cobol Dam in the New Mexico,
USA, is an example of early instrumentation [25]. Roy Karlson designed an instrument that measured
the pressure using a sensor involving a stretched wire in the concrete and earth dams [12]. Also, in 1930s
the researchers began to make use of the controlled instruments for the performance evaluation of the
dam constructions with planning data, and the construction methods. This attempt led to the design
of the two-piped hydraulic piezometers for measuring the pore pressure [26].

Gikas and Sakellariou [27] studied the long-term settlement behavior of Mornos Dam based on a
finite element analysis in comparison with the records of installed instruments. Vibration wire sensors
have a long life span, high accuracy, and stability. These sensors have been proved to be appropriate
for special and severe environmental conditions [28]. Its exit signal frequency makes it less sensitive to
the environmental noise and deficiencies in the conducting current than other sensors. Nowadays,
the vibration wire sensors are the most applicable among the implemented instrumentation [29].
During 1930s and 1940s, the use of vibration wire sensors for behavior analysis gained popularity
worldwide. In recent years, the instrumentation has gone under considerable changes that are indebted
to the advancements of electronics and microcomputer technology. The advancements in these fields
made it easier to collect and process the data; this has caused a change in the nature of instrumentation
results. Recently, it has been made feasible to receive the information from dams’ instrumentation
in the remotest areas of the world via satellites, and to transmit it to offices in other locations [30].
The information can be immediately simplified by computers and be put into a format that makes it
possible to instantly recognize the performance deviations of the construction.

According to the statistical results from the investigation of 14,700 dams reported
in ICOLD [31], Shi et al. [32], it was noticed that 7% were going to be destroyed and another 0.7%
were totally destroyed. According to this report, a major part of the constructed dams was of earth
and/or trench-type, and they had a very higher percentage of destruction in comparison to concrete
dams (i.e., 74%). This clearly represents the necessity of the behavior analysis of earth dams [33].

The main failure modes of earth dams are piping and leakage from the dam body, foundation
problems, and water overflow over the dam which can be identified by proper behavior analysis [34].
In a dam construction project, the instrumenting and stability analysis could be divided in four
general phases: planning, construction, initial drainage, and operation. In each of the phases,
the controlling parameters, such as leakage, displacement, and water pressure, are measured, evaluated,
and controlled. According to the water level variations during the dam operation, the behavior analysis
will gain high importance [35]. The rapid decrease or increase of the reservoir water level can lead
to dangerous problems. Therefore, this issue must be under continuous control [36]. One may note
that the dam behavior after severe events such as an earthquake or flood should be investigated
individually for each dam [37].

3. Materials and Methods

3.1. Type of Instruments

The instruments used in dam monitoring can be divided into two main groups: [38]:

• Mechanical instruments: The main system of these instruments measures the quantity of interest
directly and converts the measurement into a target parameter [39]. Their installation is easy,
and in the case of failure, they can be easily replaced. Moreover, they are relatively cheap,
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and can be easily manufactured in a large amount. However, their application is limited in some
conditions, and they may fail to properly meet the required measurement accuracy.

• Electrical instruments: They initially developed to cover the shortcomings of the mechanical
instruments. Their measurement factor is mainly vibrational. Electrical instruments measure the
quantity indirectly, and their reading results should be converted to the parameters via some
formulas [40].

In another classification, the instruments can be categorized as follows. [41]:

• Stress measurements, e.g., Carlson soil stress meters and flat jacks.
• Pore pressure measurement, e.g., open standpipe piezometers and Casagrande piezometers.
• Flow measurement, e.g., weirs and impeller flow transducers.
• Temperature measurement, e.g., thermocouples and thermistors.
• Strong motion measurements.

3.2. Reading, Recording, and Processing the Data

The recording time of instruments should be in accordance with the instructions provided by
the project instrumentation engineer. It usually requires a long enough time to capture the potential
abnormalities. The time step should be dynamically adjusted based on the predicted (or recorded)
variations. All other executive activities should be also recorded for future stability assessment
purposes. Nearly all the response variations during the normal lifetime of dams are related to the
changes in pool elevation and climate conditions (e.g., environmental temperature, amount of rainfall).
Therefore, all the dam responses should be recorded in accordance to these variables, and visualized
by time. Finally, the processing may require some level of corrections to the reading, as well as
synchronizing multiple readings in a station.

The so-called cause and effect plots should be developed to properly address the response
variations. For example, plotting the response variations, such as body and foundation deformation
or pore water pressure versus to the pool level variations, is an effective way to explain the changes.
Moreover, whenever the dam recording is interrupted (for example the instrument is failed), one may
estimate the missing data by tracking the water level and temperature variations.

4. Case Study Dam

4.1. Boostan Dam Characteristics

Boostan Dam is constructed in Golestan province, and located ~35 km northeast of Gonbad
city, and 23 km upstream of the Golestan Dam. The dam is placed on the Gorganrood River with
coordination of 37◦ 25’ 30” east longitude and 55◦ 25’ 00” north latitude. The main purpose of this
dam is flood control, irrigation. The dam is also capable of regulating 28 Mm3 water per year. General
characteristics of the dam are summarized in Table 1. Figure 2a shows a satellite photo of Boostan
Dam, and the general specifications of the dam and its associated structures are shown in Figure 2b.

Table 1. General characteristics of the Boostan Dam. PMF: probable maximum flood.

Body Specification Reservoir Specification Design Specification

Dam type Homogeneous Earthen Reservoir volume 5 Mm3 PGA 0.15 g
Dam height 35 m Flood control volume 18 Mm3 Spillway capacity 785 m3/s
Dam length 642 m Normal level area 4.1 km2 Spillway type Ogee

Foundation width 265 m Normal level high 96 m Spillway length 40 m
Crest width 10 m Agriculture water volume 28 Mm3 Flood design PMF
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(a) Satellite image (b) Dam and reservoir

Figure 2. Boostan Dam.

4.2. Instruments in Boostan Dam

At the design stage of the Boostan Dam, six main sections were marked to be instrumented in
the dam body. One of them (Section #2) is investigated in this paper. Section #2 is located exactly
in line with the center of the former river axis, and the foundation has special sensitivities around
there. Each of these sections comprises a set of tools such as standing and electric pipe piezometers
and pressure measuring cells mounted at certain distances from the dam axis. In this dam, a total of
34 piezometers have been installed in 6 sections, 34 electrical piezometers in 3 sections, and 5 dampers
in 3 different sections. Six pairs of pressure cells are also installed in a cross section (one horizontal
and one vertical), as well as two triangular overflow discharge measuring tools on the left and right
sides of the dam.

The drainpipes in the earth dams are required to ensure that the main body’s aggregates will
not be washed off. In Boostan Dam, a horizontal drainage blanket has been used as a supplement
along with the vertical chimney drainpipe. Also, considering that the chimney drainpipe was in
the vicinity of the dam central line, the critical conditions of the leakage forces are considerably
reduced. The installed instruments in the dam body and foundation of the Boostan Dam (to screen
the piezometeric level fluctuations) are cascade and vibrational piezometers. The location map of
these instruments for Section #2 are shown in Figure 3. The cut-off wall is built just below the body
and the dam crest. It is extended 20 m beneath the dam base for Section #2. The cut-off wall damps
the energy of the water passing under the dam, and avoids extensive uplift pressure by extending
water passage through the porous soil. Therefore, its proper operation should be evaluated by the
instrumented devices.

2
1

Figure 3. Instrumentation map of Boostan Dam in Section #2.
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• Piezometers: Variation of pore water pressure is very important parameter in dam health
monitoring. An increase in pore water pressure decreases the (effective) shear stresses (and thus
treats the dam stability). The pore pressure leakage during the dam construction are affected
by the leakage force from the water flow into the dam. The required time for downstream soil
satiation and creation of a stable leakage has a direct relation to the soil type and the water regime
behind the dam. In the Boostan Dam, a homogeneous earth dam, the drainage blanket is very
effective, and can make the current lines vertical. Moreover, the presence of the drainage blanket
reduces the pore water pressure to a great extent.

• Casagrande Piezometer: This is an effective and economical tool to measure the water pressure.
It involves a plastic porous pipe at the bottom of the bore and a PVC pipe to record the water
level. When the probe is entered into the pipe, upon its contact with water level, a continuous
vocal signal is produced. The upstream level of the piezometer pipes in elongation is determined
through survey operations, based on which the level and water height (total head) calculations
are performed. Total head (or piezometeric level) is a summation of the installed piezometer level,
z, and U

γw
, where U refers to pore pressure. Figure 4a shows a sample of installed Casagrande

piezometer. Table 2 shows the instrument specifications and their locations corresponding to
Figure 3.

• Vibrating Wire Piezometer: The vibrational piezometers are reliable and stable instruments
to measure the pore water pressure. The output of the piezometer includes a signal that is
independent from impedance and the contact resistance, and can transmit the signal to a long
distance. The sensor includes a porous tip piece often made of ceramic materials and a diaphragm.
This diaphragm at its bottom is attached to a prestressed piece. When the pore pressure changes,
the diaphragm moves, and alters the tension in the attached warp. The frequency of the normal
vibration wire is a function of the imposed stress. Sample of the installed wire piezometer is
shown in Figure 4b. Table 3 shows the instrument specifications and their locations corresponding
to Figure 3.

• Total Pressure Cell: The effective soil pressure as well as the water pressure can be measured
by total pressure cells. The instrument includes a flat cell filled with oil. The pressure imposed
on the cell is imposed on the oil and is transformed into some signals by a transducer. They are
connected to a digital reading device via some cables. This device measures the pressure imposed
on the cell, see Figure 4c. A total of six pressure cells have been installed in Boostan Dam. Table 4
shows the instrument specifications and their locations. the location of TPC-2 can be found in
Figure 3 at the lower discharge place.

Table 2. Characteristics of Piezometers and Casagrande Piezometer installed in Section #2 of
Boostan Dam.

Name Distance from Axis Elevation Location Situation

SP-5 45.00 96.5 Upstream Foundation
SP-8 7.75 50.0 Upstream Foundation
Sp-10 33.00 61.0 Downstream Foundation
SP-12 113.25 68.0 Downstream Foundation

Table 3. Characteristics of Vibrating Wire Piezometer installed in Section #2 of Boostan Dam.

Name Distance from Axis Elevation Location Situation

EPF-1 65.00 60 Upstream Foundation
EPF-2 65.00 85 Upstream Dam Body
EPF-3 30.00 85 Upstream Dam Body
EPF-4 3.85 60 Upstream Foundation
EPF-5 3.85 60 Downstream Foundation
EPF-6 0.00 72 Axis Foundation
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Table 4. Specifications of total pressure cells installed in Boostan Dam.

Name Elevation Direction Location Section

TPC-1 78.6 Vertical Lower Discharge # 1
TPC-2 77.6 Horizontal Lower Discharge # 2
TPC-3 77.1 Vertical Lower Discharge # 3
TPC-4 76.8 Horizontal Lower Discharge # 4
TPC-5 77.0 Vertical Lower Discharge # 5
TPC-6 75.9 Horizontal Lower Discharge # 6

(a) Casagrande piezometer, and the reading gauge (b) Vibration wire piezometer (c) Total pressure cell

Figure 4. Sample of installed instruments in Boostan Dam; photos adapted from www.sisgeo.com.

5. Results and Observations

Data from instrumentation in Boostan Dam are recorded hourly, and collected monthly. Data are
collected for approximately 12 years (2006 to 2018). The collected and filtered data are then used to
plot several appropriate graphs, and finally to evaluate the stability of the dam.

5.1. Performance of the Casagrande Piezometers

To evaluate the stability of the dam, three quantities are tracked: (1) piezometeric level; (2) pore
pressure; and (3) hydraulic loss, see Figure 5. Four Casagrande piezometers have been installed in
the foundation: SP-5 and SP-8 are located upstream of the dam, and SP-10 and SP-12 are located
downstream of the dam. Screening the general trend of the piezometeric level variations reveals a
reduction due to water passing through the foundation layers. Variations of the piezometeric level
in SP-5 are in close agreement with pool level variations (which is reasonable considering the spatial
location of SP-5 at level 69.5 m). The upper level of the piezometer pipe is located at 97 m, and thus we
lose the reading if the pool level reaches this value.

SP-8 is installed at the upstream dam body (and is more close to the bottom of the cut-off wall),
and is less sensitive to the water level fluctuations. SP-10 and SP-12 piezometers, which are located in
the dam downstream, are more affected by the water level fluctuations and show a logical hydraulic
loss compared to the reservoir level. The sudden jumps can be attributed to the reading and recording
errors. As it is expected, the piezometeric level in SP-12 shows a considerable difference with regard
to the reservoir water level. The water level fluctuations are effective on the piezometer’s behavior.
According to these plots, the hydraulic loss is increased by getting away from the reservoir (e.g., SP-12).
Total hydraulic loss in different piezometers is SP-5 from 0.0 to 2.18 m, SP-8 from 1.65 to 13.64 m, SP-10
from 2.43 to 15.53 m, and SP-12 from 9.23 to 21.5 m.
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Figure 5. Recorded data by Casagrande piezometers at Section #2.

5.2. Performance of the Vibration Wire Piezometers

Similar to the previous section, the piezometeric level, pore pressure, and hydraulic loss curves are
computed for the vibration wire piezometers; see Figure 6. Based on the locating map of the installed
instruments, EPF-1 and EPF-4 are located in the upstream, whereas EPF-5 and EPF-10 piezometers
are installed in the downstream cut-off wall at foundation level (EPF-10 is not operating anymore).
According to the plots, the piezometeric level follows the same trend as the pool elevation at the
upstream. For example, the piezometeric level in EPF-1 and EPF-4 is close to the reservoir level.
The piezometeric level changes when the pool level exceeds 95 m.

The water head loss is increased by getting away from the reservoir. As seen, the general trend of
fluctuations in the pore pressure is similar to those curves from the piezometeric level. Total hydraulic
loss in different piezometers can be summarized as EPF-1 from 0 to 4.36 m, EPF-4 from 0.42 to 8.49 m,
and EPF-5 from 6.91 to 15.38 m. Comparing the water head loss values in 2005 and the previous years,
the general condition of the dam seems to be normal.
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Figure 6. Recorded data by vibration wire piezometers at section #2.

5.3. Hysteresis Curve of the Foundation Piezometers

A hysteresis curve presents a graph where the horizontal axis is the reservoir water level and the
vertical one is the pressure head. The hysteresis curve is plotted for different recording dates, and thus
is a metric to show the stability of the foundation and performance of the cut-off wall. The temporal
nature of “water level” and “pressure” curves in Figure 7a is converted to the hysteresis curve in
Figure 7b for a sample piezometer. The structural health of a dam foundation (i.e., the lack of scouring
in the foundation particles) has a direct relation with narrow hysteresis curve. It is also possible to fit a
first-order polynomial to the data points. Such a predictive model presents the pressure as a function
of the water head.
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Figure 7. Developing a hysteresis curve.

5.4. Excess Pore Pressure Ratio

The excess pore pressure ratio, RU , is defined as the fraction of pore pressure from pizometric
reading, U = γw × hw, to the vertical effective overburden stress, σv = γs × hs (where h presents the
height and γ is the specific density). This is a very important parameter in the stability assessment of
earth dams. The dam performance is evaluated as follows.

• If RU < 0.4: Dam conditions are safe and favorable
• If 0.4 < RU < 0.6: There is a potential risk. The considered section should be continuously

evaluated for updated results.
• If RU > 0.6: Dam is in a critical condition. As the pore pressure is high, the water tends to exit the

soil. This may eventually lead to dam failure.
• If U > σv (i.e., RU > 1): A hydraulic failure occurs in the dam.

Variations of RU at Section #2 are plotted in Figure 8 for Boostan Dam. For the majority of
pizometers, this value is less than 0.4, showing the satisfactory condition with no immediate risk of
uplift. EPF-1 is located at the closest distance from the reservoir, and is highly affected then. The RU
associated with this pizometer shows some values beyond 0.4 (and at some dates even beyond 0.5).
Therefore, this section should be monitored regularly for any sudden changes in future.
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Figure 8. Variation of RU in Section #2.

5.5. Performance of the Total Pressure Cells

The location and direction of six total pressure cells (TPC) are shown in Table 4. All of them are
installed in Section #4. Variation of the vertical, horizontal, and ratio of total pressure are shown in
Figure 9. In general, the fluctuations in both horizontal and vertical pressure components are consistent
with the reservoir level variations. In the most of locations, the vertical pressure is higher than the
horizontal one. Only in one location their ratio varies around unit. This results also show that TPC-4 is
more sensitive to the water level.
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Figure 9. Variation of total pressure in Section #4.

Finally, Figure 10 presents the variations of arcing ratio in different total pressure cells. It is simply
the ratio of total pressure values to the soil overburden pressure. As seen, the ratios from TPC-1, TPC-2,
TPC-3, and TPC-5 range between 0.3 and 0.7. They correspond to favorable and normal conditions.
The curve associate with TPC-4 and TPC-6 shows smaller values, and it can be attributed to the fact
that their direction is no longer aligned with the horizon.
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Figure 10. Variation of arcing ratio in total pressure cells in section #4.

6. Summary

This paper reports the findings of instrumented health monitoring of an earth dam, and the
subsequent stability assessment. Three types of instruments (i.e., ordinary Piezometers, Casagrande
piezometers, and total pressure cells) were used in this study, and their data were collected for about
12 years. Analyzing the collected data indicates that there is a considerable pressure drop due to
the presence of cut-off wall on the dam axis. The results of piezometers show that the drainage is
efficient, and the water table in the body is adequate. In the Boostan Dam, the excess pore pressure is
acquired from the electrical piezometers data and their fluctuations over time indicate a safe operation
of dam with no uplift risk. Finally, the instrument shows a reasonable horizontal stresses. Overall,
the condition of the case study dam is assessed to be normal during its first 15 years of operation.
Although there is a limited drainage at the downstream of the dam seal wall, it does not seem to be an
immediate threat to dam safety.
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Abstract: Passive rock bolts are commonly used to anchor concrete dams, and they may have
a significant impact on stability-evaluations. However, these bolts are often omitted from dam
safety analysis due to uncertainties regarding their condition and the size of displacements required
in the dam-rock interface to mobilize significant bearing forces in the passive rock bolts. This paper
address the latter question by studying the failure process of a small concrete dam anchored with
rock bolts. Failure simulations were performed with the increased density method in a finite element
model consisting of a dam, the corresponding part of the rock and rock bolts. Two types of approaches
are used to simulate the anchorage of the rock bolts; a method where the anchorage to the rock
is simulated using a fixed boundary condition; and a method where the anchoring of the bolts
are modelled using springs. Depending on the method of analysis, the rock bolts contribute with
40–75% of the load-carrying capacity of the dam. The rock bolts increase the load-bearing capacity
of the dam, partly through anchorage forces, but also by keeping the contact surface between rock
and concrete together and thereby increase the shear capacity of the interface.

Keywords: passive rock bolt; concrete dam; progressive failure

1. Introduction

Passive rock bolts are commonly used to anchor concrete dams, and they may have a significant
impact on stability-evaluations. However, from a dam safety perspective, there are two major concerns
with such bolts. The first is the condition of the bolts with respect to degradation. In ageing hydraulic
structures, it is not possible to determine the structural status of rock bolts due to their inaccessible
placement [1]. This leads to large uncertainties regarding the strength of the bolts. The second concern
is the failure process of a dam anchored with passive rock bolts that remain unloaded until movement
occurs in the joint. For rock bolts under concrete dams, this means that a displacement of the dam
must take place before the bolts are activated.

Dam safety authorities handle these uncertainties in different ways. The Swedish dam regulations
do not permit the consideration of rock bolts in the stability assessments of new dams [2]. In some
cases for old existing dams, it may be possible to consider bolts in a highly conservative manner.
Engineers should neglect the contribution from rock bolts for dams in the highest consequence class.
For dams in lower classes, rock bolts may be included, but the reinforcement stress must be limited
to 140 MPa for steel with a characteristic yield strength of at least 370 MPa. The Norwegian dam
regulation [3] contains a similar stress limitation, stating that the stress in the bolts should be limited
to the lowest value of the yield stress divided by 2.1, or 180 MPa. In all the above countries, a safety
factor of at least 1.0 shall be achieved without the contribution of bolts, even if bolts are included.

During the condition assessment and stability evaluation of older dams, contributions from rock
bolts may be significant [4–6], and to exclude or limit their contribution may change the status of a

Infrastructures 2020, 5, 28; doi:10.3390/infrastructures5030028 www.mdpi.com/journal/infrastructures175



Infrastructures 2020, 5, 28

dam from stable to unstable. To strengthen a stable dam is not effective, neither from an economic
or an environmental perspective. However, to include the bolts in stability calculations requires a
better understanding of the failure modes of dams anchored with rock bolts.

This paper aims to highlight the influence of rock bolts on the global dam safety and to present a
methodology for including rock-bolts in FE-simulations, that easily can be adapted by dam engineers
to different types of concrete dams. The failure process of a small concrete dam anchored with passive
rock bolts is studied using a finite element method model consisting of a dam, the corresponding
part of the rock and rock bolts. The rock bolts are included as beam elements using an explicit rock
bolt model. Two types of approaches are used to simulate the anchorage of the rock bolts; a method
where the anchorage to the rock is simulated using a fixed boundary condition; and a method
where the anchoring of the bolts are modelled using non-linear springs. The results from the two
approaches are compared with a focus on the displacement required to activate forces in the rock bolts.
Further, the distribution in load-carrying between the bolts and the contact force in the rock-dam
interface during the failure progression is described.

2. Method

To study how rock bolts affect the failure process of a small concrete dam, the research in this
paper was performed as a case study, where one monolith from an 8 m high buttress dam in northern
Sweden was used as the studied object. The dam is a small buttress monolith anchored with a total
of 20 rock bolts. The front plate has a width of 8 m and a constant thickness of 1.2 m, with a 1 m wide
dam toe and the buttress wall has a constant thickness of 3.0 m. Each rock bolt is drilled 3 m into
the rock and embedded 2 m in the concrete. The bolts are ribbed steel rebars with a diameter of 25 mm.
Eight of the bolts are located under the front plate in the upstream dam toe, and the remaining twelve
are placed in two rows beneath the buttress wall. The dimensions of the monolith and the position
of the bolts are shown in Figure 1. The bridge on the dam crest was not included in the analysis
to simplify the geometry.

Figure 1. Sketch of the buttress monolith used as a case study, and the location of the 20 rock bolts.

2.1. Analyzes

Analytical stability calculations and simulations were performed for three cases to compare
different assumptions regarding the bolts:

Case 1: Without bolts
Case 2: Bolts with a fixed attachment.
Case 3: Bolts with deformable attachment.

176



Infrastructures 2020, 5, 28

Case 1 serves as a reference and makes it possible to estimate the influence of the rock bolts
compared to a dam without bolts. Cases 2 and 3 include rock bolts, but the analyses were performed
with different assumptions for the bolt attachment. In Case 2, the bolts were anchored with a fixed stiff
horizontal support without consideration to deformation in the grout and rock. In the hand calculation,
that means the capacity of the bolt in the radial displacement was calculated using Equation (12).
In the simulation, a restrained horizontal boundary condition was applied on the embedded part
of the rock bolt element. In Case 3, the deformation in the grout and rock during shear loading
was considered. The capacity of the bolts in the analytical stability evaluation was calculated
using Equation (11). In the simulation, the rock bolt model presented in Section 2.4.2 was used
as the horizontal support for the bolts.

2.2. The Dam

2.2.1. Material Properties

For the concrete and the rock, a linear material model was used, with all the properties
for the simulations presented in Table 1. The values in Table 1 are based on [2,7,8].

Table 1. Material properties used for the case study.

Variable Value Unit

Density, concrete 23 kN/m3

Elastic modulus, concrete 30 GPa
Density, rock mass 26.5 kN/m3

Elastic modulus, rock 30 GPa
Adhesion grout-rock 2.0 MPa
Adhesion grout-steel 1.2 MPa

Adhesion concrete-steel 3.0 MPa
Elastic modulus, Steel 200 GPa
Ultimate strain, Steel, 0.15 -
Possion’s ratio, Steel 0.30 -
Yield strength, Steel 370 MPa

Ultimate strength, Steel 600 MPa

2.2.2. Loads

Hydrostatic pressure, uplift pressure and ice load was included. The water level was assumed
to be 0.5 m below the dam crest, and the uplift pressure was applied with a linear variation from
full water head at the upstream edge to zero at the downstream edge. An ice load of 100 kN/m was
applied as an evenly distributed pressure on a 0.6 m high surface just under the water level.

2.2.3. FE-Model

The FE-model includes the dam and part of the surrounding rock, see Figure 2. All the numerical
analyses were performed with Abaqus [9], version 2018 with the standard implicit solver. The dam
and rock were modelled with 8-node linear brick elements with reduced integration and hourglass
control (element C3D8R in Abaqus).

The average element size was 0.2 m for the dam and 0.25 m for the rock, meaning that a total
of 32,640 elements were used for the dam and 40,960 elements for the rock. In the model, the boundary
condition was applied to the rock by prohibiting displacements perpendicular to each side at all outer
boundaries of the rock, except the top surface, see Figure 2. The rock was included in the model
with the length 20.0 m in the upstream-downstream direction, the width 8 m in the direction
perpendicular to the cross-section of the dam, and the height 4.0 m. The purpose of including
the rock in the model is to account for the friction at the interface and the dam is held in place
by frictional forces in the interface between the dam and the foundation. The properties of the interface
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between dam and rock was considered according to the Swedish regulations for dam safety [2].
In the tangential direction a friction contact model was introduced where the friction coefficient was
set to 1.0 and was kept constant throughout the analysis. The contact in the normal direction was
modelled as a hard contact in compression but allowed separation due to tensile forces; no cohesive
bond in the concrete-rock was considered.

1.2 8.0 2.5 3.0 2.5

8.0

3.0

[m]

Figure 2. Static system with boundary conditions used in the numerical calculations and applied loads.

2.3. Stability Analyses of Dams

2.3.1. Analytical Stability Analyses

The analytical stability calculations were performed according to the Swedish guidelines, where a strong
emphasis is put on the sliding and overturning failure modes [2]. In the dam safety assessments, it must
be shown that concrete dams are safe against sliding and overturning failure modes. The stability
analyses are performed with hand calculation methods, based on the force equilibrium of a rigid body.

The analytical calculations require that force resultant and lever arm are calculated for all loads,
including self-weight. For sliding, the safety factor is defined as the ratio between the maximum
friction force in the interface between concrete and rock and the acting forces parallel to the sliding
surface (i.e., the horizontal forces).

S f s =
μint ∑ V

∑ H
(1)

where, μint is the coefficient of friction in the interface, ∑ H is the sum of all horizontal forces
(i.e., parallel to the sliding plane) and ∑ V are the sum of all vertical forces.

The safety factor for overturning is defined as the ratio between the stabilizing moments Ms

and the de-stabilizing moments, Md.

S f o =
Ms

Md
(2)

The moments were calculated with the dam toe as the axis of rotation.

2.3.2. Numerical Failure Analyses

There are two basic methods for simulating the failure of a structure; strength reduction
and overload [10]. In the strength reduction method, normal loads are applied to the structure
and thereafter are the strength reduced until failure occurs. In the overload method, normal loads
are applied to the structure, and these loads are thereafter increased until a failure occurs. To achieve
safety factors that are comparable with the analytical calculations, the failure analyses were performed
with the increased density approach presented by [10,11]. In the increased density approach, the first
step of analysis includes all design loads. In subsequent steps, all the destabilizing loads are gradually
increased with a load factor of λ until failure occurs. The load factor that occurs at the point of failure
is defined as the factor of safety of the structure, S.

S = λS0(λ=1) (3)
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where S0(λ=1) is the design load. The non-linearities considered in the analyses are the interface
properties between rock and dam; the non-linear material behaviour of the steel; and the non-linear
anchoring of the bolts caused by failure in the grout (incl. its interface to rock or bolt).

2.4. Design of Rock Bolts for Dam Stability

2.4.1. Analytical

Two kinds of movement occur in bolted joints; the opening of the joint in the normal direction
(perpendicular to the joint plane) and shear displacement in the interface plane. In design, a rock bolt
loaded in the normal direction is assumed to behave as the weakest link system. In tension, the load
capacity of a bolt corresponds to the lowest failure load of [1];

• Cone failure in the rock
• Cone failure in the concrete
• Adhesive failure between rock and grout.
• Adhesive failure between steel and grout.
• Adhesive failure between concrete and steel.
• Steel failure.

The cone failure in rock and concrete occurs when a volume theoretically shaped as a cone
is pulled out. There are several ways to calculate the capacity of the cone. If the shear capacity
of the material is neglected, the failure load can be calculated as the weight of the assumed cone
according to Equation (4).

RRock = VRockγRock =
πL3

E sin(β)

3
γRock (4)

where RRock is the load that mobilises a rock volume Vcone with the angle β and height equal
to the embedment depth of the rock bolt in the rock, LER; and γrock is the unit weight of the rock.

The adhesive bond failures occur when the stress reaches the maximum allowed bond stress
for the contact surface, as mentioned above, the failure can occur in three interfaces where the load
capacity for each interface is calculated as.

RRock.Grout = πφH LERτm.RG (5)

RGrout.Bar = πφBLERτm.GB (6)

RConcrete.Bar = πφBarLECτm.CB (7)

Here, φH is the diameter of the rock bolt, φH the diameter of the hole and LEC is the embedded
length in the concrete. For the maximum allowed stress in the interface, τm.XY, the subscript RG, GB
and CB denotes the interface Rock-Grout, Grout-Bolt and Concrete-Bolt, respectively.

The capacity of the bolt is equal to the ultimate bond strength times the cross-sectional area.

RSteel = ASteel fyd =
πφ2

Bar
4

fyd (8)

The anchoring capacity of the rock bolt for an orthogonal load is the lowest value of the failure
modes listed above.

RRock Bolt = min(RRock, RRock.Grout, RSteel.Grout, RConcrete.Steel, RSteel) (9)

For a rock bolt loaded in the shear plane, displacements activate forces in the bolt and the failure
then depends on the interaction between steel, rock and grout and their non-linear material behaviour.
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As forces build-up, the bolt holds the joint together, increasing the normal stress in the interface.
This extra normal stress is added to the shear capacity of the joint due to friction, and its effect
can exceed the shear capacity of the bolt itself. The resistance of the rock bolt to withstand shear
deformations depends on the stiffness and compressive strength of the surrounding materials,
i.e., grout, rock and concrete. The contribution of the bolt to the shear capacity of a joint may
exceed the shear capacity of the steel material. This contribution consists of a dowel effect and a
friction effect [8,12,13]. The dowel effect is due to the contribution from shear forces in the rock bolt
while the friction effect is due to the increased friction in the joint caused by increased normal forces
in the interface.

If the surrounding materials have high stiffness, then no bending of the bolt will occur. Instead,
localized shear deformation occurs in the contact zone. This localized shear deformation is called
the dowel effect and is illustrated in the left sketch in Figure 3. In hard rock, the mobilized shear
stress becomes high enough to cut the bolt at low degrees of deformation before any significant tensile
stresses have been developed. According to [14], this deformation could be as small as 1–3 mm.
The dowel capacity of a bolt is equal to the shear strength times the cross-sectional area.

RSteel.Shear =
πφ2

Bar
4

fyd√
3

(10)

Figure 3. Illustration of the dowel effect (left) and crushing of surrounding material (right).

If the stiffness and compressive strength of the surrounding materials is low, then the bolt will
gradually deform and crush the surrounding materials, and a tensile load component will develop,
forming a crank shape [15]. In that case, the bolt will fail due to the fact that the tensile strength
is exceeded giving a high deformation at failure. This deformation is usually in the order of the bolt
diameter, which means that full strength is not mobilized until deformations of around 20 to 30 mm
have occurred [15]. In addition, the contact zone between concrete and rock is not a smooth surface
in reality. The roughness of the contact zone will give rise to a dilatation which will lead to tensile
stresses in the bolt. The friction capacity of a rock bolt can be assumed to be equal to the tensile capacity.
Hence, it can be determined from Equation (9).

If the interface between the rock and the dam is intersected by rock bolts, these will result
in additional shear strength. When the sliding plane is subjected to shear deformation, the roughness
will give rise to a dilatation which leads to tensile stresses in the bolt. The vertical component
of the tensile stress in the bolt gives rise to a corresponding additional normal stress on the weakness
plane, which leads to an increased shear strength for the weakness plane. Since the degree of mobilized
tensile and shear stresses are often unknown in analytical calculations, it is generally assumed that
the bolt either works as a dowel according to Equation (10) so that Equation (1) is rewritten as

SS =
μ ∑ V + ∑i Rrock.bolt.shear

∑ H
(11)
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or that only tensile stresses are developed according to Equation (9).

SS =
μ(∑ V + ∑i Rrock.bolt.tension)

∑ H
(12)

where, ∑ Rrock.bolt.tension or ∑ Rrock.bolt.shear is the contribution from all rock bolts crossing
the sliding plane.

In an overturning failure mode, analytical calculations are performed where it typically is assumed
that the dam will rotate around the downstream toe. A moment balance equation is defined
for the stabilizing and overturning moments. The rock bolts will introduce additional resistance
to the stabilizing moment. As described earlier, the load capacity of the rock bolts can be defined as
the minimum of all potential failure modes. In the conventional design, the rock bolts are however
designed to result in a steel failure, due to its ductile behaviour.

2.4.2. Numerical Rock Bolt Model

Two approaches are used when analysing rock bolt by numerical methods; explicit [13,16,17],
and implicit [18–21] methods. In the implicit method, the rock bolts contribution to the joint is smeared
over the rock mass by adding it directly in the constitutional law of the rock or joint. This approach
is used to simulate larger civil engineering problems where it is inconvenient to model each rock-bolt.
Contrary, the rock bolt is modelled as an own part in the explicit method. Therefore, the explicit method
allows a more detailed study of their behaviour. To simulate the behaviour of grouted rock bolts under
shear using explicit models, the bolt, grout, and the nonlinear material behaviour and interactions
between interfaces is often treated with a high level of detail, see for example [17,22,23]. These types
of analyses are therefore computational demanding and are in most cases limited to the simulation
of a single bolt. For large concrete structures anchored by rock bolts, it is desirable to use a simpler
rock bolt model. Using a detailed simulation of a rock bolt to a dam monolith with 20–50 anchors
involves high computational costs. As an alternative, a simplified approach is used in this paper,
where the bolt is modelled with an explicit model where the bolt is represented with a beam element
and the attachment to the rock with springs. For the axial behaviour, the principle of bond stress-slip
relationship from [24,25] was used. The attachment to the rock is modelled using non-linear springs.
The springs were modelled with connector elements with a predefined force-displacement curve
in Abaqus. The anchorage of bolts are modelled with a bond stiffness-displacement k(u) relationship
consisting of four parts, according to Equation (13) where k(u) is the foundations stiffness (N/m)
and u the displacement.

The input for the model is the maximal force km, the residual force stress kR; the three
displacements u1 − u3; and the parameter α.

k(u) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

km

(
u
u1

)α
, if u ≤ u1

km, if u1 < u ≤ u2

km − (km − kr)
u−u2
u3−u2

, if u2 < u ≤ u3

kr, if u3 < u

(13)

The stiffness is recalculated to a force-displacement relationship at each node of the bolt element,

F(u) = k(u)h (14)

where F(u) is the force in the spring and h the length of the mesh element. This force-displacement
relationship was used to model both the displacement in the axial and radial direction of the bolt.
The rock bolt is considered in the modelled where a three-dimensional beam element with both
transitional and rotational degrees of freedoms represents the bolts. A spring is attached to the bolt at
every node, and on the other end of the spring, a fixed displacement boundary condition is applied.
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The rock and the springs are therefore not connected, and the purpose of including the rock in the model
is to account for the friction at the interface. The properties for the axial stiffness was chosen
in accordance with [26], who performed calibrations of the spring stiffness in the axial direction
on pull out test performed by [14]. The radial stiffness was calibrated based on shear tests on 16 mm
rock bolts installed in granite blocks 250 × 250 × 250 mm3 in size [14]. A test with an untensioned bolt
installed perpendicular to the shear plane was chosen for the calibration. Figure 4a shows the layout
of the FE-model and the input data is presented in Table 2. After a mesh size convergence study,
an element size of one-tenth of the embedment length was used for all three parts. The boundary
condition was applied to the rock by prohibiting displacements perpendicular to each side at all outer
boundaries of the rock, except for the top surface, as seen in Figure 4a. The same contact properties
were used for the interface as described above for the simulations of the dam where the friction
coefficient was changed to correspond to the material data given in Table 2. A vertical pressure was
applied on the top surface with magnitude in accordance with Table 2.

(a) (b)
Figure 4. (a) Sketch of the principal design of the simulation models and shear tests, (b) Force
displacement curves from tests performed by [14] and corresponding simulations.

Table 2. Material properties for the shear test from [14], that was used to calibrate the radial
spring stiffness.

Variable Value Unit

Diameter rock bolt 16 mm
Diameter drilled hole 32 mm

Yield stress 370 MPa
Ultimate stress 600 MPa
Ultimate strain 0.05 -

Rock compressive strength 162 MPa
Rock elastic modulus 69 GPa

Friction angle along the shear plane 31 -
Applied normal stress 4.0 MPa

Figure 4b shows the force-displacement curve for the simulation and test with the best fit.
Table 3 presents the forces used for the two directions.
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Table 3. The properties used for the attachment spring.

Model Unit Axial Radial

km N/mm πφBτm.GB/u1 120
kr mm 0 0
u1 mm 6 20
u2 mm 35 25
u3 mm 36 26
α 0.4 0.8

3. Results

Table 4 presents the safety factors from analytic stability calculations and simulations. The bolts
significantly increase the factor of safety in all analyses. For overturning, the safety factor is almost
the double for Case 2 and 3 with bolts compared to Case 1 without bolts. For sliding, the inclusion
of rock bolts increases the safety factor by 70% and 120% for treating the bolts as dowels or tension,
respectively. The difference between the safety factor for cases 1 and 2 or 3 is even more significant
in the simulations. Overall, the passive bolts account for somewhere between 40% and 75% of the load
capacity of the dam.

Table 4. Calculated factor of safety for analytical stability calculations and simulations.

Analytic
Simulations

Overturning Sliding

Case 1, without bolts 1.35 1.03 1.00
Case 2, with bolts, dowel 2.46 1.73 3.22
Case 3, with bolts, tension 2.46 2.24 3.23

Figure 5 shows the crest displacement vs load factor (defined in Section 2.3.2) for the simulation.
Case 1 shows small linear displacements until failure occurs. Since the friction coefficient is set to 1.0,
failure occurs when the required shear force is greater than the normal force. Whe the simulation
reaches the failure load, the solver cannot find an equilibrium since the dam starts to slide. This sliding
is difficult to capture with a load controlled static simulation. Hence, this non-convergence
was interpreted as an increase in sliding displacement under constant loads, i.e., what would
be characterized as a failure. The crest displacement up to this load level is small and identical
for all the models.

At the failure load level for Case 1, the bolts are activated in Cases 2 and 3, and thereby,
the load can be further increased. In these models, the behaviour differs between these two cases.
In Case 2, the forces in the bolts can increase immediately, while Case 3 require larger displacements
in the rock-dam interface before the load in the bolts increases. Already for small displacements,
significant strains develop in the bolts. This leads to a significant increase in the bearing capacity
of the bolts even for a small displacement of the dam. As the steel yields, the displacements
increases and a large displacement occurs before the ultimate capacity of the dam is reached. Case 3
shows a similar failure process but with larger displacements. Since the springs allow displacement
of the horizontal support of the bolts, larger deformations of the dam are required for the same load.
In the initial state, displacements occur in the spring before sufficient resistance is developed so
that the steel starts to deform. Thereafter the load-deformation curve follows a path similar to that
of Case 2. Both models fail to converge at approximately the same load level when the ultimate
stress for the bolts are reached in all bolts, and this non-convergence was interpreted as a failure.
The displacement required to increase the load factor from 1.0, the failure of the unanchored dam,
to 1.35 ( the required safety factor for sliding according to the Swedish guidelines [2]) is 0.55 mm
and 0.89 mm for Case 2 and Case 3, respectively. To corresponding displacements to achieve a bearing
capacity that fulfils the load factor required for the overturning failure mode is 0.74 mm and 1.2 mm.
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(a) (b)
Figure 5. Load factor as a function of crest displacement, a load factor up to 1.0 includes all design
loads while only the destabilizing loads are amplified for greater load factors. Case 1 is without bolts;
Case 2—bolts with a fixed attachment and Case 3—bolts with deformable attachment. (a) The complete
load-displacement curve, and (b) load-displacement curve for the initial part of the curve with the the
required safety factor for sliding (1.35) and overturning (1.5) according to the Swedish guidelines
for dam safety marked [2].

Figure 6 shows the vertical and horizontal reaction forces, i.e., the contact forces in the surface
between rock and dam and the total reaction force for all the bolts. At load factor zero (only the dead
load applied) the shear force on the surface is approximately zero. As the water pressure increases,
the shear force increases. For the normal forces, the relationship is the opposite. At load factor zero,
the total normal force is equal to the dead load, and the normal force thereafter decreases linearly as
the uplift pressure increases.

Figure 6. Shear and normal reaction forces as a function of load factor presented as forces in the bolts
and on the surface of the dam-rock interface. The notation CNF is the contact normal force, and CSF
is the contact shear force. N and S are normal and shear forces in the bolts, respectively. Case 1
is without bolts; Case 2 bolts with a fixed attachment and Case 3 bolts with deformable attachment.

During the progressive failure, the following notable events occur at the points marked in Figure 6.
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1. The failure load for Case 1, the model without bolts. From the red dashed line with triangles
in Figure 6, representing the horizontal forces in the bolts in the fixed model, it can be seen
that there are horizontal forces present in the bolts before this load level. This is not the case
for the orange dashed line with asterisks representing the shear forces in the bolt in the Case 3
model, where the bolt forces first occur after this load level. The difference in shear force
in the bolts between the Case 2 and Case 3 models is at this point approximately 100 kN.

2. The initial linear slope in the force-displacement curve for Case 3 ends shortly after a minimum
in the interface forces. After this point, the normal forces in the bolts are large enough to pull
the dam towards the rock and create a frictional effect. The increasing load is carried by a
combination of increasing forces in the concrete-rock interface and in the bolts.

3. A change in failure mode occurs as the increasing load is carried by an increasing proportion
by normal force in the bolts.

4. Another change in behaviour of the dam, from here to the failure, is the increase in load capacity
mainly due to increased forces in the bolts.

4. Discussion

Previous studies [4,6] and Table 4 shows that rock bolts may have a significant impact on
the stability of small concrete dams. Inclusion of rock bolts in stability calculations can make
the difference between not satisfying the design criteria and being able to withstand the design loads.
Vice versa, excluding the rock bolts from the safety assessment of small dams, means that significant
a part of the load-bearing system is neglected. This can also mean that an incorrect failure mode
is assumed and that the dam is thereby strengthened in a suboptimal way. For example, post-tensioned
anchorage may be installed to prevent an overturning failure where a backfill to increase the sliding
resistance would be the measure that most increases the overall dam safety. Including the effect of rock
bolts in the stability, analyses are therefore of great practical use with decreasing costs, from both an
economical and an environmental aspect.

However, the bolts do not contribute to the load-bearing until a displacement occurs
in the dam-rock interface. The results presented in Figure 5 indicates that a significant part
of the additional bearing capacity is achieved already at relative small displacements. The displacement
required to increase the load factor from 1.0 (the failure of the unanchored dam) to a load factor that
fulfils all stability requirements is 1.2 mm. If dilatation and unevenness in the dam-rock interface
were considered, this displacement would be even smaller. A common definition of a dam failure
is: “Collapse or movement of a part of a dam or its foundation, so that the dam cannot retain water.
In general, a failure results in the release of large quantities of water, imposing risks on the people
or property downstream” [27]. Such release of water is highly unlikely to occur as a result of this
magnitude of displacement.

The interaction between forces in the interface and the bolts are presented in Figure 6. For a dam,
the friction effect of the bolts, i.e., the ability of a bolt to hold the interface together and thereby increase
the friction force in the interface is significant. The bolts prevent the dam from lifting, leading to a
maintained and even increased restraining friction force in the concrete-rock interface. After activation
of the bolts, the normal force and corresponding shear force in the interface increase, although the
resultant of the applied vertical load decreases as the uplift pressure increases. In the simulations,
the up-lift pressure increases as the load factor increases. In reality, the ability of the bolts to hold
the interface together may reduce or prevent water flow in the joint. The positive effect of rock bolts
under the front plate is therefore likely to be underestimated in the simulations. The shear forces
in the bolts occur at smaller displacements, and during the loading process, they are significantly
higher than the normal forces in the bolts. However, the results indicate that the bolts are carrying a
combination of tensile and shear forces. This implies that analytical calculations should preferably
be based on the load-carrying capacity of combined normal and shear forces.
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In the case study, a flat interface between rock and concrete and a constant friction coefficient was
used, with cohesion neglected. In reality, the friction coefficient decreases from a static to a kinematic
coefficient after the initial movement breaks the bonds created by asperities in the interface. The same
reasoning can be used for cohesion. After the movement required to activate the bolts, the cohesive
bond in the interface will be lost. The combination of cohesive bond failure along with the decrease
in friction angle is not trivial and, for the purpose of studying the rock bolts impact, that issue was
excluded. To simulate the behaviour of a grouted rock bolt, a model that includes deformation both
in grout and in rock should be used. Neglecting these deformations leads to an inaccurate estimation
of the failure behaviour for an anchored structure, where the bolt forces under small displacements
are overestimated.

5. Conclusions

The effect of passive rock bolts contribution to the stability of small concrete dams has been
studied. This has been studied through traditional analytical stability calculations and FE-simulations
of the failure progress that allows a more detailed study of the distribution in load carrying capacity
between the bolts and the contact force in the rock-dam interface, during the failure progression.

The analytical stability calculations confirm the background to this study and show that
the inclusion of rock bolts can make the difference between a dam that is deemed not safe and one
that with great margin fulfil the design criteria. Depending on the method of analysis, the rock bolts
contribute with 40–75% of the total load-carrying capacity of the dam. Current design criteria hence
neglect a significant part of the load-bearing system for small dam anchored with rock bolts.

Simulation of the failure process of an anchored concrete dam shows that the forces in the bolts
are negligible up to the load level at which a failure occurs for the unanchored anchored
dam. Thereafter, a displacement occurs in the contact surface, and the rock bolts are activated.
Initially, the horizontal forces in the rock bolts increase but relatively early, the rock bolts help to hold
the contact surface together so that the frictional force in the interface can be increased. The rock bolts
increase the load-bearing capacity of the dam, partly through anchorage forces, but also by keeping
the contact surface between rock and concrete together and thereby increase the shear capacity
of the interface. The simulation shows that the contribution from passive rock bolts at 0.74 mm
and 1.2 mm displacement in the dam-rock interface increases the load-carrying capacity sufficient
to fulfil the required safety for sliding and overturning failure, respectively. Such displacement
is unlikely to lead to an uncontrolled release of water. The current requirement for a safety factor of at
least 1.0 without bolts is a sound criterion for the serviceability limit state, but it is overly conservative
not to include the bolts in the ultimate failure capacity.

This study address one of the two major concerns regarding passive rock in dam safety presented
in the introduction. The concern about the condition of inaccessible rock bolts under concrete dams
with regards to degradation remains, and should be given further attention. In the case study, a flat
interface between rock and concrete, and a constant friction coefficient was used, with cohesion
neglected. In further studies, the failure of a dam with regard to the interaction between cohesive bond
failure, dilatation, friction coefficient decrease and rock bolt should be studied.
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