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Marek Jabłoński is an Associate Professor at WSB University in Poznan, Faculty in Chorzow.

He is also the Vice President of the Board of “OTTIMA Plus” Ltd. of Katowice, a reputable

management consulting company, and President of the “Southern Railway Cluster” Association

in Katowice, which supports development in railway transport and the transfer of innovation, as

well as cooperation with European railway clusters (as a member of the European Railway Cluster

Initiative). He holds a postdoctoral degree in Economic Science, specializing in Management Science

in the following range of topics: value-based management, performance management, and business

models. He has written and co-written several monographs and over 100 scientific articles in the

fields of strategic management, performance management, and business models. Marek’s academic

interests focus on the issues of strategic value, sustainable business models, measurement systems of

results, including companies listed on the stock exchange and the principles of creating stakeholders

value, and new trends in this area.

vii





Preface to ”Sustainable Value Management–New

Concepts and Contemporary Trends”

Nowadays, sustainable value is an important determinant of the development of modern

organizations. It has become an increasingly important element not only of the survival strategy

but also of long-term success. The contemporary approach to value management is evolving.

Previous work on the value-based management concept was focused on creating value for

shareholders, the primary beneficiaries of the value created. This approach met with wide criticism,

especially after the experience of the global economic crisis in the financial and banking markets,

which peaked in 2008–2009, triggered by the collapse of the high-risk mortgage loan market in the

United States. Concepts of a more balanced approach to management and investment appeared.

The trend of a sustainability approach to management based on the assumptions of the triple bottom

line, corporate social responsibility, sustainable business models and other concepts has been growing

for many years. There is evidence that the concept of sustainability has become a paradigm. In this

respect, there is a need to understand the new approach to the concept of value not only in the context

of investment processes but also in the value exchange approach. The value literature has evolved

from a focus on resource exchange and value in exchange to an emphasis on resource integration

and value in use. This changing perspective triggered a fresh view of the customer value proposition,

understood as a strategic tool for communicating how a company aims to propose value to customers.

If an organization’s success is dependent on conducting a dialogue with all key stakeholders, then

the value provided should be sustained. Value should provide reasons for the monetization of the

business model and should create a social effect that will prevent factors that could hinder the

capture of value from the market. Creating sustainable value is a process that takes into account the

factors resulting not only from the contractual approach but also, in particular, from the relational

approach. The purpose of this book is to present the results of research into the current trends

and challenges related to the sustainable value management concept. This issue requires extensive

research and analysis. On the basis of the above-mentioned assumptions, the key issues to answer

are the following: How should enterprises, including their business models, be shaped so that they

are able to generate sustainable value? How should sustainable value be defined? Which scientific

concepts and practical experience should form the basis of a theory of sustainable value? How can

the creation of sustainable value influence the success of enterprises? Can sustainable value be

created, delivered, captured and appropriated to a similar degree? How does co-creating value affect

sustainable value? How should sustainable value be interpreted in capital markets? Can creating

sustainable value affect the migration of values to capital/financial markets? How can sustainable

value be effectively managed? Can sustainable value also exist in the public sector? If so, how should

it be defined there? How is sustainable value understood in various sectors of the economy? The work

in this book answers these questions, taking into account the various approaches and contexts of

the global economy. We are grateful to the authors of individual chapters for their commitment in

answering this range of important questions for the development of sustainability issues.

Dariusz Zarzecki, Marek Jabłoński

Special Issue Editors
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Abstract: The aim of the paper is to present the findings of our own questionnaire-based
quantitative study carried out in 2018. The research questionnaire was sent to companies in
the databases of two universities (the database of enterprises cooperating with each university),
which were selected according to the criterion of the number of employees (micro, small, medium,
and large companies). The study attempted to identify the correlations among the following
variables: people-oriented management, non-people-oriented management, direct active and passive
participation, and engagement in work. Two research questions drove the research process: (RQ1)
What are the links between people-oriented management and non-people-oriented management,
direct (active and passive) participation, and work engagement? (RQ2) Does direct participation
(active and passive) mediate the relationship between people and non-people-oriented management
and employees’ engagement? To this end, 1037 employees of companies operating in Poland
reported the intensity of people-oriented management, non-people-oriented management, and direct
(active and passive) participation. Research findings revealed that people-oriented management
and active participation (i.e., co-deciding) are the most significant for work engagement. Not only
does non-people-oriented management entail a low level of engagement but a lower level of direct
participation as well. As far as the dimensions of engagement are concerned (i.e., vigour, dedication,
and absorption), if one of them is more intense, the other are intense as well. People-oriented
management translates into active participation and the latter into engagement in all the three
dimensions. A structural equation model demonstrated that perceived people-oriented management
and active participation were strong, positive, and significant predictors of work engagement.

Keywords: people-oriented management; non-people-oriented management; active participation;
passive participation; employee engagement

1. Introduction

The dynamically changing reality in which numerous companies operate constantly produces
new challenges, forcing organisations to introduce changes while having no opportunity to prepare a
strategy and preventive systems quickly enough. Companies striving for a competitive advantage
while simultaneously struggling with an increasing global influence are prompted to seek answers
to the question as to what they can do to increase the effectiveness of their employees and hence
the organisation’s effectiveness as well. The leading concern in this case is management. What
management method is the most effective? Should employees be empowered in decision-making
processes? Is it the way to enhance engagement?

Meeting the challenges mentioned above requires a reorientation of Human Resource Management
(HRM) policies and practices towards sustainable human resource management [1], which refers to
the idea of sustainable development [2]. Characteristics of sustainable human resource management

Sustainability 2020, 12, 426; doi:10.3390/su12010426 www.mdpi.com/journal/sustainability
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include people-oriented management in the work process, activity in the area of corporate social
responsibility, presentation of environmental awareness in personnel policy, development of highly
effective work systems, participation, and strengthening of trust as the basis for shaping social relations
in work processes [3,4].

It is still a widespread concern as to how to adjust management methods so that they will stimulate
employee effectiveness. Respecting the individuality of an employee creates conditions for building an
organisational culture that encourages cooperation and openness, which is reflected with participation
and fosters full employee engagement. People-oriented management may manifest itself with allowing
employees to have direct influence over organisational decisions. However, it extends beyond passively
waiting for the employee to have initiative.

Our aim in this paper is to untangle the links between people-oriented management,
non-people-oriented management, direct active and passive participation, and engagement in work.
The literature review (e.g., CITE) shows that the above correlations between the variables have not
been studied among Polish companies so far. Although there are studies examining selected variables
(e.g., CITE), to the best of our knowledge, the more complex model of the relationships between
people-versus-non-people-oriented management and employees’ engagement as mediated by their
participation has not been tested so far.

2. Literature Review

2.1. People-Oriented and Non-People-Oriented Management

Analysing the classic approach to management, Mahmood, Basharat, and Bashir defined
management as a “process that includes strategic planning, setting objectives, managing resources,
developing the human and financial asset needed to achieve objectives and measuring results” [5]
(p. 513). Traditional management models are based on a Taylor’s concept of “homo economicus”,
according to which employees are supposed to work using the maximum of their physical and mental
capabilities in order to obtain the highest possible remuneration [6] (p. 36). The main goal to achieve is
“to change the system of management, so that the interests of the workmen and the management should
become the same” [7] (p. 52). A company operating using this model is usually closed and formalized:
A manager has the authority to give orders and expect complete obedience, and motivation is being
built mainly through economic incentives or coercion. The role of the employee comes down to passive
following of the managers’ orders [8]. Striving for raising employee effectiveness without taking into
consideration their expectations or needs puts this form of management into the non-people-oriented
management method category.

A modern approach to management, however, tends to focus on employees’ individuality, with
an emphasis placed on cooperation based on partnership [9]. This is reflected in classic psychosocial
management trends (Mayo, Likert, Argiris, and Herzberg). Organisations working accordingly with
this model create conditions that encourage positive interpersonal relations and cooperation at all
possible levels [10]. Employees are treated as a human capital and an important and necessary factor
contributing to achieving good results and gaining a competitive edge [11,12].

As Blikle [13] highlights, the leader in people-oriented management controls the behaviours of
the team members by referring to their need for virtue; he or she is not an arbitrary administrator of
tangible benefits, but endeavours not to allow the ‘rat race’ to commence by stressing that there are no
better and worse employees and that each worker is endowed with a specific talent. On the contrary,
the leader in non-people-oriented management primarily administers the benefits and decides who
deserves them. Thus, the members of the team are compared to one another, are being divided into
better and worse—all the way to the atmosphere of rivalry and competition. In addition, Blikle
identified supervisor’s behaviour and company practices, in which he specifically included: being
arrogant, insulting and accusing, ignoring, being rough and liconic, job rotation, broadening the scope
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of work, and work enrichment. Whereas to supervisor’s behaviour he included: being arrogant,
insulting and accusing, ignoring, and being rough and liconic [13].

Empirical findings confirm that treating employees as partners and adopting the people-oriented
approach to employees not only addresses their need for dignity and respect, but also builds their
sense of agency and purposefulness of their actions, and their identification with the company [14].

2.2. Active and Passive Participation

There is a rich history of the scholarly interest in workers’ participation. Trends in management
that are formed under the influence of economic, political, and legal factors are reflected in various
participation practices. A common ground for those practices is creating space for employees to
undertake initiative in their respective fields [15], and the central idea of participation is to give
employees’ more authority but also greater responsibility. Consequently, both employee work
satisfaction as well as organisational effectiveness improve [16].

Participation is defined in various ways, from a broad perspective to any form of delegating tasks
to and consulting matters with employees; through a set of activities and tools that allow employees
to take part in the process of decision-making in an organisation [17], to a very narrow perspective
focusing on direct communication [18]. Considering various forms of participation, one may not leave
out the way employees take part in the decision-making process. It may be achieved indirectly—i.e.,
through representatives/selected people—or directly, with employees being involved personally.

Participation is related to active soliciting for worker participation in organisation management
and empowering them to take part in solving work-related problems [19]. It is considered to be a
progressive method that brings about universal benefits in terms of rising effectiveness [20].

Predominantly, the range of solutions in participative management stems from four practices:
sharing information, sharing knowledge, sharing power, and sharing responsibility [21]. It should be
consistent with the desired extent of employee cooperation in business management. Marchington and
Wilkinson [22] describe this extent with two dimensions: degree and level of participation; building a
model extending from a small degree and narrow participation of employees when they are merely
informed about decisions, through consultation and cooperation to the greatest degree and widest
worker participation, where they personally exercise power.

Intensity of direct employee participation is addressed by Tegtmeier [23]. He created two
categories: direct passive participation and direct active participation. Passive participation is
employee cooperation described as the right to access information, the right to voice complaints,
the right to speak up (give opinions), and the right to give advice. Active participation pertains
to the right to object, expressing consent, and the right to resolve matters jointly. According to
Tegtmeier, cooperation means that workers may affect the operation of the management, but only if
the management finds their contribution relevant. Co-deciding, on the other hand, offers employees
more real possibilities of exerting influence over organisation management [24–27].

Not every form of participation improves an organisation’s functioning. Positive impact is
possible, if authentic influence on management is ensured by way of e.g., defining objectives [28] or
offering solution variants, planning changes, and evaluating the effects [29]. It is important to note
that mere creation of formal structures for employee participation does not guarantee positive results.
Thus, the managers’ role is of crucial significance here as they are responsible for implementing and
supporting those structures concerning participation [30]. Neither is introduction of direct participation
dependent on a company’s size or character. Although more formalized forms of direct employee
participation are more common in large companies [31], small companies are not left behind in terms
of the level of employee satisfaction with the degree of influence that they are able to exert on their
work, and the quality of communication with their superior is often higher [32,33]. The flat structure
of many small companies fosters effective communication between employees and their superiors.
As Edwards and Ram [34] demonstrated, even in enterprises that operate under conditions marked by
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fierce market competition (such as small restaurants), employees use influence to have their needs
taken into consideration.

2.3. Employee Engagement

Employee engagement serves as a predictor of a company’s ability to cope effectively with
difficult situations [35]. Engagement pertains to building an emotional relationship between an
employee and an organisation [36], which is reflected by identification with the objectives and
values of the organisation on different levels [37]. In their everyday functioning, more engaged
employees are more efficient, creative, more likely to provide constructive criticism and question
the status quo (CITE). Such employees are also more open to initiate change, enjoy work and find it
easier to adjust to new conditions, show willingness to produce good results at work [38]. Studies
stress the motivational aspect of engagement [39,40] and show that employee engagement increases
productivity and overall performance, creates a productive work environment, reduces non-attendance
and employees leaving [41,42].

Shuck [43] described four main trends in defining and approaching engagement. The first was
initiated in 1990 by Kahn, who defined engagement as “the simultaneous employment and expression
of a person’s ‘preferred self’ in task behaviours that promote connections to work and to others,
personal presence, and active full role performances” [44] (p. 700). Further research confirmed the
relevance of three psychological antecedents of engagement as proposed by Kahn [44,45], namely:
meaningfulness, safety, and availability [46,47]. A slightly different approach was proposed by Maslach,
Schaufeli, and Leiter [48], who defined engagement in contrast to burnout, highlighting that it is “a
persistent positive affective state ( . . . ) characterized by high level of activation and pleasure” [48]
(p. 417). In line with this approach, engagement was described as the opposite of the three burnout
dimensions: exhaustion, cynicism, and ineffectiveness [49]. Over time, engagement was recognised as
a separate psychological condition comprising three components: vigour, dedication, and absorption.
Schaufeli’s and Bakker’s concept of engagement [50], which describes the three components, has
recently become very popular. Schaufeli, Salanova and colleagues [51] developed an instrument to
measure engagement and assess the three components [52]. According to these authors, vigour is high
energy and psychological resilience as well as readiness to make effort at times of difficulty. Dedication
is related to a high level of commitment to work accompanied by pride, the sense of significance,
inspiration, and challenge; and absorption is involvement in work to the point of complete immersion.
Work engagement is defined as a positive state of mind that brings satisfaction with one’s work.

The third trend in defining engagement stems from positive psychology movement (see e.g., Harter,
Schmid, and Hayes) [53]. Based on the data retrieved from the database of Gallup Organisation,
Harter, and colleagues [53] (p. 269), they defined engagement as: an “individual’s involvement and
satisfaction with as well as enthusiasm for work”. This model was used, among others, to determine
the relationship between employee engagement and managerial self-efficacy and the perception of
effective management practices [54]. Luthans and Peterson’s [54] (p. 376) conclusion that “the most
profitable work units of companies have people doing what they do best, with people they like, and
with a strong sense of psychological ownership” reinforced the manner of thinking about the role of a
manager, which is creating a supportive psychological climate [55].

The last trend represents the multidimensional perspective of employee engagement. In his
definition, Saks [56] (p. 602) describes engagement as “distinct and unique construct consisting of
cognitive, emotional and behavioural components ( . . . ) associated with individual role performance”.
Research by Saks [56] develops further the model by Schaufeli, Salanova et al. [51], considering
engagement in three dimensions: cognitive, emotional, and behavioural and treating development of
engagement as absorption of an employee resources into the work.
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3. Research Methodology

The objective of the study was to examine the relationship between people-oriented and
non-people-oriented management with direct active and passive participation in company management,
and engagement in work. The following research questions driven the research process:

RQ1: What are the links between people-oriented management and non-people-oriented
management, direct (active and passive) participation, and work engagement?

RQ2: Does direct participation (active and passive) mediate the relationship between people-
and non-people-oriented management and employees’ engagement?

3.1. Method

In 2018, a questionnaire-based quantitative study was carried out on a group of 1037 people.
The respondents were selected by way of non-random sampling. The research questionnaire was sent
to companies in the databases of two of our universities (the database of enterprises cooperating with
each university), which were selected according to the criterion of the number of employees (micro,
small, medium, and large companies). The authors adopted the company size criterion according
to the distribution reflecting the structure of companies in the population of enterprises in Poland
(divided into micro, small, medium, and large companies). Employees of companies that took part in
the survey are a group of 1037 people. The self-employed persons were excluded from the research.

3.2. Participants

The participants were 1037 employees (665 women and 372 men), of whom two-thirds (63.6%)
were aged 20–29 and one-fourth (21.9%) 30–39, while older participants: aged 40–49 (11.8%), 50–60
(2.4%), and over 60 formed a minority in the sample.

A majority of participants (n = 526, 50.7%) hold a university or college diploma, while 506
participants (48.8%) declared having graduated from secondary education. One-third of participants
held expert positions (30.2%), with a similar group (28.8%) of white-collar workers and slightly smaller
(19.3%) group of managers. There were also 9.2% blue-collar workers and 8.2% traders. The largest
group of the participants was employed in service companies (39.3%) and others in trade (21.6%),
mixed (16.2%) and manufacturing (9.5%) companies, and in enterprises other than the options provided
in the questionnaire (11.7%), which were not specified by the respondents. Most people worked in
companies in the Polish capital (65.9%), while there were also people who worked for companies in a
foreign (21.9%) or mixed capital (11.8%). Table 1 presents the frequency distribution for the type of
company size in which the respondents worked.

Table 1. Size of Companies that Participants Work in.

Number of Employees n %

1–9 142 13.7
10–49 267 25.7
50–249 233 22.5
>250 395 38.1

In total 1037 100

N-number of participants.

The biggest group (38.1%) of the participants worked for companies employing over 250 workers
while 22.5% worked in companies employing between 50 and 249 people and 25.7% were employed in
companies employing between 10 and 49 workers. The smallest number of the respondents worked
for companies employing up to nine workers (13.7%).
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3.3. Measures

The study was carried out with the use of an especially designed questionnaire. People-oriented
management and non-people-oriented management were operationalized with 17 research statements,
while direct (active and passive) participation were measured using eight items. People-oriented and
non-people-oriented management were analysed using statements in the questionnaire, which reflected
the way employees are treated in a company. As far as people-oriented management is concerned,
the ten statements pertained to: treating workers as a value in itself and as partners; preference
for cooperation in performing tasks as a team; placing trust in employees and respecting them;
treating workers as creative and entrepreneurial individuals; the superiors’ ethical conduct; stirring the
willingness to act and supporting employees; appreciation of employees’ work by the superiors and
superiors delegating tasks, decision-making, and responsibility eagerly. Whereas non-people-oriented
management referred to the following seven statements: treating employees in line with the rule that a
man is worth as much as he or she earns for the business; holding a view that employees are generally
lazy and dishonest so they must be controlled; treating employees as ‘cogs in a machine’; ignoring
workers; disregarding even small successes; dividing workers into better and worse ones by creating
the atmosphere of the rat race; and superiors avoiding talking to employees. Supervisor’s behaviour
and company practices were operationalized with 7 research statements (due to Blikle’s concept [13]).
They were related to being arrogant, insulting and accusing, ignoring, being rough and liconic, job
rotation, broadening the scope of work and work enrichment.

Reliability of the measurement was measured with the use of Cronbach’s alpha coefficients and
it was high for people-oriented management (α = 0.85) and for non-people-oriented management
(α = 0.82). To assess the validity of the questionnaire correlations between the results acquired
on both scales and supervisor’s behaviour, job rotation, broadening the scope of work and work
enrichment were computed. It was expected that both non-people-oriented management would
correlate positively with such supervisor’s as being arrogant, insulting and accusing, ignoring, being
rough and liconic, while that people-oriented management would be correlated negatively. Correlations
between non-people-oriented management and job rotation, broadening the scope of work and work
enriching were supposed to be negative, while correlations between people-oriented management and
these variables were supposed to be positive. The acquired correlation coefficients presented in Table 2
confirmed these assumptions.

Table 2. Correlation Coefficients between People-Oriented Management and Non-People-Oriented
Management, Supervisor’s Behaviour and Company Growth Pracitices.

Supervisor’s
Behaviour/Company Practices

People-Oriented
Management

Non-People-Oriented
Management

Being arrogant −0.612 ** 0.655 **

Insulting and accusing −0.599 ** 0.624 **

Ignoring −0.649 ** 0.651 **

Being rough and liconic −0.616 ** 0.640 **

Job rotation 0.461 ** −0.391 **

Broadening the scope of work 0.403 ** −0.365 **

Work enriching 0.496 ** -0.408 **

** p < 0.01.

The questionnaire asked the respondents about direct participation (with eight statements).
Participants reported their passive and active participation on four items each. Statements about
passive participation were concerned with the possibilities that employees have for making complaints;
giving advice in problematic situations, expressing one’s opinion about the circumstances surrounding
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the company and the department or decisions to be reached; and whether the superior informs
employees about problems that a company or department is experiencing. While active participation
was concerned with the statements about the possibilities of objecting to the proposed or reached
decisions; expressing permission to the proposed or reached decisions; and solving problems or
making decisions jointly. The statements pertaining to passive and active participation are based on
the concept proposed by Tegtmeier [23] (p. 83). The reliability of the measurement was also measured
with the use of Cronbach’s alpha coefficients and it was high for active participation (α = 0.74) and
for passive participation (α = 0.86). To assess the validity of the questionnaire, correlations between
the results were also acquired on both scales and supervisor’s behaviour, job rotation, broadening the
scope of work and work enrichment were computed. It was expected that both active and passive
participation would correlate negatively with such supervisor’s as being arrogant, insulting and
accusing, ignoring, being rough and liconic. The acquired correlation coefficients presented in Table 3
confirmed these assumptions. Correlations between active participation and job rotation, broadening
the scope of work and work enriching were higher than between passive participation and these
variables. The Pearson correlation coefficient between job rotation and passive participation was equal
to r = 0.543, p < 0.001, while the correlation between job rotation and active participation was equal
to r = 0.810, < 0.001. The difference was statistically significant, Z = −15.19, p < 0.001. The Pearson
correlation coefficient between broadening the scope of work and passive participation was equal to
r = 0.487, p < 0.001, while the correlation between broadening the scope of work and active participation
was equal to r = 0.830, < 0.001. The difference was statistically significant, Z = −19.66, p < 0.001.
The Pearson correlation coefficient between work enriching and passive participation was equal to
r = 0.533, p < 0.001, while the correlation between work enriching and active participation was equal to
r = 0.849, < 0.001. The difference was statistically significant, Z = −19.20, p < 0.001.

Table 3. Correlation Coefficients between Passive and Active Participation and Supervisor’s Behaviour.

Supervisor’s Behaviour Passive Participation Active Participation

Being arrogant −0.363 ** −0.379 **

Insulting and accusing −0.357 ** −0.347 **

Ignoring −0.405 ** −0.402 **

Being rough and liconic −0.378 ** −0.368 **

** p < 0.01.

Work engagement was measured accordingly with the theoretical concept of Schaufeli and
Bakker [50], who define work engagement as a positive, fulfilling feeling towards work, which is
connected with the state of mind comprised of three dimensions: the sense of vigour experienced
by an employee, dedication to work, and absorption. The authors of the above concept define these
dimensions as:

• vigour—experiencing a high level of energy and mental endurance at work, willingness to go the
extra mile, resilience, especially in the face of adversities;

• dedication—working with enthusiasm, with the sense that one’s work is important, taking pride
in being able to do one’s job, being enthusiastic, and welcoming challenges;

• absorption—the sense of full concentration on and involvement in work accompanied by
experiencing unnatural passing of the time and with difficulty to stop working.

Work Engagement was operationalized with the Polish version of the Utrecht Work Engagement
Scale (UWES) containing nine statements.
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4. Plan of Statistical Analysis

The description of the people under examination was drawn up based on frequency distributions
of the responses to survey questions.

The first stage of the study was analysis of the correlations among all the variables, i.e., the level
of people-oriented management, the level of non-people-oriented management, the level of direct
participation and its two forms—active and passive participation, and the level of engagement and its
three dimensions—vigour, dedication, and absorption.

The second stage of the study was regression analysis conducted in order to establish which form
of direct participation, i.e., the active or passive one, was correlated with the level of work engagement
to a larger extent.

The final stage was verification of the expected model of correlations between the variables, which
was carried out with path analysis based on the highest probability method and carried out with the
use of fix indices CFI, GFI, and RMSEA.

5. Results

Statistically significant positive correlations were observed between people-oriented management
and direct (passive and active) participation; whereas statistically significant negative correlations were
found between non-people-oriented management and direct (passive and active) participation (see
Table 4). People-oriented management was also positively correlated with all the dimensions of work
engagement and non-people-oriented management—negatively correlated with all the dimensions
of work engagement. Direct (passive and active) participation was positively correlated with all the
dimensions of work engagement (i.e., vigour, dedication, and absorption).

Subsequently, hierarchical regression analysis was carried out in order to examine which
form of direct participation—active or passive and what type of management—people- versus
non-people-oriented better predict employees’ engagement. In the first block, the levels of
people-oriented and non-people-oriented management were introduced, while in the second block,
passive and active participations were added to the model (see Table 5). The dependent variables
analysed in the next three models were the three dimensions of work engagement—vigour, dedication,
and absorption.

Statistically significant positive effects of people-oriented management and negative effects of
non-people-oriented management were obtained in all the three models. Active participation—but not
passive participation—served as a positive predictor of engagement in all regression models. It should
be noted that with management controlled, active participation only accounts for about 1% of the
variance. It is thus only a weak predictor of engagement, especially if separated from management
that accounts for between 13% and 23% of engagement’s variability.

A model was analysed in which active participation was modelled as a mediator of the link
between management and work engagement.

Out of the two forms of direct participation—active and passive—only the active one was entered
into the model since this form of participation was indicated by the results of regression analysis as the
one that is most strongly correlated with engagement.

The path analysis was performed with the maximum likelihood method. The model is presented
in Figure 1.
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Table 5. Dimensions of Engagement Regressed on Participation and Management.

Beta T P ΔR2

Vigour People-oriented management 0.41 11.25 0.000 0.23
Non-people-oriented management −0.09 −2.57 0.010

People-oriented management 0.36 9.15 0.000 0.01
Non-people-oriented management −0.07 −2.01 0.045

+Passive participation 0.01 0.36 0.720
Active participation 0.11 2.95 0.003

Dedication People-oriented management 0.38 10.18 0.000 0.20
Non-people-oriented management −0.09 −2.36 0.019

People-oriented management 0.33 8.24 0.000 0.01
Non-people-oriented management −0.07 -1.85 0.065

+Passive participation −0.01 −0.18 0.857
Active participation 0.12 3.19 0.001

Absorption People-oriented management 0.35 8.95 0.000 0.13
Non-people-oriented management −0.02 −0.41 0.684

People-oriented management 0.31 7.36 0.000 0.01
Non-people-oriented management 0.00 −0.02 0.985

+Passive participation 0.02 0.51 0.609
Active participation 0.07 1.88 0.061

Beta—standardized regression coefficients; t—statistical significance test value; p—statistical significance;
ΔR2—percentage change of variance. Source: Work based on our own study.

 

Figure 1. Model analysed with path analysis. * p < 0.05; ** p < 0.01; n.s.—statistically insignificant.
Source: Our work based on our own study.

The obtained model was characterized by a very good fit, according to usually applied criteria,
so not-significant χ2 test (χ 2 (1) = 0.01, p = 0.950), high comparative fit index (CFI) = 0.99 and low root
mean square error of approximation (RMSEA) = 0.01.

As demonstrated at Figure 1, people-oriented management was positively related with active
participation and the latter was in turn positively linked to all three dimensions of engagement.
People-oriented management was also directly and positively related with the dimensions of
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engagement. Active participation is a partial mediator of the correlation between people-oriented
management and engagement. Indirect effect confidence interval acquired with the use of bootstrap
method was 0.01 ÷ 0.05 for absorption, 0.02 ÷ 0.06 for dedication to work and 0.02 ÷ 0.06 for vigour.
Hence people-oriented management may have a direct effect on work engagement in all the three
dimensions, although this effect may also occur indirectly through active participation. What is more,
people-oriented management translates into active participation and the latter into engagement in all
the three dimensions.

Whereas non-people-oriented management was negatively correlated with active participation,
though the strength of this correlation was significantly weaker than the strength of the correlation
between people-oriented management and active participation. The bootstrap confidence interval for
the association between non-people-oriented management and active participation was −0.23 ÷ −0.17,
while the bootstrap confidence interval for the association between people-oriented management and
active participation was 0.37 ÷ 0.43. Non-people-oriented management was also directly negatively
linked with two of the three dimensions of engagement, i.e., vigour and dedication. The direct
correlation between non-people-oriented management and absorption was not statistically significant.
Thus, active participation was also a partial mediator of the correlation between non-people-oriented
management and vigour and dedication. Indirect effect confidence interval acquired with the use
of bootstrap method was −0.02 ÷ −0.01 for absorption, −0.03 ÷ −0.01 for dedication to work and
−0.03 ÷ −0.01 for vigour. What is more, the model under analysis accounted for 24% of the variance
of vigour, 21% of the variance of dedication, and 14% of the variance of absorption. As the results
demonstrate, the situation is completely different, if non-people-oriented management is considered.
Non-people-oriented management is negatively correlated with active participation, which means that
the more intense non-people-oriented management in an organisation, the lower the active participation
and consequently, work engagement is also lower since as Figure 1 shows, the presence of active
participation influences work engagement. It is also worth noting that in contrast to people-oriented
management, there is no direct correlation between non-people-oriented management and absorption,
which is one of the dimensions of work engagement. While people-oriented management influences
engagement in three dimensions (i.e., vigour, dedication, and absorption), non-people-oriented
management only exerts influence on two dimensions (vigour and dedication).

6. Discussion and Conclusions

As demonstrated by the findings of the study, people-oriented management seems to play very
relevant role for work engagement. Hence, if an organisation treats employees as partners, pays
attention to cooperation in teamwork, places trust in employees, and shows respect towards them as
well as treats them as creative and enterprising people while cultivating their willingness to act, make
decisions and take responsibility, and at the same time acts ethically, employees will be engaged in
work. Such engagement should be understood in line with the accepted model of the three dimensions:
vigour, dedication, and absorption. It may thus be assumed that if people-oriented management is
present in a company, employees are more eager to put in effort into their work, showing high energy
levels and psychological resilience to adversity. Moreover, they show enthusiasm in work, have the
sense of importance and purposefulness, take pride in what they do, and do not see challenges as
barriers or problems. They concentrate fully and become absorbed by their work paying no attention
to the passing time.

Whereas if the non-people-oriented management style is preferred in an organisation, i.e.,
when employees are treated only as a source of profit and seen as mere ‘cogs in a machine’ that need
to be constantly supervised, their successes, even the smallest ones, are being ignored and overlooked
in an atmosphere of fierce competition, while being baselessly convinced that employees are lazy and
dishonest, the level of engagement will be considerably smaller. Active participation is also important
in building work engagement in contrast to passive participation that pays no role whatsoever.
Thus, engagement is influenced by the presence of active participation (i.e., co-deciding) pertaining to
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the possibility of objecting to the proposed or reached decisions; expressing permission to the proposed
or reached decisions; and solving problems or making decisions jointly. Passive participation does
not have such importance for engagement. This form of direct participation (i.e., cooperation) is only
concerned with the employees’ right to make complaints, give advice in problematic situations, express
their opinions about the circumstances surrounding the company and the department or decisions
to be reached, and to be informed by the superior about problems that a company or department is
experiencing—and as demonstrated by the results of this study, it does not influence work engagement
in any of its three dimensions.

It should also be added that non-people-oriented management not only entails a low level of
engagement but direct participation in such a company is also lower.

Moreover, work engagement seems to be directly predicted by people-oriented management,
but it may also be strengthened indirectly through active participation. Thus, whether an employee
is engaged or not depends on both people-oriented management and active participation. It is,
therefore, appropriate to assume that the mere presence of active participation in a company does
not influence work engagement in all its three dimensions, if unaccompanied by people-oriented
management. Part of the correlation between management and engagement exists through the agency
of active participation and part of it occurs directly. People-oriented management translates into active
participation and the latter into engagement in all the three dimensions.

Furthermore, a sense of return on investments can come from external rewards and recognition
in addition to meaningful work. Therefore, one might expect that employees’ will be more likely to
engage themselves at work to the extent that they perceive a greater amount of rewards and recognition
for their role performance. Maslach and colleagues [48] (pp. 397–422) also suggested that while a lack
of rewards and recognition can lead to burnout, appropriate recognition and reward is important for
engagement. When employees receive rewards and recognition from their organisation, they will feel
obliged to respond with higher levels of engagement.

If non-people-oriented management is preferred in a company and it is intense, active participation
will definitely be weaker and it does influence work engagement. As demonstrated by research results,
if there is non-people-oriented management style exercised in an organisation, it may only exert
influence on two dimensions of engagement (i.e., vigour and dedication) but not on absorption.
This means that in such a situation the employee does not fully concentrate on or engage in work,
possibly controls the time, and awaits the end of a working day.

It should also be noted that according to research results, the two management
methods are not concurrent in an organisation. If people-oriented management is more
intense, then non-people-oriented management is less intense, and the other way around—if
non-people-oriented management is more intense, then people-oriented management is less intense.
Moreover, it has been demonstrated that as far as the dimensions of engagement are concerned
(i.e., vigour, dedication, and absorption)—if one of them is more intense, then the others are intense
as well. Hence if employees put in a lot of effort and energy in doing their job, they are resilient,
especially in the face of adversity—they are more enthusiastic about their work, it is more important to
them, carries sense and is a source of pride; thus they focus more strongly on the work and become
absorbed by it, paying no attention to the time passing by. Work engagement by Schaufeli is embedded
in Hobfoll’s theory of resources. There is a positive relationship between resources and commitment
regarding aspects such as: help in achieving goals, reduction of requirements and control, support
from superiors [57]. Demerouti found that job resources (such as performance feedback, supervisor
support) were predictors of engagement [58] (pp. 499–512).

In conclusion, managers should pay attention to the way the human capital is managed in an
organisation and prefer the people-oriented management style that gives the employee the right to
co-decide. An important practical implication for managers is the need for them to understand the
importance of social exchange for employee engagement. In particular, managers need to provide
employees with resources and benefits that will oblige them to reciprocate in kind with higher levels



Sustainability 2020, 12, 426

of engagement. Although the results of this study highlight the importance of job characteristics
and social support, there might be other factors that are more important for different employees.
Thus, a “one size fits all” approach to employee engagement might not be the most effective. Managers
should find out what resources and benefits are most desired by employees and most likely to create a
sense of obligation that is returned with greater levels of engagement.

The findings of this study should be read in light of its limitations that should be addressed by future
studies. First, this study relied heavily on self-report measures and was conducted on a convenience
sample. It may have inflated the associations among the study variables due to common method
variance or the wish to answer consistently. The studied sample, although quite numerous, cannot be
considered representative of the general population of Polish employees. Therefore, the generalizability
of the findings obtained is not without questions. Despite this, however, the findings obtained may
bring some new insights for practitioners, since they widen managerial knowledge about the approach
to the human capital [26]. The authors are well aware of the fact that the paper does not exhaust the
research problem and is merely a trigger for further research on the complex issue of human capital
management processes in organisations.
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Abstract: The concept of value, where shareholders are the main recipients of the created value,
is changing towards more comprehensive models, which respond to the increased stakeholder
awareness and urgent sustainability agenda. Hart and Milstein (2003) elaborated the widely used
sustainable value concept in which they characterize temporal and spatial dimensions of value, and
suggest strategic drivers for sustainability. Although the framework is highly cited, there is no review
on the changes over more than ten years. In this paper, we adopted a structured literature review
methodology to discover how the concept of sustainable value has been used by researchers and how
it has been developed. Our findings show that sustainable value has mainly been used as the general
phrase to describe positive business results instead of using it as a concept. Scholars, who make an
in-depth analysis of sustainable value do not emphasize the time horizon of sustainable value as its
peculiar characteristic while broad stakeholder surrounding is called to be an important feature of
sustainable value. Additionally, strategic drivers for sustainability have moved from being purely
environmental as in Hart and Milstein’s (2003) concept: globalization, economic fluctuations, and
knowledge innovation have become as important as green technologies and carbon-reduction policies.

Keywords: sustainable value; sustainability; environment; CSR; stakeholders; structured
literature review

1. Introduction

The need for a better-definition of “value” in the modern world is becoming increasingly
pressing [1]. The multidisciplinary nature of management literature means that there is considerable
disagreement on for whose benefit value should be created, and how that value will be generated. The
increased importance of stakeholders in business processes has changed the perception of business
goals and of the beneficiaries of created value. Before, an organization was considered a black box
that uses resources and generates economic profits for shareholders. Today, attention has been turned
towards sustainable value creation, or co-creation with stakeholders over a longer period of time [2].

The clearest definition of sustainable value is proposed by Hart and Milstein (2003) in the
much-cited “Creating sustainable value”. Hart and Milstein (2003) defined sustainable value as
“strategies and practices that contribute to a more sustainable world while simultaneously driving
shareholder value” [3]. We used Hart and Milstein’s framework, as it contains fixed measures to
define sustainable value, and is the most influential in the scientific field. The authors’ measurement of
sustainable value along two indices—spatial (internal and external stakeholders) and temporal (short,
medium, and long-term orientation)—is of particular value.

However, this model was introduced more than a decade-and-a-half ago, in 2003. The sustainability
agenda has changed dramatically since then. In 2015, the United Nations issued the 2030 Sustainable
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Development Goals (SDGs) that have come to define the international sustainability agenda [4].
The SDGs cover everything pertaining to the triple bottom-line, not just the environment: poverty,
inequality, climate change, environmental degradation, peace, and justice.

Another dramatic change in the intervening period was the financial crisis of 2008, which laid bare
the dangers of short-termism focused on profit maximization. The consequences, many irrevocable,
included drops in stock indices, the collapse of financial institutions, unemployment, poverty, and
increased inequality [5]. The financial crisis served to raise the question of whether corporate social
responsibility (CSR) was a threat to businesses or an opportunity [6].

Finally, what have been called the “Fourth Industrial Revolution” and “Industry 4.0” have
disrupted our understanding of business and the value creation process. Digitization has been
identified as the main driver of change in all sectors of the new economy [7]. In this context, intangible
assets, such as patents, knowledge, human resource capabilities, etc., have become the main part of a
company’s value [8]. The scale of economic value alone is not adequate in measuring the growing
contribution of intangible assets.

Although the concept of value—and sustainable value in particular—is widely discussed, we
did not find any reviews on sustainable value that summarized changes in the sustainability agenda
which modified Hart and Milstein’s definition and framework. In our paper, we undertake structured
literature review [9] aiming to bring understanding of up-to-date sustainable value concept use
and development.

The paper is organized as follows. After the Introduction Section, Section 2 proposes existing
literature and research gap. Section 3 presents the research methodology. Section 4 shows our results
and discussion. The last section proposes conclusions, implications and future research.

2. Literature Analysis and Research Gaps

Although the term “sustainable value” occurs frequently in the literature, the concept itself
is not well defined. Common synonyms are “co-creation value”, “shared value”, “social value”,
“environmental value”, and “stakeholder value”. The terms which appear with the highest frequency
are “shared value” and “sustainable value”. Porter and Kramer’s shared value concept [10] is generally
accepted as being underdeveloped from a theoretical point of view [11,12]. Consequently, this research
focuses on sustainable value.

Precise definitions of sustainable value vary throughout the literature (Table 1).

Table 1. Authors about sustainable value creation.

Author/s
Number of Citations (Google

Scholar as of 25.12.19)
Definition of Sustainable Value

Hart and Milstein (2003) [3] 1.874

“The global challenge associated with sustainable
development, viewed through the appropriate set of

business lenses, can help to identify strategies and practices
that contribute to a more sustainable world while

simultaneously driving shareholder value: this we define as
the creation of sustainable value for the firm”.

Wheeler et al. (2003) [13] 562 “ . . . economic, social and ecological value”.

Adams et al. (2016) [14] 369

“The context [of innovation activities of Systems Building] is
characterized by a shift toward networks of relations in

which sustainability value is created collaboratively rather
than individually”.

Figge and Hahn (2005) [15] 233

“ . . . sustainable value, that is, the value created by a
hyper-efficient use of all forms of capital. A positive

(negative) sustainable value indicates that a company uses
its capital base more (less) efficiently than the benchmark”.
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Table 1. Cont.

Author/s
Number of Citations (Google

Scholar as of 25.12.19)
Definition of Sustainable Value

Beattie and Smith (2013) [16] 232
“Value is no longer created by firms acting autonomously,

but by firms acting together with parties external to the firm
through informal arrangements or formal alliances”.

Bocken et al. (2015) [17] 174

“For sustainability thinking, [there is] the need for a more
holistic view of value that integrates social and

environmental goals, to ensure balancing or ideally
alignment of all stakeholder interests to deliver “sustainable

value” creation”.

Many literature reviews (LRs) on sustainability management have been carried out in recent
years. With the help of Wiley Online Library, SAGE Journals, JSTOR, Academy of Management and Elsevier
databases, we encountered 71 LRs carried out over the last decade, which we have classified according
to the object of research (Appendix A Table A1). No LRs on sustainable value were found.

All LRs state that gaps exist in CSR research. A number of authors highlight that research is mostly
at the organizational level, ignoring the wider ecosystem in which a company operates [18,19] while
behavioral analysis at an individual level is largely neglected as well [1,20–22]. Thus, there is a need for
multilevel research that is capable of integrating separate levels of analysis: institutional, organizational,
and individual [23,24]. A second research gap is a lack of investigation into the underlying mechanisms
which link CSR with outcomes [23,24]. A third is the absence of a standardized definitional framework
and accepted theories [18,21,25–27].

Our paper claims that sustainable value is able to bridge the gaps in the literature, as it represents:

• A central concept for both microlevel (individual, group) and macrolevel (organization theory,
strategic management) research [28];

• An umbrella concept for all other topics about sustainability, which explains the links between them;
• A concept that has been viewed from a number of different theoretical perspectives (stakeholder

theory, ethical theories, resource-based views, institutional theory, agency theory, network theory,
and others).

In this research, we use Hart and Milstein’s (2003) definition of sustainable value, by virtue of its
being the most frequently cited. This framework also offers a very precise structure which enables us to
develop objective criteria for sustainable value research. As shown below (Figure 1), the framework is
developed across two axes: temporal and spatial. In combination, the vertical (temporal) and horizontal
(spatial) axes map a framework divided into four strategic dimensions and their related sustainability
drivers: (I) pollution prevention, considering the environmental consequences of industrialization;
(II) product stewardship, taking into account proliferation and interconnections with civil society and
stakeholders; (III) clean technology, with respect to the emergence of new green technologies; (IV)
sustainability vision, as a strategic orientation to counteract the negative effects of population growth,
poverty, and inequity.

According to Hart and Milstein (2003), the four quadrants, and the strategies and drivers related
to each, are of equal importance. They state that programs in pollution prevention (quadrant I) and
product stewardship (quadrant II) were already institutionalized within most multinational companies
by the point at which their paper was published. In the intervening 15 years, we expect that portfolios
have become more balanced, and that CSR-related research has been spread more evenly across each
of the framework’s four quadrants. Thus, our paper formulates the following research question: “How
is the concept of sustainable value used in the literature, and how has it developed?”
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Figure 1. Sustainable value framework (adapted from Hart and Milstein, 2003) [3].

3. Research Methodology

The most common technique among 71 literature reviews on sustainability topics is systematic
literature review that is mentioned in 56% of papers. Notably, 32% of papers, or 68% of systematic
literature reviews, are undertaken in accordance to the Tranfield methodology [29,30].

Unlike previous researchers, we used a structured literature review methodology (SLR) proposed
by Massaro et al. (2016) [9]. According to this, literature review includes ten steps: (1) writing a
protocol, (2) posing questions to answer, (3) a literature search, (4) measuring article impact, (5) defining
analytical framework, (6) checking reliability and (7) validity, (8) data codification, (9) getting insights
from data and (10) developing future paths [9]. The steps are common with widely used systematic
reviews, however, they are more detailed, which makes the approach the most precise and rigorous
one [9]. The SLR framework of Massaro et al. (2016) is novel comparing to systematic review
methodology of Tranfield et al. (2003) and coincides with up-do-date research tools [9,30]. Additionally,
it is accepted to be effective when researching under-investigated topics, such as sustainable value,
facilitating the development of new knowledge areas and research approaches [31].

We built the research protocol (Table 2), which represents our research work on each SLR step
from Massaro et al. (2016) methodology.

Moving forward according to the predetermined protocol, we built a database of articles. Firstly,
we found 30 top journals from the ABS-list (Appendix A Table A2). ABS includes not only citations
as criteria but also editorial and expert judgements, which makes rating scientifically reliable [32].
The management thematic blocks (with “management” or “strategy” in their names) were chosen
in order to enhance homogeneity in understanding the sustainable value terminology. Practitioners’
oriented journals (Harvard Business Review and MIT Sloan Management Review) were excluded in
order to enhance scientific rigor.

Next, we selected articles, which have the phrase “sustainable value” in the texts, from the
predetermined journals. A total of 106 articles were found for a ten-year period from 2008 to 2018
with the help of databases such as Wiley Online Library, SAGE Journals, JSTOR, Academy of Management
and Elsevier.
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We performed a content analysis with Microsoft ExcelTM, and word frequency analysis (text mining)
with R program to gather data.

The codification criteria can be divided into four categories. The first (formal) part was to build
general statistics about the papers (name, authors, citations, journal information, etc.). The second
set of criteria analyzed methodology trends, according to Bhattacherjee [33]. The third, measuring
usage of the concept, looked at the year of publication, the number of appearances, and the role of
sustainable value in the paper.

The development of the concept of sustainable value was gauged using Hart and Milstein’s [3]
sustainable value framework. First, the strategic drivers of sustainability strategies were classified
according to the four groupings suggested by the framework (environmental consequences of
industrialization; the emergence of new green technologies; fighting poverty and inequity; and
interconnection with civil society and stakeholders). We operationalized the analysis of the spatial
and temporal perspectives along the following scales. For the former, we assigned a conventional
score depending on the explicit beneficiary mentioned in the article: −3 (= nobody); −2 (= shareholder
only); −1 (= internal stakeholders; e.g., employees); 0 (= not disclosed); 1 (= limited group of external
stakeholders; e.g., customers); 2 (= all stakeholders); 3 (= society at large or environment at large). For
the latter, the classification was: −1 (= short term); 0 (= both or not mentioned); 1 (= long-term).

The reliability of our research was supported by selective cross-checking; the validity through the
usage of high-ranked ABS journals, and strong theoretical support of our expected results. Average
citation (Crossref metric) per article was used for impact check as it is a strong signaling tool which
shows what is important from the knowledge consumers’ points of view [9].

4. Results and Discussion

4.1. Overview on Formal Characteristics and Methodological Aspects

The articles are not spread evenly between journals (Table 3). The majority of papers are from two
journals: Journal of Business Ethics (38.6%) and Business Strategy and the Environment (14.1%). Notably,
Journal of Business Ethics focuses on human resource development, which leads to the assumption
that sustainable value in this journal most likely pertains to an ethical management mindset. Taking
this into account, the quantity of journals that develop the framework of sustainable value is very
limited. The papers are actively discussed in the scientific community (Table 3): only 7.5% of articles
are uncited. In total, 47.0% of papers have 1–19 citations, and 45.5% of articles are highly cited, with
more than 20 citations.

Table 3. Formal characteristics of papers.

Journal n % N of Citations n %

Journal of Business Ethics 41 38.6 0 8 7.5
Business Strategy and the Environment 15 14.1 From 1 to 19 50 47.0

Journal of Business Research 8 7.5 From 20 to 39 17 16.0
Long Range Planning 7 6.6 From 40 to 59 8 7.5

California Management Review 5 4.7 From 60 to 79 8 7.5
Business and Society 4 3.8 From 80 to 99 3 2.8

Journal of Management 3 2.8 Over 100 12 11.3
Journal of Management Inquiry 3 2.8 Total 106 100.0

Strategic Management Journal 3 2.8
Other journals (with less than 2 articles) 17 16.0

Total 106 100.0

Assuming the methodology employed, explanatory qualitative studies prevail (Table 4).
Qualitative design is focused on “sense making” or understanding the phenomenon [33]. This
shows that the concept of sustainable value is still underdeveloped, with further investigation required.
Such explanatory research addresses “why” and “how”-type questions in an attempt to “connect the
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dots” and identify causal factors and outcomes related to the phenomenon in question [33]. Articles
in our dataset try to answer questions such as “How can firms create different types of value for
different stakeholders?” [34], “Why are some firms more effective than others at addressing stakeholder
concerns?” [35], “How can value logic thinking be applied to organizations?” [36], etc.

Table 4. Methodological features of the papers.

Type of the Study n % Type of Question n %

Qualitative 81 76.4 Explanatory (why? how?) 50 47.2
Quantitative 22 20.8 Descriptive (what? where? when?) 31 29.2

Both 3 2.8 Exploratory 25 23.6
Total 106 100.0 Total 106 100.0

Research Design n % Theories Applied n %

Literature review 43 40.6 Stakeholder theory 18 17.0
Case study 27 25.5 Ethical theories 17 16.0

Survey research 16 15.1 Resource-based view 15 14.2
Secondary data analysis 10 9.4 Institutional theory 5 4.7

Several 7 6.6 Agency theory 3 2.8
Ethnography 3 2.8 Not specified 48 45.3

Total 106 100.0 Total 106 100.0

The most commonly employed research design used in these studies is a literature review, used in
40.6% of articles (Table 4). These LRs respond to the need to classify the growing amount of literature on
sustainable business models, sustainable innovation, product innovation, and sustainable leadership.
Case study research also accounts for a significant share of articles (25.5%). These case studies aim at
providing more in-depth analysis [37]. Unlike literature reviews, they have a close connection with
empirical reality, which allows us to the development of testable, relevant, and valid theories [38].

Authors investigate sustainable value using a variety of different theoretical approaches (Table 4).
Stakeholder theory (17.0%), ethical theories (16.0%), and resource-based views (14.2%) are the most
common. This explains why the most widespread definitions of sustainable value relate to the
creation of value for stakeholders (stakeholder theory) or to the efficient use of resources/capitals
(resource-based). Ethical theories derive from Journal of Business Ethics papers, where sustainable value
is used as a general term or in reference to an individual’s ethical standards.

4.2. Usage and Development of the Concept of Sustainable Value

We first analyzed the dynamic over time, looking at the frequency with which the concept of
sustainable value is cited, and the role it plays in each paper (Table 5).

Table 5. The use of sustainable value: year of publication, appearance and role.

Year of Publication n % N of Appearance n %

2008 6 5.7 1 70 66.0
2009 7 6.6 2 16 15.1
2010 9 8.5 3 8 7.5
2011 9 8.5 4 4 3.8
2012 12 11.3 >5 8 7.5
2013 8 7.5 Total 106 100.0

2014 11 10.4 Role of Sustainable Value n %

2015 11 10.4 Framework 6 5.7
2016 9 8.5 Variable 5 4.7
2017 9 8.5 Concept to cite 26 24.5
2018 15 14.2 No specific role 69 65.1
Total 106 100.0 Total 106 100.0
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There is a growing body of literature which refers to the concept of sustainable value. The number
of papers has been stably increasing by 7–15 papers per year, with a higher quantity of papers in more
recent years. The final year of our analysis, 2018, was the most productive. Very few papers, however,
are devoted to an in-depth analysis of sustainable value. This is shown by the number of appearances
of “sustainable value” in the text of the papers. Authors generally use the term infrequently, with most
papers (66.0%) mentioning it only once, usually in reference to the outcomes of CSR activities.

The role the concept plays is in line with the aforementioned trend: 65.1% of articles use sustainable
value in a very broad sense, to mean everything good, long-lasting, profitable, low-risk, neutral, or
positive, connected with society and/or the environment. Nearly a quarter of authors (24.5%) cite
sustainable value as a defined concept in their papers, while only 10% of papers treat sustainable value
as a framework (5.7%) or variable (4.7%).

All the 106 papers were then classified according to the most relevant management topics (Table 6).

Table 6. The use of sustainable value inside the most relevant management topics.

Conceptual Blocks Related to Sustainable Value Management n %

1. Sustainability in Environment and Industries 10 9.4
2. Sustainable Strategy and Innovation 38 35.8
3. Sustainable Business models and Supply chains 18 17.0
4. CSR, Performance and Management 40 37.7

Total 106 100.0

The blocks are not equally represented. The largest block is “CSR, Performance and Management”
(37.7% of papers) as it is driven by the interest of practitioners to gain the competitive advantage from
implementing CSR. The next block by popularity is “Sustainable Strategy and Innovation” (35.8%).
Consequently, two most popular blocks cover short-term operational and long-term strategic approach
to CSR, which means that CSR is equally implemented at different levels of decision-making in the
company. However, the use of the sustainable value concept in the blocks of “Sustainable Business
Models and Supply Chains” and “Sustainability in Environment and Industry” is not developed
(17.0% and 9.4% respectively) which leads to the fact that the underlying principles and mechanisms
of corporate sustainability are not deeply studied. It confirms the call for a more system-thinking
approach to CSR and the development of generalized framework for corporate sustainability [23,24].

Supported by these results, the SLR reveals different levels of analysis and conceptual blocks of
sustainable value management that could be represented through the integrated view showed below
(Figure 2).

Figure 2. Integrated view of sustainable value management.
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Firstly, papers dealing with external environment and industry specifications (10 papers) are
treating the stakeholder surrounding, which, in turn, determines CSR issues relevant to the company
and shapes the way company generates sustainable value for its stakeholders. Such a proposition
correlates with the stakeholder model of management theory [39]. The second block includes the papers
related to strategic and innovative response to stakeholders’ inquiries (38 papers), which are accepted
to be vital for gaining competitive advantage [40,41]. The third block includes the literature related to
Sustainable Business Models and Supply Chains (18 papers), able to operationalize the predetermined
strategy: describes different archetypes of business models for sustainability [42], searches for the
tools to keep the balance between for-profit and social or environmental purposes [43], finds how to
establish traceability of the sustainability norms across business partners [44]. The connection between
CSR and performance, that is, the forth block, includes the papers (40 papers) using the sustainable
value to investigate how to manage day-to-day CSR activities successfully, how to control the results,
how to measure CSR effectiveness and what is the influence of CSR on financial performance.

Moving forward, the analysis of the development of the concept was implemented only for the
papers that treated sustainable value as a framework (6 papers), variable (5 papers), or concept (26
papers)—a total of 37 articles—to avoid tangents. Articles were analyzed through the lens of Hart and
Milstein’s (2003) framework, using the criteria outlined in the methodology section (Table 7).

Table 7. The development of sustainable value concept: strategic drivers.

Strategic Orientation and Drivers of Sustainable Value n %

1. Environmental consequences of industrialization 2 5.4
2. New green technologies 9 24.3
3. Increase in population, poverty and inequity 6 16.2
4. Proliferation and interconnection of civil society stakeholders 12 32.5
5. ND or all drivers together 8 21.6

Total 37 100.0

We see two main trends: a move from internal to external stakeholders, and from short-termism
to long-range planning (see Figure 3). Moreover, drivers for sustainability have transformed, becoming
more comprehensive and taking the triple bottom-line into account.

Figure 3. The development of sustainable value concept: spatial and temporal dimensions.
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We see a dramatic shift taking place across the spatial dimension, with a palpable shift from an
internal to an external conception of value creation. A large share of papers (41%) refer to a wide range
of stakeholders. Some authors even talk about the fashionableness of sustainability [45]. Stakeholders
are no longer defined solely as parties that influence and/or are influenced by the company; they
are society as a whole [46–49]. This even extends as far as labelling the environment a non-human
stakeholder [36,50–52].

“Long-term” and “sustainable” are often used synonymously, and we see a rejection of
short-termism (0 papers for short-term). Despite this, most authors (68%) describe sustainable
value without strict reference to the time period, or state that short as well as long-term results should
be taken into account.

Looking at sustainability drivers, a similar dynamic can be traced—again, more significantly along
the spatial than the temporal axis. Several factors push companies to include more stakeholders in their
value creation model, and to take a longer-term approach. Drivers in the upper (tomorrow) section
receive only slightly more attention; however, 15 papers, against 14 in the bottom (today) section. This
confirms a certain indifference to the temporal character of sustainable value. As far as the spatial
dimension is concerned, movement from the left side of the framework (11 papers) to the right side (18
papers)—from internal to external—is more significant. The classification aside, 21.6% of researchers
mention multiple drivers, moving beyond environmental issues to a more comprehensive agenda. This
is linked to the increasing value of intangible assets (for example, intellectual capital) in comparison
with the tangible [53]. The owners of intangible assets are employees [54]; thus, they become the
main driver for adopting sustainability, as well as managers’ commitment to ethical values [53–56].
Consequently, today, topics such as human resources [53,55,56], organizational learning [57,58], and
social innovation [59] have become part of the discourse. This compares with the early days of the
CSR-movement, in which the focus was trained principally on the environmental consequences of
industrialization [60].

5. Conclusions, Implications and Future Research

Assuming the sustainable value as key concept for integrating sustainability issues in the
environment, both business strategies and management literature must actively integrate sustainable
development into long-established assumptions and frameworks, reframing the theoretical foundations
and practice of business [50]. Sustainability is seen as an urgent issue in top-level strategic management
journals. A variety of topics are commonly discussed, from sustainable value chains to sustainable
innovation, to sustainable strategies, to CSR performance and disclosure. Nevertheless, authors
highlight a lack of research explaining the link between CSR and outcomes, a need for multilevel
research, and the importance of establishing a standardized definitional framework. We argue that
research into sustainable value has the potential to overcome these gaps in the existing literature.

Alongside the theoretical and practical implications of this paper, the concept “sustainable value”
is still underdeveloped. This evidence is retrieved by the prevalence of explanatory qualitative studies.
Moreover, it has not been updated to reflect the modern sustainability paradigm since Hart and Milstein
in 2003. Authors frequently cite the concept without developing it. Hence, our work aimed to chart the
usage and development of the concept of sustainable value, as described by Hart and Milstein (2003).

The first result of this research is a measurement of usage of the concept. It has become more
popular over time, being mentioned in a greater quantity of research papers in recent years. It has not
been analyzed in any sort of depth, however, and is mainly used as a general phrase for describing
positive business results and thus, tends to be mentioned only once, at the end of the paper.

The second result is the construction of an integrated view of sustainable value management
macro-topics. Research on sustainable value is undertaken at different levels of decision-making in the
company, showing the great role of sustainable value concept in management field. Nevertheless, the
lack of studies explaining underlying principles and mechanisms of corporate sustainability still exists,
and can be solved by further research on sustainable value.
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The third result of the research is an analysis of how the concept has developed. As the basis
for analysis, Hart and Milstein’s (2003) concept was chosen by virtue of its status as by far the
most-commonly cited definition and framework. According to Hart and Milstein (2003), relatively few
companies established by 2003 were exploiting the opportunities that would come from a focus on
outside stakeholders and long-term perspective. Modern scientific research is generally focused on
both short-term and long-term value creation for a wide range of internal and external stakeholders.
Literature analysis shows that scholars usually do not emphasize the time horizon of sustainable value,
or that they equate short-term and long-term profitability/outcomes. The majority of Scholars assume
creating sustainable value for a wide range of stakeholders.

Another finding from the research is that sustainable value is increasingly perceived as being
derived equally from all three elements of the triple bottom-line. Sustainability drivers are moving
from being purely environmental, as per the Hart and Milstein (2003) model: globalization, economic
fluctuations, knowledge innovations, etc., are becoming as important as green technologies and carbon
reduction policies.

The results of this study make a theoretical contribution to the management literature with the
first SLR in this field, and the first literature review on sustainable value. Our literature review on
sustainable value may help to overcome the lack in terminological heterogeneity of sustainable value
concept by defining the time horizon, stakeholder orientation and topic preferences of sustainable
value concept.

From a practical point of view, our research is useful to gain a holistic picture to elaborate and
implement sustainable value strategy. Top managers can assess their company’s CSR activities using
the concept of sustainable value and measure where they stand in relation to recent sustainability
trends. Such an analysis may help to build sustainable strategies.

Particularly, the integrated view presented in Figure 2 could be very helpful to gain a holistic
understanding and provide a framework to operationalize in practice the main pillars of sustainable
value management. The sustainability agenda of external environment and industries shapes the value
that the company may create for its stakeholders. Sustainable strategy and innovation for sustainability
are determining what is the future value that the company will create and deliver to its stakeholders.
Creation of the value is undertaken at the business model and supply chain level. Ongoing CSR
management and control ensure day-to-day work on sustainable value generation. The conceptual
blocks are linked with a circular flow that can help managers to assure the needed consistency for an
integrated and holistic management, keeping the central role of sustainable value.

In terms of future research, while working with a significant body of literature, we identified
essential blocks for further analysis. First, there is a lack of empirical studies on sustainable value. This
corresponds with the call for empirical studies in different fields of closely related research: value,
balance and accountability research; business model research; sustainability innovation, etc. [48,49,61].
Hart states that “[The field needs more] ‘future-creative’ research that helps us develop the sustainable
enterprise practices of tomorrow, and less ‘hypothesis-testing’ practices from the past, using large-scale
data sets” [62]. The second call is to operationalize the concept and find statistical tools and measurable
indicators for analyzing model implementation [50,63–65]. Apart from theoretical gaps, there is a
gap in our understanding of the role senior managers must play in generating sustainable value [34].
With the beneficiaries of value creation expanded from shareholders to a wider range of external
stakeholders, managers’ roles increase in significance and complexity. This calls for new approaches,
tools, capabilities, and personal skills. Thus, a new approach to sustainable value creation is needed
in management.

Concerning the limitations of the research, we can mention that the analysis is limited in the scope
to the part of literature on sustainable value available in the journals selected for the SLR.
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the manuscript.
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Appendix A

Table A1. Existing literature reviews (LRs) on sustainability and related topics.

References Number of Articles Topics of the Research

[66–74] 9 Sustainable supply chain
[1,19,20,23–25,

27,75,76] 9 Sustainability at large (review and roadmap for future
research), including stakeholder theory

[14,77–83] 8 Sustainability-oriented innovation, including
eco-innovation

[84–91] 8 Sustainable performance measurement
[92–97] 6 CSR and corporate financial performance

[98–103] 6 Environmental management
[104–108] 5 Disclosure

[43,56,109,110]. 4 Sustainable entrepreneurship
[18,42,111] 3 Sustainable business model
[21,26,112] 3 Sustainable strategy

[22,113] 2 CSR standards
[114,115]. 2 Industry from sustainability point of view
[116,117]. 2 Sustainability drivers in the company

[12,118–120] 4 Other
71 Total

Table A2. Journal list.

No. Journal Name Field (from ABS) Rating (from ABS)

1 Strategic Management Journal Strategy 5
2 Global Strategy Journal Strategy 3
3 Long Range Planning Strategy 3
4 Strategic Organization Strategy 3

5 Academy of Management Journal
General Management,

Ethics, Gender and
Social Responsibility

5

6 Academy of Management Review
General Management,

Ethics, Gender and
Social Responsibility

5

7 Administrative Science Quarterly
General Management,

Ethics, Gender and
Social Responsibility

5

8 Journal of Management
General Management,

Ethics, Gender and
Social Responsibility

5

9 Academy of Management Annals
General Management,

Ethics, Gender and
Social Responsibility

4

10 British Journal of Management
General Management,

Ethics, Gender and
Social Responsibility

4

11 Business Ethics Quarterly
General Management,

Ethics, Gender and
Social Responsibility

4

12 Journal of Management Studies
General Management,

Ethics, Gender and
Social Responsibility

4

13 Academy of Management Perspectives
General Management,

Ethics, Gender and
Social Responsibility

3
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Table A2. Cont.

No. Journal Name Field (from ABS) Rating (from ABS)

14 Business and Society
General Management,

Ethics, Gender and
Social Responsibility

3

15 California Management Review
General Management,

Ethics, Gender and
Social Responsibility

3

16 European Management Review
General Management,

Ethics, Gender and
Social Responsibility

3

17 Gender and Society
General Management,

Ethics, Gender and
Social Responsibility

3

18 Gender, Work and Organization
General Management,

Ethics, Gender and
Social Responsibility

3

19 International Journal of Management Reviews
General Management,

Ethics, Gender and
Social Responsibility

3

20 Journal of Business Ethics
General Management,

Ethics, Gender and
Social Responsibility

3

21 Journal of Business Research
General Management,

Ethics, Gender and
Social Responsibility

3

22 Journal of Management Inquiry
General Management,

Ethics, Gender and
Social Responsibility

3

23 Management Science Operations Research and
Management Science 5

24 Management and Organization Review International Business
and Area Studies 3

25 Management International Review International Business
and Area Studies 3

26 Omega: The International Journal of Management Science Operations Research and
Management Science 3

27 Group and Organization Management Organisation Studies 3

28 Business Strategy and The Environment
Regional Studies,

Planning and
Environment

3
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Abstract: Socially responsible investing (SRI) or sustainable, responsible, and impact investing is
growing fast. The net total of SRI assets at the beginning of 2018 was USD 12.0 trillion. There is
extensive literature on SRI, but very little of it relates to portfolio construction and risk management
combining SRI and commodities. In this paper, the authors pay attention to model volatility and
dynamic conditional correlations between SRI investment and selected representative of commodities.
We state the following hypothesis: the potential to create portfolio and risk management opportunities
exists between SRI and commodities such as grain, precious metals, and industrial metals. To verify
this, modeling of volatility and dynamic conditional correlation (DCC) between pair of elements
is necessary. Empirical research conducted for the global market based on selected indices for SRI
and commodities confirms this hypothesis. These results can improve asset selection in portfolio
construction and allow investors to make more reasonable decisions.

Keywords: socially responsible investing (SRI), sustainable; responsible and impact (SRI) investing;
DCC; GARCH; risk diversification

1. Introduction

Socially responsible investing (SRI) has become increasingly popular over the past decade.
Sustainable and impact investing in the United States continues to grow and to make a difference.
Investors now consider environmental, social, and governance (ESG) factors across USD 12 trillion
worth of professionally managed assets. Compared to value of USD 639 billion in 1995 (when the US
SIF Foundation first measured the size of the US sustainable and responsible investment universe),
these assets have increased more than 18-times with a compound annual growth rate of 13.6 percent [1].

Socially responsible investing started to grow during the 1960s among the rising concerns about
equality and the ongoing war. Within the next decades, as new social problems arose, the definition of
social responsibility has been expanded to include human rights, global warming, working conditions,
and environmental protection [2]. The selection of SRI assets may occur either through positive or
negative screening [3]. The first is based on rating stocks by various criteria (e.g., CDP emission,
energy reduction target, percentage of women on the board, percentage of independent directors, strict
policies against child labor), and then selecting companies with the highest scores. Investors may also
apply a balance across sectors. Contrastingly, negative screening simply excludes controversial sectors
(e.g., coal mining, alcohol, tobacco, gambling, military).

The theoretical approach shows that although socially responsible behavior does not maximize
the present value of cash flows, it maximizes the market value of the firm. This phenomenon occurs
with investors having maximization interests other than wealth, causing an imbalance in demand and
supply of SRI. Incorrect timing of employing SRI might also reduce market value [4]. Market-based
research leads to the opposite conclusions. Applying an ESG screen to a stock portfolio provides high
returns of up to 8.7% yearly. The best effect is obtained by avoiding both extremely high and extremely
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low ESG scores while applying various screens and the best-in-class approach [3]. Another paper
investigating the influence of ESG screens on investment performance shows that in the United States
and Asia-Pacific region, choosing companies with high or low ESG scores does not affect the rates of
return, whereas in Europe, picking socially responsible companies leads to lower rates of return [5].

In this paper, SRI is classified as a traditional investment (like investing in common stocks),
as opposed to alternative ones. Such investments may include, e.g., private equity or venture capital,
real estate, commodities, art and antiques, distressed securities, and hedge funds. Despite the unique
risks, alternative investments can be useful tools to improve the risk-return characteristics of an
investment portfolio. Generally, alternative investments may have higher volatility than traditional
investments, and they typically have low correlations with conventional asset classes. Furthermore,
the specific benefit of investing in alternatives is the increased portfolio diversification and enhanced
returns. However alternative investments do not have some of the same investment constraints
and they have the potential for higher long-term performance compared to traditional investments.
Therefore, including them in an investment portfolio results in lower volatility and a higher rate of
return. In this sense, alternative investments are important in risk management, especially in the area
of risk reduction.

Some authors take socially responsible investment as part of portfolio construction [6,7].
Markowitz [8] developed the mean-variance framework, which is used in calculation of a portfolio’s
risk, but also in its risk optimization. To calculate the risk of a portfolio, standard deviations and
pairwise correlations are necessary (they are the elements of covariance construction). Nonetheless,
unconditional standard deviations and constant correlations used to estimate the covariance matrix are
questionable. Yet, the time-varying variances and correlations proposed by Engle [9] and GARCH(1,1),
introduced by Bollerslev [10], solve this problem. The problem of constant correlation was also solved
by the dynamic conditional correlation—GARCH (DCC–GARCH) proposed by Engle [11].

Because commodities have shown low or even negative correlation with equities, they are useful
in hedging and portfolio diversification. Ibbotson Associates [12] found that including commodities in
the portfolio opportunity set results in an increased efficient frontier. This supports the hypothesis
that investing in different asset classes is desirable to diversify risk and finally leads to its reduction.
This brings up an interesting question regarding what risk management opportunities exist between
the SRI and popular commodities like metals and grain. Answers to this can help investors make more
informed investment decisions.

The remainder of the paper is organized as follows: Section 2 presents the literature review and
develops the research hypothesis, Section 3 outlines the methods and data, Section 4 discusses the
findings, and the last section comprises the conclusions.

2. Literature Review

This section presents a short literature review of papers that focus directly on the volatility
dynamics between SRI and other commodities like grain and metals.

Typical investors focus on the optimal risk-return portfolio through constantly analyzing
information and using diversification, finally making the market more efficient. However, there
has been little attention paid to the impact of their behavior on society. For a sustainable economy,
there is a need to invest in assets that compromise social and environmental stability. Sustainable
investment means the integration of environmental, social, and governance factors in the investment
decision-making process [13]. Markowitz portfolio theory does not take into consideration the role
played by the investment community in managing global risks. It uses risk and return as sole criteria,
with the assumption that investors are rational and seek the highest return at the lowest level of risk [8].
However, research has shown that ethical (socially responsible) investors are willing to give up a
portion of their financial returns for the increased utility provided by investments in assets that increase
the social and environmental stability [14,15]. Moreover, various studies have highlighted better rates
of return and reduced risk for socially responsible investments [16–19]. SRI aims at long-term rates of
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return by investing in companies that meet certain baseline standards of ESG responsibilities. Beal,
Goyen, and Phillips consider three potential motives for SRI—superior financial returns, non-wealth
returns, and social change. These motivations are neither exclusive nor exhaustive. In their proposal,
an additional argument called the ‘degree of ethicalness’ must be inserted into the utility function of
the investment [20]. Therefore, the classical portfolio theory may be inadequate for making socially
responsible investments, and there is a need to search for other solutions.

There is a lot of literature which compares SRI and conventional investments. Some researchers
confirmed no statistically significant difference [21–23] between the risk-adjusted return of SRI and
conventional investments, while others proved similarities [24]. The correlations between SRI indices
and conventional indices are high [25].

On the other hand, many authors study whether including commodities in a portfolio really
improves the diversification effect and, finally, the risk-return performance. Some papers, such
as Skiadopoulos [26], investigate this topic. Most papers empirically confirmed the existence of
diversification benefit [27–29], while others drew different conclusions [30–33].

There is very little research on the volatility dynamics of socially responsible investments and
correlations between the stock prices of socially responsible companies and commodities like grain,
precious metals, and industrial metals. Sadorsky [34] investigated volatility and correlations between
DJSI, S&P 500, and two commodities: gold and oil. His findings indicate, from a risk management
perspective, that SRI offers very similar results in terms of dynamic correlations, hedge ratios, and
optimal portfolio weights as investing in the S&P 500.

Hoti et al. [35,36] empirically analyze the conditional volatility (conditional variance) associated
with investing in ESG companies. They estimate univariate GARCH(1,1) models to model time-varying
risks for a number of different ESG indices and find that GARCH(1,1) models adequately capture the
volatility dynamics in ESG indices. They find strong evidence of volatility clustering, with both short-
and long-run persistence of shocks to the index rates of return. However, they do not investigate the
dynamic correlation between the ESG indices and other assets.

In this paper, the following hypothesis was tested: risk management opportunities exist between
the SRI and commodities such as grain, precious metals, and industrial metals.

The paper contributes to the literature in two areas. Firstly, it provides an extension to a number of
indices—regional, global socially responsible, and commodity indices (grain, precious and industrial
metals)—by taking into account current events in modeling volatility and dynamic conditional
correlations. Table A1 (Appendix A) describes the indices selected for empirical investigation.
Secondly, the paper fills the existing gap in the studies combining SRI and grain or industrial metals.
To refine our analysis, we show how correlations evolved during the observed period. To this effect,
we use the dynamic conditional correlation method (DCC–GARCH) developed by Engle [11] and its
extension, the copula–DCC–GARCH approach.

Analysis of the states of the sustainable investments and commodity market based on the
conditional dependence structure using DCC–GARCH and the copula–DCC–GARCH methodology
allows addressing the question of whether the dependence between sustainable investments and
commodity market is stable or if it undergoes changes.

3. Materials and Methods

In this paper, a GARCH model is used to model volatility and dynamic conditional correlations
between a stock price index comprised of socially responsible companies and the grain index, precious
metals index, and industrial metals index. Following the research of Sadorsky [34], who found that the
dynamic conditional correlation model fits the data best, this model is also used in this paper to verify
the potential of portfolio diversification.

Two-stage empirical research was necessary to verify the research hypothesis. The DCC model
is a dynamic specification based on conditional correlations within such models as, e.g., GARCH
(developed by Engle [11], Engle and Sheppard [37], and Tse and Tsui [38]). It allows simultaneous
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modeling of the variances and conditional correlations of several series. The estimation consists
of two steps. Firstly, the conditional variance of each variable using, e.g., GARCH procedure is
estimated. Secondly, the time-varying correlations are modeled relying on lagged values of residuals
and covariance matrices. After that, conditional covariance matrix is found by using conditional
standard deviations and dynamic correlations.

The conditional variances for an individual asset can be obtained from the univariate
GARCH(1,1) model.

rt = μ+ εt = μ+
√

htzt . . . zt ∼ N(0, 1) (1)

Under GARCH specification, the time-varying conditional volatility is a function of its own past
lag: one term plus the past innovations, and using GARCH(1,1) it can be modeled as

ht = ω+ αε2
t−1 + βht−1... (2)

VL =
ω

1− α− β (3)

ω > 0, α ≥ 0, β ≥ 0, α+ β < 1. (4)

In Equation (1), rt is the return and zt is the random error term with conditional variance ht.
Equation (2) specifies the GARCH(1,1) process. In Equation (3), the long-term variance (VL) is defined.
The usual GARCH restrictions of non-negativity and imposed stationarity, such as non-negativity of
variances (Equation (4)) are applied. The sum of α and β coefficients is a measure of persistence of
volatility shocks and is expected to be less than 1. A sum of coefficients higher than 1 means the shock
has an explosive effect.

. . .Xt = μ+ εt . . . . . . . . . εt
∣∣∣Ft−1 ∼ N(0, DtRtDt) (5)

. . .D2
t = diag{Ht} (6)

Hi,t = ωi + αiε
2
i,t−1 + βiHi,t−1 (7)

zt = D−1
t εt (8)

Rt = diag{Qt}−1/2Qtdiag{Qt}−1/2 (9)

Qt = Ω + αzt−1z′t−1 + βQt−1, Ω = R(1− α− β) (10)

where Dt = diag{} in Equation (6), diag{} is a matrix operator creating a diagonal matrix with the vector
along the main diagonal, and Rt in Equation (5) is a dynamic correlation matrix. R in Equation (10)
is the unconditional covariance of the standardized residuals resulting from the univariate GARCH
equation. The parameters α and β are non-negative with a sum of less than unity.

In this study, the authors considered GARCH(2,1); GARCH(1,2) and GARCH(1,1) with normal and
Student’s t-distributions; and the DCC with multivariate normal, Laplace and Student’s t-distributions.
The following combinations were analyzed:

- normal—multivariate Student’s t,
- Student’s t—multivariate normal,
- Student’s t—multivariate Student’s t,
- normal—multivariate Laplace,
- Student’s t—multivariate Laplace.

Since the differences in results were not significant, we decided to present only the results of the
standard model DCC(1,1)–GARCH model with normal and multivariate normal distribution.

However, this assumption is still unrealistic because we observed that asset returns are skewed,
leptokurtic, and asymmetrically dependent. These difficulties can be treated as a problem of copulas.
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The copula functions were introduced for the first time by Sklar in 1959 in the article Fonctions de
repartition à n dimensions et leurs marges. A copula is a function that links univariate marginals to
their multivariate distribution.

The process of identifying the states of financial and commodity market and analyzing
their temporal evolution was based also on the conditional dependence structure using a
copula–DCC–GARCH methodology with normal and Student’s t-distributions. In this approach,
multivariate joint distributions of the return vector r conditional on the information set available at time
t − 1 are modeled using the conditional copulas introduced by Patton [39,40]. The model parameters
were estimated through maximum likelihood method in two steps. In the first step, univariate rates
of return rt are modeled using a GARCH process, and the conditional variance is estimated. The
dependence structure of the margins is then assumed to follow a Gaussian and Student’s t copula with
conditional correlation matrix Rt. In the second step, the dynamics of Rt are modeled with the use of
the dynamic conditional correlation model DCC, and the parameters for the conditional correlation,
given by the parameters of the first stage, are estimated. The copula–DCC–GARCH approach allows
flexibility in the choice of marginal distributions and dependence structures. To validate the model, we
used the Jarque Bera test statistic for residuals and squared residuals in order to test the null hypothesis
that the data are normal against the alternative of non-normality.

Estimation of the parameters of the DCC–GARCH and copula–DCC–GARCH models was executed
using the maximum likelihood method. All calculations were completed using R environment with
the rmgarch package (cran.r-project.org/web/packages/rmgarch).

4. Results

4.1. Dataset

The data used in this study comprise weekly logarithmic rates of return of selected indices from
12 October 2012, through 4 October 2019. It is a compromise between the availability of data (some
ESG indices were introduced to the market only recently) and the requirements of the estimation
procedure. To eliminate any errors in daily data, weekly returns were used. The weekly rate of return
was calculated as a logarithmic rate by comparison of the Friday–Friday values. The following indices
were analyzed (for a description, see Table A1 (Appendix A)):

- 2 ESG indices for the global market—Stoxx Global ESG Impact, Dow Jones Sustainability
World Index;

- 3 ESG indices for the European market—Stoxx Europe Industry Neutral, Stoxx Europe ESG
Leaders Select 30, Dow Jones Sustainability Europe;

- 2 ESG indices for the US market—Dow Jones Sustainability US Composite Index, S&P 500
ESG Index;

- 2 non-ESG indices—Euro Stoxx Select Dividend 30, SP 500;
- 3 commodity indices (Dow Jones Commodity Index Industrial Metals, Dow Jones Precious Metals

Index, Dow Jones Commodity Grains Index).

The data for ESG indices and the Stoxx Europe Leaders Index was obtained from Reuters
Datastream (datastream.thomsonreuters.com/). The data for commodity indices was gathered from
S&P Dow Jones Indices website (us.spindices.com) and the time series for SP 500 was downloaded
from stooq.pl.

The descriptive analysis and graphics of the used data based on the results presented in Table 1
show that standard deviations of commodity indices are higher than these of the stock indices and the
mean rate of return for commodities is negative. It is observed that skewness is negative for almost all
the analyzed indices except for the industrial metal index and positive excess kurtosis values, which
are generally higher than 0. This suggests that the distributions of the index returns are leptokurtic
(the presence of fat tails). Since skewness is different from zero and there is high excess kurtosis, the
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data distribution shows the characteristics of non-normality. This is supported by the results of the
Jarque–Bera test. Since the probability values of Jarque–Bera test are lower than 0.01 (99%, confidence
level) for almost all the indices except the industrial metals index, it shows non-normality. The results
indicate the varying volatility (higher for commodities, lower for stock indices) and the non-normality
of weekly logarithmic rates of return of the indices selected for the study.

Table 1. Descriptive statistics.

Mean Std. Dev. Skewness Kurtosis
Jarque–Bera

stat. (p-Value)

DJS Europe 0.0011 0.0206 −0.3496 2.4 96.05 (0)
DJS US 0.0019 0.0179 −0.6971 2.462 123 (0)

DJ Commodity Index Grains −0.0015 0.0251 −0.047 1.098 18.66 (0.0025)
DJ Commodity Index Industrial Metals −0.0005 0.0221 0.1484 0.4838 4.954 (0.0745)
DJ Commodity Index Precious Metals −0.0017 0.0474 −0.1853 1.402 32.35 (0.0005)

GSLI 0.0012 0.0183 −0.4127 1.231 33.79 (0)
S&P500 0.0019 0.0176 −0.7726 2.619 142.2 (0)

S&P500 ESG 0.0019 0.0175 −0.7964 2.773 157.3 (0)
Stoxx Europe IN 0.0009 0.0209 −0.33 2.241 83.94 (0)

Stoxx Europe ESG Leaders 0.0006 0.0189 −0.3271 2.253 84.66 (0)
Euro Stoxx Select Dividend 30 0.0008 0.022 −0.1131 1.369 29.6 (0)

Stoxx Global ESG Impact 0.0013 0.0174 −0.6521 1.772 74.45 (0)

Before estimation of the volatility model, the stationarity, autocorrelation, and ARCH effect for
the time series were tested. Testing indicated that the time series of the weekly logarithmic rates of
return are (detailed results are presented in Table A2 (Appendix A))

- Stationary;
- For most indices, autocorrelation exists in returns and in squared returns—only for commodity

indices is the null hypothesis not rejected (there is no autocorrelation in returns and in squared
returns present);

- For most indices, the ARCH effect is present—only for metals is the null hypothesis not rejected
(there is no ARCH effect).

4.2. Volatility and Dynamic Conditional Correlation

To model volatility and persistence of selected indices, we apply the GARCH(1,1) model. Table 2
presents the estimation results.

The estimation of the GARCH(1,1) model shows that both the ARCH term alpha (short-run
persistency of shocks) and the GARCH term beta (long-run persistency of shocks) are significant for
most indices, indicating the impact of shocks on volatility. This means that conditional variance has
correlation with lagged conditional variance and lagged squared disturbance. The sum of ARCH and
GARCH terms, α + β, is less than one, indicating that the volatility shocks are quite persistent. The
financial implication of these coefficients for investors is that the volatility of the index’s rate of return
exhibits clustering.

The alpha parameter indicates the sensitivity of the index j following a volatility shock of the
index i, whereas beta indicates the persistence of the index j following a volatility shock of the index i.
Interpretation of the results presented in Table 2 is as follows. The volatility of the ESG indices are, on
average, close to zero (0.001–0.002), while for the commodity indices, they are also negative (−0.002
to −0.0004). In addition, the ESG indices are more sensitive to their own volatility shocks compared
to the volatility shocks of the commodity indices. Regarding the persistence of shocks, we find that
the impact of volatility of the commodity indices on themselves is more persistent and amounts to
around 88–99% compared to the persistence of volatility shocks of the ESG indices on themselves,
which amounts to around 69–80%.

Before we start the analysis of the evolution of conditional correlations, we removed all statistically
insignificant pairs of indices (see Table A6 (Appendix B)).
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Table 2. GARCH(1,1) parameters.

Estimate Std. Error t Value Pr (>|t|)

DJS Europe
μ 0.001355 0.000923 1.4688 0.141900
ω 0.000025 0.000016 1.5587 0.119068
α 0.128621 0.052574 2.4465 0.014427
β 0.813363 0.076869 10.5812 0.000000

DJS US
μ 0.002344 0.000964 2.43118 0.015050
ω 0.000056 0.000075 0.75441 0.450604
α 0.186019 0.160194 1.16121 0.245556
β 0.646293 0.365139 1.76999 0.076729

Euro Stoxx Select Dividend 30
μ 0.000902 0.001049 0.86019 0.389684
ω 0.000024 0.000019 1.26074 0.207403
α 0.079084 0.038602 2.04869 0.040492
β 0.870998 0.068637 12.68989 0.000000

Stoxx Europe Industry Neutral
μ 0.001219 0.000940 1.2976 0.194438
ω 0.000031 0.000020 1.4955 0.134774
α 0.138452 0.057707 2.3992 0.016431
β 0.794510 0.088570 8.9704 0.000000

Stoxx Europe ESG Leaders
μ 0.001032 0.000890 1.1599 0.246087
ω 0.000051 0.000030 1.6804 0.092889
α 0.187059 0.071726 2.6080 0.009108
β 0.681275 0.126732 5.3757 0.000000

S&P 500 ESG
μ 0.002266 0.000879 2.57832 0.009928
ω 0.000047 0.000044 1.07133 0.284021
α 0.154973 0.084964 1.82399 0.068154
β 0.696988 0.204795 3.40335 0.000666

Dow Jones Commodity Index Precious Metals
μ −0.002108 0.002130 −0.98957 19.82116
ω 0.000082 0.000058 1.40912 0.158798
α 0.079973 0.033522 2.38567 0.017048
β 0.887014 0.044751 19.82116 0.000000

Dow Jones Commodity Index Industrial Metals
μ −0.000455 0.001146 −0.39734 0.691118
ω 0.000024 0.000030 0.80580 0.420360
α 0.034342 0.027151 1.26486 0.205923
β 0.917218 0.072335 12.68016 0.000000

Dow Jones Commodity Index Grains
μ −0.001260 0.001358 −0.928406 0.353197
ω 0.000005 0.000000 182.297927 0.000000
α 0.000024 0.001117 0.021198 0.983088
β 0.992316 0.000829 1196.821063 0.000000

In the last ten years for commodities and the financial market, three main periods may be observed:

• January 2010–July 2011 (economic growth);
• August 2011–December 2015 (a collapse in the metals market);
• January 2016–December 2017 (economic growth in metals and financial markets).

Figure 1 shows the evolution of conditional correlations for statistically significant pairs of indices.
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Figure 1. Dynamic conditional correlation (DCC) evolution results.

In most cases (Figure 1), we observe a statistically significant increase in correlation for a pair of
indices for the first period (after 2010). A detailed analysis is as follows:

1. For the ESG–ESG relationship, one pair of indices (out of 5) showed statistically significant high
conditional correlation. In the last year, this correlation has been weakening, but still remains
close to 1.

2. In the case of the ESG–non-ESG relationship, two pairs of indices (out of 5) show statistically
significant high conditional correlation (close to 1). For the European market, we observed two
periods where the correlation was weakening considerably, mainly in the years 2013—a drop to
0.4 (the problem of the banking sector in the EU)—and in 2016/2017, a drop by −0.2 (the start
of economic growth). For the American market, there were few periods where correlation was
weakening but still remained high. The level of correlation is higher for the American market
comparing to the European one.

3. Eight pairs of indices (out of a total of 21) for the ESG–commodities relationship showed
statistically significant low and medium (lower than 0.5) conditional correlation.

a. The ESG—precious metals relationship is characterized by low correlation (less than 0.15).
Four pairs of indices (out of seven) showed a growth in correlation in 2013–2015 (the
beginning and the end of the downturn period on the metals market) and also in 2018, but
of not more than around 0.1. The evolution of conditional correlations for the European
market as represented by three indices looks very similar. For the American market, the
level of correlation is higher—even more than 0.3.

b. For the ESG—industrial metals relationship, two pairs of indices (out of seven) behave
similarly for the European and American markets, but there are substantial differences.
For the European indices, we observed three periods where the correlation is higher than
0.5, mainly in 2013 (the collapse period of the metals market), 2016 (the economic growth
period in the metals and financial markets), and 2019, and also lower than 0 (−0.5) in 2015
and 2016–2017 (two drops). For the American indices, we observed one period where the
correlation is higher than 0.5, mainly in 2019. Moreover, the volatility is higher in the case
of European market.

c. The ESG—grains relationship is weaker compared to two earlier described relationships,
around 0.06. Two pairs of indices out of seven behave similarly for the European and
American markets, but there are substantial differences in some subperiods. For both
markets, we observed one period where the correlation is higher than 0.06, mainly in 2013
(one pick) and 2016–2017 (the economic growth period on metals market and financial
markets), and also lower than 0.02 in 2015 (the collapse period on metals market). Moreover,
volatility is considerably lower in the case of the American market.

Detailed results of DCC estimation are presented in Tables 3–5.
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Table 3. DCC estimation results.

Estimate Std. Error t Value Pr (>|t|)

DJS Europe and Stoxx Europe ESG Leaders
Dcca 0.092053 0.024236 3.7982 0.000146
Dccb 0.820905 0.046229 17.7574 0.000000

Stoxx Europe ESG Leaders and Euro Stoxx Select Dividend 30
Dcca 0.060171 0.018470 3.25775 0.001123
Dccb 0.849697 0.039364 21.58559 0.000000

DJS US and S&P 500
Dcca 0.013889 0.006376 2.1782 0.029388
Dccb 0.974591 0.017620 55.3116 0.000000

Stoxx Europe ESG Leaders and DJ Commodity Index Industrial Metals
Dcca 0.098396 0.033519 2.93555 0.003330
Dccb 0.713455 0.067294 10.60204 0.000000

S&P500 ESG and DJ Commodity Index Industrial Metals
Dcca 0.030847 0.022086 1.39668 0.162511
Dccb 0.929136 0.033460 27.76848 0.000000

DJS Europe and DJ Commodity Index Precious Metals
Dcca 0.008395 0.019347 0.43394 0.664332
Dccb 0.958185 0.063344 15.12664 0.000000

Stoxx Europe Industry Neutral and DJ Index Precious Metals
Dcca 0.008955 0.021058 0.42525 0.670653
Dccb 0.948135 0.061708 15.36486 0.000000

Stoxx Europe Leaders and DJ Index Precious Metals
Dcca 0.000000 0.000059 0.000075 0.999940
Dccb 0.918458 0.357601 2.568391 0.010217

S&P500 ESG and DJ Index Precious Metals
Dcca 0.022400 0.017380 1.28885 0.197449
Dccb 0.932937 0.065525 14.23785 0.000000

Stoxx Europe Leaders and DJ Commodity Index Grains
Dcca 0.003321 0.018948 0.175273 0.860865
Dccb 0.953796 0.020143 47.351902 0.000000

S&P500 ESG and DJ Commodity Index Grains
Dcca 0.000000 0.000202 0.000043 0.999966
Dccb 0.946848 0.759758 1.246250 0.212673

Table 4. Copula–DCC–GARCH (Gaussian) estimation results.

Estimate Std. Error t Value Pr (>|t|)

DJS Europe and Stoxx Europe ESG Leaders
Dcca 0.092053 0.024227 3.7996 0.000145
Dccb 0.820905 0.046120 17.7992 0.000000

Stoxx Europe ESG Leaders and Euro Stoxx Select Dividend 30
Dcca 0.060171 0.018632 3.22950 0.001240
Dccb 0.849697 0.039899 21.29618 0.000000

DJS US and S&P 500
Dcca 0.013889 0.006312 2.20026 0.027789
Dccb 0.974591 0.017345 56.18803 0.000000

Stoxx Europe ESG Leaders and DJ Commodity Index Industrial Metals
Dcca 0.098396 0.033597 2.92869 0.003404
Dccb 0.713455 0.067675 10.54240 0.000000

S&P500 ESG and DJ Commodity Index Industrial Metals
Dcca 0.030847 0.022175 1.39109 0.164198
Dccb 0.929136 0.033097 28.07300 0.000000

DJS Europe and DJ Commodity Index Precious Metals
Dcca 0.008395 0.020666 0.40625 0.684559
Dccb 0.958185 0.058471 16.38735 0.000000

Stoxx Europe Industry Neutral and DJ Index Precious Metals
Dcca 0.008955 0.021913 0.40866 0.682792
Dccb 0.948135 0.055833 16.98148 0.000000

Stoxx Europe Leaders and DJ Index Precious Metals
Dcca 0.000000 0.000000 0.39360 0.693875
Dccb 0.918457 0.350274 2.62211 0.008739

S&P500 ESG and DJ Index Precious Metals
Dcca 0.022400 0.017505 1.27968 0.200658
Dccb 0.932936 0.063356 14.72519 0.000000

Stoxx Europe Leaders and DJ Commodity Index Grains
Dcca 0.003321 0.018598 0.178575 0.858271
Dccb 0.953796 0.019704 48.405075 0.000000

S&P500 ESG and DJ Commodity Index Grains
Dcca 0.000000 0.000059 0.000003 0.999997
Dccb 0.946849 0.597310 1.585190 0.112923
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Table 5. Copula DCC GARCH (Student’s t) estimation results.

Estimate Std. Error t Value Pr (>|t|)

DJS Europe and Stoxx Europe ESG Leaders
Dcca 0.089614 0.028287 3.1680 0.001535
Dccb 0.833153 0.064187 12.9802 0.000000
shape 10.291252 7.848614 1.3112 0.189784

Stoxx Europe ESG Leaders and Euro Stoxx Select Dividend 30
Dcca 0.060536 0.020564 2.94381 0.003242
Dccb 0.851205 0.046137 18.44954 0.000000
shape 21.961475 16.823304 1.30542 0.191750

DJS US and S&P 500
Dcca 0.012786 0.005962 2.14477 0.031971
Dccb 0.981967 0.012947 75.84782 0.000000
shape 21.060808 8.035996 2.62081 0.008772

Stoxx Europe ESG Leaders and DJ Commodity Index Industrial Metals
Dcca 0.102885 0.035039 2.93633 0.003321
Dccb 0.720513 0.064630 11.14828 0.000000
shape 14.396227 7.333689 1.96303 0.049643

S&P500 ESG and DJ Commodity Index Industrial Metals
Dcca 0.034528 0.023747 1.45402 0.145942
Dccb 0.924289 0.036495 25.32642 0.000000
shape 49.999997 39.914116 1.25269 0.210319

DJS Europe and DJ Commodity Index Precious Metals
Dcca 0.016588 0.020351 30.93940 0.415015
Dccb 0.955769 0.030892 2.57255 0.000000
shape 7.765412 3.018562 2.57255 0.010095

Stoxx Europe Industry Neutral and DJ Index Precious Metals
Dcca 0.016491 0.022330 0.73851 0.460207
Dccb 0.948290 0.034365 27.59473 0.000000
shape 7.833953 3.175421 2.46706 0.013623

Stoxx Europe Leaders and DJ Index Precious Metals
Dcca 0.000604 0.025593 0.023594 0.981176
Dccb 0.935939 0.072982 12.824212 0.000000
shape 7.547719 2.674170 2.822453 0.004766

S&P500 ESG and DJ Index Precious Metals
Dcca 0.029924 0.018557 1.61250 0.106854
Dccb 0.940486 0.025153 37.39083 0.000000
shape 8.268864 3.516566 2.35140 0.018703

S&P500 ESG and DJ Commodity Index Grains
Dcca 0.000000 0.000000 0.040853 0.967413
Dccb 0.998961 0.010566 94.546781 0.000000
shape 49.999924 6.762795 7.393381 0.000000

The results in Table 3 indicate that the values of Dccb parameters generally range from 0.94 to
0.97, which indicates high volatility of conditional correlation. With slightly lower Dccb values in the
range 0.71–0.85, a lower volatility of conditional correlation may be noticed compared to the previous
case, but it seems that a relationship between the correlation values in different periods still exists.
These estimated Dcca and Dccb parameters to sum to a value which is less than 1, indicating that the
dynamic conditional correlations are undergoing mean reversion process.

In order to test the validity of the GARCH model, we ensured that the standardized residuals and
squared standardized residuals were normally distributed. Tables A4–A6 of the residual normality
Jarque–Bera test were included in the Appendix.

Results of the copula–DCC–GARCH (Gaussian distribution) in Table 4 are similar to DCC–GARCH.
The results of copula–DCC–GARCH (Student’s t-distribution) in Table 5 are more promising—they
need further deep investigation. Residual diagnostic tests on the standardized residuals and squared
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standardized residuals for the DCC models presented in Tables A5 and A6 show no statistically
significant evidence of normality in most cases.

5. Discussion

Most financial time series exhibit autocorrelation and volatility clustering. In this study, a standard
GARCH model was used to analyze the volatility of the rates of return of the selected indices. This
model captures symmetric dynamics and the volatility clustering of the return series.

The results show that indices’ returns exhibit volatility clustering with time-varying variance in
the residuals. These findings show the nonlinear structure in the conditional variance of the returns.
This dynamic may be modeled with the GARCH(1,1) model which is consistent with the literature.

Regarding the financial market, changing correlations are not a new phenomenon. Indeed,
correlations among the asset classes have never been fixed; however, the pace of change varies over
time for different reasons. Globalization and market integration is one key factor.

As the IMF shoved, the correlations between the US equities (S&P 500) and other asset classes
were growing in the post-crisis era: from a pre-crisis (1988–2007) cross-asset median correlation of 0.44
to a post-crisis (2010–2015) median of 0.702 [41].

There are several possible factors that have contributed to the change of the correlation between
the assets:

- Synchronized monetary policy: the evidence suggests elevated correlations [42,43];
- Financial innovation: the analysis shows increased correlations between commodities and

equities [44,45];
- Market trading strategies: the research suggests increased cross-asset correlations [46,47].

The results of this study are not surprising in the case of conditional correlation between ESG
indices, which are high. From the point of view of risk reduction, including the same type of assets in
a portfolio is not effective. Since only one pair of indices showed statistically significant correlation,
the results are difficult to generalize in terms of evolution of the conditional correlation in time, and
further studies are necessary.

Combining the ESG assets and the non-ESG assets in one portfolio is also not effective from a
risk reduction perspective as the conditional correlation is also high (close to 1). Likewise, in this case,
we find only two pairs of indices with statistically significant correlation, therefore further studies
are necessary.

Even if the correlation between commodities and equities is growing over time, it is still possible
to use commodities as diversifiers in a portfolio. This study confirmed that there exists an opportunity
for socially responsible investments to include precious and industrial metals and grains in order to
reduce the risk of the portfolio.

6. Conclusions

This study focused on the modeling of volatility and conditional correlation in order to find
opportunities of risk reduction in the case of socially responsible investing. The hypothesis that there is
a potential to create a portfolio by adding to SRI commodities and that risk management opportunities
exist between SRI and commodities like grain, precious metals, and industrial metals was positively
verified. The results show that all the considered commodity indices had low correlation with the ESG
indices. Including particular commodities (e.g., gold, silver, copper, wheat) in a portfolio of particular
ESG assets could be developed with further studies.

Conditional correlations evolve in time, but we were not able to find any tendencies of
correspondence to observed market cycles (periods of growth and collapse).

Many studies analyze socially responsible investments as a potential diversifier of a traditional
portfolio, e.g., stocks portfolio. In this paper, a different approach was adopted—SRI are treated
as traditional investments and commodities as a diversifier. There is little research on portfolio
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construction using SRI. Mostly, mutual funds invested in ESG companies are analyzed. The existing
selective studies concern the indices of ESG stocks or commodities like gold and oil (there is no research
considering grain). Thus, the paper fills an existing gap in the current research.

This study provides robust evidence on socially responsible investments and commodities as
portfolio diversifiers (based on the indices), which might be a starting point for a discussion on the
practical application of a set of ESG companies and selected representatives of commodities.

From an investor’s point of view, it seems important to notice that the correlation between the two
securities can change, sometimes in a rather violent way. Considering this fact seems necessary, e.g.,
when constructing a portfolio. For ethical (socially responsible) investors, modified utility function
is also essential. Therefore, the aim of further research will be to use the DCC model in portfolio
construction and risk analysis assuming a modified utility function.

Investors in sustainable investment funds generally have a long-term investment horizon [45]. It
was found by Talan and Deep Sharma [48] that only around 8% of the reviewed papers considered
a period of more than 10 years in their research [46]. The authors of this paper studied SRIs over a
period of 8 years, which is longer compared to most of the other studies.

This study is not free of limitations. Firstly, we used indices, while a more detailed analysis
would be advantageous, including ESG companies from different markets (developed and developing)
and particular commodities (e.g., gold, silver, copper, corn). Secondly, we analyzed diversification
possibilities by using commodities, and deeper studies would be beneficial (e.g., involving hedge ratio
calculations, optimal weights).
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Appendix B

Table A6. Statistical significance/insignificance of dynamic conditional correlations for pair of indices.

Europe—ESG Indices

DJS Europe Stoxx Europe ESG Leaders Insignificant
DJS Europe Stoxx Europe IN Significant

Stoxx Europe IN Stoxx Europe ESG Leaders Insignificant

ESG indices and non-ESG indices

DJS Europe Euro Stoxx Select Dividend 30 Insignificant
Stoxx Europe IN Euro Stoxx Select Dividend 30 Insignificant

Stoxx Europe ESG Leaders Euro Stoxx Select Dividend 30 Significant

ESG Indices and Commodity indices

DJS Europe Dow Jones Commodity Index Industrial Metals Insignificant
DJS Europe Dow Jones Commodity Index Precious Metals Significant
DJS Europe Dow Jones Commodity Index Grains Insignificant

Stoxx Europe IN Dow Jones Commodity Index Industrial Metals Insignificant
Stoxx Europe IN Dow Jones Commodity Index Precious Metals Significant at 0.1
Stoxx Europe IN Dow Jones Commodity Index Grains Insignificant

Stoxx Europe ESG Leaders Dow Jones Commodity Industrial Index Metals Significant
Stoxx Europe ESG Leaders Dow Jones Commodity Index Precious Metals Significant
Stoxx Europe ESG Leaders Dow Jones Commodity Index Grains Significant

USA—ESG indices

DJS US S&P 500 ESG Insignificant

ESG indices and non-ESG indices

DJS US S&P 500 Significant
S&P 500 ESG S&P 500 Insignificant

ESG Indices and Commodity indices

DJS US Dow Jones Commodity Index Industrial Metals Insignificant
DJS US Dow Jones Commodity Index Precious Metals Insignificant
DJS US Dow Jones Commodity Index Grains Insignificant

SP 500 ESG Dow Jones Commodity Index Industrial Metals Significant
SP 500 ESG Dow Jones Commodity Index Precious Metals Significant at 0.06
SP 500 ESG Dow Jones Commodity Index Grains Significant

Global—ESG indices

GSLI Stoxx Global ESG Impact Insignificant

ESG Indices and Commodity indices

Stoxx Global ESG Impact Dow Jones Commodity Index Industrial Metals Insignificant
Stoxx Global ESG Impact Dow Jones Commodity Index Precious Metals Insignificant
Stoxx Global ESG Impact Dow Jones Commodity Index Grains Insignificant

GSLI Dow Jones Commodity Index Industrial Metals Insignificant
GSLI Dow Jones Commodity Index Precious Metals Insignificant
GSLI Dow Jones Commodity Index Grains Insignificant
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Abstract: Local government relates to the public administration of towns, cities, counties, and districts.
One of the key responsibilities of local government is the administrative purpose of supplying goods
and services. Local governments should also represent and involve citizens in determining specific
local public needs and how these local needs can be met. As the structure of gross domestic product
(GDP) in many countries across the world changes, so do the expectations towards the role of local
governments as far as supporting local economic growth is concerned. The administrative purpose
involves creating conducive conditions for economic development. Statistical figures show that the
share of the creative economy in the GDP of the most developed countries is steadily increasing.
New economic sectors such as “creative industries” pose a challenge to local governments. In this
paper, we present a conceptual model for measuring the efforts of local governments in developing
and supporting the creative industries. The model proposed by the authors allows for the comparison
of smaller administrative units such as counties regarding their advancement and commitment to
supporting creative industries.

Keywords: local government; sustainable development in counties in Poland; sustainable
development model; NTS-4; creative economy; creative industries

1. Introduction

The issue of economic development has been at the centre of economics since its very beginnings [1].
The question about the factors that lead to the wealth of nations, which occupied the attention of
Adam Smith, is still valid. Smith concluded that low taxes, peace, and a workable system of justice
would lead to economic growth [1]. Over the course of history, mankind has gone through several
stages of economic development, which are usually referred to as ‘revolutions’. The most rapid
changes in economic development took place in the last 250 years and are called industrial revolutions.
The industrial model of economic development requires a constant supply of natural resources, such as
coal and iron ores, as well as oil and gas. The last 40 years of economic development have proved
that rapid economic progress can be achieved through service industries and knowledge economies.
Depending on their perspective, different scholars highlight different distinguishing features of those
changes, for example, knowledge-based economy, weightless economy [2], The Digital Era, or Industry
4.0. Today the economies and societies of the most industrialised countries of the world are changing
at a rapid pace. Intangible assets play a crucial role; among them, special attention is devoted to
knowledge as a driver of economic growth. Knowledge may appear both as an input (competence)
and output (innovation) in the production process [3]. In a similar vein, knowledge is both an input
(creative thinking, creative insights, creative persons, creative press) (see also the work of [4]) and an
output of economic processes (innovation). Knowledge, like many other intangible assets, is immaterial.
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Sustainability 2020, 12, 438

We believe that the scarcity of intangible resources in the 21st century will be just as important as the
scarcity of natural resources—a common theme in the literature on sustainability.

The concept of the ‘creative economy’ [5–9] is another perspective describing the directions of
current economic development and is a broader term to describe “creative industries” [10]. Here,
the main focus is on the role of creativity of people in economic outputs. According to Howkins,
a creative economy is “economic systems where value is based on imaginative qualities rather than
the traditional resources of land, labour and capital”. Compared with creative industries, which are
limited to specific sectors, the term “creative economy” is used to describe creativity throughout a
whole economy [11–13]. Originally, the focus of policymakers regarding the creative economy was on
its economic value, but now it has shifted towards its social and cultural value [12,14,15]. According to
the United Nations [16,17], creative economy sectors include arts and crafts, books, films, paintings,
festivals, songs, designs, digital animation, and video games. They generate income through trade
(exports) and intellectual property rights, as well as create new jobs in knowledge-intensive positions
in all types of enterprises. In the United Kingdom, a country considered to be one of the world leaders
in the creative industries development, the creative industries contribute considerably more to the
economy than financial services (employing 2 million people, compared with the financial sector’s
1 million—which contributes just 1 percent more than the creative sector to the U.K. gross domestic
product (GDP)) [12]. Thus, the (potential) role of local government in supporting their growth is
relatively greater than in the case of other industries, which may be more prone to national level
interventions. Creative industries are one of the most unevenly spread sectors, behind only agriculture,
finance, and insurance [18]. Creative economies are predominantly concentrated in towns, cities,
and metropolitan areas (which correspond with the county NTS-4 (Nomenclature of Territorial Units
for Statistics) level in regional development analysis), and consequently their development heavily
depends on the scale of support from the local governments. Possession of state-of-the-art knowledge
has to be supplemented with the ability to create knowledge. Creation is considered the highest level of
the cognitive domain [19], above understanding and applying knowledge. If we apply this statement
to the domain of economics, we can conclude that creative industries should in fact produce more
economic added-value than “knowledge-intensive (or knowledge-rich) industries”. Consequently,
they should garner even more attention from the policy-makers than knowledge-intensive industries.
The subtle difference lies in the fact that creativity is positioned higher than knowledge in the
hierarchy of cognitive skills. The Industrial Revolution of late 18th-century Britain exploited significant
amounts of new scientific and engineering knowledge in steam engines, textiles manufacture, new
methods of mining, and other production processes. The emergence of creative industries (within the
knowledge-intensive sectors) is marked by success stories such as CD PROJEKT, a player on the global
digital entertainment market. The company is active on the global market. Its main products are The
Witcher, The Witcher 2, The Witcher 3, and Cyberpunk 2077. CD PROJEKT’s market capitalization is
approximately 23 billion Polish Zloties (approximately USD 6.0 billion) and exceeds the market value
of Polish giant KGHM (Kombinat Górniczo-Hutniczy Miedzi, which describes itself as a “high-tech
geological, mining, and metallurgy business”), the largest silver producer and eighth largest copper
producer in the world. The intensive application of knowledge is not the only feature of today’s
successful businesses. The potential role of public administration in supporting creativity is substantial.

Creative economies do not rely heavily on natural resources, which implies that their negative
impact on the climate is relatively lower than that of other industries. “Creative economy” is a broader
term for “creative industries”. The creative economy encompasses people with creative occupations
working in the creative industries, as well as workers with creative occupations working in another
industry and people in non-creative jobs working in a creative industry [10,20]. This definition should
also include workers working in the public sector and non-government organizations. Not much
academic research has been published so far on the role of local governments in promoting creative
industries. Even though many cities and regions across the world publish white papers and analyses
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describing their role in developing creative industries, there is a deficit of larger-scale comparative
studies and conceptual models.

The goal of our research was to propose a new model for measuring the efficiency of local
governments in supporting creative industries locally. We will investigate the possible areas of
intervention of local government in providing socio-economic stimuli at local level for the growth
and proliferation of creative economy and creative industries. We used data collected from a survey
conducted on a sample of Polish counties.

This research fits within the 2030 Agenda for Sustainable Development (SDA), which was adopted
at the United Nations Summit (UNS) in New York. On 25 September 2015, the Member States of the
United Nations agreed on the 17 Sustainable Development Goals (SDGs) of the Post-2015 Development
Agenda. The SDGs build on the Millennium Development Goals, the global agenda that was pursued
from 2000 to 2015, and will guide global action on sustainable development until 2030 [21].

In Section 2, we discuss the concepts of creative industries, sustainability, and local governments.
Section 3 contains a description of our research approach and the research sample. In Section 4,
we present the research findings from the empirical study, which we conducted in Polish counties.
In Section 5, we propose a conceptual model for measuring the contribution of local governments
in supporting creative industries and describe its possible application in counties (regions). The last
section of the paper sums up the research findings, discusses potential study limitations, and presents
limitations of the study.

2. Creative Industries, Sustainability, and Local Governments

The rapid increase of creative industries makes them an important focus for economic studies,
including regional economic development, but so far, not many regional studies on sustainable
development have been conducted [18,22]. The United Nations’ SDG Fund runs a number of initiatives
to bring creative industries leaders to the forefront of sustainable development [12,16]. When the
creative sector becomes part of an overall development and growth strategy, it can contribute to the
revitalization of the national economy, where hybrid and dynamic economic and cultural exchanges
take place [15,23]. Investing in culture, social capital, and creative industries as drivers of social
development can also lead to results that contribute to the overall wellbeing of communities, individual
self-esteem and quality of life, dialogue, and cohesion [24].

Sustainability is defined here as a means of meeting our needs today without compromising the
ability of future generations to meet their own needs [25]. Those future needs may be endangered
by the exploitation of natural resources (including fossil fuels). There is also another danger to
economic growth, especially at a local level: running out of ideas. Every year brings new challenges,
and we are not able to envisage the answers to all those ideas ahead of us. What we can do,
however, is to prepare future generations by equipping them with an environment that will support
the creation of new ideas and solutions. Here, we refer to sustainability not only as a concept for
preserving the planet’s environmental assets, but also caring for the preservation of creative potential.
The original use of the term “sustainable development” was intended to place a higher priority
on directly meeting human needs, while considering environmental and ecological implications of
development [26–28]. The creative industries link traditional knowledge to the ultimate consumer
in their capacity to serve both cultural and economic objectives [15,29]. In this regard, the cultural
and creative industries can be seen as consistent with the sustainable development paradigm [18].
According to Satterthwaite [27,30], governance structures play a vital role in decision-making processes
and implementing appropriate measures. Creative industries require blended technical and creative
skills, collaborative interdisciplinary working, entrepreneurialism, and enterprise [31,32]. It is human
creativity that drives the success of this sector [10].

The support for regional growth can be prioritized through various measures applied by the
local government. Local government could increase the support offered to businesses to protect and
exploit intellectual property, but in many countries, including Poland, it is the competence of the
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central government. Local governments can, however, implement supportive measures. For example,
Bazalgette [10] proposes the Creative Clusters Fund, which aims to protect and manage intellectual
property (IP). Another important role of local government is matching private and public investment,
which will deliver a ‘ladder of growth’ [10] to the local economy. According to the United Nations
Educational, Scientific, and Cultural Organization (UNESCO), policies are important for fostering
growth of culture and creative industries in support of inclusive development, and partnerships and
international cooperation are an essential complement [30]. Local governments can be also active in
the field of co-financing project with the private investors.

The highly diversified sector of creative industries is an important element of the Polish economy,
which has an ambition to catch-up with the most industrialised countries in the world, but it
requires particular concern and care for its development [24–28,30,32–36]. According to the European
Commission statistics, the sector of cultural and creative industries in countries such as, among others,
Poland, the Czech Republic, Hungary, or Slovakia, produces on average 2% GDP altogether [34].
The macroeconomic context of Poland is an important factor that brought our attention to the position
of local governments in supporting the development of creative industries. The Polish economy has
been growing steadily over the last three decades since the first democratic elections in the Eastern Bloc,
which were held in Poland in 1989. Poland’s annual GDP growth rate mostly stayed between 3% and
7% from 1993 to 2018. One of the main drivers of growth was the low labour costs. In 2019, Poland’s
purchasing power parity basis per capita income reached $27,000 per person, which is about the same
as Portugal. The continuation of economic growth requires investments in high value-added sectors,
including the creative industries. Poland is looking for new drivers of sustainable economic growth.
According to the World Bank estimates, only 13 of 101 middle-income economies in 1960 had become
high-income economies by 2008 [37]. The so-called ‘middle-income trap’ is frequently mentioned in
Poland as a threat to economic prosperity. According to the Polish law, local governments are not
obliged to release annual reports on their performance in the field of sustainable development. It has
to be noted that sustainable development is not a synonym for fast economic growth. The effect of
higher preference for intellectual capital compared with material capital may appear with a time lag
and appear in such economic factors as a structure of employment and structure of GDP.

Currently in the world, many different city, country, and regional rankings are being used to
present various kinds of information about sustainable development and corporate social responsibility
(CSR) [21,38–46]. However, these rankings concentrate on the NTS-3 level or higher, or exclusively on
metropolitan areas. Their main focus is not, however, on the sustainability of the local creative industries.

3. The Research Approach

The general perspective for our research approach was defined by the necessity to direct the
attention of decision makers towards the role of public administration in sustaining economic growth
in middle-income countries such as Poland. Our specific research goal was to discover the possible
relationships between higher-level indicators of the creative economy at the local level and the actions
and attitudes of local governments. On the basis of those relationships, we envisaged to propose a
conceptual model for local governments. Local governments, especially in larger cities, dispose of
substantial budgets for stimulating local economic development. It would be wise to provide them with
direction and highlight opportunities for more efficient investments of public funds into sustainable
development. The funds could also be channelled to support preconditions for the development of
creative industries. As the outputs of the creative industries are associated with the ability of people to
think creatively or metaphorically, to challenge conventionalists and to call for symbolic and affective
communication [47], we believe that the emotional and social aspects of the local environment’s
interventions play a crucial role in determining the proliferation of creativity at the local level. In our
research, we aimed to utilise the empirical results from our study conducted in 2017 concerning Polish
counties in the form of a conceptual model. The research sample consisted of 826 responses obtained
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from the representatives of 80% of Polish counties. There were two main reasons for choosing to
research the NTS-4 units (counties) rather than regions (NTS-2) or sub regions (NTS-3):

1. Scarcity of data on NTS-4 units. Many national and European Union (EU) statistics limit their
scope of research on the creative industries to regions neglecting smaller entities.

2. Many predictions say that it will be the cities that will be the key players in economic development
of the future (NTS-4 level includes cities and towns). Cities play an increasing role in overall
economic development as 55% of the world’s population lives in urban areas, a proportion that
is expected to increase to 68% by 2050 [48]. There are 39 large and middle-sized towns with
population 100,000+ inhabitants in Poland. Creative economies are predominantly concentrated
in towns, cities, and metropolitan areas (which correspond with the county NTS-4 level in regional
development analysis), and consequently their development heavily depends on the scale of
support from the local governments.

In Poland, public administration is divided into central government structures and local
government structures. The local government administration includes inter alia counties and cities
that function as and have the tasks of counties. A county always covers a few municipalities (smaller
territorial units, gmina in Polish) and does not necessarily have to be a city. In Poland, every county is
comprised of several communes (gminas). Efficient cooperation between the authorities of the county
and the authorities of the communes is crucial for sustainable development. Simultaneously, big cities
(owing to their significant area and population) may constitute a local government unit in their own
right, enjoying the rights of a county. The authors are of the opinion that sustainable development of a
county that is not a city and sustainable development of cities enjoying the rights of a county can be
measured using the same model.

In the years 2014–2015, we conducted exploratory research in the form of in-depth interviews
with representatives of 105 Polish counties. They included councilors and mid-level administrative
staff from county offices. Our research was conducted for a problem that has not been studied
more clearly, intended to establish priorities, develop operational definitions, and improve the final
research design. Interviews concerned on the role of intellectual capital and the other drivers of
development of Polish counties. Another field of research was hindrances to sustainable development.
Exploratory research helps determine the best research design, data-collection method, and selection
of subjects. The exploratory research allowed us to fine-tune the research questions (RQ) for the main
national research.

Afterwards, we launched the national survey, aiming to reach the representatives of all 380 Polish
counties (including 69 Polish cities and towns). The recruitment process for the online survey was
conducted by means of sending a total of 7000 e-mail requests to potential participants of the study.
We used several databases and the websites of individual counties to identify prospective informants.
Over half of the participants of the survey (52.9%) were employees of municipalities. The remainder
were experts on local governments, including scholars. Nearly one-quarter of the respondents (23.5%)
were from the eastern macro-region (NTS-3), 20.2% from the north-west macro-region, 15.9% from
the southern macro-region, 16.1% from the north macro-region, and 7.7% from the southwestern
macro-region (which is the smallest macro-region of Poland in terms of population). The highest
response rate of the counties came from the Warmińsko-Mazurskie region of −95.2% and Podlaskie
region of −94.1%. The smallest response rate was achieved from the Lubuskie region (64.3% of
all counties).

The research consisted of four parts. In the first part, we evaluated the current state of sustainable
development in Polish cities. Among the different factors related to the sustainable development, both
positive and negative factors were identified. We also analysed the quality of leadership in the counties.
The research also looked at the future prospects of sustainable development in the counties, based on
the opinions of respondents.

On the basis of our exploratory research, we postulated the following research questions, which
will be discussed in Sections 4.1–4.4:
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• Research Question 1 (RQ 1). What were the drivers of sustainable development in county local
governments in the past, as well as what will be the drivers in the future?

• Research Question 2 (RQ 2). What were the hindrances to sustainable development in the
economies in the past?

• Research Question 3 (RQ 3). What was the role of the business climate and the conditions for the
development of a creative economy?

• Research Question 4 (RQ 4). What was the role of public management in counties (including
the business climate and climate for the creative class, as well as the quality of local leadership
in counties)?

• Research Question 5 (RQ 5). Which elements of intellectual/human capital as a driver of
sustainable development in counties played the most important role?

The ranking factors will be based on the above-mentioned research findings. The highest positions
will be assigned to those factors that have the highest values. Thus, the most important factors for
sustainable development in counties will be identified.

While developing the model of sustainable development measurement for counties, we drew
heavily on existing models of intangible asset measurement. Specifically, we took under consideration
the renowned balanced scorecard model (BSC) [49–57] and concept of the intellectual capital statement
(InCaS) [58–64].

Although research focusing explicitly on sustainable development is not an entirely new field, there
does not exist a substantial body of work that combines economic growth models with sustainability
issues and the creative economies perspective. Our model was developed based on the empirical
results gleaned from a survey among the representatives of 80% Polish counties (826 respondents).

On the basis of the research findings, a model for the sustainable development of a county will be
proposed (in Section 5). We believe that our model may contribute to strengthening the environmental,
economic, and social dimensions of sustainable development in county local governments, as proposed
by the United Nations.

The model proposed by the authors will make it possible to make local level comparisons between
smaller administrative units across the world. The model offers an opportunity to create a global
context for information about the sustainable development and intellectual capital (IC) in counties.

4. Research Findings

4.1. Drivers and Hindrances for Sustainable Development in County Local Governments

On the basis of the world’s literature review, a series of 105 interviews with experts, and the online
survey on sustainable development in county local governments, we identified the following 15 factors
(FC1–FC15) related to sustainable development.

Table 1 illustrates the list of factors that were especially important for the development of
the analysed counties in the last 10 years (2005–2014) and those factors that will, according to the
participants of the study, be the most important in the next 10 years (2016–2025). A ranking of factors
is also included in the table.

FC1 remained the most important factor in the case of both past and future perspectives.
Surprisingly, FC2 lost its position in the ranking, falling from 2 to 5. FC7 may be of a twofold nature.
Firstly, the fast expansion of the Polish road system allows for higher mobility of people in many parts
of Poland, which used to be excluded from easy access to main economic centres. Another explanation
may be the growth of service industries, which is supported by online services and communication.

Nonetheless, the top three most important factors of sustainable development of counties in the
future are as follows: ‘engagement of local authorities’ (FC1 = 45.9%); ‘good accessibility by airplane,
train, and road’ (FC3 = 41.4%); and ‘well-developed SMEs (small to medium-sized enterprise) sector’
(FC5 = 35.4%).
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Table 1. Drivers for sustainable development of county in the past (2005–2014) and future (2015–2020).

Factors Conducive for Sustainable Development (FC)

Especially
Important for the
Development of

Our County in the
Last 10 Years

Especially
Important for the
Development of

Our County in the
Next 10 Years

Past Present

% Rank % Rank

FC1. Engagement of local authorities 38.6 1 45.9 1
FC2. Green environment 38.1 2 33.1 5
FC3. Good accessibility by airplane, train, and road 35.5 3 41.4 2
FC7. Proximity of a metropolitan area 27.0 7 22.0 12
FC8. Existence of large enterprises and reputable employers in the local community 26.5 8 25.5 10
FC9. Commitment and passion of local leaders 24.6 9 29.2 6
FC10. High-level of civic engagement (high voter turnout, participation in associations) 23.0 10 27.7 8
FC11. Quality of the cultural offer 22.0 11 22.2 11
FC12. Well-educated citizens 21.7 12 26.5 9
FC13. Professional staff employed at the county offices 21.2 13 21.2 13
FC14. Convenient location and connections with the capital city 17.2 14 18.0 15
FC15. R&D (research and development) activities in the county (knowledge-intensive
businesses, universities, R&D centres) 9.8 15 20.9 14

Source: authors’ calculations.

The following positions relating to the future were occupied: “existence attractions drawing in
the visitors” (FC4 = 33.5%), “green environment” (FC2 = 33.1%), “commitment and passion of local
leaders” (FC9 = 29.2%), and “quality of the local system of education (system of primary, secondary,
and tertiary education” (FC6 = 27.8%). The results reveal that FC9 in the past perspective occupied the
remote 9th position, but in the future perspective, it took the higher 6th place. Thus, FC9 appeared to
be more important for the future development compared with the past.

The position of the majority of factors was unchanged (e.g., FC4, FC11, FC13), or only slightly
changed (e.g., FC14). The least important factors both in the past and in the future were the following:
FC7, FC11, FC13, FC14, and FC15. The results obtained allow to state that most of representatives of
the counties expect that the factors of development of the counties that were important in the past
would also be important in the future. Only some of them see the change of importance of factors
conducive for sustainable development in the future.

In a like manner, ten factors hindering (FH1–FH10) sustainable development in county local
governments were identified. Table 2 includes the list of factors with the strongest negative impact
on sustainable development in the Polish counties in the 10 years prior to the survey (2005–2014).
A ranking of factors is also included in the table.

Table 2. Hindrances for sustainable development of county in the past (2005–2014).

Factors Hindering the Sustainable Development of County (FH)

Especially Important for the
Development of Our County in

the Past (2005–2014)

% Rank

FH1. Poor quality of environment 47.0 1
FH2. Resentment towards strangers 42.9 2
FH3. Lack of tourist attractions 34.3 3
FH4. Poor quality or insufficient provision of higher education 30.2 4
FH5. Low access to cultural goods and institutions 26.9 5
FH6. Poor accessibility by road, train, and airplane 25.1 6
FH7. A deficit of agents of change and local leaders (e.g., social workers, civic
leaders, volunteers, and so on, as well as socially conscious people) 22.3 7

FH8. Low entrepreneurship levels 17.8 8
FH9. Social exclusion (cause of poverty, conflict, and effect of unemployment) 9.6 9
FH10. Talent migration to other counties in Poland 6.5 10

Source: authors’ calculations.



Sustainability 2020, 12, 438

According to the participants of the study, the top five factors hindering sustainable development
in the past were FH1–FH5. All of them can be considered creative economy-related factors. For example,
tolerance and homophobia are explicitly mentioned in the 3T model of creative economy developed by
Florida [5,6]. According to the participants of the study, the following factors were least impactful for
sustainable development: FH8, FH9, and FH10. The results show that, in the counties, only rarely were
talent migration to other countries and social exclusion the important factors hindering the sustainable
development. In the case of those counties, it is necessary to change the priorities of local public
management in order to retain talented citizens and improve the social situation of the poorest people.

Table 2 reveals that the most important factor hindering the sustainable development of a county
is a poor quality of environment.

Table 2 reveals a real problem with the environment and puts great importance on regulations
that ensure improvement of the environment. As it appears, the natural environment plays a key role
in the opinions of the participants of the study. The high priority attached to the natural environment
reflects favourable conditions in Polish counties for energy transition policy, which is a challenge for
the Polish economy (in 2017, Poland’s greenhouse gas emissions increased by 4 % compared with
2016). According to the Agora Energiewende experts between 2020 and 2035, about 60 power plants
constructed in the 1970s are expected to retire. This accounts for more than 50 percent of currently
installed capacity. It presents a major modernization and investment challenge that is discussed against
the backdrop of concerns about energy supply security, clean air—particularly in cities—climate
change, and rapidly declining costs for renewable energy. Thus, Poland aims to gradually increase
renewable energies like solar, wind, and hydroelectric power. Local governments are now involved in
the recently launched programme by the Polish government “Mój Prąd” (My energy), distributing
government subsidies for the purchase of PV panels [65].

Resentment towards strangers is the second most important factor hindering the sustainable
development of a county. It displays problems with accepting people coming from other regions of a
country by citizens of the county. The abovementioned factor means that, very often, entrepreneurs as
well as employees from other counties face some more difficulties than the local citizens of the county.

4.2. Evaluation of the Local Business Climate and Conditions for the Development of Creative Economy

On the basis of the main themes recurring in the literature on creative economy development,
one can identify some factors that describe the strength and vitality of a creative economy. They would
include overall tolerance and a variety of freedoms, for example, freedom of speech, political freedom,
education and skills of local citizens, well-developed knowledge-intensive services, entrepreneurship,
efficient institutions and public administration, and others. In our survey, the respondents were asked
to evaluate the following six propositions (business climate and creative class (BC1–BC6).

Table 3 presents the distribution of answers related to entrepreneurship and creative economy.
A ranking of factors is also included in the table. The highest positions in the ranking are occupied by
the results that obtained the highest number of the ‘Strongly agree’ and ‘Agree’ answers.

The respondents indicated the following factors as the most impactful for sustainable development
of the county in the future:

1. A climate conducive for success-driven, creative businesspersons (BC1 = 66.7%);
2. Friendliness of local government to entrepreneurs (BC2 = 65.6%);
3. Opportunities for talent development for well-educated and creative citizens (BC3 = 59.4%).

Over 46% of respondents are of the opinion that all entrepreneurs get equal opportunities for
success in their own county (BC5= 46.4%). Over 22% of respondents are of the opinion that talented and
creative people will emigrate from their county/municipality in search for better opportunities (BC6).
At the same time, however, over 68% of respondents are of the opinion that talented and creative people
will not emigrate (BC6). Only 17.6% of the respondents believe that foreign entrepreneurs willing to
start a business in the municipality or county could not encounter obstacles and hostility (BC4).
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Table 3. Business climate and climate for creative class (BC).

Prospects for Entrepreneurs and
Creative People

Rank
1. Strongly

Agree
2. Agree 3. Undecided 4. Disagree

5. Strongly
Disagree

BC1. A highly-motivated
entrepreneur is likely to succeed
with his business

1 22.4 44.3 14.9 14.2 4.2

BC2. County officials support and
assist the local entrepreneurs 2 22.9 42.7 15.5 13.1 5.8

BC3. All entrepreneurs are getting
equal opportunities 3 15.6 43.8 13.3 21.5 5.7

BC4. Foreign entrepreneurs
wanting to establish a business in
the city-county could face obstacles
and hostility

4 20.2 35.8 26.4 12.6 5.0

BC5. Well-educated and creative
citizens may develop their talents 5 10.8 35.8 18.6 24.9 9.8

BC6. Well-educated and creative
citizens emigrate from our county
in search for better opportunities

6 6.1 16.2 9.6 37.7 30.4

Source: authors’ calculations.

4.3. The Quality of Public Management in Counties

In the following section of our survey, we asked about those factors that, according to the
respondents, would spur economic growth in their county in the future by means of increased financial
investments and non-financial interventions. Possible areas of intervention included the two following
groups of factors (IP) (see Table 4):

1. Directly involving financial expenditure, for example, hard infrastructure (road, water resources),
public transport, healthcare, public security, pre-school education, and cultural institutions.

2. Requiring organizational support or changing the directions of intervention, for example,
marketing of the county as a site for home and foreign investment.

Table 4. Investment priorities for the future (IP).

Investment Priorities for the Future % Rank

IP1. Preventing brain drain 45.3 1
IP2. Hard infrastructure (road, water resources) 43.5 2
IP3. Marketing of the county as a site for home and foreign investment 43.2 3
IP4. Vocational education 34.6 4
IP5. Support for grass-roots initiatives of citizens 32.2 5
IP6. Development of civic society 31.2 6
IP7. Public transport 27.8 7
IP8. Healthcare 27.7 8
IP9. Pre-school education 24.3 9
IP10. Tourist infrastructure 22.9 10
IP11. Marketing of the county as a tourist destination 20.0 11
IP12. Support for talented students 19.2 12
IP13. Cooperation with other local-government offices 17.7 13
IP14. Sports and cultural events 15.1 14
IP15.Municipal administration and environmental protection 14.4 15
IP16. Public security 13.7 16
IP17. Cultural institutions 9.2 17
IP18. Training for municipal staff 6.8 18
IP19. Increase of Internet accessibility 6.5 19
IP20. Support for organizations and lobbing groups working in the interest of the county on the national scene 5.6 20
IP21. Countermeasures for intolerance, racism, and homophobia 4.0 21

Source: authors’ calculations.

The results show that the most preferred areas of intervention in the future are the following:

• “Preventing brain drain” (investment perspective (IP)1 = 45.3%);
• “Hard infrastructure (road, water resources)” (IP2 = 43.5%);
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• “Marketing of the county as a site for home and foreign investment” (IP3 = 43.2%);
• “Vocational education” (IP4 = 34.6%);
• “Support for grass-roots initiatives of citizens” (IP5 = 32.2%).

The areas that require the highest financial investments include the following: “Hard infrastructure”
(IP2 = 43.5%), “Vocational education” (IP4 = 34.6%), “Public transport” (IP7 = 27.8%), “Healthcare”
(IP8 = 27.7%), “Pre-school education” (IP9= 24.3%), ”Tourist infrastructure” (IP10= 22.9%), “Municipal
administration and environmental protection” (IP15 = 14.4%), and “Public security” (IP16 = 13.8%).

The non-financial interventions are the following: “Preventing brain drain” (IP1 = 45.3%),
“Marketing of the county” (IP3 = 43.2%), “Support for grass-roots initiatives of citizens” (IP5 = 32.2%),
“Development of civic society” (IP6 = 31.2%), “Marketing of the county as a tourist destination”
(IP11 = 20%), “Support for talented students” (IP12 = 19.2%), and “Cooperation with other
local-government offices” (IP13 = 17.7%).

Those factors that are directly related to the creative economy—such as “Sports and cultural events”
(IP14); “Cultural institutions” (IP17); “Increase of Internet accessibility” (IP19); or “Countermeasures
for intolerance, racism, homophobia” (IP21)—are not preferred areas of intervention. IP21 describes
extremely negative attitudes, especially towards foreigners or homosexual people. On the basis of
our research results, we conclude that such attitudes and behaviours do not pose a serious problem.
IP21 should not be associated with resentment towards strangers. In this case, “strangers” include
inhabitants of other counties and other regions, as well as foreigners. Resentment manifests itself in
lower propensity to collaborate and lower trust. It is a passive attitude, whereas IP21 is an active
attitude. “Development of civic society” (31.2%) may be one of the measures aimed at the reduction of
resentment towards strangers.

Another aspect of sustainable development that was subject to our research was the quality of local
leadership. Good quality leadership is considered one of the key attributes of effective organisations.
The quality of leadership may also explain the differences in the rate of growth among counties.
The participants of our survey were requested to evaluate the quality of leadership in 12 factors
(QL1–QL12) characterising the local leader (the city mayor or district foreman (starosta)). The highest
values were attributed to the following factors:

• The city mayor/district foreman (starosta) supports the cooperation between the local government
and NGOs (non-government organization) (QL1 = 63.0%);

• The city mayor/district foreman (starosta) cooperates with other counties (QL2 = 64.5%);
• The city mayor/district foreman (starosta) efficiently cooperates with the communes belonging to

the county (QL3 = 61.8%);
• The city mayor/district foreman (starosta) cares about entrepreneurship (QL4 = 59.3%);
• The city mayor/district foreman (starosta) well represents the county on national level

(QL5 = 59.1%);
• The city mayor/district foreman (starosta) is a competent leader (QL6 = 57.5%).

Slightly more than 31.0% of respondents expressed negative opinions about the leader who was
holding the position of the city mayor/district foreman (starosta). A total of 32.3% of respondents were
of the opinion that the leader favours some interest groups, and 31.2% of respondents agreed with the
statement that the leader avoids making important for the country decisions.

Table 5 presents the opinions of the respondents regarding the local leader who was serving
his/her tenure in 2015.
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Table 5. The quality of local leadership in counties (QL).

Opinions on the Local Leader Rank
1. Strongly

Agree
2. Agree 3. Undecided 4. Disagree

5. Strongly
Disagree

QL1. Supports the cooperation between
the local government and NGOs 1 23.4 39.6 21.2 10.7 5.1

QL2. Cooperates with other counties 2 26.3 38.2 24.6 9.2 3.7

QL3. Efficiently cooperates with the
communes belonging to the county 3 27.1 34.7 19.5 12.9 5.8

QL4.Cares about entrepreneurship 4 22.2 37.1 20.6 16.0 4.0

QL5.Well represents the county on
national level 5 28.9 30.2 23.5 11.7 5.7

QL6. Is a competent leader 6 26.8 30.7 19.1 15.3 8.1

QL7. Is respected by the citizens 7 15.0 38.1 26.5 13.6 6.8

QL8. Supports trust-building
among citizens 8 17.9 31.8 26.4 16.8 7.2

QL9. Supports persons who have
original ideas 9 16.6 29.1 33.0 14.3 6.9

QL10.Fights against xenophobia and
hostility against minorities 10 17.5 24.4 44.9 9.0 4.1

QL11. Favours the interests of selected
interest groups and institutions 11 10.8 21.5 23.5 25.3 19.0

QL12. Avoids making important, but
unpopular decisions 12 9.5 21.7 23.6 29.2 16.0

Source: authors’ calculations.

4.4. Intellectual/Human Capital as a Driver of Sustainable Development in Counties

It is generally agreed that intellectual/human capital (IC/HC) has a stronger positive impact
on the pace of development of public entities than material assets [35,37,49,60–64]. In order to
verify this popularly expressed in the literature conviction, we were interested in the identification
of those factors that could have a positive impact on the development of a county. We divided
those factors into two groups. One was related to intangible/intellectual capital, and the other to
immaterial/traditional/”brick-and-mortar” factors. We were interested in the actual perception of the
relative importance of the two groups of factors. Do IC-related factors indeed play a more important
role in sustainable development in the 21st century than the old-economy factors? The group of
IC/HC-related factors included the following:

1. Engagement of local authorities;
2. Well-developed system of education;
3. Commitment and enthusiasm of local leaders;
4. Civic engagement;
5. Quality and quantity of the cultural offers;
6. Well-educated citizens;
7. Competent municipal staff;
8. R&D activities in the county.

Contrary to our expectations, the research findings did not reveal the prevailing role of intangible
assets in the sustainable development of Polish counties. Only 5% of respondents, who could be
dubbed “IC/HC proponents”, placed 100% of their indications on IC/HC-related factors. Further, 50%
of the respondents mentioned not more than 40% of IC-related factors among their top-five most
important factors for sustainable development.

The aim of the analysis was to verify the following two hypotheses:

Hypothesis 1 (H1). If the authorities of a county give higher priority to the IC/HC development than to material
infrastructure, the county achieves higher long-term results in its socio-economic development.
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Hypothesis 2 (H2). Investments in IC/HC are more profitable to the county than investments in the
material infrastructure.

In order to test the H1 hypothesis, a correlation analysis between the set of indices calculated for
the variables related to the socio-economic development of counties in the long period (2015 vs. 2006)
and the indices for the preference of IC/HC was conducted. The data on socioeconomic development
were obtained from Bank of Local Data (BDL) of the Polish Statistical Office (GUS). The indicators for
the preference of IC/HC were based on our survey’s results.

We selected the following indices calculated on the basis of the available statistical data on
Polish counties:

• Number of registered companies;
• Unemployment rate (%);
• Average gross monthly salary (PLN);
• Population;
• Change in GDP per capita (PLN);
• Migration balance between counties (2006–2015) versus population in 2015.

In the case of three variables—number of registered companies, average gross monthly salary,
and change in GDP per capita—the Pearson correlation coefficient, which is the measure of the linear
correlation, was very low and indicated no correlation with the IC/HC-preference index in counties.

In the case of the unemployment index, a positive moderate relationship was observed with the
IC/HC-preference index (r = 0.510), which means that the higher preferences for IC/HC, the higher the
value of the unemployment rate. The relationship between these variables may be bi-directional or
indirect relationship may even occur. It is possible that the analysed period is too short to find the
positive impact of IC/HC on the labour market. The higher preference in the county for IC/HC may
result also from insufficient material infrastructure and insufficient funds to change the situation in
these areas.

The indices of population of counties and the migration balance between counties (2006–2015)
versus population in 2015 reveal a moderate negative relationship with the IC/HC-preference index
in counties (the Pearson correlation coefficient amounts to −0.429 and −0.672, respectively), which
means that, as the preference for IC/HC increases, the dynamics of growth in population in counties
decreased, and additionally, the cumulative balance of cross-county migrations (2006–2015) decreased
in relation to the total population in the county in 2015. It is worth emphasising that the higher the
IC/HC-preference, index the lower the preference for material infrastructure.

Our findings reveal that those counties that prefer material infrastructure investments to
IC/HC-related investments (based on our survey) achieve better long-term results in socio-economic
development (on the basis of statistical data from the Polish Statistical Office (GUS)). As a positive
relationship was expected, Hypothesis H1 is thus rejected.

In order to verify the Hypothesis H2, a correlation analysis between the IC-preference indicator
(based on the survey results) and the variable describing the dynamics of changes in the period
2006–2015 and the per capita budget income in a county in 2015 achieved by counties (add communes
belonging to them) and city-counties (derived from the Polish Statistical Office) was conducted.
Hypothesis H2 stated that investments in IC/HC are more profitable to the county than investments in
the material infrastructure. The budget revenues index per capita in a county in the period 2006–2015
does not reveal a relationship with the IC/HC-preference index in counties (r = −0.048). The results
indicate that higher preferences for IC/HC do not result in higher long-term dynamics of budgetary
incomes for counties in the years 2006–2015. On the contrary, the budgetary income per capita in
counties in 2015 reveals a strong negative relationship with the IC/HC-preference index (r = –0.711).
The higher the preference for IC/HC, the lower the budgetary income for counties and city-counties
(including the communes belonging to the county) in 2015. The results report a negative relationship.
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Thus, Hypothesis H2 is also rejected. One of the possible explanations for the rejection of H2 is the
fact that the economic situation of a county is the result of interaction of a number of different factors,
which vary in importance in different locations, and is the combined effect of processes at regional,
national, and international level. Many counties benefit from public investments from regional and
central government funds, which may have a substantial impact on the overall economic situation
of a county. Many of those investments are determined by the geographical location of a county.
The rejection of H2 may be explained by lower relative importance of IC/HC in shaping the income of
the county compared with other factors.

The factors that were the most important in explaining the prospects for future development of a
county in the years 2016–2025 include the following: “engagement of local authorities”, “transport
accessibility”, “large number of SMEs”, “tourist attractions in the county”, and “good quality of the
natural environment”. The share of respondents who indicated those factors ranged from 33.1% to
45.9%. The set of the top five most important determinants of sustainable development in counties
for the future was identical with the set of indicators for the years 2005–2014. However, there was
a difference in the hierarchy of those factors and the share of respondents indicating the following
factors: “engagement of local authorities” (increase by 7.3 points), “large number of SMEs” (increase
by 5.9 points), and “transport accessibility” (increase by 4.4 points). In the case of the two remaining
factors, the share of respondents who indicated them was lower by −0.6 and −5.1 points.

5. A Conceptual Model for Sustainable Development in Counties

The conceptual model presented further in the text is based on the review of world literature, and
our empirical findings from a survey conducted in Polish counties in 2017. The model emphasises
the need for looking at creativity as a (potentially) sustainable resource to be cared for and looked
after by the local government. The application of our model offers the following opportunities for
local governments:

1. Developing benchmarking scorecards for comparing local government units using a set collection
of metrics. This can be applied to measure the performance of a local government and compare
it to that of other local governments over time. Such an approach will often include looking at
the practice behind individual metrics as well. Local governments will be able to define “good
practices” for specific metrics and compare them to their own approaches and practices.

2. Answering the needs of increasingly environment-concerned citizens who expect from
municipalities greater engagement in the climate issues.

3. Supporting cooperation between municipalities regarding sustainable development, including
international cooperation and cross-border cooperation.

4. Aligning local strategies for development with the global priorities, including the Sustainable
Development Goals as described by the UN [17].

While developing a conceptual model for measurement of the balanced development, we drew
on the concept of the balanced scorecard (BSC) developed by Norton and Kaplan [50,52,53]. The first
publication on using indicators in management practice should be attributed to Drucker [51]. In a
similar vein, we argue that, for the purpose of a sustainable economy, public entities should use certain
variations of scorecards. We believe that our model is an applicable and relevant concept in strategic
management of counties because any local government can use it. The original concept of the BSC was
adapted for non-profit and municipal entities. Today, in Poland, a wide variety of non-for profit and
for-profit organisations use it.

The core elements of the BSC by Norton and Kaplan are four perspectives [50,52–57]:

• The financial perspective, which concentrates on such issues as cost savings and efficiencies, profit
margins, and revenue sources;

• The customer perspective, which concentrates on such issues as customer service and satisfaction,
brand awareness, and market share;
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• The internal process perspective, which concentrates on such issues as process improvements or
quality optimisation;

• The learning and growth perspective, which concentrates on such issues as IC (HC—talent, skills,
and knowledge and organisational capital (OC)—culture, information assets, employee alignment,
leadership, knowledge management, and teamwork).

On the basis of the literature review and the research findings presented in Sections 4.1–4.4, we
developed a conceptual model for counties. Our conceptual model consists of four perspectives
important for the development of counties and highlights the factors that are of importance for
sustainable development:

• The citizens’ perspective, including the quality of local leadership in counties and responsiveness
to the citizens’ needs in the past and the future. This perspective refers to the FC factors in Table 1.

• Business climate and creative class perspective, including the financial and non-financial incentives
for companies and for the creative class in the past and the future. We consider talented citizens
as a special sub-category of citizens in a county, which is a crucial part of the local workforce. This
perspective refers to the BC factors in Table 3.

• Investment perspective, including financial and non-financial investments of the county in the
past and the future. This perspective refers to the IP factors in Table 4.

• The good governance perspective, including management competences of public administration
in the past and the future, implementation of management models, and quality assurance.
This perspective refers to the QL factors in Table 5.

Vision and mission are the starting point for strategic planning and corporate objectives. For each
of the perspectives a set of strategic objectives, indicators and measurement units related to the vision
and mission statement should be developed. They have to be well balanced, which means that none
of the perspectives dominates over the other three. The balanced scorecard includes both tangible
and intangible elements of the total assets of an organisation. According to the philosophy of the
BSC, attention is focused on what is achieved and not how it is achieved. The balanced view of the
organisation means that both qualitative and quantitative results are reviewed [50,52–57].

In our model, we applied the philosophy for the purpose of local government management as
presented in Figure 1.

 

Vision and 

strategy 

Investment perspective (IP) 

The good governance 

perspective (QL)

The business climate and 

creative class perspective (BC)

The citizens’ perspective (FC)

Figure 1. A sustainable development model for counties. Source: authors.

Our model examines the four perspectives of creative economy development:

1. Positive factors for sustainable development (FC);
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2. Business climate and climate for talented citizens in counties (BC);
3. Financial investment into tangible and intangible assets in the future (IP);
4. The quality of local leadership in counties (QL).

The model draws heavily on the previous work done by a number of researchers, who have
looked more closely at patterns in the use of the BSC in practice [66]. We made an assumption that the
vision and strategy statements have an impact on each of the four management perspectives in the
BSC. We did, however, analyze the relationships between the four perspectives.

In order to adapt the BSC concept to the context of sustainable development, we also applied the
intellectual capital statement (InCaS) approach [59–63]. The InCaS consists of five stages that can be
adopted for the purpose of sustainable development measurement.

Figure 2 presents the stages of the balanced development model for counties based on the
intellectual capital measurement concept according to InCaS. In our opinion, following the InCaS
procedure enables an efficient implementation of our conceptual model in counties (regions). The
management of a municipality should consider the following steps:

(1) define the most important factors for sustainable development of a county (region);
(2) establish the current value for each factor;
(3) estimate the planned value;
(4) propose the expected progress rate (%);
(5) establish the improvement potential (%) (100% minus progress rate).

Definition  

of Factors 

 Current 

Value 

 Planned 

Value 

 Progress 

Rate 

(%) 

 Improvement 

Potential 

(%) 

Figure 2. The stages of the balanced development model for counties based on the intellectual capital
statement (InCaS). Source: authors.

Our model of balanced development of creative economy consists of four perspectives, and a
number of indicators and measurement units related to the vision and mission statement should
be developed and attributed to each of them. We selected the most important factors, which were
identified based on our empirical study described in Sections 4.1–4.4.

Table 6 presents the proposed indicators or measurement units for a sustainable development
model in counties.

The conceptual model presented here may be adjusted to the local context of each individual
county. As new technologies, concepts of sustainable development, and methods of production emerge
(e.g., artificial intelligence, zero-emission cities, sharing economy), the indices describing each of the
perspectives should evolve. As a matter of fact, the selection of indicators is by itself a strategic decision.
Regular measurement and reporting of the selected indicators will keep the local government focused.
The data needed to implement the model may be collected from the following:

• General statistical information released on regular basis by the National Statistical Office;
• Local surveys conducted by county staff among local organizations;
• Content and sentiment analysis on online social networks;
• Surveys commissioned by the county administration.
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Table 6. Proposed indicators or measurement units for the sustainable development model in counties.

Key Elements of
Creative Economy

Factors A Proposed Measure

The Citizens’ Perspective (FC)

Positive factors for
sustainable

development (FC)

Existence attractions
drawing in the visitors

• Number of new tourist attractions
• Number of bed nights, or beds/night (a measure of

occupancy of one person (assigned to one bed) for
one night

• Number of tourists visiting tourist attractions in
the county

Good accessibility by
airplane, train, and road

• Density of road network in the country
• Network connectivity [60]

Proximity of a
metropolitan area • Distance from a metropolitan area

Convenient location and
connections with the

capital city

• Number of direct train and flight connections with the
capital city

• Total time of travel by road to the capital city

Quality of the local
system of education

• Number of students per school
• Impact factor (IF) achieved by local higher

education institutions
• Number of students per 10,000 population
• Share of international students

Commitment and
passion of local leaders

• Reputation of local leaders among citizens (results from
opinion polls, social media sentiment analysis)

Positive factors for
sustainable

development (FC)

Engagement of
local authorities

• Popularity among citizens (results from opinion polls,
social media sentiment analysis)

• Position in national ranking of counties (results from
opinion polls, social media sentiment analysis)

• Image among citizens of the county
• Majority margin achieved in local elections

Existence of large
enterprises and reputable

employers in the
local community

• Number of large-scale enterprises
• Number of companies listed on the stock exchange
• Number of companies with 500+ employees

Professional staff
employed at the

county offices

• Share of employees with a higher education degree
• Participation in life-long learning (LLL)

among employees
• Participation in LLL—number of training hours
• Share of councillors with higher education degree in the

county council

Well-educated citizens
• Expenditure on education per capita
• Share of citizens with higher education degree
• Share of citizens with PhD degree

Civic engagement
• Regular volunteer for non-electoral organization
• Worked with others to solve community problem
• Active membership in a group

Well-developed
SMEs sector

• Number of SMEs per 10,000 inhabitants
• Number of newly registered companies
• Credit availability for SMEs
• Employment growth

R&D activities in the
county

• R&D expenditure
• Number of R&D centres
• Number of higher education institutions located in

the county
• Number of patents filed originating from the county
• Impact factor (IF) of publications published in the county
• Number of knowledge-intensive companies
• Private R&D expenditure in the county
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Table 6. Cont.

Key Elements of
Creative Economy

Factors A Proposed Measure

Quality of the
cultural offer

• Number of concerts
• Number of festivals
• Number of theatres
• Number of museums
• Public expenditure on culture

Green environment

• Public expenditure on environment protection
• Investments in green energy
• Size of green economy in the county
• Share of green jobs

The Business Climate and Creative Class Perspective (BC)

Business climate and
climate for creative

class (BC)

A highly motivated
entrepreneur is likely to

succeed with his business

• Number of success stories (“from zero-to-hero”)
• Local gross domestic product (GDP) growth vs. regional

and national benchmark
• Employment growth in innovative businesses

County officials support
and assist the local

entrepreneurs

• Average time from approaching the local authorities to
launching a full-time business

• Venture capital investments in the county
• Reputation among foreign investors

Investment Perspective (IP)

Financial investment
into tangible and

intangible assets in the
future (IP)

Vocational education
(VET)

• Number of VET schools in the county
• Engagement of local employers in VET
• European Union (EU) funding for VET-education

Support for grass-roots
initiatives of citizens

• Size of citizens’ budget
• Responsiveness of authorities to local initiatives

and demands

Development of
civic society • The civil society index (CSI) (55)

Public transport

• Share of population with a (very) high access to
public transport

• Population-weighted median number of hourly
departures in urban centres

• Share of low-emission public transport

Healthcare

• Density of physicians (total number per 1000 population)
• Overall age-adjusted mortality rate per

100,000 population
• Wait times for specialist visits
• Number of beds and the types of services available
• Patient mortality rates by type of condition
• Patients’ reports on the timeliness of care and service

they received from the hospital
• Percentage of patients receiving recommended hospital

care for specific conditions
• Rates at which patients fall and incur injury during a

hospital stay

Pre-school education • Share of children aged between 4 and the age of starting
compulsory education in early childhood education

Financial investment
into tangible and

intangible assets in the
future (IP)

Tourist infrastructure

• Hosting infrastructure
• Gastronomy facilities
• Accessibility by air, train, and road
• Development of tourist trails
• Provision of tourist information
• Number of tourist attractions

Marketing of the county
as a tourist destination

• Share of marketing expenditure in the totals budget of
a county
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Table 6. Cont.

Key Elements of
Creative Economy

Factors A Proposed Measure

Support for
talented students

• Scholarship opportunities for talented youth
• Total expenditure (including private funds) on

supporting the youth

Cooperation with other
local-government offices

• Number of joint projects
• Size of co-financed projects

Sports and
cultural events

• Total local government expenditure on sport events
• Number of sport events held in the county
• Number of sports clubs supported by the county

Municipal
administration and

environmental protection
• Expenditure on environmental issues

Public security • Expenditure on public security

Cultural institutions • Expenditure on cultural events and institutions

Competent municipal
staff

• Spending per employee on training and
personal development

Increase of Internet
accessibility

• Public expenditure on public Internet access
• Support for private businesses for Internet access

Support for organisations
and lobbying groups

working in the interest of
the county on the

national scene

• Financial support for lobbying groups at national level
• Rewards and competitions for individuals and

organisations promoting the county’s interests at
national level

The good governance perspective (QL)

Quality of local
leadership in
counties (QL)

Supports the cooperation
between the local

government and NGOs

• Results of opinion polls
• Activity of local councils and other platforms of

communication with NGOs
• Number of active NGOs
• Share of the budget for NGOs in the total budget

Cooperates with
other counties • Number of international programmes and projects

Efficiently cooperates
with the communes

belonging to the county

• Number of investment projects co-financed by
communities and the county

• Share of co-financed projects with communes in the total
county budget

Cares about
entrepreneurship

• Tax exempts and reliefs
• Financial support for hiring disabled persons

in enterprises

Well represents the
county on national level

• Appearance on national media (in positive context)
• Participation in national level consulting groups,

think-tanks, and so on
• Ability to attract state funded projects to the county

Is a competent leader

• Ability to solve conflicts
• Participation in national level consulting groups,

think-tanks, and so on
• Ability to attract state funded projects to the county
• Results of employee satisfaction surveys in the

county office

Is respected by
the citizens • Results of opinion polls

Supports persons who
have original ideas

• Grants and competitions for NGOs and individuals
supporting creativity and local innovations
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Table 6. Cont.

Key Elements of
Creative Economy

Factors A Proposed Measure

Fights against
xenophobia and hostility

against minorities

• Number of public statements, interviews, and speeches
against discrimination

• Number of initiatives and programmers supporting
minorities and underprivileged groups

Unfairly favours the
interests of selected

interest groups
and institutions

• Survey results among local citizens

Avoids making
important, but

unpopular decisions
• Case-studies analysis

Source: authors.

6. Conclusions

We based our research on the assumption that, although knowledge is strongly associated with
creativity, the conditions and environments supporting creativity are similar, but not equal. Support for
the creative industries deserves more attention from the policy-makers and local authorities. On the
basis of our findings, we proposed a new model for measuring the efficiency of local governments in
supporting creative industries locally.

In our research, we analysed the relative importance of the factors that were potentially important
for the development of counties in the past and in the future. Engagement of local authorities remained
the most important factor in the case of both past and future perspectives. Another important factor
was the proximity of a metropolitan area. Generally speaking, most of the representatives of the
counties expect that the factors of development of the counties that were important in the past would
also be important in the future. According to the participants of the study, the top five factors hindering
sustainable development in the past were as follows: poor quality of environment, resentment towards
strangers, lack of tourist attractions, poor quality or insufficient provision of higher education, and low
access to cultural goods and institutions. The respondents indicated the following factors as the
most impactful for sustainable development of the county in the future: (a) a climate conducive for
success-driven, creative businesspersons; (b) friendliness of local government to entrepreneurs; and
(c) opportunities for talent development for well-educated and creative citizens. The factors that
would spur economic growth in their county in the future by means of increased financial investments
and non-financial interventions included the following: preventing brain drain, good quality of
hard infrastructure, marketing of the county as a site for home and foreign investment, vocational
education, and support for grass-roots initiatives of citizens. Those factors that are directly related to
the creative economy—such as sports and cultural events; cultural institutions; increase of Internet
accessibility; or countermeasures for intolerance, racism, and homophobia—are not preferred areas
of intervention. This may be explained by a low level of economic development in many Polish
counties, where lower-level needs of citizens play a more important role compared with the higher-level
needs. Resentment towards strangers is the second most important factor hindering the sustainable
development of a county. It displays problems with accepting people coming from other regions of a
country by citizens of the county.

Good quality leadership is considered one of the key attributes of effective organisations.
The highest values were attributed to the following factors: (a) the city mayor/district foreman
(starosta) supports the cooperation between the local government and NGOs; (b) the city mayor/district
foreman (starosta) cooperates with other counties, and (c) the city mayor/district foreman (starosta)
efficiently cooperates with the communes belonging to the county.

On the basis of the results from 826 Polish counties, a new model for the sustainable development
of a county was proposed. It is based on the balanced scorecard model (BSC) and the concept of
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the intellectual capital statement (InCaS). Although the conceptual model was developed in Poland,
it was based on the review of world literature on the topic and offers opportunities for application
in other countries as well. The possible directions of future research are related to developing an
international clearing house for statistical data related to sustainable development at local government
levels. As the global economy becomes more and more dominated by metropolitan areas, so should
follow the initiatives to collect statistical data. Local governments should take a more holistic view
while developing their strategies and key performance indicators. The concept of sustainability in a
knowledge-based economy should be extended to include social aspects of economic development
related to tolerance, climate for doing business, social capital, and local leadership, which are also very
important for the growth of local creative industries. Every local government is a facilitator of change,
an employer, and a purchaser of goods and services, so it should be looked upon as an important
element of the local creative economy.

Although research focusing explicitly on sustainable development is not an entirely new field, there
does not exist a substantial body of work on combining economic growth models with sustainability
issues and the creative economies perspective. In our paper, we aimed to combine the creative industries
perspective with the challenges of the sustainable economy and the local governments’ perspective.

Our research has certain limitations. Further research should aim to analyze the relationships
between the four key areas. Therefore, our model provides a basis for further studies combining
sustainable development and creative economy regarding the role of local governments in supporting
creative industries. The limitations of this research derive from the fact that the research was conducted
only on a national sample of Polish counties. Similar research studies conducted in other countries
should be able to provide more reliable conclusions.

The model proposed by the authors will enable local level comparisons between smaller
administrative units across the world. The model offers an opportunity to create a global context for
information about the sustainable development and intellectual capital in counties. The model can be
further developed by analyzing the horizontal relationships between the four main perspectives.
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23. Yang, J.; Černevičiūtė, J. Cultural and Creative Industries (CCI) and sustainable development: China’s

cultural industries clusters. Entrep. Sustain. Issues 2017, 5, 231–242. [CrossRef]
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Abstract: The main goal of this study was to examine the effects of capital investments on
firm performance, using panel-data analysis. For this purpose, financial data were gathered
for 60 manufacturing firms based in Serbia, in the period from 2004 to 2016. The main research
hypotheses were developed in accordance with the definition, nature, and time aspect of capital
investments. Therefore, empirical expectation of this study was that the relationship between capital
investments and firm performance should be positive—they probably bring losses to the firm in the
short term, but they should increase firm performance in the long term. Finally, the results have
indeed shown that capital investments have statistically significant negative effect on the short-term
performance, but positive effect on the long-term performance of the analyzed firms, while controlling
for time-fixed effects and certain internal factors.

Keywords: capital investments; firm performance; profitability; sustainability; panel data

1. Introduction

Today, Serbia is technologically lagging behind European industries and needs strong domestic
industry to ensure economic sustainability. Serbian industry was largely devastated due to sanctions
and wars in the 1990s. During that period, separated from foreign markets, it was impossible for Serbian
industry to keep track of technological development. Isolation, as well as the lack of financial resources,
made fixed assets technologically obsolete and poorly maintained. Foreign direct investments (FDI) are
important, especially those with high technological intensity—bringing in new technologies and new
knowledge, and employing domestic labor, but profitable domestic investments in fixed assets—which
are not just the path to unjustified and excessive borrowing, represent one of the most important
factors for abandoning a perennial economic stagnation. Figure 1 shows investments in fixed assets as
percentage of gross domestic product (GDP) [1], where we can see that these investments in Serbia are
mainly below European average.
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Figure 1. Investments in fixed assets as percentage of GDP (2007-2016). Source: Eurostat.

Capital investments, i.e., investments in fixed assets, represent an important factor that can serve
as a signal in predicting the future profitability of the firm and stock returns [2]. Assessing the impact
of investment at the level of the firm has not always been a viable research topic because, for many
years, it was hindered by the lack of observed investment data and it is only recently that scholars have
started to document the nature of firms’ investment behavior [3]. Since most of the research regarding
investment impact analysis focuses on the macroeconomic level, such as the impact of FDI on GDP
growth, this paper attempts to fill the gap at the microeconomic level, i.e., the level of the firm.

Capital investments are necessary for growth and economic development, which implies that
growth, beside other factors, is a function of investments. However, since accumulation depends on
growth, we can also say that investments are function of growth. Therefore, theoretically, there is a
clear interdependence between growth and capital investments.

Sustainable development of the manufacturing firms is closely related to the selection and
realization of the capital investments, or investment projects, regardless of whether it is a replacement,
modernization, expansion, or some other type of investments. Moreover, sustainable manufacturing
largely depends on the process of selection and realization of investment projects, since they have to
be selected and implemented based on their environmental and social impact evaluation, beside the
assessment of other associated risks—that can be systematized as investment, financial, organizational,
technical, technological, operational and informational risk [4]. As a consequence, manufactured
products should use processes that minimize negative environmental impacts, should conserve
energy and natural resources, should be safe for employees, communities, and consumers and should
be economically sound [5]. Managing physical assets and technologies, or investment—capital
intensive—projects, lead to the accumulation of capabilities in the firm, associated with continuous
improvement and process innovations, as well as with corporate sustainable development [6].
Hence, capital investments are crucial link for manufacturing firms to create a long-term economic value,
as well as to achieve sustainable development, having in mind their social and environmental impacts.

At the firm level, we can say that capital investments, in one hand, have a short-term character,
since they represent the firm expense, but in the other hand, capital investments have a long-term
nature, since they should bring some benefits to the firm in the future. Accordingly, the main goal
of this study was to analyze this relationship between capital investments and firm performance,
or more precisely, to examine the effect of capital investments on the firm performance, including both
short-term and long-term aspects. Establishing the relationship between capital investments and firm
performance, and confirming or disconfirming the effectiveness of capital investments, will contribute
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to the knowledge accumulation in this area and provide an insight for future capital investments of
manufacturing firms.

The rest of the paper is organized as follows. Literature review of the relationship between capital
investments and firm performance is presented in Section 2. Section 3 describes research methodology.
Data analysis, including descriptive statistics, general model, and preliminary assumptions tests for
panel data, is presented in Section 4. Section 5 analyzes regression results. Section 6 concludes.

2. Literature Review

There is a certain number of studies that examine the relationship between firm performance, using
different measures of performance, and capital investments, while employing different statistical tests
and econometric approaches. The findings are divided, resulting in negative or positive relationship
between capital investments and firm performance. Our empirical expectation is that there is a positive
relationship between capital investments and firm performance because of the definition, nature,
and time aspect of capital investments—although they probably bring losses to the firm in the short
term, they should increase the firm performance in the long term.

Power [7], on the case of US manufacturing firms, founds no evidence of a strong positive
relationship between productivity and tangible investments which cautions against the efficacy of
fiscal policy that is based on the premise that investment causes high productivity. Author, also,
concludes that reason for the weak relationship between productivity and investment is that higher
productivity is simply not the primary motivation for investments and quotes Grabowski and
Mueller [8] that overinvestment, poor-quality investments, and low productivity can result if managers
are maximizing their own utility rather than firm profits. Nilsen et al. [9], on the case of Norwegian
firms, while examining the relationship between productivity and investments in fixed assets, found
that productivity improvements are not related to these investments, more precisely they found
significant effect of tangible investment on productivity, but this effect vanishes over time. Shima [10]
investigates the impact of capital investments on productivity at the firm level using data of Japanese
manufacturing industries and find also a negative relationship which, according to the author, predicts
that firms face sunk costs.

Titman et al. [11] showed that US non-financial firms with substantially increase in capital
investments subsequently achieve negative benchmark-adjusted returns and that the negative capital
investments-return relationship is stronger for firms with higher cash flows and/or lower debt
ratios, which probably have a greater tendency to overinvest. Jovanovic et al. [12], again on the
case of US manufacturing firms, found that capital investments of established firms—“intensive”
investments—are negatively related with Tobin’s Q, compared to the new firms, because a high Q is
a signal of low compatibility of old capital with the new and, hence, of high implementation costs
specific to incumbents. According to Yao et al. [13] there is a pervasive negative relationship between
asset growth and subsequent stock returns of Asian firms, suggesting potential inefficiencies of the
region’s financial systems in allocating capitals and valuing investment opportunities. Using data from
624 firms in the United States, Sircar et al. [14], found that both IT and corporate investments have a
strong positive relationship with sales, assets, and equity, but not with net income. Singh et al. [15],
using data from 120 firms in 30 countries, showed that environmental technology investments have a
negative impact on profitability, i.e., return on assets, through pollution prevention capability and that
firms should relocate their environmental expenditures to enhance firms’ economic performance.

Aktas et al. [16], while examining the relationship between working capital management and firm
performance, on the case of US firms, found that fixed asset growth is negatively associated with firm
performance, measured by return on assets, and also statistically insignificant. Similar, Alipour et
al. [17], while examining the relationship between working capital management and firm performance,
on the case of UK firms, showed that tangible fixed assets have a negative and statistically significant
impact on their return on assets. Jindrichovska et al. [18], on the case of 260 Czech firms, also found a
negative relationship between growth of tangible assets, as a share of total assets, and return on assets
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of those firms. Fernández-Rodríguez et al. [19], while examining the influence of ownership structure
on tax rates of Spanish firms, found that growth of fixed assets, expressed by capital intensity, has a
negative and significant relationship with effective tax rate of the state owned companies, expressed as
a relationship between tax expense and pretax income. Aljinović Barać and Muminović [20], on the
case of dairy processing industry in Slovenia, Croatia, and Serbia found that companies with higher
level of capital investments per employee obtain lower financial performance, expressed by return
on assets, and that possible explanation for that can be found in the time lag between the moment of
investment and the moment in the future when investment will generate the profit.

On the other hand, Grazzi et al. [3], on the case of French and Italian manufacturing firm-level
data, using econometric approach that allows disentangling of the repair and maintenance episodes
from large tangible investments, and after controlling for firm characteristics, found that tangible
investments are associated with higher productivity, profitability, and employment. Ching-Hai
et al. [21], while examining relationship between capital expenditures and corporate earnings of
manufacturing firms listed on the Taiwan Stock Exchange, and after controlling for current corporate
earnings, found a significantly positive association between capital expenditures and future corporate
earnings. Aw et al. [22], also on the sample of Taiwanese electronics producers, found that firm
future profitability is improved by investments in both R&D and physical capital. Gradzewicz [23]
showed that productivity of Polish firms falls after investment and slowly recovers thereafter, which is
consistent with learning-by-doing effects, and that investments are also associated with subsequent
significant sales increase. Namiotko et al. [24], on the case of Lithuanian farms, found that the farms
showed lower inefficiency in the presence of the investment spikes, which indicates that the farms,
operating in the region of increasing returns to scale, could increase productivity by increasing their
inputs and investments.

Fama and French [25] studied the relationship between firm investments and profitability for
the aggregate non-financial US corporations and found that corporate investments lead to higher
profitability. Yu et al. [26], while examining China’s manufacturing firm-level dataset, showed that
the only visible profitability–growth relationship is mediated via capital investments and that capital
investments have a positive and significant effect on firms’ productivity, both in levels and growth rates,
and the effect on sales growth is even bigger. Lööf and Heshmati [27] examined the relationship between
performance and tangible, as well as R&D investments of Swedish firms, and found that profitability
is strongly associated with physical investments, but not with R&D investments. Johansson and
Lööf [28], also on the case of Swedish manufacturing firms, found that the impact of physical capital
(investment) on profitability is significant, positive, and systematically larger than for the comparable
labor productivity estimations.

Licandro et al. [29] in their study showed that sales and productivity of innovative Spanish firms
rise as a result of large tangible investment episodes and, hence, that they substantially improve their
market shares, which is not the case for the non-innovative firms. Kapelko et al. [30], also on the case
of Spanish manufacturing firms, found that capital investments produce a significant productivity
change loss in the first year after investment, but thereafter productivity improves, resulting in the
U-shape pattern of relationship. Amoroso et al. [31], on the case of EU firms, while making distinction
between R&D and physical investments, showed that both R&D and physical investments, have a
positive effect on the performance, expressed by the operating profit, and that larger firms also get
higher returns in the presence of risk. Curtis et al. [32], using financial data on mergers and acquisitions,
found that capital expenditures, as well as R&D expenditures, have a positive effect on the net profit
and future earnings volatility of analyzed firms. Taipi and Ballkoci [33], on a sample of 30 construction
firms in Albania, showed that capital investments have a positive effect on their future profitability,
expressed by return on assets. Sudiyatno et al. [34] and Pandya [35] also found that capital investments
have a positive effect on profitability, i.e., return on assets, on the case of manufacturing companies in
Indonesia and infrastructure companies in India, respectively.
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There are many researchers who examined the relationship between technology investments and
performance, such as, for example, Mithas et al. [36], who found, on a sample of 400 global firms, that
technology investments have a positive impact on revenue growth and profitability. Similar, Arvanitis
et al. [37], on the case of Swiss firms, investigated the effects of energy-related technologies on
economic performance at firm level and found a positive direct effect of investment expenditures for
energy-related technologies on labor productivity, and a positive indirect effect of energy taxes via
investment in energy-related technologies. Also, Bostian et al. [38], using plant-level production data
for Swedish manufacturing firms, showed that environmental technology investments have a positive
effect on the firm performance, measured by the productivity changes. Lee et al. [39], on the case
of Korean biotechnology firms, while examining the relationship between R&D intensity and firm
value, found that total asset investments and asset tangibility have a positive effect on the firm value,
measured by Tobin’s Q.

Although the literature covers a wide variety of firm performance measures, mainly expressed
through productivity and profitability, this study will focus on profitability as a final component of the
chain: capital investments—improved productivity—increased profitability. Tables 1 and 2 summarize
literature review.

Table 1. Summary of literature review—part I.

Author(s) Year Region
Dependent

Variable (DV)

Relationship
between Capital
Investments and

DV

Power, L. 1998 United States Productivity Negative

Nilsen, Ø. A.; Raknerud, A.; Rybalka, M.;
& Skjerpen, T. 2008 Norway Productivity Negative

Shima, K. 2010 Japan Productivity Negative

Singh, Nitish; Jieqiong Ma; and Jie Yang 2016 Global Profitability (ROA) Negative

Aktas, Nihat; Ettore Croci; and Dimitris
Petmezas 2015 United States Profitability (ROA) Negative

Alipour, Mohammad; Mir Farhad
Seddigh Mohammadi; and Hojjatollah
Derakhshan

2015 United Kingdom Profitability (ROA) Negative

Jindrichovska, Irena; Erginbay Ugurlu,
and Dana Kubickova 2013 Czech Republic Profitability (ROA) Negative

Aljinović Barać, Željana, and Saša
Muminović

2013 Slovenia, Croatia,
Serbia Profitability (ROA) Negative

Fernández-Rodríguez, Elena; Roberto
García-Fernández; and Antonio
Martínez-Arias

2019 Spain Tax expense, Pretax
Income Negative

Titman, Sheridan; KC John Wei; and
Feixue Xie 2004 United States Benchmark-Adjusted

Returns Negative

Jovanovic, Boyan; and Peter L. Rousseau 2014 United States Tobin’s Q Negative

Yao, Tong; Tong Yu; Ting Zhang; and
Shaw Chen 2011 Asia Stock Returns Negative

Sircar, Sumit; Joe L. Turnbow; and Bijoy
Bordoloi 2000 United States Net income Negative
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Table 2. Summary of literature review—part II.

Author(s) Year Region
Dependent

Variable (DV)

Relationship
between Capital
Investments and

DV

Grazzi, Marco; Nadia Jacoby; and Tania
Treibich 2016 Italy, France

Productivity,
Profitability,
Employment

Positive

Namiotko, Virginia; and Tomas Baležentis 2017 Lithuania Productivity Positive

Kapelko, Magdalena; Alfons Oude
Lansink; and Spiro E. Stefanou 2015 Spain Productivity Positive

Arvanitis, Spyros; Michael Penede;
Christian Rammer; Tobias Stucki; and
Martin Woerter

2017 Switzerland Productivity Positive

Bostian, Moriah; Rolf Färe; Shawna
Grosskopf; and Tommy Lundgren 2016 Sweden Productivity Positive

Fama, Eugene F.; and Kenneth R. French 1999 United States Profitability Positive

Aw, Bee Yan; Mark J. Roberts; and Daniel
Yi Xu 2008 Taiwan Profitability Positive

Lööf, Hans; and Almas Heshmati 2008 Sweden Profitability Positive

Johansson, Börje; and Hans Lööf 2008 Sweden Profitability,
Productivity Positive

Yu, X.; Dosi, G.; Grazzi, M.; & Lei, J. 2017 China Profitability, Sales Positive

Mithas, Sunil; Ali R. Tafti; Indranil
Bardhan; and Jie Mein Goh 2012 Global Profitability,

Revenue Positive

Ester Taipi; Valbona Ballkoci 2017 Albania Profitability (ROA) Positive

Sudiyatno, Bambang; Elen Puspitasari;
and Andi Kartika 2012 Indonesia Profitability (ROA) Positive

Pandya, Bhargav 2017 India Profitability (ROA) Positive

Gradzewicz, Michal 2018 Poland Sales Positive

Licandro, Omar; Reyes Maroto; and Luis
A. Puch 2004 Spain Sales, Productivity Positive

Ching-Hai, Jiang; Chen Hsiang-Lan; and
Huang Yen-Sheng 2006 Taiwan Corporate Earnings Positive

Amoroso, Sara; Pietro
Moncada-Paternò-Castello; and Antonio
Vezzani

2017 EU Operating profit Positive

Curtis, Asher; Sarah E. McVay; and Sara
Toynbee 2018 Global Net profit,

Earnings Positive

Lee, Namryoung; and Jaehong Lee 2019 Korea Tobin’s Q Positive

3. Methodology and Hypotheses Development

Capital investment, or investment project, theoretically can be defined as a series of cash inflows
and outflows, which typically begins with cash outflows (initial investment), followed by cash inflows
and/or cash outflows in subsequent years of the project [40], or simply as a series of outflows that
can bring some inflows in the future. Capital investment in a manufacturing firm can be realized
in one year, or in more than one year, in case of large projects, while benefits are usually collected
through several upcoming years after realization. In accordance with this long-term nature of capital
investments, theoretical definition, and also assumption that capital investments from previous year
should affect the firm performance in the next year, we can say that capital investments can have
negative effect on firm performance in the short term (during the one year, i.e., the year of investment),
but they should have positive effect on firm performance in the long term (year after investment).
Accordingly, we can define our main research hypotheses as follows:
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Hypothesis 1: Capital investments have a negative effect on the short-term performance of manufacturing firms.

Hypothesis 2: Capital investments have a positive effect on the long-term performance of manufacturing firms.

For this study we have chosen manufacturing firms, i.e., capital intensive firms that require
large amount of capital investments to produce goods. Sixty manufacturing firms from Serbia,
selected based on financial data availability, with historical data from 2004–2016 (total of 600 available
observations with some missing data), were analyzed. As a proxy for firm performance we have used
profitability–growth, expressed by ROA (Return on Assets), since ROA, according to Hagel et al. [41],
represent better metric of financial performance than income statement profitability measures—it takes
into account the assets used to support business activities and determines whether the company is
able to generate an adequate return on these assets rather than simply showing robust return on sales.
As for capital investments, as a proxy we have used capital investment rate.

There are several procedures for choosing the lag length in finite distributed lag models (in which
the effect of a regressor X on Y occurs over time rather than all at once), but there is no perfect answer
which lag length to choose, especially in panel models. Having in mind the statistical problems that
can occur, especially in short panels (less than 20-30 years), such as multicollinearity and sample
reduction (each time we lengthen the lag by one period, we lose two degrees of freedom), we have
chosen one year as a lag length of the regressor. More precisely, for the purpose of this study, to capture
the long-term effect of capital investments on performance, we have used one-year lag of capital
investment rate.

While examining the relationship between these growth rates, we have controlled time-fixed
effects using year dummies, and certain internal factors, such as firm size, leverage, total asset turnover,
and asset tangibility. Financial data for the manufacturing firms were obtained from the Serbian
Business Registers Agency database [42].

Panel data describes the behavior of individuals/entities, both across individuals/entities and
over time—they have both cross-sectional and time-series dimensions. Panel data can be balanced
when all individuals/entities are observed in all time periods or, as in our case, unbalanced when
individuals/entities are not observed in all time periods, i.e., there are missing data points because
of the occasional panel attrition. The main three types of panel-data models are pooled Ordinary
Least Squares (OLS) model (assumes constant coefficients), fixed effects model (assumes that the
individual specific effects are correlated with the regressors), and random effects model (assumes
that the individual specific effects are not correlated with the regressors). To choose appropriate
panel model, Hausman test and Breusch–Pagan Lagrange multiplier have been employed, as well as
appropriate tests regarding assumptions of serial correlation, heteroscedasticity, and cross-sectional
dependence presence in analyzed panel data.

4. Data Analysis

4.1. Descriptive Statistics

Results for overall descriptive statistics, as well as descriptive statistics with decomposition in
between and within standard deviation, for main variables of interest, firm performance expressed
with ROA and firm capital investments CI, are presented in Table 3. On one hand, Table 3 shows overall
descriptive statistics of main variables, where we can see that 60 firms (ID), analyzed over period
from 2004-2016, have mean ROA (−0.054) with standard deviation (1.087) and mean CI (0.093) with
standard deviation (0.595). On the other hand, Table 3 shows descriptive statistics with decomposition
in between firms and within firms over time variation. First, it is obviously that firm (ID) does not vary
over time (Year), but since we have unbalanced panel, we can see that time (Year) do vary between
firms (ID). The interesting part is that both variables, ROA and CI for manufacturing firms, have more
variation within firms over time (1.037 and 0.559, respectively for ROA and CI), than variation between
firms (0.441 and 0.204, respectively for ROA and CI). Also, in Table 3 we can see overall, between and
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within descriptive statistics for all control variables included in the model. Figure 2 shows bar charts of
mean ROA and CI, grouped by firms and by time, and, if we look at the graphs (b) and (d), we already
have an indication that CI will probably have a negative effect on the short-term ROA.

(a) 
 

(b) 

(c) (d) 

Figure 2. Bar charts of mean ROA and CI, by 60 firms and over time (2004-2016): (a) Mean ROA by
firms; (b) Mean ROA over time; (c) Mean CI by firms; (d) Mean CI over time.

Table 3. Descriptive statistics.

Variable Mean St. Dv. Min Max Observations

ID overall 30 17.318 1 60 N = 600
between 17.464 1 60 n = 60
within 0 30 30 T-bar = 10

Year overall 2010.568 2.966 2004 2016 N = 600
between 0.576 2009 2012 n = 60
within 2.911 2005.068 2016.068 T-bar = 10

ROA overall −0.054 1.087 −5.495 4.286 N = 434
between 0.441 −1.636 0.969 n = 58
within 1.037 −4.930 3.875 T-bar =7.483

CI overall 0.093 0.595 −6.406 9.167 N = 589
between 0.204 −0.533 0.854 n = 60
within 0.559 −5.780 8.406 T-bar =9.817

CI_LAG overall 0.106 0.624 −6.406 9.167 N = 529
between 0.224 −0.584 0.932 n = 60
within 0.582 −5.716 8.341 T-bar = 8.817
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Table 3. Cont.

Variable Mean St. Dv. Min Max Observations

SIZE overall 9.423 1.666 5.732 15.584 N = 556
between 1.584 6.496 14.562 n = 60
within 0.468 7.867 14.599 T-bar = 9.267

LEV overall 0.198 1.360 −4.186 5.902 N = 487
between 1.276 −2.627 3.290 n = 59
within 0.578 −1.848 4.206 T-bar = 8.254

TAT overall 1.009 0.086 0.232 1.378 N = 556
between 0.074 0.769 1.182 n = 60
within 0.045 0.472 1.250 T-bar = 9.267

TANG overall −1.036 0.741 −6.073 −0.137 N = 556
between 0.676 −4.189 −0.303 n = 60
within 0.391 −4.001 1.046 T-bar = 9.267

4.2. Pooled OLS vs Fixed Effects vs Random Effects

First, we must choose between three types of panel models: the pooled OLS model, the fixed
effects model (FE), and the random effects model (RE). To choose between these model types, first
step would be to decide between FE and RE model using Hausman test. If we conclude that FE
model is the better one, than we can use F-test for fixed effects to decide between FE and OLS model.
However, if we conclude that RE is the better one, than we should choose between RE and OLS model,
using Breusch–Pagan Lagrange multiplier (LM).

Hence, to decide between FE and RE model, first we should perform Hausman test (Appendix A,
Table A1). Table A1, Appendix A, shows that Prob > chi2 (0.473) is higher than 0.05, so we cannot
reject the null hypothesis, which implies that there is no correlation between the error term and the
regressors, and we can conclude that RE is preferred model.

Given that Hausman test showed that between FE and RE model, RE model is the better one,
now we need to compare RE and OLS model. We will do this by employing Breusch-Pagan LM for
random effects testing shown in Appendix A, Table A2. Table A2, Appendix A, shows that Prob >
chibar2 (1.000) is higher than 0.05, so we cannot reject the null hypothesis, which implies that the
variances across firms are zero, and we can conclude that pooled OLS is preferred model.

In accordance with this model selection procedure, the rest of the paper will focus on the pooled
OLS as preferred model. However, we will also present the results for fixed effects and random effects
regressions. These results can be found in Appendix B, Tables A5 and A6, respectively.

4.3. General Model

The estimating equation for pooled OLS model can be presented as follows:

Yit = α + βXit + μit (1)

In Equation (1), Yit is the dependent variable of entity (i) in time (t), α is the constant intercept, Xit

represents independent and / or control variable of entity (i) in time (t), β is the coefficient for that
variable and μit is the error term.

Equation for capital investment, measured as capital investment rate, can be presented as follows:

CIit = Iit / Ki,t-1 (2)

In Equation (2), CIit is capital investment rate of firm (i) in year (t), Iit is investment of firm (i) in
year (t), or flow variable, and Ki,t-1 is tangible fixed assets of firm (i) at the end of the previous year,
or stock variable.

The empirical model, summarized by Equations (1) and (2), is shown in Equation (3), where
ROAit is the dependent variable that represent performance measure Return on Assets, calculated as



Sustainability 2020, 12, 1689

ratio of Net Income and Total Assets of firm (i) during year (t), α represents the constant, CIit is the first
independent variable that represent Capital Investment, calculated as difference between firms’ Fixed
Assets in year (t) and Fixed Assets in year (t-1), divided by Fixed Assets in year (t-1), CI_LAGit is the
second independent variable that represent one year lagged CI variable for firm (i), used for capturing
the effect of capital investments on firm performance in the long term, SIZEit is the first internal control
variable that represent firm’s size, calculated as a Natural Log of Total Assets of firm (i) in year (t), LEVit

is the second internal control variable that represent firm’s Leverage, calculated as a Debt to Equity
ratio of firm (i) in year (t), TATit is the third internal control variable that represent firm‘s Total Asset
Turnover, calculated as Net Sales to Total Assets ratio of firm (i) in year (t), TANG is the fourth internal
control variable that represent firm‘s Asset Tangibility, calculated as Fixed Assets to Total Assets ratio
of firm (i) in year (t), YEARt is the year dummy variable, used for controlling time-fixed effects, and μit

is the standard error term in regression analysis. To ensure normality of the data, natural logs have
been used for all variables. Table 4 summarizes model variables and their calculations.

ROAit = α + β1CIit + β2CI_LAGit + β3SIZEit + β4LEVit + β5TATit +β6TANGit + YEARt + μit (3)

Table 4. Summary of model variables.

Type of Variable Variable Calculation

Dependent (DV) Return on Assets (ROA) Net Income/Total Assets

Independent (IV) Capital Investment (CI) Fixed Assets (t)—Fixed Assets (t-1)/
Fixed Assets (t-1)

Lagged Capital Investment (CI_LAG) One-year lagged CI

Control (CV)

Firm’s size (SIZE) Natural Log of Total Assets
Leverage (LEV) Debt/Equity

Total Assets Turnover (TAT) Net Sales/Total Assets
Tangibility (TANG) Fixed Assets/Total Assets

4.4. Pooled OLS Preliminary Assumptions

For pooled OLS model to be accurate, there are some assumptions which needs to be tested.
The most important ones are no serial correlation, homoscedasticity, and no cross-sectional dependence.

In longitudinal data, subjects are measured repeatedly over time and repeated measurements of a
subject tend to be related to one another [43]. Because serial correlation in linear panel-data models
biases the standard errors and causes the results to be less efficient, researchers need to identify serial
correlation in the idiosyncratic error term in a panel-data model, and a Wooldridge test is very attractive
because it requires relatively few assumptions and is easy to implement [44]. Serial correlation refers
to the situation in which residuals are correlated across time and ignoring serial correlation where
it exists, causes consistent but inefficient estimates, biased standard errors and inference about the
significance of regressors may be incorrect under serial correlation conditions [45]. Even though the
serial correlation can be ignored in short panels (less than 20-30 years), we will employ Wooldridge test
which examine the serial correlation in panel data. These results are presented in Table A3, Appendix A.

When fitting regression models to data, an important assumption is that the variability is common
among all observations, which is called homoscedasticity (this means “same scatter”, or constant
variance), but when the scatter varies by observation, the data are said to be heteroscedastic, which
affects the efficiency of the regression coefficient estimators although these estimators remain unbiased
even in the presence of heteroscedasticity [43]. Homoscedastic assumption that the variability is
common among all observations, according to Baltagi [46], may be a restrictive assumption for data
panels, where cross-sectional units may often be a different size and as a result exhibit different
variations. Assuming homoscedastic disturbances when heteroscedasticity is present will yield
consistent estimation results of coefficients that are not efficient, the standard errors of the estimates
will be biased and the inference about the significance of regressors may be incorrect [45]. To test for
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heteroscedasticity in panel data, we will use Breusch-Pagan / Cook-Weisberg test. The results regarding
heteroscedasticity are also presented in Table A3, Appendix A.

In Table A3, Appendix A, regarding serial correlation, we can see that the Prob > F (0.045) is less
than 0.05, so we can reject the null hypothesis and conclude that there is a presence of serial correlation
in our panel data. Also, in Table A3, Appendix A, regarding heteroscedasticity, we can see that the
Prob > chi2 (0.0016) is less than 0.05, so again we can reject the null hypothesis and conclude that there
is presence of heteroscedasticity in our panel data.

A growing body of the panel-data literature comes to the conclusion that panel datasets are likely
to exhibit substantial cross-sectional dependence, which may arise due to the presence of common
shocks and unobserved components that become part of the error term ultimately, due to spatial
dependence, as well as due to idiosyncratic pair-wise dependence in the disturbances with no particular
pattern of common components or spatial dependence [47]. Ignoring cross-sectional dependence may
affect the first-order properties (unbiasedness, consistency) of standard panel estimators and even if
the first-order properties of these estimators remain unaffected, the presence of error cross-sectional
dependence may largely reduce the extent to which they can provide efficiency gains over estimating
using, say, OLS for each individual [48]. According to De Hoyos and Sarafidis [47], if assume standard
panel model, under the null hypothesis μit is assumed to be independent and identically distributed
over time periods and across cross-sectional units, and under the alternative μit may be correlated
across cross-sections but the assumption of no serial correlation remains. To test cross-sectional
dependence in panel data, we will employ CD-test, as described in Pesaran [49] and Pesaran [50] for a
varlist of any length. The results are presented in Table A4, Appendix A.

In Table A4, Appendix A, regarding cross-sectional dependence, we can see that the p-values
are less than 0.05, so we can reject the null hypothesis and we can conclude that there is presence of
cross-sectional dependence in our panel data.

5. Results and Discussion

Since all three assumptions for pooled OLS model to be accurate (no serial correlation,
homoscedasticity, and no cross-sectional dependence) are violated, we will use robust standard
errors (Driscoll–Kraay standard errors), which will help us to deal with these violations.

According to Hoechle [51], in order to ensure valid statistical inference when some of the
underlying regression model’s assumptions are violated, it is common to rely on robust standard errors.
Following Hoechle [51], we will run pooled OLS regression with Driscoll–Kraay standard errors, which
deals with heteroscedasticity, autocorrelation, and cross-sectional dependence assumptions violations.

Regression is performed according to the general model equation described in Section 4.3, as well
as preliminary performed Hausman test, Breusch-Pagan LM, serial correlation, heteroscedasticity,
and cross-sectional dependence test. Table 5 shows the results from hierarchical pooled OLS regression
testing hypotheses that capital investments probably have negative effect on the firm performance
in the short term, but positive effect on the firm performance in the long term, while controlling for
time-fixed effects and certain internal factors, such as firm size, leverage, total asset turnover, and asset
tangibility. We will now present the results concerning our four models.

Result 1: Model 1 provides evidence that CI has a negative, statistically insignificant, effect
on ROA (−0.272) and CI_LAG has a positive, statistically significant, effect on ROA (0.101), at level
0.001. This model confirms our second hypothesis and indicates that for certain increase in capital
investments, ROA of manufacturing firms is expected to increase in the year after investment, while
holding firm size constant. We can see that firm size (SIZE), as a control variable, has a negative
effect on ROA (−0.044) and statistically significant, at level 0.001. Larger firms should have a larger
profitability, since they can achieve lower cost per unit, which is in line with the economies of scale.
Although most studies reports a positive relationship between firm size and profitability, there are also
researchers who found a negative relationship between these two variables (see, e.g., Kartikasari et
al. [52]). According to Pervan et al. [53], a conceptual framework that advocates a negative relationship
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between firm size and profitability is noted in the alternative theories of the firm, which suggest that
large firms come under the control of managers pursuing self-interested goals and therefore profit
maximization as the firm’s objective function may be replaced by managerial utility maximization
function. This can imply that managers of large manufacturing firms in Serbia put their own goals in
front of the companies’ goals.

Result 2: Model 2 provides evidence that CI has a negative effect on ROA (−0.815) and CI_LAG
has a positive effect on ROA (0.086), with statistically significant coefficients, at level 0.001. This model
confirms our both hypotheses and indicates that for certain increase in capital investments, ROA of
manufacturing firms is expected to decrease in the year of investment, but to increase in the year after
investment, while holding firm size and leverage constant. Also, leverage (LEV), as additional control
variable, has a negative effect on ROA (−0.020). This can be considered to be a reasonable result, since
it is clear that greater borrowing implies a reduction of profitability. Obviously, this rule also applies
to manufacturing firms in Serbia. There are many researchers who have examined capital structure
and firms’ performance and found a negative relationship between leverage and profitability (see,
e.g., Ahmad et al. [54]). However, in our case the effect of leverage on profitability remain statistically
insignificant. We can see that in this particular model, the effect of firm size, as a control variable,
on profitability is still negative (−0.046) and statistically significant, at level 0.01. Moreover, in this
particular model, the intercept is also statistically significant, at level 0.01.

Result 3: Model 3 provides evidence that CI has a negative effect on ROA (−0.826) and CI_LAG has
a positive effect on ROA (0.083), again with statistically significant coefficients, at level 0.001. This model
also confirms our both hypotheses and indicates that for certain increase in capital investments, ROA of
manufacturing firms is expected to decrease in the year of investment, but to increase in the year after
investment, while holding firm size, leverage, and total asset turnover constant. We can see that total
asset turnover (TAT), as additional control variable, has a positive effect on ROA (0.928) and statistically
significant, at level 0.05. This also can be considered to be a reasonable result, since total asset turnover,
as an efficiency measure, shows how firm uses its assets in generating revenue, where higher value
of this ratio indicates a better managing of firm’s assets. This can imply that manufacturing firms
in Serbia manage their assets effectively. A positive relationship between total asset turnover and
profitability has been proven in many studies (see, e.g., Dencic-Mihajlov [55]). In this particular model,
the effect of firm size and leverage, as control variables, is statistically insignificant and still negative.

Result 4: Model 4 provides evidence that CI has a negative effect on ROA (−0.810) and CI_LAG has
a positive effect on ROA (0.081), also with statistically significant coefficients, at level 0.001. This model
again confirms our both hypotheses and indicates that for certain increase in capital investments, ROA
of manufacturing firms is expected to decrease in the year of investment, but to increase in the year
after investment, while holding firm size, leverage, total asset turnover, and asset tangibility constant.
Tangibility (TANG), as additional control variable, has a positive effect on ROA (0.209) and statistically
significant, at level 0.05. Although there are divided opinions how tangibility should affect profitability,
considering the negative effects of amortization costs, this result can be reasonable, since, according to
Bhuta et al. [56], firm with large amount of fixed asset tends to be more profitable because of increasing
its future assets value. Similarly, Al-Jafari et al. [57], in their study found a positive relationship
between tangibility and profitability. Moreover, we can see that in this particular model, the effect
of total asset turnover, as a control variable, on profitability is still positive (1.969) and statistically
significant, at level 0.05. The effect of firm size and leverage, as control variables, remain negative and
statistically insignificant.

In addition to these regression results, we can also see that R-sqr becomes higher by adding a
control variable, from 0.067 to 0.114, but still remain very low. This does not instantly indicate that
model is not good, but rather that a predictability of the model is low, which is a very common,
especially in the cases where is hard to predict behavior of some entities, as in social and economic areas.
According to Kutner et al. [58], there are three misunderstandings regarding R-sqr: (1) high coefficient
of determination indicates that useful predictions can be made (arises because R-sqr measures only a
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relative reduction from the total variation and provides no information about absolute precision for
estimating a mean response or predicting a new observation), (2) high coefficient of determination
indicates that the estimated regression line is a good fit, and (3) low coefficient of determination
indicates that X and Y are not related (the last two arise because R-sqr measures the degree of linear
association between X and Y, whereas the actual regression relationship may be curvilinear).

To summarize, all four models formed by hierarchical regression (adding internal control variables,
one by one) and presented in Table 5 confirm our main research hypotheses, but with different statistical
significance results. More precisely, the results in Table 5 provide evidence that for certain increase in
capital investments, ROA of manufacturing firms is expected to decrease in the year of investment,
but to increase in the year after investment, while holding firm size, leverage, total asset turnover,
and asset tangibility constant, and controlling for time-fixed effects as well. Our results support
the findings from researchers such as Taipi and Ballkoci [33], Sudiyatno et al. [34], Pandya [35],
who found a positive effect of capital investments on profitability, measured by return on assets.
Moreover, our results support and complement the findings from Aljinović Barać and Muminović [20],
who found, on the case of dairy processing industry in Slovenia, Croatia, and Serbia, a negative effect
of capital investments on the short-term profitability, also expressed by return on assets, for which,
according to the authors, a possible explanation can be found in the time lag between the moment of
investment and the moment in the future when investment will generate the profit. Although other
researchers have used different measures of profitability in their studies, we can say that in general,
the results of this study also support the findings from, for example, Grazzi et al. [3], Aw et al. [22], Fama
and French [25], Yu et al. [26], Lööf and Heshmati [27], Johansson and Lööf [28], Amoroso et al. [31],
Curtis et al. [32], who found a positive relationship between capital investments and profitability.

Table 5. Pooled OLS regression results.

Variable Model 1 Model 2 Model 3 Model 4
b/se b/se b/se b/se

CI −0.272 −0.815 *** −0.826 *** −0.810 ***
(0.17) (0.10) (0.09) (0.10)

CI_LAG 0.101 *** 0.086 *** 0.083 *** 0.081 ***
(0.02) (0.02) (0.02) (0.02)

SIZE −0.044 *** −0.046 ** −0.033 −0.023
(0.01) (0.01) (0.02) (0.02)

LEV −0.020 −0.039 −0.046
(0.03) (0.03) (0.03)

TAT 0.928 * 1.969 *
(0.43) (0.79)

TANG 0.209 *
(0.10)

constant 0.354 0.711 ** −0.365 −1.257
(0.20) (0.26) (0.66) (1.00)

YEAR dummies Yes Yes Yes Yes
N 58 56 56 56
R-sqr 0.067 0.101 0.104 0.114
df 57 55 55 55

Notes: Pooled OLS regression with Driscoll–Kraay standard errors. Four models formed by hierarchical regression
(adding internal control variables, one by one). ROA as dependent variable. Standard errors in parentheses.
Significance levels: * p < 0.05, ** p < 0.01, *** p < 0.001.

6. Conclusions

The findings of this study confirmed our main research hypotheses and empirical expectation
that relationship between capital investments and firm performance should be positive because of the
definition, nature, and time aspect of capital investments—they probably bring losses to the firm in
the short term, but they should increase firm performance in the long term. Accordingly, we have
indeed shown that capital investments have a negative effect on the firm performance in the short term,
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but positive effect on the firm performance in the long term. More precisely, we found, in our panel
data set, using pooled OLS regression, statistically significant effect of capital investments on firm
performance, measured by return on assets, and considering both short-term and long-term aspects,
while controlling for time-fixed effects and certain internal factors, such as firm size, leverage, total
asset turnover, and asset tangibility.

The results of this research can contribute to the benefit of manufacturing firms, considering
that capital investments have an important role in their sustainable development. They can be
used by managers of manufacturing firms as a helpful tool while making strategic and investment
decisions. These results also support the general fiscal policy which assumes that capital investments
have a central role in stimulating growth and that capital investments causes better performance.
Generally, the implication of our research is that the state governments, and especially government in
Serbia where all analyzed firms are from, should encourage and support capital investment activities to
ensure economic sustainability, while manufacturing firms, especially in Serbia, should invest more in
sustainable production projects—which should be profitable, not just the path to insolvent borrowing.

This research, however, has some limitations. First, because of the lack of data, this study does
not include factors such as, for example, particular type of manufacturing industry, state, or private
ownership of the firm, exporter or importer firm, or other firm characteristics, which would help
us to understand the relationship between capital investments and firm performance in a more
comprehensive way. Second, the measurement of capital investment should also include amortization
costs, but again, lack of data prevented inclusion of this component. Since this topic is, in general,
poorly covered by the literature concerning the regional aspects, it could also be interesting to expand
the research and see how capital investments, in interaction with geographical characteristics, affect
firms’ performance in different regions and possibly over a longer period of time. However, most of
these factors require a larger amount of data, which lead us to the sample size as a third limitation of
this study. The results could be affected by sample size, and a larger one would, surely, decrease the
likelihood of skewing the results, which would increase the power of the study. Nevertheless, these
limitations can be a solid ground for the future research directions.
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Appendix A. Hausman, Breusch and Pagan Lagrangian multiplier, serial correlation,
heteroscedasticity and cross-sectional dependence tests.

Table A1. Hausman test for fixed effects and random effects.

Coefficients

(b) (B) (b-B) sqrt(diag(V_b-V_B))

Variable fixed random Difference S.E.

CI −0.796 −0.810 0.014 0.128
CI_LAG 0.074 0.081 −0.006 0.035
SIZE −0.298 −0.023 −0.275 0.274
LEV −0.172 −0.046 −0.127 0.096
TAT 6.418 1.969 4.449 2.418
TANG 0.317 0.209 0.108 0.207

b = consistent under Ho and Ha; obtained from xtreg. B = inconsistent under Ha, efficient under Ho; obtained
from xtreg. Test: Ho: difference in coefficients not systematic. chi2(7) = (b-B)’[(V_b-V_B)ˆ(-1)](b-B) = 14.71;
Prob>chi2 = 0.4727.
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Table A2. Breusch and Pagan Lagrangian multiplier test for random effects.

Variable Var sd = sqrt (Var)
ROA 1.000 1.000
e 0.946 0.973
u 0.000 0.000

ROA[ID,t] = Xb + u[ID] + e[ID,t]. Test: Var(u) = 0. chibar2(01) = 0.00. Prob > chibar2 = 1.0000.

Table A3. Test for serial correlation and heteroscedasticity in panel data.

Serial correlation/
Heteroscedasticity

Wooldrige test.
H0: no first-order autocorrelation

Breusch-Pagan/Cook-Weisberg
H0: Constant variance

Serial correlation
F (1,48) 6.202
Prob > F 0.016

Heteroscedasticity chi2 (1) 9.57
Prob > chi2 0.002

Table A4. CD-test for cross-sectional dependence in panel data.

Variable CD-test p-value average joint T Mean mean abs

ROA 4.221 0 6.28 0.03 0.3
CI 22.525 0 8.93 0.18 0.32
CI_LAG 23.535 0 7.93 0.2 0.35
SIZE 23.716 0 8.11 0.19 0.56
LEV 3.059 0.002 6.83 0.03 0.42
TAT 2.724 0.006 8.11 0.02 0.41
TANG 6.474 0 8.11 0.05 0.48

Notes: Under the null hypothesis of cross-section independence, CD ~ N(0,1). P-values close to zero indicate data
are correlated across panel groups.

Appendix B. Fixed effects and random effects regression results.

Table A5. Fixed effects regression results.

Variable Model 1 Model 2 Model 3 Model 4

b/se b/se b/se b/se

CI −0.196 −0.785 ** −0.749 ** −0.796 **
(0.18) (0.25) (0.27) (0.27)

CI_LAG 0.089 * 0.074 * 0.072 0.074
(0.03) (0.03) (0.04) (0.04)

SIZE −0.288 −0.520 ** −0.267 −0.298
(0.18) (0.15) (0.19) (0.19)

LEV −0.172 −0.186 −0.172
(0.11) (0.11) (0.11)

TAT 5.973 * 6.418 *
(2.58) (2.42)

TANG 0.317
(0.16)

constant 2.846 5.371 *** −3.177 −2.990
(1.65) (1.43) (3.99) (3.94)

YEAR
dummies Yes Yes Yes Yes

N 58 56 56 56
R-sqr 0.076 0.125 0.140 0.146
df 57 55 55 55

Notes: Fixed effects regression with Driscoll–Kraay standard errors. Four models formed by hierarchical regression
(adding internal control variables, one by one). ROA as dependent variable. Standard errors in parentheses.
Significance levels: * p < 0.05, ** p < 0.01, *** p < 0.001.
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Table A6. Random effects regression results.

Variable Model 1 Model 2 Model 3 Model 4
b/se b/se b/se b/se

CI −0.272 −0.815 * −0.826 ** −0.810 *
(0.21) (0.32) (0.32) (0.33)

CI_LAG 0.101 * 0.086 * 0.083 * 0.081
(0.04) (0.04) (0.04) (0.04)

SIZE −0.044 * −0.046 −0.033 −0.023
(0.02) (0.02) (0.03) (0.03)

LEV −0.020 −0.039 −0.046
(0.03) (0.03) (0.04)

TAT 0.928 1.969
(0.91) (1.02)

TANG 0.209 **
(0.08)

constant 0.354 0.711 −0.365 −1.257
(0.47) (0.45) (1.13) (1.22)

YEAR
dummies Yes Yes Yes Yes

N 58 56 56 56
R-sqr 0.067 0.101 0.104 0.114
df 57 55 55 55

Notes: Random effects Generalized Least Squares (GLS) regression with clustered standard errors. Four models
formed by hierarchical regression (adding internal control variables, one by one). ROA as dependent variable.
Standard errors in parentheses. RE coefficients match with pooled OLS coefficients because “rho=0” (variability is
mainly within firms, not between firms). Significance levels: * p < 0.05, ** p < 0.01, *** p < 0.001.
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53. Pervan, M.; Višić, J. Influence of firm size on its business success. Croat. Oper. Res. Rev. 2012, 3, 213–223.
54. Ahmad, N.; Salman, A.; Shamsi, A. Impact of financial leverage on firms’ profitability: An investigation

from cement sector of Pakistan. Res. J. Financ. Account. 2015, 6, 1697–2222.
55. Dencic-MIihajlov, K. Profitability during the financial crisis: Evidence from the regulated capital market in

Serbia. South East. Eur. J. Econ. 2015, 12, 7–33.
56. Bhutta, N.T.; Hasan, A. Impact of firm specific factors on profitability of firms in food sector. Open J. Account.

2013, 2, 19. [CrossRef]
57. Al-Jafari, M.K.; Samman, A.H. Determinants of profitability: Evidence from industrial companies listed on

Muscat Securities Market. Rev. Eur. Stud. 2015, 7, 303. [CrossRef]
58. Kutner, M.H.; Nachtsheim, C.J.; Neter, J.; Li, W. Applied Linear Statistical Models; McGraw-Hill Irwin: New

York, NY, USA, 2005.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).



sustainability

Article

New Agricultural Model of Economic Sustainability
for Wheat Seed Production in Romania

Romeo Victor Ionescu 1, Monica Laura Zlati 2, Valentin Marian Antohi 3,*, Silvius Stanciu 4,

Florina Oana Virlanuta 5 and Cristina (Băcanu) Serban 4

1 Department of Administrative Sciences and Regional Studies, Dunarea de Jos University,
111th Domneasca Street, 800201 Galati, Romania; ionescu_v_romeo@yahoo.com

2 Department of Accounting, Audit and Finance, Stefan cel Mare University, 720229 Suceava, Romania;
sorici.monica@usm.ro

3 Department of Business Administration, Dunarea de Jos University, Nicolae Balcescu Street, no. 59–61,
800001 Galati, Romania

4 Department of Applied Sciences, ”Dunarea de Jos” University of Galat, i, 47 Domnească Street,
800001 Galat, i, Romania; sstanciu@ugal.ro (S.S.); serbancing@yahoo.com (C.B.S.)

5 Department of Economics, Dunarea de Jos University, Nicolae Balcescu Street, no. 59–61,
800001 Galati, Romania; florina.virlanuta@ugal.ro

* Correspondence: valentin_antohi@yahoo.com; Tel.: +40-731-221-001

Received: 5 February 2020; Accepted: 18 May 2020; Published: 20 May 2020

Abstract: In the conditions of a digitalized and sustainable economy, a smart decision is focused on
all demand aspects regarding: the product demand, the quality demand, and the elements of national
and international bodies able to ensure the criteria of economic integrity on the European Markets.
These aspects represent a set of challenges and indicate the smart component of the management
decision assisted by reliable economic models. The present work aims to develop such a model
applied to the wheat seed production starting from the study of the specialized literature and using
empirical methods. The analysis covers 2016–2020. The main objective of the study is the combination
of the information from the observational study to obtain the smart decision model. The study
results in the smart model of managerial decision, which represents a real necessity for managers,
considering the challenges to which they are subjected. The proposed model in the paper can be used
for all types of seeds across the EU and not only. The implementation of the present study by the
authors validates the proposed model.

Keywords: sustainable agriculture; efficiency; smart decision; agricultural production; economic model

1. Introduction

The European Union (EU) is implementing the 7th Environment Action Program (EAP) in order
to support economic development under sustainability. The 7th EAP is coupled with the EU 2020
Biodiversity Strategy. This new document sets targets for 2020 and a European vision by 2050, when the
current environmental and biodiversity challenges will be overcome. One of the main goals set by the
EU 2020 Biodiversity Strategy is to increase the contribution of agriculture and forestry to maintaining
and restoring biodiversity [1,2].

In addition, the European Commission has defined a roadmap for achieving a competitive and
low-carbon economy by 2050. This document contains ambitious targets for reducing carbon dioxide
emissions. One of these targets is focused on agriculture (see Table 1).

Sustainability 2020, 12, 4182; doi:10.3390/su12104182 www.mdpi.com/journal/sustainability
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Table 1. EU-level pollution reduction in agriculture (compared to 1990).

2005 2030 2050

Total −7% −40 to −44% −79 to −82%
Agriculture (non-CO2) −20% −36 until −37% −42 until −49%

Source: authors’ contribution using [3].

According to the above approach, the EU agriculture has a great importance in supporting
sustainable development. European Union represents an important actor of the global agriculture
nowadays. The crop production achieved a positive trend during the last three years across the EU
(see Figure 1) [4].

In 2018, the EU crop production accounted for 56.3% of the value of total agricultural production.
On the other hand, EU is an important player in the international market for agricultural products.
During 2015–2019, the EU’s exports of wheat varied from 7.7 to 6.1 million tonnes, while the EU’s
imports decreased from 17.3 to 8.6 million tonnes (see Figure 2) [3].
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Figure 1. Evolution of the European crop production (billions euros). Source: authors’ contribution
using [4].

  
Figure 2. The EU foreign trade in wheat during 2015–2019 (million tonnes). Source: authors’
contribution using [3].

Romania has maintained its status as an important agricultural producer within the EU [5,6].
As a result, in 2016, Romania ranked first in the EU for sunflower production and second for wheat
and corn production, after France, according to data from the National Institute of Statistics.
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In 2018, Romanian agriculture ranked 3rd in the EU, after France and Germany, in cereal production
(31.9 million tons). Romania achieved 4th rank in the EU, with 10.3 million tons of wheat production [3].

Our research puts into direct connection the EU implication in sustainable development and the
agriculture’s impact on it.

There is a great interest motivated by the objectives of the 2030 Joint Agenda [7] regarding the
implementation of smart-sustainable solutions in the field of agricultural production, including the
achievement of the maximum productive potential with the rational use of resources in order to prevent
the degradation of the environment.

Starting from the EU’s specific objectives on sustainability, the sustainable provision of food
resources represents a pole of the Community interest, considering the degradation of the global climatic
conditions and the impact of the cereal productions through the use of the traditional mechanisms
of economically assisted decision. These mentioned premises clearly indicate the opportunity of a
well-founded study on a new approach to the smart decision process for maximizing the positive
ecological and economic effects related to the sustainable production assurance.

This opportunity can be achieved using and defining the following scientific objectives of the study:
Objective 1: conducting an experimental study on the opportunity to optimize the production

decision of a wheat variety based on specific technical-productive indicators;
Objective 2: building a database for the preliminary processing of the smart decision-assisted

model;
Objective 3: making a technical evaluation of the smart model based on the outputs resulted from the

experimental study and the test conditions established by the authors through the working hypotheses;
Objective 4: quantifying the financial impact by introducing in the model of the economic variables

to optimize the decision process;
Objective 5: making an evaluation of the model’s results;
Objective 6: reconsidering the model from the sustainability indicators point of view.
The study of the specialized literature supports our scientific approach in building a new model

applied to the sustainable agriculture development. During 2014–2019, many researchers studied
the connection between the agriculture development, the final demand of the users for high quality
products (bio products) and the world trade sustainability’s condition. A short review of the most
significant papers in this area is presented in Table 2.

From the analysis of the specialized literature in agriculture production and sustainability, resides
the need to introduce and integrate the concepts of economic sustainability in the food field and
to consolidate the economic practices with the productive practices in order to fulfill the social
objectives (providing the necessary food for the population) with the economic objectives (obtaining
a superior economic yield) and with the European objectives for the creation of the sustainable
framework in accordance with the European Horizon 2030 Agenda. The sustainable development
means concentrating the research on the best agricultural practices (high-performance technologies
and seed material with productive genetic potential) and sustainability by protecting cultivated soils
against the land degradation and utilizing the maximized resources. In agriculture, the sustainability
is the guarantee of the large agricultural productions, without undermining the resources that depend
on productivity.

The cultivation of wheat varieties with wide adaptability to the soil and climate conditions and
technological conditions can reduce the risks of crop fluctuation in the unfavorable years. In order to
minimize the harvest losses caused by unfavorable soil and climate conditions factors, it is necessary to
promote in this area the wheat varieties with good adaptability to such conditions and the application
of appropriate modern technologies.

In a world in which the highest yielding varieties are sought on the agricultural market to achieve
the highest yields, however, there are constraints on resources, where ecosystems are degraded,
due to intensive technologies, treatments and excess fertilizers. It is recommended to develop and
apply technological measures that are as environmentally friendly as possible (optimization of the
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quantities of chemical fertilizers, pesticides and herbicides, using of efficient agricultural machinery
and equipment, precision seeders, low energy consumption and diesel), which reduce the negative
impact on the environment and to conserve natural resources.

Table 2. Literature review.

No. Authors
Link with Research

Area
Model’s Characteristics Criticism

1. Guerry, A.D. et al., 2015
[8].

High:
strategic land

development; the
multinationals’ impact

on the agricultural
production.

The administrative and limiting
expansionary aspects, are confronted

with limitations from the
environmental issues on the following
interest areas: safety/security of water
resources; strategic land development;

the multinationals’ impact on the
agricultural production; sustainable

investments; food and economic
security.

High impact, low adjustment need,
missing similar model with the

authors’ study:
The present study made clear the

importance of assessing the
ecosystems from the increasing of the
need for food for a population point

of view, population with a high
demographic rate and the
disconnection, against the

background of the demand increase,
the production from the principles of

sustainability.
Used criteria: novelty, research theme

adhering, applicability.

2.

Speelman, E.N.,
García-Barrios, L.E., Groot,

J.C.J., and Tittonell, P.
(2014) [9].

High: the technical
aspects of the production

generated by the
implementation of the

CAP.

The authors have focused on finding
supportive decision-making tools to

ensure the green economy as the main
source of food supply in Europe. The

presented model integrates the
technical aspects of the production

generated by the implementation of
the CAP with the economic aspects,
including for the calculation of the

minimum need for subsidies in
agriculture.

High impact, low adjustment need,
missing similar model with the

authors’ study:
The presented aspects in an

interactive manner can be interesting
and feasible only insofar as the

financial projections would be treated
in a non-linear manner, different from
that of the authors mentioned above.
Used criteria: novelty, research theme

adhering, applicability.

3. Cotidianul agricol, 2019
[10].

High: the direct effect of
agricultural production;
study on the agricultural

policy decisions;
dynamic model for
integrating into the

agricultural mechanism.

Another approach at European level
concerns the direct effect of

agricultural production on the
greenhouse gas emissions level. The

authors’ study on the agricultural
policy decisions in relation to limiting

the greenhouse gases effects brings
into question an integrated dynamic
model from which the medium and

long-term economic effects (2030)
emerge for integrating into the

agricultural mechanism effects of the
circular economy, including the use of
reverse cycle’s fertilizer production,
use of biomass and eco-agricultural

practices.

High impact, low adjustment need,
missing similar model with the

authors’ study:
All these aspects are aimed at

improving agricultural management
and increasing agricultural

production in sustainable terms.
Used criteria: novelty, research theme

adhering, applicability.

4.

Ďurišová, M., Tokarčíková,
E., Virlanuta, F.O., and

Chodasová, Z., 2019 [11].
Aiello, G., Giovino, I.,

Vallone, M., Catania, P.,
and Argento, A., 2018.

[12].

Average: sustainability
agriculture,

sustainability in
agricultural production.

Other authors quantify the impact of
transport on sustainability,

agriculture being one of the economic
sectors benefiting from transport

services. Increasing the sustainability
of transports is implicitly found in

increasing sustainability in
agricultural production, transport

being considered in this case a
resource used in the production

process.

Average impact, medium adjustment
need, missing similar model with the

authors’ study:
The lack of an efficient infrastructure

directly limits the sustainable
development process of agriculture
through inefficient use of resources

and by supplementing the
consumption of fossil fuel in
agricultural production. This

imbalance also affects the level of
greenhouse gas emissions.

Used criteria: novelty, research theme
adhering, applicability.

5.
Florea, A.-M., Bercu, F.,

Radu, R.I., and Stanciu, S.,
2019, [13].

High: fuzzy model for
increasing regional

cooperation of
agricultural producers

and ensuring long-term
sustainability goals.

Some authors have focused on
qualitative comparative analysis

based on the fuzzy model for
increasing regional cooperation of

agricultural producers and ensuring
long-term sustainability goals.

High impact, low adjustment need,
missing similar model with the

authors’ study:
The model presents in a dynamic

approach the essential aspects of the
agricultural cooperation with effect in
increasing the regional cohesion and
in improving the conditions necessary

for a sustainable development in
accordance with the 2030 Common

Agenda.
Used criteria: novelty, research theme

adhering, applicability.
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Table 2. Cont.

No. Authors
Link with Research

Area
Model’s Characteristics Criticism

6.
Antle, J.M. et al., 2017, [14].
Yan, B., Shi, S., Ye, B., Zhou,
X., and Shi, P., 2015, [15].

High: decision to use the
soils according to the

determinable economic
parameters; production

management

A different perspective is offered by
presenting a concept regarding the

decision to use the soils according to
the determinable economic

parameters, such as consumption
based on declared needs, followed by

the optimization of the entire
production chain based on

technological inputs, production
management, reuse of biomaterials,

ensuring the distribution function and
consumption through the integrated

management resource.

High impact, low adjustment need,
missing similar model with the

authors’ study:
The authors propose the development
of a model that has to be subsequently

integrated into the industrialized
agricultural systems assisted by IT

resources.
Used criteria: novelty, research theme

adhering, applicability.

7.

Triste, L., Marchand, F.,
Debruyne, L., Meul, M.,
and Lauwers, L., 2014,

[16].

High: multiplicative
model of the relations

between the managers of
agricultural processes,

the land use
improvement and the

social relations based on
the consensual use of the

resources.

An interesting approach based on
game theory is presented from the
perspective of the sustainability of
land use increasing. The presented
scheme is a multiplicative model of

the relations between the managers of
agricultural processes that generates
through collective effort the land use
improvement and the social relations

based on the consensual use of the
resources.

High impact, low adjustment need,
missing similar model with the

authors’ study:
The sustainable aspects lie in the

creation of the collective
decision-making process and in
establishing the destinations of

agricultural lands, including their
short-term planning

Used criteria: novelty, research theme
adhering, applicability.

8.

Triste, L., Marchand, F.,
Debruyne, L., Meul, M.,
and Lauwers, L., 2017,

[17].

High: a tool for
implementing

sustainable development
under the conditions of

the cluster approach.

Critics against the agriculture
sustainability are scientifically fought

in a paper that proposes a tool for
implementing sustainable

development under the conditions of
the cluster approach.

High impact, low adjustment need,
missing similar model with the

authors’ study:
These clusters allow farmers to know

the best practices from landowners
and agricultural holding companies,
to participate in catching processes
and to structure the development of

different types of sustainable
agricultural instruments.

Used criteria: novelty, research theme
adhering, applicability.

9.

Cosmulese, C.G.; Socoliuc,
M.; Ciubotariu; M.S.

Mihaila, S.; Grosu, V., 2019,
[18].

Average: sustainable
development

Within the present-day economic
situation ensuring sustainable

development directly and implicitly
contributes to the creation of value for

all stakeholders, but the policies of
environmental protection or social
ones as well as those of promotion

and intensification of the
research-innovation activity should

not be ignored.

Average impact, medium adjustment
need, missing similar model with the

authors’ study:
The approach is too theoretical.

Used criteria: novelty, sustainability
concept and applicability.

10.

Gocsik, É., Saatkamp,
H.W., de Lauwere, C.C.,

and Oude Lansink,
A.G.J.M., 2014, [19].

High: agriculture
development; bio

products; a structured
model able to capture

the sustainable aspect by
sizing the supply

according to the demand,
thus being able to
customize all the

elements favorable to the
sustainable production.

This is a reference article on
managerial innovation in agriculture
developed through the case study of
Swedish agricultural companies. The

study takes into account limited
aspects of the exogenous barriers
innovation, the technological over
specialization (waste of resources),

the exacerbation of land use and the
inclination on the classic managerial

approaches on the agricultural
segment. The model addresses both

the demand generating segment,
which moves the area of

understanding from the retailer to the
small producers dedicated to a small
group of consumers (bio products),
the qualitative value of the offered

product, the shortening of the
distribution chain, the approach of a

direct marketing and the
personalization of the production

according to the demand. The
structured model captures the

sustainable aspect by sizing the
supply according to the demand, thus

being able to customize all the
elements favorable to the sustainable

production.

High impact, low adjustment need,
missing similar model with the

authors’ study:
From the economic point of view, the
efficiency of the approach is limited in

time due to the change of the
consumers which implies the model’s

flexibility.
Used criteria: novelty, sustainability

concept and applicability.
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Table 2. Cont.

No. Authors
Link with Research

Area
Model’s Characteristics Criticism

11.
Sivertsson, O. and Tell, J.,

2015, [20] Mateş, D.; Grosu,
V. 2008, [21].

Average: sustainability;
consumers and farmers

in the production
process.

At the European level, the
sustainability is considered as a major
priority by consumers and farmers in
the production process, being open to
the use of innovative technologies for

obtaining foods with higher
nutritional value.

Average impact, medium adjustment
need, missing similar model with the

authors’ study:
The sustainability concept is not

adequate presented in the models.
Used criteria: novelty, sustainability

concept and applicability.

12.

Ďurišová, M., Tokarčíková,
E., Kucharčíková, A., 2015,

[22].
Tadeu, P., Paiva, T., 2015,

[23].

High: smart models of
managerial decision.

In the actual economic context, the
smart models of managerial decision
offers innovative opportunities in all
sectors, to increase the productivity

and to support sustainable economic
growth.

Average impact, medium adjustment
need, missing similar model with the

authors’ study:
The models are not able to quantify
the sustainability development as a
result of the insufficient number of

analyzed indicators.
Used criteria: novelty, sustainability

concept and applicability.

This technical approach indicates the implementation of an assisted decision model under the
conditions of using the selection of indicators based on the comparability of the actual performances
with those ensured at certification.

2. Materials, Methods and Models

According to the above study’s aims, the present research explains the sustainability approach
based on developing, implementing and promoting sustainable practices in Romania. In this regard,
eight varieties of autumn wheat, two indigenous and two French were analyzed (Glosa, FDL Miranda,
Sorial, Solveig, Litera, Izvor, Apache and Avenue).

The Romanian wheat varieties Glosa and FDL Miranda belong to the maintainer of the National
Agricultural Research and Development Institute Fundulea (NARDI Fundulea) and are listed in the
Official Variety Catalog in 2005 and 2011 respectively. The wheat variety sown in the field should
adapt better to the climatic conditions (to withstand drought and frost conditions) and to the soil on
which it is cultivated, acclimating even on soils with low fertility, so that the obtained quality and yield
to be as large as possible. The choice of these varieties of wheat must be made taking into account all
these factors [24,25].

The research algorithm applied to this study is presented in Figure 3. The scheme respects a logical
succession regarding the organization of the research process, considering the complexity of the studied
phenomenon that combines the smart elements of the production decision with the smart elements
of the economically sustainable decision. We define the smart decision as that decision based on
practices and economics, delimited in time and space, by means of a probabilistic selection mechanism.
This mechanism is based on the productive and economic efficiency. As a result, the economic
agents can achieve the objectives of performance, sustainability and social compliance on the food
segment. According to Figure 3, the study methodology covers the research of the models already
implemented (but unable to quantify the sustainable development of the wheat production) and
presented in Literature review (12 models debated analytically and critically according to Table 2).
We can identify the current applicability for a smart decision model, define working hypotheses,
the model and its testing through laboratory and field. The research covers the successive results
during three calendar years regarding the qualitative yields of the 8 wheat varieties tested on 4 types
of soil (soils). The qualitative characteristics of the soils are included in classes 2 and 3 of quality (good,
respectively average) and whose PH, varies from neutral to alkaline on the interval 6.9–8.04, reaching
differentiated values depending on the study year with the influence of pedoclimatic conditions. These
type of lands can be found anywhere in Europe, not only in Romania, in areas with temperate climates.
As a result, the analysis methodology is universally valid.
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O1: Identify the 
problem

Figure 3. Scheme of the research algorithm.

The proposed model is completely new for which no precedents have been identified in
the literature.

The logic scheme covers the six objectives of the research mentioned above by testing the following
working hypotheses:

Hypothese H1: The methods of determining the quantitative yield of the seed material are directly related to the
technical properties specified in the variety accreditation standards.

Hypothese H2: The impact on the quantitative yield is even greater as the characteristics of the varieties are
representative for the whole cultivated lot.

Hypothese H3: Qualitative factors (humidity and germination) have a high impact on the decision-making
process, but the relationship of dependence is lessened by the changes of the soil and climate conditions.

Hypothese H4: The traceability of the productive yield differs between the indigenous and foreign varieties.

Hypothese H5: The economically assisted decision function is directly related to the managerial capacity to make
decisions on the productive chain, the logistics chain and the distribution chain under sustainability conditions.
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Hypothese H6: In order to ensure the smart optimization of the decision, it is necessary to ensure the traceability
of the entire decision-making chain, from the selection of the variety to production, storage and marketing. The
vulnerabilities registered in the primary stages propagate directly over the entire business cycle.

In order to test the working hypotheses and to elaborate the SMART model, we define the
following functions and parameters. The qualitative characteristics of the seed material with high
qualitative impact on the smart decision:

1. Let U be the moisture function required to ensure the quality of the production. We can say that
there is λt � 0 so that Ut = λtU0, where U0 = the recommended seasonal humidity reached by
technical standards; λ = the impact of soil and climate conditions factors (air-soil temperature,
air humidity, wind, precipitation and solar brightness).

2. Let G be the germination function necessary to ensure the quality of the production. We can say
that there is λt � 0 so that Gt = λtG0, with the mention that for identical λt, the direct effect of the
impact on the two qualitative characteristics is different (Gt − G0 = IG � IU = Ut − U0).

The factors with average quantitative impact on the smart decision are the mass of 1000 grains
in grams and the average of the grains per spice.

1. the mass of 1000 grains in grams: all other varieties are recognized as having higher values
of 42 g/thousand grains, excepting the Avenue variety whose standard classifies it below
40 g/thousand grains. All selected varieties have humidity below 14% that is considered standard.
In the study, the germination capacity exceeds 94% for all analyzed varieties. The mentioned
above laboratory tests, respectively the analysis of the mass of 1000 grains, the humidity and the
germination capacity were completed with field analyzes, which consisted in determining the
average of the wheat per square meter, the average of the grain in the wheat and the production
of wheat/ha, per varieties and by type of cultivated sole.

2. Average grain in wheat: it exceeds 30 grains for all analyzed varieties.

Indicators with high impact on output through the smart decision prism: these are the production
in kg/ha and the average of the ears/m2.

1. production in kg/ha: The evaluation of the wheat seed production at the already established
control points is done as follows: all the ears within the metric frame are counted; the percentage
of large ears, medium ears and small ears is established; the average number of grains/wheat
is calculated. Based on the average number of ears/m2 and the average number of grains/spice,
and having the mass of 1000 grains (MMB), the average wheat production per hectare can be
calculated, using the following formula:

(kg/ha) = Nsp×Nb×MMB/100 (1)

where: Q (kg/ha) = average production; Nsp = average number of ears per square meter;
Nb = average number of grains in wheat.

2. the average of the ears/m2: it varies between 400–500 ears/m2 for the Romanian varieties
depending on the density at sowing and the used technology; the average of the ears grows,
offering a higher density located between 450–600 ears/m2 the French varieties.

The above quantitative and qualitative indicators were calculated based on the tests carried out in
4 agricultural holding companies: Tudor Vladimirescu, Gemenele, Ramnicelu and Movila Miresii from
the Romanian South-East NUTS2 region.

The model proposed in this paper is based on the following hypotheses. Let be:

fi(QR) = β
(
Siu ∩ Sig

)
= β
(
max
i→∞ (USTD − Siu) ∩max

i→∞
(
GSTD − Sig

))
(2)
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where: fi—the wheat quality score function with high impact (coefficient 1, β = 1) based on the
quantifying of the standard deviations from the humidity and germination technical specifications of
the catalog;

Siu—humidity recorded on varieties under different soil and climate conditions (time and space);
Sig—germination recorded on varieties under different soil and climate conditions (time and space);
USTD—the standard humidity recognized as 14%; GSTD—the standard germination recognized as
being 94%. And let be:

fi(kM) =
αM ∗ SMMBi + αM ∗ SMBSi

αM

∑n
i=1 SMMBi∑n

i=1 i + αM

∑n
i=1 SMBSi∑n

i=1 i

(3)

where: fi—the score quantity function of the wheat assumed to have average impact (coefficient 0.3,
αM = 0.3) based on the quantification of the deviations from the average evolution in the field of the
indicators with average impact; SMMBi —the mass of a thousand grains; MBSi—average grain in wheat.
More, let be:

fi(kR) =
αR ∗ Sqki + αR ∗ SMSPi

αR

∑n
i=1 Sqki∑n

i=1 i + αR

∑n
i=1 SMSPi∑n

i=1 i

(4)

fi—the score quantity function of the wheat assumed to have high impact (coefficient 1, αR = 1) based
on the quantification of the deviations from the average evolution in the field of the indicators with
average impact;

Sqki—production function in tones/ha; SMSPi—average spikes/sqm;
(∃) i � 0, such that fi(X) = max

i→∞ f (X), where fi(X) = fi(QR) ∩max
i→∞ [ fi(KM) ∗ fi(KM)],

where: fi(X)—the general productivity coefficient applied to wheat varieties cultivated under different
soil and climate conditions, depending on the productive and qualitative yield (assuming the
marketability coefficient).

(∃) p > 0, such that (∀) fi(X) = max
i→∞ f (X) => ΔSMART = p ∗ q ∗ fi(X), for p = price at the grain

exchange in Constanta (Romania) [26,27].
Based on the collected information through the field and laboratory observational study across

the 4 distinct agricultural holding companies and for the 8 wheat varieties during 2016–2018 (see the
Appendix A), taking into account the defined above equations, we used the Gretel 2018a software
(developed by Alin Cottrell and Riccardo Lucchetti, Wake Forest University) into this new model.
We used the function of the least squares method for the wheat variety dependent variable and the
regression variables the productive yield (I = η (Q)), the qualitative productive yield I1 = η (Q, U, G)
and the economic efficiency support of the smart decision (I2 = η (Q * P, U, G).

Ŝoy = −0.00238 ∗ I2 + 54.8 ∗ I − 46.4 ∗ I1

(0.00200) (12.1) (11.5)
n = 64, R-squared = 0.841

(Standard errors in parentheses)
According to the regression equation, it is found that the proposed model has a statistical

representativeness of 84% for a number of iterations equal to 64 and a standard error of the regression
for variable I2 (economic yield) which tends to 0.

In order to prove the validity of the model, the statistical tests presented below were performed
(see Table 3).

Breusch-Pagan test for heteroskedasticity
Null hypothesis: heteroskedasticity is not present
Statistical test: LM = 2.35191
with p-value = P(Hi2(3) > 2.35191) = 0.50265
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According to the Q-Q plot for the dependent variable (Figure 4), it is found that the model has a
good statistical representativeness.

Table 3. Model: OLS, using observations 1–64; Dependent variable: Soy.

Coefficient Std. Error t-Ratio p-Value

I2 −0.00237777 0.00199792 −1.190 0.2386
I 54.7829 12.1212 4.520 <0.0001
I1 −46.4400 11.5260 −4.029 0.0002

Mean dependent var 4.500000 S.D. dependent var 2.309401
The sum of the squares of the residuals 258.8672 Standard regression error 2.060030

Un centered R-squared 0.841380 Centered R-squared 0.229562
F(3, 61) 107.8560 p-value(F) 2.37 × 10−24

Log-likelihood −135.5299 Akaike criterion 277.0598
Schwarz criterion 283.5364 Hannan-Quinn criterion 279.6113

-5

-4

-3

-2

-1

 0

 1

 2

 3

 4

 5

-5 -4 -3 -2 -1  0  1  2  3  4  5

Normal quantiles

Q-Q plot diagram for dependent variable

Figure 4. Q-Q plot diagram for the dependent variable.

The winding test around the trend line is valid, and the heterodesdaticity tested by the
Breusch-Pagan test is absent for the proposed model. The p-value for the productive yield and
qualitative productive yield regression variables is less than 0.01, which represents a strong dependence
of the smart decision on the results of the two types of yield, with the mention that the productive
yield is appreciated as more important by the manager than the yield productive quality, p-value being
lower for the productive yield.

The forecasted distribution over the 95% confidence interval reveals an average error that extends
via 0 (0.0098) and a regression bias that tends to 0 on the uncorrected variant of the standard error
(Figure 5).

For the dependent variable, it is found that the preference over the forecast range is manifested
for the 5–8 (French) varieties, with the exception of the Glosa variety, which shows the preference over
the 30–50% ranges.

Forecast evaluation statistics
Average error 0.0098524
Root Mean Squared Error 2.0112
Absolute Mean Error 1.6426
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Mean Percentage Error −38.886
Mean Absolute Percentage Error 63.212
Theil’s U 1.756
Bias proportion, UM 2.3999 × 10−5

Regression proportion, UR 0.00037398
Disturbance proportion, UD 0.9996

-2

 0

 2

 4

 6

 8

 10

 12

 14

 0  10  20  30  40  50  60

Soy
gorecast

during 95% interval

Figure 5. The forecasted distribution.

The application of the Gaussian rule for the evaluated sample, with a turning point on the
maximum of the curve, at the beginning of the decreasing slope for a p-value less than 0.15 is noted
(Figure 6).

 0

 0,05

 0,1

 0,15

 0,2

 0,25

-6 -4 -2  0  2  4  6

D
e
n
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ty

Dependent variable

Normal statistical test (hi2 =3.805[0.1492])

Dependent variable
N(0,0098524 2,06)

Figure 6. The Statistical test for normality.

Test for residual normality
The null hypothesis: the error is normally distributed
Statistical test: Hi2(2) = 3.80462
with p-value = 0.149223
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The confidence ellipse for the qualitative productive yield compared to the economic yield reflects
a Cartesian disturbance with respect to the level 0 of the intersection of the coordinate axes, determined
by the point with the coordinates (0.002,−46.4) (see Figure 7).

Figure 7. The Confidential ellipse.

This indicates a suboptimal value of the economic yield in relation to the productive yield, which
motivates the managers to refine the markets in order to obtain the economic advantages on the quality
gain obtained from the cultivation of the French varieties and the monitoring of the soil and climate
conditions in order to ensure the optimum quality level. As a result, the distribution is suboptimal,
the highly productive French varieties needing specific conditions to reach the maximum yield.

3. Results

The production technology of wheat seed lots and the results of laboratory analyzes concerned:
number of ears/m2, number of grains/spike/, MMB (g), production kg/ha, moisture (%) and germination
(%). Along the field research, during the wheat vegetation period, the observations were made on
plant development, the degree of twinning, the number of ears/square meter, the number of grains in
the ear for each variety, estimating the production.

Within the technology, the eight varieties were sown, with the SUP 29 seed drill in the second
half of October. In these experiments, the precursor plant was corn for all varieties in the four areas
Gemenele, Tudor Vladimirescu, Rîmnicelu and Movila Miresii. The tillage was carried out immediately
after the corn was harvested. Plowing was done with the plow in the aggregate with a star harrow at a
depth of 18–22 cm, with the incorporation of plant debris and weeds.

Fertilization was performed uniformly with complex fertilizers containing nutrients, for plants
N: P: K, (20-20-0) the most balanced ratio for wheat. The wheat seeds used for sowing belonged to
the C1 Certified biological category, and were treated with the fungicide Celest Star 025FS, against
pathogens that are transmitted through Tilletia sp. (malura), Fusarium sp. (fusariosis) and Ustilago
tritici (embers). Special attention was paid to sowing the eight wheat genotypes Glosa, Litera, Izvor,
FDL Miranda, Sorrial, Solveig, Apache, Avenue, in order to avoid mechanical contamination.

The weed control was carried out with the systemic herbicide Sekator Progress in a dose of
0.10 l/hectare, in the spring in post-emergence. Topsin 70 WDG (1kg/hectare) systemic fungicide
with preventive and curative effect against and treating Erysiphe graminis (Wheat flour), Puccinia
spp. (Wheat rust), Fusarium spp. (Fuzarioza), Helminthori sativum (Tearing of leaves) was treated
against pathogens.

The systemic insecticide Mospilan 20SG s.a. was applied against the pests at a dose of 0.1 kg/hectare.
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A very important work applied to seed lots is the biological purification, which involves
responsibility and consists in removing all not typical plants of the variety from the seed culture, while
maintaining the typicality of the variety. The wheat was harvested on varieties, with the Claas Tucano
320 combine, at a humidity of 14% and with great responsibility to avoid mechanical contamination.

The experimental methodology in the laboratory was complex. In the laboratory, each variety of
wheat was researched, following the elements of productivity but also quality indices. The analyzes
were performed on:

- mass of 1000 grains (MMB), which was determined using SR 6123-1/1999;
- production (kg);
- seed moisture expressed as a percentage (U%), which was determined using SR 6124-1/1999;
- filter germination (BP), expressed as a percentage (G%) determined using SR 1634/1999;
- germination of seeds in Lindhard pots, in a mixture (S) 1: 1 using soil from the four areas,

expressed as a percentage (G%) which was determined using SR 1634/1999.

The results of the laboratory analyzes were processed and represented graphically.
The modeling of the obtained experimental data used the Anova analysis and the “t” Test, in which

it was proposed to identify the existence of soil influences on some wheat varieties, in terms of number
of ears/m2, number of grains/ear, mass of one thousand grains (MMB ), germination (G%), humidity
(U%) and production, by comparing the averages of several samples.

Statistical and graphical analyzes were performed based on the collected data, which highlighted
the existence of differences regarding: number of ears/m2, number of grains/ear, mass of one thousand
grains (MMB), germination (G%), humidity (U% ) and production.

The performance projections were made based on the performed analyzes using the methodology
of highlighting the dynamics of ears/m2, number of grains/ear, yields, mass of one thousand grains,
humidity and germination in each period (2016–2018).

During 2016–2018, all wheat varieties were cultivated on 4 soils (Gemenele, Movila Miresii,
Rimnicelu and Tudor Vladimirescu). The results of the qualitative and quantitative analysis are
presented in Table 4.

From the ranking of the qualitative characteristics for the indicator of seed wheat moisture point
of view can be build a specific diagram (see Figure 8).

 
Figure 8. Diagram of the wheat grain’s humidity/moisture (%).

On the other hand, the seasonal variations influence the maximum production of the Wheat
varieties. The disparities related to this indicator are presented in Table 5.
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Using the production indicator kg/ha, the dedicated diagram becomes (see Figure 9):

 
Figure 9. Productivity diagram (thousand kg per ha).

During the analyzed period 2016–2018, the total production related to the wheat varieties varied
according to data in Table 6.

Using the productive classification for the production indicator (kg), the dedicated diagram will
be (see Figure 10):

 
Figure 10. Production diagram (kg).
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The efficiency of the smart economic decision was tested on the marginal distribution of the
maximum values calculated by the economic efficiency indicator I2 = η (Q * P, U, G) for each of the
8 analyzed varieties and is proved by the normal distribution test R2 = 43%. This is an asymmetric
distribution of the Romanian varieties under the trend axis (type 2 polynomial): y =−5.6189x2 + 114.35x
+ 986.05 and of the French varieties above, with polarization at maximum point for the SORRIAL
variety (see Figure 11).

 
Figure 11. Economic efficiency diagram; Source: authors’ contribution.

The standard deviation is 238.38, respectively 14% of the maximum value of the economic
efficiency of the SORRIAL variety.

The above analysis supports the smart decision regarding the implementation of the economic
sustainable model for wheat seed production not only in Romania.

4. Discussion

The smart sustainable decision based on the above presented algorithm in the methodology
chapter is based on all 3 main aspects: ensuring the market needs by optimizing the produced
quantities; satisfying the demand by ensuring the quality of the delivered product; and maximizing
the economic efficiency by obtaining the maximum possible economic efficiency under the competitive
market’s conditions.

The working hypotheses have shown that there is a direct dependence relation between the
quantitative factor and the smart decision punctuated in the model by obtaining a minimum p-value
quota (hypothesis H1), with the mention that the technical-productive baggage of the seed material
represents the reference for obtaining a smart decisions. In this context, the satisfaction of the qualitative
demand represents the basic component in the perpetual assurance of the demand, having a loyalty
role, a role that the managers are obliged to take into consideration when building the smart decision.

The impact of soil and climate conditions indicators on the humidity and germination of the seed
material is very high for the cereal productions. As a result, in some cases, there is a gap between the
quantitative decision and the qualitative decision manifested by increasing the p-value amplitude and
moving the decision point according to the soil and climate conditions and maximizing the yields from
the Sorial variety, cultivated on the 2nd class land with pH = 6.9 neutral, to the Sorial variety, cultivated
on class AA land, with pH = 7.4 weak alkaline but in more favorable soil and climate conditions
(see the Appendix A). This gap demonstrates H2 and H3 hypotheses.

The aspects related to the production traceability reflect the fact that some indigenous varieties
are tested for specific soil and climate conditions and are often easier to exploit than the imported



Sustainability 2020, 12, 4182

varieties that require monitoring of the soil and climate conditions and adjustments of the treatment
during the storage period through specific storage maneuvers (H4).

The assisted economically smart decision moves the critical pole on the fruition of the competitive
advantage and disseminates the managers’ options for export to the markets where the price supports
the quality of the product (H5).

Throughout the entire chain analyzed when this article was writing, it was found that ensuring the
market demand represents the first objective of the managers in the sense of ensuring the production
capacity and the adequate storage spaces, the subsequent decisions regarding the quality and the
economic efficiency being assisted by specific operations. There are maneuvers performed during
storage that maintain the quality of the product but increase costs. In order to ensure the economic
efficiency, the Option and Future contracts are used on commodity exchanges to ensure the efficient
distribution and sale of production (H6).

5. Conclusions

Following the analysis, there was a special interest expressed by the researchers and the business
environment for obtaining a smart decision under sustainability conditions. Taking into consideration
the analyzed process, namely the production process for cereals from indigenous and from imports
varieties with high productive performances, we consider that the sustainable aspects target the entire
production and the distribution chain because higher economic returns can be obtained by reusing
cereal wastes (even that there are not quantified in the model) an aspect that complements optional
smart decision based on a mix of productivity and economic efficiency.

The authors have developed a new model based on the principles of sustainable economy, which
offers managers the option of a smart decision in variable socio-economic conditions, being all the
more applicable as the current economic and social inflections generated by climate change and the
global health crisis shows strong influence in the food sector and not only.

This study is necessary for the academic environment, because by economic modelling,
the structure gives a smart decision model, starting from the already carried out in the domain
research, which did not identify a similar model, but especially the business environment, which shows
a real interest for optimizing managerial decisions in terms of productivity and economic efficiency on
a sustainable basis.

The proposed model has no obvious limitations (other indicators can be added to this model,
according to the economic reality). We believe this new indicators, especially economic ones, can be
used in order to sustainably support the smart decision.
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Appendix A

Year Holding Soil PH Soy Nsp Nb Q MMB U G η(Q) η(Q,U,G) η(Q*P,U,G)

2017 1 3 4 1 432 34 6683 45.5 12.9 98 1.00282683 1.053971 1091.77167
2017 1 3 4 2 424 34 6473 44.9 13 93 0.97229077 0.97229077 975.513912
2017 1 3 4 3 472 32 6373 42.2 12.7 92 0.96442481 0.95767384 946.004585
2017 1 3 4 4 430 32 5724 41.6 14 94 0.8669102 0.8669102 769.140065
2017 1 3 4 5 467 30 6024 43 13 95 0.91222687 0.93047141 868.799764
2017 1 3 4 6 410 32 5812 44.3 13.2 98 0.87345115 0.91537681 824.626349
2017 1 3 4 7 421 30 6062 48 12.8 97 0.90811416 0.94625496 889.110622
2017 1 3 4 8 456 34 6184 39.9 12 95 0.92843508 0.95628814 916.621304
2017 1 3 4 1 419 34 6482 45.5 13 98 0.96387719 1.01207105 1043.07888
2018 1 3 4 2 432 34 6301 42.9 12.4 97 0.93984301 0.98307579 984.903323
2018 1 3 4 3 489 34 6966 41.9 11.7 96 1.03916209 1.08384606 1200.46139
2018 1 3 4 4 470 30 5569 39.5 13 96 0.8428058 0.86808997 768.668493
2018 1 3 4 5 603 30 7380 40.8 11.8 94 1.10995887 1.13437797 1331.10179
2018 1 3 4 6 504 32 6951 43.1 12.6 94 1.03924064 1.05379001 1164.6582
2018 1 3 4 7 521 30 7282 46.6 12.4 97 1.0886145 1.13869077 1318.41945
2018 1 3 4 8 596 32 7590 39.8 11.8 94 1.14386507 1.1690301 1410.79721
2017 2 2 1 1 446 34 6505 42.9 12.4 99 0.97496033 1.03930771 1047.90799
2017 2 2 1 2 419 32 5765 43 12.8 94 0.86727108 0.87767833 784.271416
2017 2 2 1 3 477 32 6564 43 12.2 96 0.98427474 1.02167718 1039.47479
2017 2 2 1 4 461 32 6211 42.1 13 96 0.93257925 0.96055663 924.732667
2017 2 2 1 5 614 30 7792 42.3 13.4 98 1.17238209 1.22631167 1481.09018
2017 2 2 1 6 434 32 5875 42.3 13.8 94 0.88438046 0.88614922 806.949635
2017 2 2 1 7 460 34 7038 45 12.8 98 1.04788033 1.10237011 1202.56453
2017 2 2 1 8 408 32 5366 41.1 12.4 95 0.8084866 0.82950725 689.926065
2017 2 2 1 1 467 34 6796 42.8 12.2 97 1.01160332 1.06016027 1145.57103
2018 2 2 1 2 470 34 6887 43.1 12.2 96 1.02508121 1.0640343 1165.15267
2018 2 2 1 3 491 34 7095 42.5 12 96 1.05767846 1.0999856 1240.89926
2018 2 2 1 4 472 32 6343 42 12 98 0.95199216 1.00911169 1017.72648
2018 2 2 1 5 662 30 8262 41.6 13.2 96 1.24402553 1.27885824 1679.98236
2018 2 2 1 6 618 32 7930 40.1 13 96 1.20026431 1.23627224 1558.77858
2018 2 2 1 7 614 30 8086 43.9 12.8 94 1.22901024 1.24375836 1599.06779
2018 2 2 1 8 579 32 7578 40.9 11.8 92 1.1606627 1.16298403 1401.28178
2017 3 3 2 1 449 34 6549 42.9 13.2 98 1.00151488 1.0495876 1065.43112
2017 3 3 2 2 429 36 6532 42.3 13.6 96 0.99648335 1.02039895 1033.11312
2017 3 3 2 3 432 34 6477 44.1 13.8 98 0.98907924 1.03062057 1034.67606
2017 3 3 2 4 430 32 5986 43.5 12.8 96 0.91842317 0.94781272 879.409072
2017 3 3 2 5 477 32 6700 43.9 13.2 94 1.02416601 1.03235934 1072.10517
2017 3 3 2 6 444 30 5927 44.5 12.8 99 0.91041516 0.9668609 888.240606
2017 3 3 2 7 430 32 6054 44 13 94 0.9235459 0.93278136 875.294042
2017 3 3 2 8 513 34 7081 40.6 13.6 98 1.0779267 1.12535548 1235.13953
2017 3 3 2 1 469 34 6825 42.9 12.8 98 1.03911422 1.09314816 1186.25706
2018 3 3 2 2 434 34 6183 42.3 12.6 97 0.9447281 0.98629613 969.624771
2018 3 3 2 3 474 34 6978 44.1 13.2 98 1.06114653 1.11208156 1233.85672
2018 3 3 2 4 435 32 6041 43.5 12.6 97 0.92537896 0.96609563 927.953211
2018 3 3 2 5 654 30 8220 43.9 13 93 1.262339 1.262339 1649.85183
2018 3 3 2 6 580 30 6870 44.5 12.6 93 1.07539852 1.07970011 1179.38882
2018 3 3 2 7 551 32 7599 44 11.8 90 1.18144832 1.16018225 1401.77976
2018 3 3 2 8 526 34 7225 40.6 13.2 90 1.13613272 1.09977648 1263.39572
2017 4 3 3 1 419 36 6652 44.1 13.8 99 1.04615986 1.10056017 1134.74357
2017 4 3 3 2 413 36 6453 43.4 13.6 98 1.0193479 1.0641992 1064.42801
2017 4 3 3 3 415 34 5983 42.4 14 97 0.95159482 0.98014266 908.949997
2017 4 3 3 4 425 32 5725 42.1 12.8 96 0.91165235 0.94082522 834.86478
2017 4 3 3 5 560 30 7022 41.8 13.4 97 1.11525377 1.15540291 1257.55208
2017 4 3 3 6 430 30 5495 42.6 13.8 98 0.88183105 0.91886795 782.622808
2017 4 3 3 7 509 32 7264 44.6 13.8 96 1.14304188 1.1681888 1315.28714
2017 4 3 3 8 384 32 4927 40.1 12.6 93 0.79490515 0.79808477 609.485364
2017 4 3 3 1 435 36 6749 43.1 13.2 97 1.0480941 1.08792167 1167.43896
2018 4 3 3 2 407 36 6300 43 12.8 98 0.98612123 1.03739953 1039.16311
2018 4 3 3 3 417 34 5969 42.1 12.6 96 0.93748427 0.96935874 919.990269
2018 4 3 3 4 422 30 5266 41.6 12 95 0.82557282 0.85034001 711.984584
2018 4 3 3 5 552 32 8002 45.3 13 95 1.18961176 1.21340399 1543.83574
2018 4 3 3 6 435 28 5042 41.4 12.8 96 0.81524067 0.84132837 674.474442
2018 4 3 3 7 484 32 6628 42.8 12.2 90 0.97036846 0.94902035 1000.12699
2018 4 3 3 8 513 34 6977 40 12 90 0.99628657 0.97636084 1083.11906
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Where: PH—soil acidity scale; Nsp—average number of ears per square meter; Nb—average
number of grains in wheat; Q—production; MMB, U—moisture function; G—germination
function; η(Q)—the productive yield; η(Q,U,G)—the qualitative productive yield; η(Q*P,U,G)—the
economic efficiency.
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Abstract: The current principles of doing business differ radically from those that were applied a
few years ago. Global economic crises have shown that business must have a more social character.
This gave rise to the creation of management solutions that would guarantee the satisfaction of a
wide range of corporate stakeholders. In this context, ideas based on social potential began to emerge.
As a consequence, the concept of social business models was born, accompanied by an attempt to
search for the best business models possible in order to build the appropriate configuration of their
components. According to the authors, an attribute of trust may be such a component based on which
effective social business models can be built. As water supply companies are social enterprises, they
have become the object of scientific research in this case. The purpose of the article is to determine
the position of trust in the construction and application of social business models of water supply
companies. The scope of the article includes scientific research into water supply companies in the
most industrial region of Poland, Upper Silesia, with the most extensive and dense water supply
network in the country. In this article, the AHP (analytic hierarchy process) method was used to
conduct research. The aim of the analysis was focusing on the issue of trust as a key factor in shaping
the social business model of the company. In the questionnaires, respondents were asked to answer
questions on the following issues: trust-based organizational behavior at the company; trust-based
social capital at the company; trust-based relationships at the company; trust-based processes and
activities at the company; trust-based risk at the company; and the trust-based business model at
the company. The adopted logic of the scientific argument conducted indicates that trust and its
place and role in the social business model of a water supply company have a significant impact
on the social and economic performance of the water supply company, and as a consequence, on
increased social responsibility towards stakeholders as well. Trust even stabilizes the organization
and its business model; it is also a value catalyst and neutralizes the potentially negative impact of the
organization on other entities gathered around it. Trust as a stabilizer can also affect the consistency
and scalability of the social business model of a water supply company.

Keywords: trust; social aspects; business model; water supply industry

1. Introduction

Today’s mechanisms of modern business are diametrically different than those of a few years
ago. In modern management, so-called soft success factors have begun to play a special role.
This approach was triggered by many aspects related to the change of approach to the economy,
where on the one hand, social expectations began to be appreciated, and on the other hand, digital
transformation started to dominate, which led to new perspectives for the development of modern
companies. Companies wishing to achieve high performance had to open themselves up to being a
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multidimensional cooperation. The principles of doing business such as total competition ceased to be
the only determinants of organizational success. A strong need to build mutual relationships emerged
so that transactions in which a wide range of stakeholders were the recipients could be concluded.
Therefore, such business attributes that would make mutual business relationships credible and that
would give value to various types of business actors were sought. As a consequence of such strategic
thinking, the use of trust in business emerged. The concept of trust gained importance especially in
sectors that were purely focused on relational links, of which the water supply industry is undoubtedly
one such sector. Companies that create it, especially those that supply water to the inhabitants of cities
and municipalities, are so-called hybrid companies, which simultaneously pursue economic and social
goals. In order to be able to achieve them, water supply companies began to build social business
models whose key objective is to achieve economic goals while fulfilling the social expectations of their
main stakeholders. Thus, the social business model became a tool for generating value for stakeholders,
a platform for logical, socially and economically justified business, and a conversion of payments into
sustainable profits. From such a cognitive perspective of understanding this business, an important
scientific problem has arisen to be solved; namely, what attribute or component of the social business
model is most significant in terms of the achievement of high performance by water supply companies?
Therefore, the authors decided to investigate whether trust is such a component of the social business
model of water supply companies. As a result, the following question was asked: what is the place
and role of trust in the conceptualization and operationalization of the social business models of water
supply companies?

In view of the above, a significant scientific gap emerges, insofar as there is no extensive scientific
research related to defining trust as an important component of the social business model of water
supply companies. This applies above all to building a business model in terms of its configuration,
where trust is one of its components. Interfaces between trust and other components of the social
business model are also becoming crucial. The defined scientific gap also refers to determining the
impact of trust embedded in the business model on the high performance of water supply companies.

In this case, the authors understand high performance as results achieved in both economic and
social terms in accordance with the principles of responsibility and accountability. The social business
model is understood as a specific combination of components that fill its canvas, which ensures the
impact of the business model on social and economic aspects. Such a model is capable of monetizing
and creating social values for key actors enjoying various benefits of this business model. From this
perspective, a significant scientific problem needing to be solved emerges from the scientific gap;
namely, determining the importance and hierarchy of trust in the social business model of water
supply companies.

According to this interpretation, trust can be understood through the prism of different
requirements for business and the economy. Trust can be used as a factor in organizational behavior; it
can also be used to build social capital and mutual relationships between stakeholders. It can also be
implemented as an element of processes, a risk-limiting factor and as a component of a business model.

The purpose of the article is to determine the position of trust in the construction and application
of the social business models of water supply companies. The scope of the article includes scientific
research into water supply companies in the most industrial region of Poland, Upper Silesia, with the
most extensive and dense water supply network in the country.

2. Trust as an Important Attribute in Management: The Critical Literature Review

The principles of today’s strategic management of companies are changing dynamically in the
eyes of many contemporary managers. Hard key success factors have become insufficient for the
holistic, comprehensive system of making business decisions under the conditions of strong community
pressure, their ever-increasing expectations in relation to the new business dimension, market pressures
and risks. Hence, the questions arose of what attribute of import in the economy and business can be
strengthened by a message the market of generating new value propositions, and how one is to build
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mutual inter-organizational and interpersonal relationships in the sphere of modern management. It
seems that trust can be an attribute that links many important areas of management. In attempting to
review the scientific literature on trust, attention should be paid to the unambiguous definition of this
concept, which can be viewed from many different economic, social, sociological, philosophical and
other perspectives. It is also related to the fact that after entering the word “trust” in the Google search
engine, there are as many as 1,870,000,000 results, which indicates the multidimensional use of this
word in many areas of life and other spheres of existence [1]. The occurrence of “trust” keywords was
analyzed by means of two huge databases provided by the Scopus and ProQuest portals. Scopus is a
database of abstracts and citations from peer-reviewed publications, such as journals, scholarly books
and conference proceedings. The analysis of the data available on the portal enables a comprehensive
review of the global results of scientific research in the fields of exact sciences, technology, medicine,
social sciences, art and the humanities. However, ProQuest’s extensive resources and tools support
research and learning, publishing and dissemination, as well as the purchasing, management and
discovery of library collections. At the beginning, the word “trust” was examined using a data set in
the ProQuest database. The database contains the following peer-reviewed sources:

- Scholarly journals;
- Conference articles and materials;
- Journals;
- Trade journals;
- Scholarly works.

The rationale for choosing these two databases as the basis for keyword analysis was the fact
that they are two of the largest scientific databases in the world. Scopus is the largest database of
abstracts and citations from peer-reviewed publications: journals, scholarly books and post-conference
proceedings. It provides a comprehensive overview of global research results in the fields of exact
sciences, technology, medicine, social sciences, arts and humanities; it also offers intelligent tools
for tracking, analyzing and visualizing research results [2]. ProQuest is involved in supporting
researchers and librarians around the world. The company’s asset portfolio—including content,
technology and thorough specialist knowledge—ensures better research results for users and greater
efficiency for libraries and organizations that serve them [3]. In the opinion of the authors, they are
representative for determining key issues and their development against the background of the concept
of management sciences.

When analyzing bibliometrically collected results from 2010 to 2017, we found a cyclical increase
in results that include the term “trust” (Figure 1). It was only in 2018 that the occurrence of the concept
decreased (21,923 results).

Scopus also reported the increased occurrence of the term “trust” over the years. In 2010, it was
used 8187 times, increasing in subsequent years to 13,692 in 2018. The data analysis took into account
all the existing scientific fields and types of documents appearing in the database (articles, conference
papers, reviews, chapters, notes, conference reviews, editions, books, surveys, letters, reports, etc.).
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Figure 1. Number of occurrences of the word “trust” in the ProQuest and Scopus databases. Source:
own study based on [4,5].

A critical review of the literature was used as a research method. The critical review of the
literature should be treated as a synthetic, objective and reliable summary of a specific theoretical
area [6]. The process of a critical review of the literature consists of: (1) the identification of published
and unpublished papers on the subject of interest to the researcher (the process of collecting literature);
(2) the evaluation of separate works in terms of the problems raised therein and the solutions; and
(3) the documentation of the actions undertaken (research report) [7–9]. Such logic allows not only for
the proper selection of the literature, but above all it reduces the risk of errors related to the correct
inference resulting from the results of scientific research. This solution was adopted for the critical
review of the literature in the field of trust.

It is important to note that trust can be viewed from many perspectives. However, there are various
perspectives of the concept of trust in terms of the strategic business model component, which is particularly
highlighted by the authors. Such consideration of trust gives it special significance in the context of
creating social and economic values which affect the overall high performance of the organization.

Trust can be understood as a mechanism of social solidarity in post-industrial and network
societies, based on monitoring the integrity of the other person in an open and continuous manner [10],
among others. Trust can also be seen as a kind of calculation [11]. It is also defined as an “informal norm”
that reduces the costs of economic transactions that supervise the conclusion of contracts, the settlement
of disputes and the enforcement of formal agreements [12]. Trust is used to reduce conflicts and risk in
transactions, strengthen satisfaction and increase partner involvement in exchange [13]. It is said that,
in social sciences, trust is an infinite process [14]. Trust absorbs uncertainty and complexity, which
are inherent in business and social relationships [15]. Trust is important in order to understand the
world, the functioning of entities, decision-making processes and social relationships [16]. The positive
opinions of other people are conducive to building trust [17]. Paliszkiewicz sees trust as the belief
that another party: (a) will not act in a way that is harmful to the trusting firm, (b) will act in such
a way that is beneficial to the trusting firm, (c) will act reliably and (d) will behave or respond in a
predictable and mutually acceptable manner. Trust can be seen as a bridge between past experiences
and the anticipated future [18]. Trust is not static; it is a dynamic process that evolves according to the
development of the relationship [19].

Knowledge-based trust relies on information rather than deterrence [20]. Trust alters the perceived
risks of opportunistic behavior and the choice of a preferred governance structure, leading to a marginal,
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substitutive effect of trust versus formal governance ex ante to the formation of an alliance [21]. Trust is
the degree to which a person is willing to attribute good intentions to others and believe in the words
and actions of other people [22]. Trust is also a mutual conviction that none of the parties will take
advantage of the weaknesses of the other party [23]. Nowadays, trust is treated as a social aspect of a
relationship that can be actively shaped by various entities [24]. According to F. Fukuyama, trust is
a mechanism based on the assumption that other members of a given community are characterized
by “honesty and cooperative behavior based on commonly shared norms” [25]. Trust is used to
determine personality traits and beliefs, as well as in relation to social structures and behaviors [26].
Baier believes that “trust is reliance on others’ competence and willingness to look after, rather than
harm, things one cares about which are entrusted to their care” [27]. Trust is a hybrid phenomenon that
is somewhere between calculation, predictability, good will and voluntary exposure to risk that the
trusting party may fail [28]. Trust can be regarded as an organizational principle; i.e., a way of solving
the problem of interdependence and uncertainty, a kind of heuristic that allows for the interpretation
and representation of information and a criterion for choosing appropriate behaviors and routines
in coordinated activities [29]. Trust is the foundation of social interactions; it is a valuable resource
in organizational and interpersonal relationships [30]. Trust is often a specific expectation. We want
someone else to be an opportunist in words, deeds and decisions [31]. Trust is also “an attitude based
on the past, but extending to the future” [32]. To trust means to believe and expect that a partner of a
relation will act in support of the common interest [33]. Institutional trust concerns general organization
and company management. It includes factors such as technologies, procedures, systems, resolutions,
key goals and vision, competences, policy and justice [34]. Trust can be vertical or horizontal. Vertical
trust refers to the relationship between the superior and the subordinate, characterized by asymmetry
and dependence in terms of promotion, increased salary or work safety [35]. Horizontal trust is the
belief that employees’ actions can be relied on [36].

To sum up the review of the concept of trust, it is important to pay attention to the multidimensional
understanding of trust in management sciences and beyond. In this approach, the authors consider
trust a key attribute of the social business model, and even state that it is a trust-based social business
model. In this interpretation, trust is a component of the business model and is also its key attribute.
Trust also interacts with other components of the social business model in many ways. Thus, trust
is defined here as a component of the business model that enables and facilitates the construction
of a social dialogue platform for determining the impact of the business model on achieving high
social and economic performance. For this reason, an examination of trust and its significance in the
configuration of the business model was undertaken.

In this context, an important element which justifies the adoption of such logic is a list of definitions
of trust with reference to the attributes highlighted in its definitions, which ensure the possibility
of determining the structure of scientific research. Table 1 (below) was a substantive platform for
constructing the research model in this article.

Table 1. Presentation of selected definitions of trust in relation to its individual attributes.

No. Author Definition of Trust Attribute

1. Simmel, 1975 [37] Trust falls between the knowledge and the ignorance of man. Thus, it is a
hypothesis about his behavior. Behavior

2. Hardin, 1988 [38]

- Trust consists of three elements:
- a person who trusts,
- a person who is trusted,
- the relationship between these people, that is, A trusts B to do X.

Trust is a relational phenomenon, that is, it always refers to the relationship
between specific entities.
Trust is an alternative to credibility which, ensured by various social
solutions, institutions or standards, allows one to take actions based on
confidence rather than trust.

Relationships,
Credibility
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Table 1. Cont.

No. Author Definition of Trust Attribute

3. Putnam, 1995 [39]
Trust is an element of social capital that “refers to features of a social
organization such as trust, norms and networks that can improve the
efficiency of society by facilitating coordinated actions.”

Social capital

4. Lewicki and
Bunker, 1996 [20]

Trust is based on the calculation of costs and benefits, i.e., one of the parties
will not pursue its own interest at the expense of the partner. Benefit

5. Fukuyama, 1997
[25]

Trust depends on the recognition of norms and values commonly shared by
the group, as well as the sacrifice or postponement of satisfying your needs
for the benefit of the group.

Sacrifice

6. Inglehart, 1997 [40];
1999 [12]

Social trust is examined in three dimensions:
- vertical—public (in relation to various types of institutions)—it is rational,
and changes quickly and in a predictable way as a result of new experiences
- horizontal, private,
- horizontal, generalized.
Social trust, which is determined by expectations and feelings of a moral
nature, is more difficult to achieve, because cultural changes are much
slower.

Experiences

7. Williams, 2000 [41]
Distributed trust occurs between people who are separated by relatively
large social distance. Interpersonal trust occurs between specific
individuals.

Relationships

8. Putnam, 2000 [42]

General (generalized) trust is a second level of social capital, so-called
bridging trust. It exists in external networks comprising people from
different groups. Generalized trust is one of the dimensions of the so-called
social trust, which is the basis of institutional trust.

Open group

9. Szreter and
Woolcoc, 2004 [43]

The first level of trust binding social capital presents strong social networks,
connects people who already know each other and have personal (private)
trust. They can be combined into closed groups, excluding other
individuals.

Closed group

10. Giddens, 2009 [44]

Passive trust is “based on the acceptance of symbols of power established
by custom or tradition.” Active trust, which is a mechanism of social
solidarity in post-industrial and network societies, is “based on monitoring
the honesty of the other person in an open and continuous manner.”

Symbol,
Honesty

11. Botsman and
Rogers, 2010 [45]

Trust which is present in the sharing economy is a specific counterpart to
money in transactions within the sharing economy, because failure to
perform the contract results in a loss of trust, which in turn will limit or
even eliminate the possibility of participating.

Equivalent of
money

12.

Tanz, 2014 [46];
Grabner-Kräuter

and Kaluscha, 2008
[47]

Trust in the sharing economy is characterized by the following:
- lack of interpersonal contacts at the initial stage, i.e., making decisions on
sharing,
- direct interactions do not accompany transactions,
- indirect relationships play an important role in the virtual community,
- includes actual participation.

Relationships

13. Rifkin, 2016 [48] Trust is a key feature of the sharing economy (...). The sharing economy
functions more on social trust rather than anonymous market forces Sharing

14. Kamal and Chen,
2016 [17]

Trust in the sharing economy carries the risk of financial losses (e.g., in
e-commerce transactions), but also the risk of physical harm or risk to one’s
life. Trust in relation to users on internet platforms is built on the basis of
opinions of other users, each additional piece of information and a
complete profile of a given person.

Risk,
Relationships

15.
Mazzella and

Sundararajan, 2016
[49]

Trust (and credibility) built among Internet platform users includes a
combination of several elements that make up the D. R. E. A. M. S.
framework:
- declaring personal information (name, surname or photo) in the profile
(Declared);
- rating and opinions of other users (Rated);
- financial commitment ahead of the completion of the service (Engaged);
- recording the level of user activity on the platform (Active);
- content verification and limiting public change (Moderated)
- connecting the profile with other accounts on social networks, e.g.,
Facebook, LinkedIn (Social).

Credibility

Source: own study.
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When making a broad summary of the definitions presented, it is primarily important to look at
them in a holistic manner, which ensures the development of one’s own cognitive thoughts, in turn
creating descriptive factors that will also allow for the determination of the principles of scientific
research into this issue. In addition, the scientific analysis of the content in these definitions should
enable accurate scientific conclusions which synthesize this issue in strategic, tactical and operational
terms. Therefore, the authors define trust as a key attribute of the social business model considered in
two dimensions:

1. In terms of the object: as a factor which determines the structure of the social business model,
which enables a configuration that ensures high performance in both social and economic terms.

2. In terms of the subject: as a platform for communication and mutual dialogue between
organizational stakeholders

The scope of trust, therefore, includes these two dimensions, which should be considered and
used simultaneously.

The critical review of the selected definitions of the concept of trust unambiguously shows that this
concept is understood and interpreted in many ways. This definitely hinders the scientific processes of
reasoning. However, some generalizations can be made by classifying key words describing the issue
of trust.

3. A Business Model as a Key Ontological Entity in Strategic Management: Critical
Literature Review

The concept of a business model in strategic management is currently one of the most frequently
explored issues in the context of other areas, especially the high performance of companies and their
competitive advantage in a very difficult economy. During the critical review of the literature on the
concept of the business model, similar methodological solutions were used, as in the description of the
concept of trust in the previous section of the article. When entering the term “business model” in the
browser, this phrase appears in approximately 6,880,000,000 results [50]. Analyzing the occurrence of
the term “business model” bibliometrically in the ProQuest database, it can be noted that, from 2010 to
2017, an increased occurrence of the above term was observed (Figure 2). It declined to only 37,122
items in 2018.

Figure 2. Number of occurrences of the phrase “business model” in the ProQuest and Scopus databases.
Source: own study based on [4,5].
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The situation is similar when it comes to the concept of the “business model” in the Scopus
database. The occurrence of the term has increased over the years. For example, in 2010 there were
19,009 related search results, while in 2018 it was recorded in 28,074 search results.

In such an interpretation, a multidimensional and logically justified critical review of literature
in the field of the concept of the business model should be undertaken, as there are many different
definitions, approaches and perspectives.

It is related, among others, to high dynamics in strategic management mechanisms. Today, the
success of an organization and its ability to operate continually is not only determined by strategy, but
also the business model, its components and attributes and its ways of monetization and socialization.
Monetization ensures the delivery of money streams to the organization and socialization ensures that
its reputation and brand are built and maintained. The business model is, inter alia, “an architecture
for the product, services and information flows, including a description of the various business actors
and their roles; a description of the potential benefits for the various business actors; and a description
of the sources of revenue” [51]. A business model “depicts the content, structure and governance of
transactions designed so as to create value through the exploitation of business opportunities” [52].
A business model “creates a heuristic logic that connects technical potential with the realization of
economic value” [53]. The business model “is a reflection of the company’s strategy” [54]. “A business
model is a simplified and aggregated representation of the relevant activities of a company. It describes
how marketable information, products and/or services are generated by means of a company’s
value-added component. In addition to the architecture of value creation, strategic as well as customer
and market components are taken into consideration, in order to achieve the superordinate goal of
generating, or rather, securing the competitive advantage” [55]. The general business model consists
of four components in the form of a “magic triangle”:

1. Customer—who are our target customers?
2. Value proposition—what do we offer our customers?
3. Value chain—how do we manufacture products?
4. Profit mechanism—why is it profitable? [56]

A business model is a simplified representation of a profit-aimed venture, consisting of its essential
elements and their interconnections [57]. “[Business models] are, at heart, stories that explain how
enterprises work [and answer the following questions]: Who is the customer? And what does the
customer value? It also answers the fundamental questions every manager must ask: How to make
money in this business? What is the underlying economic logic that explains how we can deliver
value to customers at an appropriate cost?” [58]. At the most basic level, the business model is defined
only in terms of the company’s economic model. The concern is with the logic of profit generation.
“Relevant decision variables include revenue sources, pricing methodologies, cost structure, margins
and expected volumes” [59]. “Business models have a multivalent character as models. They can
be found as role models that might be copied or presented as nutshell descriptions of a business
organization: simplified, short-hand descriptions equivalent to scale models. We can think of them
not only as capturing the characteristics of observed kinds in the world (within a taxonomy), but also
as abstract ideal types (in a typology)” [60]. “A business model describes the rationale of how an
organization creates, delivers and captures value” [61]. The concept of the business model “generally
refers to the articulation between different areas of a firm’s activity designed to produce a proposition
of value to customers. Two different uses of the term can be noted. The first is the static approach—as
a blueprint for the coherence between core business model components. The second refers to a
more transformational approach, using the concept as a tool to address change and innovation in the
organization, or in the model itself” [62]. “The business model expresses the logic, the data and other
evidence that support a value proposition for the customer, and a viable structure of revenues and costs
for the enterprise delivering that value” [63]. The business model “makes visible how the company
acquires and uses different forms of capital (physical, financial and intellectual) to create value.” (p. 243)
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“The concept is holistic, multi-level, boundary-spanning and dynamic” [64]. “In broad terms, a business
model can be defined as having three constituent elements: the value proposition that defines how
products and/or services are presented to consumers (i.e., how value is captured), the value network
that defines how the business is articulated with other businesses and internally (i.e., how value is
created) and the context of regulations, incentives, prices, government policy, etc. (i.e., how value is
situated within the wider socio-economic framework)” [65]. “The business model is a description of
an organization and how that organization functions in achieving its goals” (e.g., profitability, growth,
and social impact [66].) The definitions of the business model presented above illustrate the complex
nature of the issue that can be implemented in many areas and perspectives. They give, however,
a certain form of interpretation allowing for the capture of those components that allow for proper
scientific inference, as well as practical decision making in the real conditions of the economy.

The summary presented aimed primarily to demonstrate the dynamics of the development of the
phenomenon of the business model in management sciences. This is particularly important in relation
to the business model as an ontological entity, especially in strategic management. Due to the fact
that the business model can be, among others, presented subjectively and objectively, the number of
phrases which appear is very large. These dynamics are also important because of the demonstration
of the strength of the business model’s impact on many areas of the organization’s functioning, as well
as the degree of exploration and exploitation of this concept by management theorists and practitioners.
It is also worth referring to the fact that currently the business model and its capabilities and ability to
monetize and create social and economic value determine the dynamics of the organization which
functions in a network environment.

4. A Business Model and a Social Business Model: An Interpretive Approach

In order to be able to better justify the logic of the adopted scientific argument pertaining to social
business models, it is important to show selected approaches between the business model and its
specific construction, which is the social business model.

The classical approach to business models classifies business models in static and dynamic
terms. In static terms, it can be understood as the architecture of the flow of products, services
and information [51]; it also depicts the content, structure and governance of transactions designed
to create value through the exploitation of business opportunities [52], creates heuristic logic that
connects technical potential with the realization of economic value” [53], a system of interdependent
activities that transcends the focal firm and spans its boundaries [67], and a simplified and aggregated
representation of the relevant activities of a company [55]. In dynamic terms, the business model can
be understood as a change in the perceived logic of value creation by a corporation [68]; initiatives
aimed at creating new value by questioning existing industry business models, roles and relationships
in certain geographical market areas [69]; and a small adjustment process consisting of voluntary and
emerging changes between permanently connected key components [62]. Business models can also be
viewed from both a subjective and an objective perspective. In subjective terms, the key to choosing a
business model is the way of embedding it in the value chain; e.g., as an operator, integrator, conductor
and distributor. For example, a networked business model describes how a strategic business network
creates value. The development of new technologies requires new skills and resources; therefore, in
addition to innovators and manufacturers, many other actors, such as suppliers, users, distributors
and others are linked together in a network of functions, activities and actors [70]. In objective terms,
the key to interpretation is the configuration of the business model and its interfaces. Configuration is
important when business models need to be modified. Very often, the change takes place at the level
of the value chain, the modifications of which are forced by trends in the sector or industry [71].

Table 2 presents several types of business model decomposition using a component approach.
They are essential for the process of the flexible design of business models [71].
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Table 2. Examples of solutions in the sphere of business model decomposition.

Operator Graphical Representation Definition

Splitting Splitting the business model component into at
least two new components of the model

Substituting Substituting the business model element with
another component performing the same tasks

Augmenting Establishing a new component (new
components) of the business model

Inverting Changing certain features to features that are
opposed to them

Porting Removing a component to narrow down the
business model function

Porting Transferring a business model component (or
the entire model) from one domain to another

Solid lines: components and connections
Dashed lines: components and connections removed from the model

Double lines and gray figures: new components and new links introduced to the model

Source: [72].

As part of the solution presented in Table 2, the examples of actions serving the decomposition
of the business model can be distinguished. These include inserting new components into the
business model architecture, replacing one component of the business model with another, and model
reconfiguration (changing a larger number of components), as a result of which other options are also
radically changed. In addition, the design and decomposition of the business model are based on the
following formulas for shaping them: splitting, substituting, augmenting, inverting, excluding and
porting [72].

As the configuration approach is particularly emphasized in relation to this article in particular,
the key definitions of the business model are presented below in Table 3 with the main term in relation
to configuration management.
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Table 3. Key definitions of the business model together with the presentation of the main term in
relation to configuration management.

Source Definition of the Business Model

Main Term in
Relation to

Configuration
Management

Timmers, 1998 [51]

The business model is the “architecture of products, services and information
flows, including a description of the various business actors and their roles;
description of potential benefits for various economic entities; description of
sources of income” (p. 4)

Architecture

Amit and Zott, 2001
[52]

“A business model depicts the content, structure and governance of transactions
designed so as to create value through the exploitation of business
opportunities.” (p. 493)

Structure

Finnie, 2000 [73]

“The main components of the business model [are] customer interface, core
strategy, strategic resources and value network. These basic components are
linked by three, bridging components: customer benefits, configuration of
activities and company boundaries” (p. 10)

Interface

Chesbrough and
Rosenbloom,

2002 [53]

The business model is “heuristic logic that connects technical potential with the
realization of economic value” (p. 529). “The business model provides a coherent
framework that uses technological characteristics and potential as input and
convers them through customers and markets into economic outputs” (p. 532)

Framework

Hawkins, 2002 [74]

“In other words, the business model describes how an enterprise gears up its
resources, planning capabilities and processes to the revenue producing potential
of a specific product or service. By focusing on this relationship to revenue
producing potential, a new context is provided for assessing the planning and
operational aspects of an enterprise, and for assessing the relationship between
on-line and off-line trading environments “(p. 308)

Context,
relationships

Knyphausen-Aufsess
and Meinhardt,

2002 [57]

The business model is a simplified representation of a profit-aimed venture,
consisting of its essential elements and their interconnections. Simplification

Magretta, 2002 [58]

“[Business models] are, at heart, stories – stories that explain how enterprises
work [and answer the following questions,] Who is the customer? And what
does the customer value? It also answers the fundamental question that every
manager must ask: How do we make money in this business? What is the
underlying economic logic that explains how we can deliver value to customers
at an appropriate cost? “ (p. 87)

Logic

Mangematin et al.,
2003 [75]

“A business model is a description of the commercial relationship between a
business enterprise and the products and/or services it provides in the market.”
(p. 299)

Description of
the relationship

Mitchell and Coles,
2003 [76]

“A business model is a combination of “who,” “what,” “when,” “where,” “why,”
“how” and “how much.” The organization uses them to provide its goods and
services and developing resources to continue its efforts” (p. 17)

Combination

Pateli and Giaglis,
2004 [77]

“Business models are not conceived as a purely management-related concept, but
embrace a broad spectrum of organisational activities, from the operational
(processes) to the strategic level. Moreover, given the evolution of networked
organisations and the growing adoption of eBusiness, the definition of business
models has been extended to include inter-organisational activities, roles, and
elements as well.” (p. 308)

Spectrum of
activities

Rappa, 2004 [78]

“A business model is a method of doing business. All business models specify
what a company does to create value, how it is situated among upstream and
downstream partners in the value chain, and the type of arrangement it has with
its customers to generate revenue“ (p. 34)

Type of
agreement

Downing, 2005 [79] The business model “is a set of expectations about how the business will be
successful in its environment” (p. 186)

Set of
expectations

Morris et al., 2005
[59]

“At the most rudimentary level, the business model is defined solely in terms of
the firm’s economic model. The concern is with the logic of profit generation.
Relevant decision variables include revenue sources, pricing methodologies, cost
structures, margins, and expected volumes.” (p. 727)

Logic

Johnson et al., 2008
[80]

“A business model, from our point of view, consists of four interlocking elements
that, taken together, create and deliver value [ . . . ] Customer value proposition [
. . . ] Profit formula [ . . . ] Key resources [ . . . ] Key processes [ . . . ]”(p. 60f)

Related
elements
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Table 3. Cont.

Source Definition of the Business Model

Main Term in
Relation to

Configuration
Management

Richardson, 2008
[81]

A business model is a “conceptual framework that helps to link the firm’s
strategy, or theory of how to compete, to its activities, or execution of the strategy.
The business model framework can help to think strategically about the details of
the way the firm does business.” (p. 135) “The three major components of the
framework—the value proposition, the value creation and delivery system, and
value capture—reflect the logic of strategic thinking about value. The essence of
strategy is to create superior value for customers and capture a greater amount of
that value than competitors. (p. 138)

Conceptual
framework

Zott and Amit, 2008
[82]

““In this paper, we [ . . . ] introduc[e] the firm’s business model as a new
contingency factor that captures the structure of a firm’s boundary spanning
exchanges and [ask]: How do the firm’s business model and its product market
strategy interact to impact firm performance?”(p. 1)

Structure

Doganova and
Eyquem-Renault,

2009 [83]

The business model is a narrative and calculative device that allows
entrepreneurs to explore a market and plays a performative role by contributing
to the construction of the techno-economic network of an innovation.” (p. 1559)

Narrative and
calculative

device

Baden-Fuller and
Morgan, 2010 [60]

“Business models have a multivalent character as models. They can be found as
exemplar role models that might be copied or presented as nutshell descriptions
of a business organisation: simplified, short-hand descriptions equivalent to scale
models. We can think of them not only as capturing the characteristics of
observed kinds in the world (within a taxonomy), but also as abstract ideal types
(in a typology)”(p. 167)

Capturing
characteristics

Casadesus-Masanell
and Ricart, 2010

[54]

“A business model is [ . . . ] a reflection of the firm’s realized strategy” (p. 195)
Reflection Reflection

Dahan et al., 2010
[84]

“Firms [and] NGOs use business models to structure and map the mechanisms
whereby they intend to deliver value [ . . . ] to their target public, and how the
necessary costs and revenues will be structured.” (p. 329)

Structured and
mapped

mechanisms

Demil and Lecocq,
2010 [62]

“The business model concept generally refers to the articulation between
different areas of a firm’s activity designed to produce a proposition of value to
customers. Two different uses of the term can be noted. The first is the static
approach—as a blueprint for the coherence between core business model
components. The second refers to a more transformational approach, using the
concept as a tool to address change and innovation in the organization, or in the
model itself.” (p. 227)

Articulation

Osterwalder and
Pigneur, 2010 [61]

“A business model describes the rationale of how an organization creates,
delivers, and captures value.” (p. 14) Rationale

Svejenova et al.,
2010 [85]

Individual business models describe activities, the organisation, and the
implication of strategic resources that organisational agents use to pursue their
interests and motivations and create value and revenues in the process.

Implication of
resources

Teece, 2010 [63]

“A business model articulates the logic and provides data and other evidence
that demonstrates how a business creates and delivers value to customers. It also
outlines the architecture of revenues, costs, and profits associated with the
business enterprise delivering that economic value.”

Logic

Weiner et al., 2010
[86]

“A business model is a conceptual tool containing a set of objects, concepts and
their relationships with the objective to express the business logic of a specific
firm. Therefore, we must consider which concepts and relationships allow a
simplified description and representation of what value is provided to whom,
how this is done and with which financial consequences” (p. 23)

Conceptual tool,
relationships,
simplification

Wirtz et al., 2010
[87]

“A business model represents a strongly simplified and aggregated illustration of
the relevant activities of a venture. It explains how the value creation component
of a venture creates marketable information, products, and/or services. Besides
the architecture of value creation, the strategic, as well as the customer and
market component are considered to realise the superordinate goal objective of
generating respectively securing the competitive advantage. The business model
reflects the systemic output of an organisation, the way the organisation works
and creates value.”

Simplified and
aggregated
illustration
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Table 3. Cont.

Source Definition of the Business Model

Main Term in
Relation to

Configuration
Management

Yunus et al., 2010
[88]

“Among the plethora of definitions [of business models], three elements are
usually distinguished: the product/service proposed to customers, the way the
company is organized so as to deliver this product and service to its customers,
and the revenue model.” (p. 311)

Elements

Zott and Amit, 2010
[72] (pp. 216-226)

“We conceptualize a firm’s business model as a system of interdependent
activities that transcends the focal firm and spans its boundaries. The activity
system enables the firm, in concert with its partners, to create value and also to
appropriate a share of that value [and is defined by] design elements—content,
structure and governance—that describe the architecture of an activity system;
and design themes—novelty, lock-in, complementarities and efficiency – that
describe the sources of the activity system’s value creation.” (p. 216)

System of
independent

activities

Bieger and Krys,
2011 [89]

A business model describes the basic logic of how an organisation creates value
by defining 1) the organisation’s value offering, 2) how the value is created
within the organisational system, 3) how the created value is communicated and
delivered to the customer, 4) how it is captured in the form of revenues by the
company, 5) how the value is distributed within the organisation and to
stakeholders, and 6) how the basic logic of value creation is refined to ensure the
sustainability of the business model in the future.

Logic

Evans et al., 2012
[90]

“Business model is the way in which a business chooses to create, deliver,
capture and exchange value” (p. 10) Exchange

Beattie and Smith,
2013 [64]

The business model “makes visible how the company acquires and uses different
forms of capital (physical, financial and intellectual) to create value.” (p. 243)
“The concept is holistic, multi-level, boundary-spanning and dynamic.” (p. 244)

Concept

Schallmo, 2013 [91]

A business model is the underlying logic of a company that describes the value
that is created for its customers and partners, how it is created, and how the
created value flows back to the company as revenues. The created value allows
for a differentiation from competitors, a consolidation of customer relations, and
the realization of a competitive advantage.

Logic,
consolidation of

relations

Skarzynski and
Gibson, 2013 [92]

“We define a business model as a conceptual framework for identifying how a
company creates, delivers and extracts value. It typically includes a whole set of
integrated components, all of which can be looked on as opportunities for
innovation and competitive advantage” (p. 112)

Conceptual
framework, a

set of integrated
components,

Geissdoerfer et al.,
2016 [93]

“We describe business models as simplified representations of the elements and
interactions between these elements that an organisational unit chooses in order
to create, deliver, capture, and exchange value.” (p. 1218)

Simplified
representations
of the elements,

interactions

Wells, 2016 [65]

“In broad terms, a business model can be defined as having three constituent
elements: the value network and product/service offering that defines how the
business is articulated with other businesses and internally (i.e., how value is
created); the value proposition that defines how products and/or services are
presented to consumers in exchange for money (i.e., how value is captured); and
the context of regulations, incentives, prices, government policy and so on (i.e.,
how value is situated within the wider socioeconomic framework).” (p. 37)

Constituent
elements

Wirtz et al., 2016
[55]

“A business model is a simplified and aggregated representation of the relevant
activities of a company. It describes how marketable information, products
and/or services are generated by means of a company’s value-added component.
In addition to the architecture of value creation, strategic as well as customer and
market components are taken into consideration, in order to achieve the
superordinate goal of generating, or rather, securing the competitive advantage.
To fulfil this latter purpose, a current business model should always be critically
regarded from a dynamic perspective, thus within the consciousness that there
may be the need for business model evolution or business model innovation, due
to internal or external changes over time”(p. 41)

Simplified and
aggregated

representation,
architecture

Massa et al., 2017
[66]

“A business model is a description of an organisation and how that organisation
functions in achieving its goals (e.g., profitability, growth, social impact, . . . ).”
(p.73)

Description

Source: [94].
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The table above clearly indicates the interpretative importance of this approach. Therefore,
searching for key components for the business model seems to be an important area of both scientific
research and the applicable capabilities of business models.

The two most common approaches to the concept of the business model are:

1. A narrow approach, in which the business model is understood as a way of generating revenue.
2. A broad approach, in which the business model is understood as a way for the individual to

create value [95].

The classification of business models by the criterion of the similarity of goals and the concept of
model building can allow for their division into five groups:

- Models based on profitability determinants;
- Models shaping competitive advantage;
- Strategic models as a unique combination of assets creating value and competitiveness;
- Models focused on creating and using value;
- Models of an innovative business concept [96].

At present, the business model is used in a wide range of tasks, inter alia, to:

- Understand business logic;
- Design the forms of adaptation to external changes;
- Undertake strategic planning and business modeling, and conduct strategic experiments;
- Develop new conceptual solutions for the product line and form of business organization;
- Create a single communication space in relation to the logic of organization and

business management;
- Train professional managers in the style of successful adopted organizations [97].

Referring to the above considerations, it is important to present the concepts of social business
models against this background. The modern world dominated by information technologies evokes
the need to stimulate social issues, not only in the sphere of interpersonal relations but also the
implementation of assumptions and social economy solutions. A social factor in the economy of the
new generation is important, and building communities and mutual relationships based on social
media and expedient platforms for communication and service provision creates a new image of the
economy. The social aspects of conducting business and public activity have created opportunities
for developing the new forms of building social business models due to the dynamic development
of the relational nature of market participants entering into multilateral interactions. If there is a
social market economy, the mechanisms of social business models are revealed. A social enterprise
is “a company that is cause-driven rather than profit-driven, with the potential to act as a change
agent for the world” [98]. “Social enterprises” are a subset of such activities in which commercial
models are used as the vehicle by which social objectives are achieved [99]. A social enterprise refers
to an organization that conducts business activity, both to increase income and to further improve
social missions [100]. Social and economic value management—the perspective of trying to find a
balance in the context of the attributes of social business models—is an interdisciplinary issue. Social
business models go beyond traditional economics, pointing to the intangible nature of value. Business
models that create effective social value factors have a chance to be successful in the market. Social
business models generate strategic value that in some cases turns into valuable products or services,
and sometimes creates higher-level social value. The first attempts to conceptualize and operationalize
social aspects in business models were related, for example, to the definition of sustainable business
model archetypes [101]. Factors that drive social business models are the innovative ways of integrating
social impact on the offer and creating company value [102]. Social business models are strongly linked
to hybrid business models. Hybrid business models and hybrid strategies can be used by hybrid
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organizations. Considering the importance of hybrid organizations in strategic management, selected
elements of company hybridization can be defined:

1. The possibility of combining hierarchy and virtualization principles in the company structure.
2. The possibility of combining systemicity and networkedness principles in management.
3. The possibility of jointly structuralizing and blurring the boundaries of the company.
4. The possibility of achieving company goals as seen from a short, medium and

long-term perspective.
5. The possibility of dichotomous confrontation of the various resources of the company to achieve

competitive advantages in the market [103].

From this perspective, the issue of social business models takes on special significance, mainly in
relation to the quest for high performance.

5. The Social Dimension of the Business Models of Companies and the Attributes of Trust

The social conditions of today’s business shape the strategic organizational behavior of companies
in a significant way. The social dimension of business is gaining in importance due to the growing
expectations on society from the economy, not only in the context of economic conditions but at the
level of the dynamics of expectations in the social, environmental and ethical dimension. This involves
a new look at the business and its key management tools and concepts, especially with reference
to the place and role of business models in strategic management and its key attributes. In such a
constructive comparison, a cause-and-effect relationship occurs between the way of building and
implementing business models and their key components which determine the high performance of
enterprises with such business models. As regards the economy, the link between the social business
models of companies and the attribute of trust, as a component which becomes a platform for dialogue,
relationships, transactions and the continuity of inter-organizational links in today’s business, becomes
important. In view of the above, it is important to define the concept of a social business model
based on a critical review of the relevant literature. Social businesses are market-based businesses
that explicitly focus on social goals, rather than the maximization of economic gains [98]. Wilson and
Post (2013) mainly identify the requirements and provide recommendations for social business model
design: (1) The development of social business models requires a holistic view. The integration of social
and economic missions is associated with a new design, or a radical redesign of the activity system,
including the value chain and the related stakeholder; (2) social business design and refinement require
patience and time; (3) the social mission requires consistent alignment with capital and governance
structures, such as the ownership status and the selection of investors [104]. A. Osterwalder and Y.
Pigneur (2010) use the term “beyond-profit business models.” This category is then divided into the
third-party funded model and sustainable business models (triple bottom line model) [61]. Susanne
Dohrmann, Matthias Raith and Nicole Siebold classify every social business model according to two
characteristics: first by the degree to which it strategically monetizes social value creation, and second
by the level of market revenue that it generates in excess of expenditures with the underlying social
mission [105]. Social business models can be implemented by social enterprises, which are defined as
any business venture created for a social purpose mitigating/reducing a social problem or a market
failure and to generate social value while operating with the financial discipline, innovation and
determination of a private sector business [106]. Social businesses in particular address a social need
while generating profits typically reinvested into the business itself, but there is limited understanding
of the ways through which social businesses achieve scale [107]. Data analysis methodology by
Xaver Neumeyer and Susana C. Santos combined individual (outdegree, indegree, out-twostep and
betweenness centrality) and network-level metrics (multiplexity and density) to socially reconstruct an
entrepreneurial ecosystem related to sustainable entrepreneurial ventures [108]. In this approach, the
definition of a specific business ecosystem, in which trust-based social business models can be built
and exploited, becomes more significant. This is a very important issue because, in this approach, not
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only is economic capital created but, above all, specific social capital, which has large potential for the
creation of proper organizational behaviors also associated with the positive intentions of management
towards mutually cooperating business partners. Results in the ProQuest and Scopus databases,
which were created as a result of combining the concepts of “trust” and the “business model,” were
bibliometrically analyzed. By entering the concept of the “trust-based business model” in the Scopus
database, the following results were obtained (Figure 3): 2010—137 items, 2011—133, 2012—again,
133, 2013 and 2014—143, 2015—157, 2016—148, 2017—170 and 2018—190, the most results for a single
year during the research period. Taking into account the ProQuest database, those results are much
higher. The minimum number appeared at the beginning of the analyzed period in 2010, amounting to
5904, and gradually increased until 2017. At that time 11,141 results were recorded in the database.
However, in 2018 there was a decrease to 9122.

Figure 3. Number of occurrences of the phrase “trust-based business models” in the ProQuest database.
Source: own study based on [4,5].

The summary presented of the phrase “trust-based business model” is particularly important in
the context of the results of the scientific research discussed in the article. This phrase concerns a special
construct which is a trust-based business model. Such a business model defined in terms of components
can simultaneously enable the creation of social and economic values. This may particularly apply
to hybrid enterprises, which include water supply companies. In addition, such a business model
is becoming a social business model, which is particularly important in organizations focused on
achieving sustainable, reasonable profit, while being open to a wide range of its stakeholders. It is
also important that trust itself is firmly embedded in the context of the concept of the so-called “social
impact business model;” i.e., a concept based on building and operationalizing business models that
strongly affect society, or even cause changes in the behavior of entire groups or communities. Hence,
the key is to define the very concept of a trust-based business model. According to the authors, such a
model is one of which the key component that determines the ability to achieve a high level of economic
and social efficiency in the long and short term alike—is trust. At the same time, trust is a source of
building positive relationships and contributes to the mutual creation of positive intentions in business.
In this case, trust is a factor that creates positive social interaction, especially for mutual relationships
between various groups of these communities. Hence, the specific dynamics of the appearance of this
phrase indicates the importance of this issue in management sciences and scientific trends in this area.
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6. The Hybrid Nature of Water Supply Companies and Trust in Terms of Social Values

Referring broadly to the entities studied and described in this article, it is particularly important
to refer to the fact that water supply companies are in fact hybrid organizations. What does this mean
for them and for their stakeholders? It is important that they pursue a variety of goals, which can often
be mutually exclusive to some extent, while in other cases they complement one another. Everything
depends on the adopted context of understanding and running this business. However, the most
important thing is skillfully balancing economic and social goals in achieving the so-called reasonable
profit and satisfying all the key stakeholder groups at the same time. From this perspective, hybrid
enterprises also struggle at an ideological level with finance, concerned by the economic focus of
lenders, and the tension this creates with social and environmental value capture [109].

In contrast to the literature on hybridity, the literature on sustainable business models suggests
holistic models of sustainable entrepreneurship can exist, wherein the social, environmental and
economic value can be mutually supportive [110]. There are many perspectives of the hybrid approach.
A. Jabłoński and B. Kożuch draw attention to the fact that the following perspectives may occur.

- Hybridity in the criterion of an organization’s goal;
- Hybridity in the criterion of methods and management concepts;
- Hybridity in the criterion of the regulated and business market;
- Hybridity in the criterion of the application of ontological entities [103].

Linking hybridization with business scalability is also an important issue. Hybrid organizations
should have scalable business models [111]. This dependence is particularly visible through achieving
the economic goals of water supply companies, while being able to create a social effect. The very
notion of a reasonable profit, i.e., one that ensures investment opportunities as well as offering an
acceptable price for sharing and the use of water by the residents of a given city or municipality, already
creates the appropriate organizational behavior and management methods and concepts. Therefore,
the incorporation of a scientific discussion on trust into such logic becomes obvious. In this case, trust
is a kind of specific link between social dialogue and its outcome. Stakeholders of a water supply
company buy trust in the product, service and organization, hoping that the organization will ensure
the continuity of the product’s use with an appropriate, acceptable price and quality. The profitability
threshold of a water supply company within the framework of controlling solutions should shift
towards an acceptable price and the achievement of a reasonable profit. This is also a hybrid perspective.
Hence, trust becomes a factor in creating social values associated with economic values. The co-creation
of value and its exchange is of particular importance in terms of social business models where the
value network plays a leading role in the flow of this value between stakeholders. In this area, a social
factor also develops, creating a new view of the assumptions of traditional economics, and in particular
the identification of the overriding objective of company existence; namely, generating profit.

The hybrid nature of water supply companies has a significant impact on both the attributes of
their business models and their configuration. Hence, it is important that these business models are
social business models, because they are open to a wide range of stakeholders, while the product itself,
i.e., water production, has an impact on society. In this approach, trust matters for the product itself
and for references to the water supply company. Focusing strategic attention on trust as an important
component of the business model seems justified. The authors are aware of the different interpretations
of the concept of trust, but in this case they treat them as a strategic factor of a component nature,
which is located in the canvas of the social business model of a water supply company. Interfaces
between trust and other components of the business model create strategic decision-making processes
related to the social and economic value generated. From this perspective, the following scientific
research becomes significant in this area.
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7. Research Methodology by Means of the AHP (Analytic Hierarchy Process) Method

7.1. Introduction

As part of the research presented in the article, water supply companies located in the Silesia
province, which is the most industrialized area in Poland, with the largest and densest water supply
network, were analyzed.

Water supply companies were selected for the research according to the following premises and
assumptions:

- They pursue social and economic goals, thus being so-called hybrid organizations;
- Their fundamental product is water supply, and its customers must trust its quality and the

continuity of supply;
- Local communities are their key customers;
- They must meet economic, social and environmental requirements;
- They are most often public, so-called high trust entities;
- Their profit is so-called reasonable profit and costs must be reasonable, which is strongly verified

by the local community.

At the same time, it is worth noting that water supply companies are so-called civilian intervention
services. This means that, in addition to proactive action related to water supply and water and
wastewater management, their key social task is to respond to any crisis situation that could, for
example, lead to a deterioration in the quality of water supplied, or no supply at all. Thus, the speed of
responding to disturbances in this system is, among other things, a trust-building factor between the
water supply company and the local community.

According to this interpretation, water supply companies are significantly different from other
market players, which is also due to their public and missionary nature based on trust and sector and
product specificity.

Trust in water supply companies also fills the space that strengthens inter-entity relationships,
which results in the economic and social efficiency discussed herein. It is also worth noting that,
by introducing the principles of reasonable profit in these organizations, political influence on price
formation for services is eliminated. From this perspective, trust and the strengthening thereof becomes
a strategic factor which influences the key ontological entities of organizations, which include the
business model, strategy, business processes and strategic projects. It is important to find the strength
of the influence of trust on the construction of these ontological entities by asking the question: to
what extent does trust influence the decision-making mechanisms resulting from the formation of
these ontological entities? Trust also shapes the dynamics and durability of relationships, which can
translate into the achievement of social and economic efficiency.

In this context, attention should be paid to a certain uniqueness of the scientific research conducted.
Until now, there has not been a great deal of scientific research undertaken into embedding trust in
the configuration of the social business model, especially in relation to the conditions of water supply
companies. The importance of this topic in management sciences is evidenced by the fact that the
presented relationship between trust and the social business model seems to be expedient due to the
increasing importance of management intentions in building business models. It is in this context
where the soft elements of management, which include trust, play an increasingly important role
in strategic management mechanisms. If we treat trust as an important component of the business
model, it becomes, to some extent, an ontological entity that can be effectively managed to increase the
effectiveness of the business model, and consequently the entire organization. It can be assumed that
the scientific novelty of this article is primarily associated with the presentation of logic and the ranking
of trust in the construction of the social business model of water supply companies. It is also important
to determine the place and role of trust in the very conceptualization and operationalization of the
social business model of water supply companies in relation to the search for a component that also
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ensures the consistency and scalability of the social business model. Hence, according to the authors, a
strong scientific gap arises, and the related scientific problem is the determination of the priority weight
of trust in the configuration of the social business model of water supply companies, together with the
definition of mutual interfaces with other potential components of this business model. The scientific
problem is related to building social business models based on the trust of companies in the water
supply sector. A cognitive gap is related to the lack of sufficient research into the construction of social
business models, as well as their optimal and scalable configuration in terms of determining the place
and role of trust, especially in water supply companies. Figure 4, below, shows the structure of the
assumed research model used in the AHP study in relation to trust.

Trust-based 
organizational 

behavior 

Trust-based social 
capital 

Trust-based 
relationships at the 

company 

Trust-based process 
and actions Trust-based risk 

Trust-based business 
model 

Figure 4. The structure of the assumed research model used in the AHP study in relation to trust.
Source: own study.

The sample examined consisted of 10 surveys which were completed by water supply companies.
The responses obtained were analyzed by means of the AHP method presented below.

The individual stages of the AHP analysis are presented in a structured manner are as follows:

1. Building the hierarchical model: presenting a decision-making problem as individual
hierarchy levels:

a. A superior goal: the highest level of the hierarchy.
b. Decision criteria or other factors: intermediate levels which affect the degree of achievement

of the overall goal; the number of levels depends on the complexity of the problem.
c. Decision options: the lowest level of the hierarchy.

2. Evaluation by pairwise comparisons—elements at each level of the hierarchical model and the
related element from the higher level are compared.

3. Determining global (selection criteria) and local (decision options considered) preferences and
determining their mutual significance.

4. Arranging decision options, taking their share in the implementation of the overriding goal
into account.

Decision options at the lowest level of the model hierarchy are subject to comparative assessment.
Individual criteria are compared in pairs and the degree of their fulfillment is examined. A comparative
assessment, which takes relative ratings into account, leads to the presentation of the matrix of the
decision maker’s local preferences. The result is the determination of a vector arising from the
arrangement of options due to the degree of achievement of the assumed goal.

Local values form the basis for calculating global weights. The global value of an element from a
given level is obtained by multiplying the value of its local weight by the value of the global weight of
the element at the level immediately above.

Decision options, as the last level of the hierarchical structure, have priorities calculated similarly
to what is described above. It proceeds as follows:
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1. Comparing the importance of decision options in relation to individual sub-criteria. The result is
the determination of the importance of individual decision options for the implementation of a
given sub-criterion (i.e., local weights obtained).

2. In order to obtain partial global weights, the values of local weights obtained and the corresponding
global weights for sub-criteria must be multiplied. These values show the share of a given
decision option in achieving the main objective through the implementation of the sub-criterion
under consideration.

3. The sum of the partial global weights of a given decision option is its global weight. The highest
weight value is considered the best one and this decision option prevails.

The following is the algorithm for proceeding in the AHP method (Figure 5) for the purposes of
presenting the structure of scientific research and the logic of further reasoning.

Presenting the decision-making problem as individual levels of the hierarchy 
(overriding goal, decision-making criteria or other factors, decision options) 

Building a hierarchical model 

Assessment by pairwise comparisons and presentation in the form of a pairwise comparison 
matrix 

Defining a rating scale according to Saaty 

Determining local and global weights and their values 

Determining the own value max 

Checking the correctness of results by determining the Consistency Index (CI) of the matrix, the 
Random Consistency Index (RI), and the Consistency Ratio (CR). 

< 0.1 
for CI < 0,1 and RI for n 

Re-verification of 
criteria (possible 

reduction of matrix) 

Final presentation of results 

Yes 

No 

Figure 5. Algorithm for proceeding in the AHP method. Source: own study.

The aim of the analysis was the issue of trust as a key factor in shaping the social business
model of the company. In the questionnaires, respondents were asked to answer questions on the
following issues:

- Trust-based organizational behavior at the company;
- Trust-based social capital at the company;
- Trust-based relationships at the company;
- Trust-based processes and activities at the company;
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- Trust-based risk at the company;
- The trust-based business model at the company.

The following scheme (Figure 6) of the hierarchical model was used in the study:

The social business model of the company 

1. Trust-based 
organizational 
behavior at the

company 

2. Trust-based 
social capital at 

the company

4. Trust-based 
processes and 
activities at the 

6. The trust-based 
business model at

the company 

5. Trust-based 
risk at the
company

3. Trust-based 
relationships at 

the company

Figure 6. Scheme of the hierarchical model adopted for the study. Source: own study based on [112].

In the adopted AHP method, water supply companies were subject to a comparative analysis.
These companies are decision options at the lowest level of the model hierarchy. Six problems were
adopted for the analysis, in which the following survey statements were defined:

1. Trust-based organizational behavior at the company:

� Statement 1.1. At our company, trust shapes positive organizational behavior.
� Statement 1.2. At our company, trust creates positive managerial intentions.
� Statement 1.3. At our company, employees are characterized by honest and cooperative

behavior based on the expressed norms and values.
� Statement 1.4. At our company, there is an appropriate climate of trust which shapes

positive organizational behavior.
� Statement 1.5. At our company, trust has a special impact on both strategic and

tactical-operational behavior.

2. Trust-based social capital at the company:

� Statement 2.1. At our company, trust positively affects the construction of social capital.
� Statement 2.2. At our company, social capital is based on mutual trust between stakeholders.
� Statement 2.3. At our company, trust is a key resource for building social capital.
� Statement 2.4. At our company, trust positively affects the development of employees’

social competences.
� Statement 2.5. At our company, trust allows us to express the same values, which shape

our social capital.
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3. Trust-based relationships at the company:

� Statement 3.1. At our company, trust creates mutual relationships.
� Statement 3.2. At our company, trust improves communication between employees.
� Statement 3.3. At our company, relationships allow us to apply the same norms

of reciprocity.
� Statement 3.4. At our company, there are continuous interactions and trust-based

relationships between employees.
� Statement 3.5. At our company, trust-based relationships allow us to implement

common goals.

4. Trust-based processes and activities at the company:

� Statement 4.1. At our company, trust triggers positive activities.
� Statement 4.2. At our company, trust allows for less control of processes and activities.
� Statement 4.3. At our company, trust enables more effective and efficient processes

and activities.
� Statement 4.4. At our company, trust strengthens mutual cooperation both at the level of

processes and activities.
� Statement 4.5. At our company, mutual trust accelerates decision-making processes.

5. Trust-based risk at the company:

� Statement 5.1. At our company, trust is a factor which limits the risk of our activity.
� Statement 5.2. At our company, thanks to mutual trust, its reputation is improved.
� Statement 5.3. At our company, thanks to mutual trust, there are no behaviors that are

different from those expected.
� Statement 5.4. At our company, trust limits mutual distrust.
� Statement 5.5. At our company, the risk is mitigated, limited by mutual trust

between employees.

6. The trust-based business model at the company:

� Statement 6.1. At our company, trust is a key attribute/component of the business model.
� Statement 6.2. At our company, trust shapes the business model.
� Statement 6.3. At our company, trust positively affects other attributes/components of the

business model.
� Statement 6.4. At our company, trust strengthens other components of the business model.
� Statement 6.5. At our company, thanks to trust embedded in the business model, we

achieve a high level of efficiency and effectiveness.

The above criteria and sub-criteria in the form of statements were compared in pairs. Their
degrees of fulfillment were examined in the water supply companies surveyed. The criteria were
formulated by the authors based on their knowledge of business management issues. The criteria were
compared in pairs using the scale below, which is shown in Table 4:



Sustainability 2019, 11, 5805

Table 4. Saaty scale used to compare the pairs of criteria.

Significance Scale Explanation

1 No criterion has an advantage over the other in terms of achieving the goal.
3 Criterion A has a moderate advantage over option B.
5 Criterion A has a strong advantage over option B.

Source: own study based on [113].

7.2. Analysis of Basic Data of Water Supply Companies

In addition to data collected in the field of trust as a key factor in shaping the social business
model of the company, a brief description of the water supply companies surveyed was presented, so
they were asked to respond in the scope of:

- Number of employees:

� One to nine (micro-enterprise);
� Ten to 49 (small enterprise);
� Fifty to 249 (medium-sized enterprise);
� Over 250 (large enterprise).

- Forms of ownership:

� Private;
� Public.

Among the respondents, 90% of water companies were public enterprises, and 10% were private
enterprises (Figure 7). Given the number of employees employed in the enterprises surveyed, 30%
of water supply companies employ 10–49 people (a small enterprise), 30% of companies employ
from 50 to 249 employees (a medium-sized enterprise), and 40% of companies are large enterprises
employing over 250 employees. No company surveyed was a micro-enterprise employing a maximum
of nine employees.

0%

30%

30%

40%

Number of people employed

micro (1-9)

small (10-49)

medium-sized (50-249)

large (>250)

10%

90%

Form of ownership 

private

public

Figure 7. Basic data on water companies surveyed. Source: own study.

7.3. Determination of Global Weights for Given Criteria

Using the Saaty scale, a matrix of comparisons was constructed in pairs of criteria adopted for the
study. The n × n matrix was created, where n is the number of criteria. In this case n = 6, because six
criteria were adopted. This matrix presents the advantage of one criterion over the other, and the final
comparison gave the order of criteria in terms of final global weights.
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Sub-criteria were compared in the same way, obtaining the local scales of sub-criteria. For this
purpose, six separate sheets were created in which the comparison matrices were created. These matrices,
in turn, were 5 × 5, because each group of criteria had a set of five statements (sub-criteria).

It should also be noted that in the AHP method, ratings are inversed. It means that the constructed
matrix is consistent in pairs; i.e.,

wij · 1
wji

= 1.

The comparison matrix, which presents the assessment of the significance of the criteria and the
advantages of some criteria over others, was obtained thanks to the necessary knowledge of experts in
the management industry. Their necessary participation contributed to obtaining knowledge about the
processes taking place in the sphere of business management. Answers to the statements in the surveys
show the approaches of managers in water supply companies, which are built based on experience,
various priorities or value systems. The AHP method, by means of the comparison scale, directs the
person who expresses their opinion on which of the two criteria has a greater advantage over the other.
The following (Table 5) presents the matrix of pairwise comparisons:

Table 5. Matrix showing pairwise comparisons for particular groups of criteria.

Criteria

1. Trust-based
Organizational

Behavior at
the Company

2. Trust-based
Social Capital

at the
Company

3. Trust-based
Relationships

at the
Company

4. Trust-based
Processes and
Activities at

the Company

5.
Trust-based
Risk at the
Company

6. The
trust-based

Business
Model at the

Company

1. Trust-based
organizational

behavior at
the company

1.00 3.00 1.00 3.00 3.00 3.00

2. Trust-based
social capital

at the
company

0.33 1.00 0.33 0.33 0.33 1.00

3. Trust-based
relationships

at the
company

1.00 3.00 1.00 3.00 3.00 3.00

4. Trust-based
processes and

activities at
the company

0.33 3.00 0.33 1.00 3.00 3.00

5. Trust-based
risk at the
company

0.33 3.00 0.33 0.33 1.00 3.00

6. The
trust-based

business
model at the

company

0.33 1.00 0.33 0.33 0.33 1.00

Total 3.33 14.00 3.33 8.00 10.67 14.00

Source: own study.
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The above matrix of ratings was normalized by dividing the individual ratings from the criteria
(in columns) by the sum of ratings for a given criterion (the sum of ratings from the column) and the W
matrix was obtained:

W =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.30 0.21 0.30 0.38 0.28 0.21
0.10 0.07 0.10 0.04 0.03 0.07
0.30 0.21 0.30 0.38 0.28 0.21
0.10 0.21 0.10 0.13 0.28 0.21
0.10 0.21 0.10 0.04 0.09 0.21
0.10 0.07 0.10 0.04 0.03 0.07

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In the further part of the analysis, the notation of the criteria was shortened to improve the

transparency of the entries in the tables:

- Criterion1: Trust-based organizational behavior at the company,
- Criterion2: Trust-based social capital at the company,
- Criterion3: Trust-based relationships at the company,
- Criterion4: Trust-based processes and activities at the company,
- Criterion5: Trust-based risk at the company,
- Criterion6: The trust-based business model at the company.

The values from individual rows of a normalized matrix were added up, and the values obtained
were divided by the number of existing criteria (i.e., the number 6), as a results of which weights for
each criterion were obtained (Table 6):

Table 6. Normalized pairwise comparison matrix and global weights obtained for the criteria.

Criteria Criterion1 Criterion2 Criterion3 Criterion4 Criterion5 Criterion6 Weight

Criterion1 0.30 0.21 0.30 0.38 0.28 0.21 0.28
Criterion2 0.10 0.07 0.10 0.04 0.03 0.07 0.07
Criterion3 0.30 0.21 0.30 0.38 0.28 0.21 0.28
Criterion4 0.10 0.21 0.10 0.13 0.28 0.21 0.17
Criterion5 0.10 0.21 0.10 0.04 0.09 0.21 0.13
Criterion6 0.10 0.07 0.10 0.04 0.03 0.07 0.07∑

weight = 1

Source: own study.

The weights obtained were ranked from the highest to the lowest value, which were then classified
in Table 7:

Table 7. Ranking of criteria together with global weights.

Ranking Criterion Criterion Weight

1 Criterion1 Trust-based organizational behavior at the company 0.28
1 Criterion3 Trust-based relationships at the company 0.28
3 Criterion4 Trust-based processes and activities at the company 0.17
4 Criterion5 Trust-based risk at the company 0.13
5 Criterion2 Trust-based social capital at the company 0.07
5 Criterion6 The trust-based business model at the company 0.07

Source: own study.

The above table shows that the most important criteria in the analysis are Criterion 1,
“Organizational behavior at the company” and Criterion 3, “Relationships at the company.” Both
criteria obtained a global weight of 0.28. The lowest global weights were obtained by Criterion 2 and
Criterion 6, at only 0.07. They refer to the subjects of social capital at the company and the business
model of the company, respectively.
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Finally, the correctness of the results was checked. The inconsistency index λmax (i.e., the average
of the matrix’s own value) was calculated, which is shown in Table 8. The value of λmax is a measure
of the consistency of the comparisons reflecting the proportionality of the preferences. Pairwise
comparisons are more consistent the closer λmax is to n (the number of elements in the matrix = the
number of rows = the number of columns). In the case of total consistency, λmax = n.

Table 8. Inconsistency index λmax for criteria.

Criteria
Total Rating of Individual

Criteria (Columns)
Global Weights

Obtained
Partial Values of the
Inconsistency Index

Criterion1 3.33 0.28 0.94
Criterion2 14.00 0.07 0.97
Criterion3 3.33 0.28 0.94
Criterion4 8.00 0.17 1.38
Criterion5 10.67 0.13 1.36
Criterion6 14.00 0.07 0.97

6.55

Source: own study.

After adding up partial values, λmax was obtained, which was equal to 6.55. That value is similar
to 6, the number of criteria tested.

The next step was to calculate the consistency index (CI), which gives the deviation from
consistency, and the consistency ratio (CR), which determines the degree of inconsistency of the
comparison of the significance of descriptions. These coefficients were calculated by means of the
following formulas:

CI =
λmax − n

n− 1

CR =
CI
RI
·100%

The consistency ratio (CR) was determined due to difficulties in the interpretation of the CI.
To calculate the CR, the RI (random consistency index) value was determined, which was unchanged.
Its value was checked in the book entitled, “Fundamentals of decision making and the priority theory
with the Analytic Hierarchy Process,” by T.L. Saaty. The value of the RI for the 6 × 6 matrix was
RI = 1.24. The random consistency index was calculated from a randomly generated matrix of n × n.
In contrast, RI values were generated from several thousand such matrices and presented by T.L. Saaty
in his publication. This means that, for such a matrix dimension, the CR value should not exceed 10%
(CR ≤ 0.10). This is due to the fact that the CR is accepted, and the comparisons are consistent. In this
case, the CR value is 0.09, so this condition is met. If the comparisons were fully consistent, the value
of coefficients would be: λmax = n, CI = 0 and CR = 0.

7.4. Determination of Local Weights for Sub-Criteria

Local weights for individual sub-criteria were determined in the same way as global weights. Six
separate calculation sheets were developed. The matrices with the results of pairwise comparison are
shown below in Tables 9–14.
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Each of the matrices presented in Tables 9–14 was normalized and matrices were obtained, as
shown in Tables 15–20 below. After adding up the data from the rows and dividing them by the
number of sub-criteria present (i.e., five statements), the values of local weight were obtained, which
were subsequently ranked.

Table 15. Normalized sub-criterion matrix for Criterion 1.

Normalized
W-Matrix

Statement
1.1

Statement
1.2

Statement
1.3

Statement
1.4

Statement
1.5

Weights =
Local

Priorities
RANKING

Statement 1.1 0.11 0.10 0.13 0.12 0.08 0.11 4
Statement 1.2 0.56 0.52 0.65 0.36 0.38 0.49 1
Statement 1.3 0.11 0.10 0.13 0.36 0.23 0.19 2
Statement 1.4 0.11 0.17 0.04 0.12 0.23 0.14 3
Statement 1.5 0.11 0.10 0.04 0.04 0.08 0.07 5

Source: own study.

Table 16. Normalized sub-criterion matrix for Criterion 2.

Normalized
W-matrix

Statement
2.1

Statement
2.2

Statement
2.3

Statement
2.4

Statement
2.5

Weights =
Local

Priorities
RANKING

Statement 2.1 0.18 0.29 0.18 0.29 0.14 0.22 2
Statement 2.2 0.04 0.06 0.04 0.03 0.14 0.06 5
Statement 2.3 0.18 0.29 0.18 0.29 0.14 0.22 2
Statement 2.4 0.06 0.18 0.06 0.10 0.14 0.11 4
Statement 2.5 0.54 0.18 0.54 0.29 0.43 0.40 1

Source: own study.

Table 17. Normalized sub-criterion matrix for Criterion 3.

Normalized
W-Matrix

Statement
3.1

Statement
3.2

Statement
3.3

Statement
3.4

Statement
3.5

Weights =
Local

Priorities
RANKING

Statement 3.1 0.33 0.08 0.29 0.40 0.60 0.34 1
Statement 3.2 0.33 0.08 0.03 0.03 0.07 0.11 4
Statement 3.3 0.11 0.23 0.10 0.04 0.07 0.11 4
Statement 3.4 0.11 0.38 0.29 0.13 0.07 0.20 3
Statement 3.5 0.11 0.23 0.29 0.40 0.20 0.25 2

Source: own study.

Table 18. Normalized sub-criterion matrix for Criterion 4.

Normalized
W-Matrix

Statement
4.1

Statement
4.2

Statement
4.3

Statement
4.4

Statement
4.5

Weights =
Local

Priorities
RANKING

Statement 4.1 0.48 0.29 0.29 0.54 0.65 0.45 1
Statement 4.2 0.16 0.10 0.18 0.06 0.04 0.11 4
Statement 4.3 0.10 0.03 0.06 0.04 0.04 0.05 5
Statement 4.4 0.16 0.29 0.29 0.18 0.13 0.21 2
Statement 4.5 0.10 0.29 0.18 0.18 0.13 0.17 3

Source: own study.
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Table 19. Normalized sub-criterion matrix for Criterion 5.

Normalized
W-Matrix

Statement
5.1

Statement
5.2

Statement
5.3

Statement
5.4

Statement
5.5

Weights =
Local

Priorities
RANKING

Statement 5.1 0.45 0.41 0.53 0.53 0.23 0.43 1
Statement 5.2 0.09 0.08 0.06 0.06 0.23 0.10 4
Statement 5.3 0.15 0.24 0.18 0.18 0.23 0.20 2
Statement 5.4 0.15 0.24 0.18 0.18 0.23 0.20 2
Statement 5.5 0.15 0.03 0.06 0.06 0.08 0.07 5

Source: own study.

Table 20. Normalized sub-criterion matrix for Criterion 6.

Normalized
W-Matrix

Statement
6.1

Statement
6.2

Statement
6.3

Statement
6.4

Statement
6.5

Weights =
Local

Priorities
RANKING

Statement 6.1 0.35 0.35 0.29 0.48 0.23 0.34 1
Statement 6.2 0.35 0.35 0.48 0.29 0.23 0.34 1
Statement 6.3 0.12 0.07 0.10 0.10 0.23 0.12 3
Statement 6.4 0.07 0.12 0.10 0.10 0.23 0.12 3
Statement 6.5 0.12 0.12 0.03 0.03 0.08 0.07 5

Source: own study.

After ranking, Statement 1.2, “At our company, trust creates positive managerial intentions,”
turned out to be the dominant sub-criterion (Table 15), obtaining a local weight of 0.49. Statement
1.3, “At our company, employees are characterized by honest and cooperative behavior based on the
expressed norms and values,” was ranked second with a local weight of 0.19. Statement 1.5, “At our
company, trust has a special impact on both strategic and tactical-operational behavior,” was at the
bottom of the list with a local weight of only 0.07.

Among the sub-criteria of Criterion 2 (Table 16), Statement 2.5, “At our company, trust allows us
to express the same values, which shape our social capital,” was ranked highest with a local weight of
0.40. It was followed by Statement 2.3: “At our company, trust is a key resource for building social
capital” with a local weight of 0.22. Statement 2.2, “At our company, social capital is based on mutual
trust between stakeholders,” was ranked fifth, with a local weight of 0.06.

As regards sub-criteria for Criterion 3 (Table 17.), Statement 3.1, “At our company, trust creates
mutual relationships,” was ranked first, with a local weight of 0.34. Statement 3.5, “At our company,
trust-based relationships allow us to implement common goals,” was also significant, with a local
weight of 0.25. Statement 3.2, “At our company, trust improves communication between employees,”
and Statement 3.3, “At our company, relationships allow us to apply the same norms of reciprocity,”
were at the bottom of the ranking, both with a local weight of 0.11.

Among the sub-criteria of Criterion 4 (Table 18), the highest ranked was Statement 4.1: “At our
company, trust triggers positive activities,” which obtained a local weight at the level of 0.45. Statement
4.4, “At our company, trust strengthens mutual cooperation both at the level of processes and activities,”
was ranked second, with a local weight more than two times lower at 0.21. Statement 4.3, “At our
company, trust enables more effective and efficient processes and activities,” was ranked last, with a
local weight of only 0.05.

In the case of sub-criteria within Criterion 5 (Table 19), Statement 5.1, “At our company, trust is
a factor limiting the risk of our operations,” was the most important, with a local weight of 0.43. It
was followed by Statement 5.3 and Statement 5.4, which obtained the same local weight value of 0.20.
The statements were, respectively: “At our company, thanks to mutual trust, there are no behaviors
different from those expected,” and “At our company, confidence limits mutual distrust.” Statement
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5.5, “At our company, the risk is mitigated, limited by mutual trust between employees,” was ranked
lowest, with a local weight of 0.07.

As a result of the examination of the sub-criteria of Criterion 6 (Table 20), the most important
statements turned out to be Statement 6.1 and Statement 6.2, which obtained an identical local weight
value of 0.34 (“At our company, trust is a key attribute/component of the business model,” and “At our
company, trust shapes the business model”). They were followed by Statements 6.3 and 6.4 with
weights at the same level of 0.12 (“At our company, trust positively affects other attributes/components
of the business model,” and “At our company, trust strengthens other components of the business
model”). Statement 6.5, “At our company, thanks to trust embedded in the business model, we achieve
a high level of efficiency and effectiveness,” was at the bottom of the ranking with a local weight of 0.07.

In order to verify the results obtained for the matrix normalized for sub-criteria, the values of the
inconsistency index λmax, the consistency ratio CR and the values of the random consistency index RI
were calculated. The following results were obtained (Table 21):

Table 21. Values of the inconsistency index, λmax, the consistency ratio, CR, and the values of the
random consistency index RI for each criterion.

Criterion Criterion1 Criterion2 Criterion3 Criterion4 Criterion5 Criterion6

λmax 5.47 5.48 5.28 5.47 5.42 5.45
n 5 5 5 5 5 5
RI 1.12 1.12 1.12 1.12 1.12 1.12
CR 0.10 0.11 0.06 0.10 0.09 0.10

Source: own study.

The weight values obtained for each criterion and the local weights for sub-criteria are as follows
(Table 22).

The total share is the result of multiplying the local weights of sub-criteria by the global weights
of the criteria for which they occurred, which gave the global weights of the sub-criteria (Table 22).
The assumption was that the above-percentages represented the ideal state, where trust is a key factor
in shaping the business social model. Statement 1.2, “At our company, trust creates positive managerial
intentions,” was the most important sub-criterion among all 30 sub-criteria, achieving a global weight
of 0.14. It was followed by Statement 3.1, “At our company, trust creates mutual relationships,” with a
global weight of 0.10. The statement 4.1, “At our company, trust triggers positive activities,” with a
global weight of 0.08, was also significant. Important sub-criteria also include Statement 3.5, “At our
company, trust-based relationships allow us to implement common goals,” with a global weight of 0.07.
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7.5. Analysis of Responses from Surveys Sent to Water Supply Companies

Having already defined criteria and sub-criteria, questionnaires in which the respondents had to
refer to the statements were constructed and sent to the water supply companies. The scale of reference
to given sub-criteria, which allowed respondents to assess consistency with the information on trust in
their company, is presented in Table 23 below.

Table 23. The scale used to evaluate the company in terms of sub-criteria.

Scale Statement

1 I strongly disagree
2 I somewhat disagree
3 I have no opinion
4 I somewhat agree
5 I strongly agree

Source: own study.

The sample used to collect the data set for the calculation was comprised of water supply
companies. After collecting the data, i.e., ratings from surveys, calculations were made in order to
obtain the appropriate global weights calculated for each company. After receiving the result for each
criterion from the obtained ratings, considering previously calculated global weights, all results for a
given company were added up. This combined result indicated the level of trust in a water supply
company. In the case of an ideal company, the result would be 1.0. Maximum values in a given cell for
a criterion are values of global weights calculated for six groups of criteria. Finally, the total results
obtained were ranked and the ranking of water supply companies was obtained in terms of the level of
trust. The following test results are presented in Table 24 below.

Table 24. The final matrix containing the results of the rating of companies in terms of social values
together with the ranking.

Company Criterion1 Criterion2 Criterion3 Criterion4 Criterion5 Criterion6
Total

Result

The company with the
highest result No. 1 0.28 0.07 0.25 0.17 0.13 0.06 0.96

The company with the
highest result No. 2 0.27 0.06 0.27 0.15 0.11 0.07 0.94

The company with the
lowest result 0.22 0.06 0.22 0.14 0.10 0.06 0.80

Source: own study.

The ratings within each group of criteria were also averaged (Table 25):

Table 25. The average values of the ratings obtained for each criterion along with the descriptions.

Criteria
Average Value of

the Rating
Description Corresponding

to the Rating

1. Trust-based organizational behavior at the company 4.4 I somewhat agree

2. Trust-based social capital at the company 4.6 I strongly agree

3. Trust-based relationships at the company 4.4 I somewhat agree

4. Trust-based processes and activities at the company 4.3 I somewhat agree

5. Trust-based risk at the company 4.0 I somewhat agree

6.The trust-based business model at the company 4.1 I somewhat agree

Source: own study.
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This means that each criterion had an average rating above 4.0. The highest ranked statement
in Criterion 2 was, “Trust-based social capital at the company,” which received a rating of 4.6; i.e., “I
strongly agree.” The statement, “Trust-based risk at the company,” in Criterion 5 was rated the
lowest; however, here the rating was also high. It is within the range covered by the answer, “I
somewhat agree.”

The values of ratings obtained for individual statements from all questionnaires collected were
averaged, which is presented as follows (Table 26):

Table 26. Average values of the declared ratings for each statement with the corresponding description.

Statements
Average
Value of

the Rating

Description
Corresponding to

the Rating

1. Trust-based
organizational
behavior at the

company

Statement 1.1. At our company, trust shapes
positive organizational behavior 4.7 I strongly agree

Statement 1.2. At our company, trust creates
positive managerial intentions 4.7 I strongly agree

Statement 1.3. At our company, employees are
characterized by honest and cooperative behavior

based on the expressed norms and values
4.1 I somewhat agree

Statement 1.4. At our company, there is an
appropriate climate of trust which shapes positive

organizational behavior
4.3 I somewhat agree

Statement 1.5. At our company, trust has a special
impact on both strategic and tactical-operational

behavior
4.3 I somewhat agree

2. Trust-based
social capital at

the company

Statement 2.1. At our company, trust positively
affects the construction of social capital. 4.8 I strongly agree

Statement 2.2. At our company, social capital is
based on mutual trust between stakeholders. 4.7 I strongly agree

Statement 2.3. At our company, trust is a key
resource for building social capital. 4.7 I strongly agree

Statement 2.4. At our company, trust positively
affects the development of employees’ social

competences
4.5 I strongly agree

Statement 2.5. At our company, trust allows us to
express the same values, which shape our social

capital.
4.5 I strongly agree

3. Trust-based
relationships at

the company

Statement 3.1. At our company, trust creates
mutual relationships. 4.8 I strongly agree

Statement 3.2. At our company, trust improves
communication between employees 4.6 I strongly agree

Statement 3.3. At our company, relationships allow
us to apply the same norms of reciprocity 4.4 I somewhat agree

Statement 3.4. At our company, there are
continuous interaction and trust-based

relationships between employees
4.0 I somewhat agree

Statement 3.5. At our company, trust-based
relationships allow us to implement common goals 4.3 I somewhat agree
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Table 26. Cont.

Statements
Average
Value of

the Rating

Description
Corresponding to

the Rating

4. Trust-based
processes and
activities at the

company

Statement 4.1. At our company, trust triggers
positive activities. 4.7 I strongly agree

Statement 4.2. At our company, trust allows for less
control of processes and activities. 3.8 I somewhat agree

Statement 4.3. At our company, trust enables more
effective and efficient processes and activities. 4.2 I somewhat agree

Statement 4.4. At our company, trust strengthens
mutual cooperation both at the level of processes

and activities.
4.4 I somewhat agree

Statement 4.5. At our company, mutual trust
accelerates decision-making processes 4.5 I strongly agree

1. Trust-based
risk at the
company

Statement 5.1. At our company, trust is a factor
which limits the risk of our activity. 4.0 I somewhat agree

Statement 5.2. At our company, thanks to mutual
trust, its reputation is improved. 4.7 I strongly agree

Statement 5.3. At our company, thanks to mutual
trust, there are no behaviors that are different from

those expected.
3.7 I somewhat agree

Statement 5.4. At our company, trust limits mutual
distrust. 3.8 I somewhat agree

Statement 5.5. At our company, the risk is
mitigated, limited by mutual trust between

employees.
3.9 I somewhat agree

6. The
trust-based

business model at
the company

Statement 6.1. At our company, trust is a key
attribute/component of the business model 3.7 I somewhat agree

Statement 6.2. At our company, trust shapes the
business model 3.5 I somewhat agree

Statement 6.3. At our company, trust positively
affects other attributes/components of the business

model
4.4 I somewhat agree

Statement 6.4. At our company, trust strengthens
other components of the business model 4.4 I somewhat agree

Statement 6.5. At our company, thanks to trust
embedded in the business model, we achieve a

high level of efficiency and effectiveness
4.3 I somewhat agree

Source: own study based on surveys conducted.

The above answers show that 18 statements were answered by the statement “I somewhat agree,”
and 12 statements received a response of “I strongly agree.” In summary of the ratings of individual
statements: they were below 4.0, but not lower than 3.5. The lowest-ranked statements were as follows
(Table 27):
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Table 27. Average values of declared ratings for each statement with the corresponding
description—lowest values.

Criterion Statement Rating

6. The trust-based business model
at the company

Statement 6.2. At our company, trust shapes the business
model. 3.5

5. Trust-based risk at the company Statement 5.3. At our company, thanks to mutual trust, there
are no behaviors that are different from those expected. 3.7

6. The trust-based business model
at the company

Statement 6.1. At our company, trust is a key
attribute/component of the business model. 3.7

4. Trust-based processes and
activities at the company

Statement 4.2. At our company, trust allows for less control
of processes and activities. 3.8

5. Trust-based risk at the company Statement 5.4. At our company, trust limits mutual distrust 3.8

5. Trust-based risk at the company Statement 5 5. At our company, the risk is mitigated, limited
by mutual trust between employees 3.9

Source: own study based on surveys conducted.

The highest-ranked statements were as follows (Table 28):

Table 28. Average values of declared ratings for each statement with the corresponding
description—highest values.

Criterion Statement Rating

2. Trust-based social capital at the
company

Statement 2.1. At our company, trust positively affects the
construction of social capital. 4.8

3. Trust-based relationships at the
company

Statement 3.1. At our company, trust creates mutual
relationships. 4.8

1. Trust-based organizational
behavior at the company

Statement 1.1. At our company, trust shapes positive
organizational behavior 4.7

1. Trust-based organizational
behavior at the company

Statement 1.2. At our company, trust creates positive
managerial intentions 4.7

2. Trust-based social capital at the
company

Statement 2.2. At our company, social capital is based on
mutual trust between stakeholders 4.7

2. Trust-based social capital at the
company

Statement 2.3. At our company, trust is a key resource for
building social capital 4.7

4. Trust-based processes and
activities at the company

Statement 4.1. At our company, trust triggers positive
activities. 4.7

5. Trust-based risk at the company Statement 5.2. At our company, thanks to mutual trust, its
reputation is improved 4.7

Source: own study based on surveys conducted.

Due to the lack of significant deviations in the results obtained, it can be stated that the research
conducted is a reliable sample which allowed for the obtainment of an image of the hierarchy of basic
factors in building a trust-based water supply company.

The homogeneity of the scale was verified as well, thanks to Cronbach’s alpha, a coefficient which
says to what extent a set of variables is consistent. It takes values from [0; 1]. If all positions were
perfectly reliable and measured the same thing, the coefficient α = 1. In the case of α > 0.7, the high
reliability of the scale is demonstrated. Cronbach’s alpha was estimated from the following formula:

α =
K

K− 1

⎛⎜⎜⎜⎜⎜⎜⎝1−
∑K

i=1 σ
2
Statement i

σ2
set

⎞⎟⎟⎟⎟⎟⎟⎠
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where:

K—number of statements;
Statementi—responses obtained for individual statements given by all companies;
σ2

Statement i
—variance for the responses that were obtained for a given statement i;

σ2
set—variance from the sum of responses to all statements for individual companies.

Thus, the value of Cronbach’s alpha was 0.85. The higher the value of the coefficient, the greater
the reliability of the scale; therefore, the reliability of this study was very high. This means that there
was a significant degree of similarity between individual responses, and the way in which individual
responses were given was similar. Therefore, the statements examine a similar phenomenon, that is,
the share of trust factors in water supply companies.

8. Discussion

When summarizing the research conducted, it should be noted that the aim of the analysis was
the issue of trust as a key factor in shaping the social business model of the company. As part of the
research, companies were asked to answer several questions related to the relationship between trust
and the social business model of water supply companies. They included the following thematic areas:

- Trust-based organizational behavior at the company;
- Trust-based social capital at the company;
- Trust-based relationships at the company;
- Trust-based processes and activities at the company;
- Trust-based risk at the company;
- The trust-based business model at the company.

The research shows that an important element in using trust to build the social business models
of water supply companies is organizational behaviors supported by social capital. In this approach,
trust is mainly treated as a strategic resource for building social capital, and consequently, the social
business model. When conducting a scientific discussion, it is worth paying attention to the complexity
of this issue in the context of the results achieved by water supply companies. The hybrid nature
of water supply companies indicates that it is necessary to constructively compare hard and soft
factors that have an impact on building their social business models. Research findings confirm this
interpretation of the discussion. In addition, it is important to properly configure these components for
the consistency and scalability of the social business model. When analyzing scientific considerations
synthetically, it is important to present the final interpretation of the results, which confirm the answers
to the research questions posed. Based on the research results, key final conclusions can be formulated:

1. It can be assumed that trust itself is one of the important components of the business model, but
other components have a strong impact in some cases (the result of the rating of the place and
role of trust as a key component of the business model attribute is 3.7).

2. Due to the fact that it can be combined with other components, it expresses, among others, logical
consistency with the social conditions of doing business (the result of the rating of trust as a factor
that builds the social capital of an organization is 4.8).

3. In this context, trust supports the development of the organization’s social capital and mutual
business relationships (the result of the rating of trust as a factor which builds mutual relationships
is 4.8).

4. Trust also supports the building of the organization’s reputation and reduces its business risk
(the result of the rating of trust as a factor which limits business risk is 3.9).

5. Trust also positively affects the activities of members of the organization and strongly affects the
activity based on mutual cooperation (the result of the rating of trust as a factor which strongly
affects activity is 3.8).
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Such an analysis shows that trust is important in constructing the business model, but it cannot be
separated from other components of the business model, between which cause-and-effect relationships
occur. Thus, it is clear that the configuration approach of a business model along with its interfaces
can be a platform for building trust-based social business models. The defined configuration of the
business model, where trust is a model navigator, can work when building social business models. At
the same time, it is worth adding that from this perspective, the consistency and scalability of this
business model are important. Consistency ensures the appropriate use of individual components, thus
creating a synergistic effect towards generating the maximum value of the business model. Moreover,
scalability determines the use of this approach to create social and economic value.

To sum up, it is worth referring to the possible contribution of the article to the discipline of
management sciences. The article pays special attention to embedding trust and its context in the
construction and application of social business models. So far, trust has not been strongly emphasized as
a component or attribute of a business model, especially from the configuration perspective. The place
and role of trust in the social business model as a factor which determines the high performance of the
organization, based on the case study of water supply companies, is also important. Trust then becomes
an important element of the business model, which is also particularly important for ensuring business
continuity while fulfilling economic and social requirements at the same time. Thus, by writing this
article, the authors wished to add value to the identification, conceptualization, operationalization and
implementation of trust-based social business models. In the relevant literature, the issues proposed
are quite modest in such an approach. The value of creative input is related to the presentation of
a comprehensive view of trust as a component of the social business model that ensures the high
performance of water supply companies. The authors would like to draw attention to the need to build
a new approach and a broader understanding of trust in the theory of business models, and to present
utilitarian solutions that may act as a guide for managers interested in improving the performance of
water supply companies.

9. Conclusions

It can be assumed that the purpose of the article was achieved, because the study provided an
answer to the question of which factors, divided into different categories, are important in building a
trust-based water supply company. Due to the lack of significant deviations in the results obtained, it
can be stated that the research conducted is a reliable sample which allowed for the obtainment of an
image of the hierarchy of basic factors in building a trust-based water supply company.

In light of the above discussion, the authors formulated the following research conclusions:

1. By undertaking a comparative analysis according to individual factors, it was found that in
the ranking of given criteria along with global weights, Criterion1: Trust-based organizational
behaviors at the company and Criterion3: Trust-based relationships at the company, received
the strongest weight. This means that trust is strongly related to organizational behaviors
and relationships.

2. It can be assumed that the trust-based social business model should be supported by
proper organizational behavior and efficient and effective relationships with water supply
company stakeholders.

3. As regards the normalized sub-criterion matrix for Criterion 1, Statement 1.2, “At our company,
trust creates positive managerial intentions,” is the most important.

4. As regards the normalized sub-criterion matrix for Criterion 1, Statement 2.5, “At our company,
trust allows us to express the same values, which shape our social capital,” is the most important.

5. As regards the normalized sub-criterion matrix for Criterion 3, Statement 3.1, “At our company,
trust creates mutual relationships,” is the most important.

6. As regards the normalized sub-criterion matrix for Criterion 4, Statement 4.1, “At our company,
trust triggers positive activities,” is the most important.
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7. As regards the normalized sub-criterion matrix for Criterion 5, Statement 5.1, “At our company,
trust is a factor which limits the risk of our activity,” is the most important.

8. As regards the normalized sub-criterion matrix for Criterion 6, Statement 6.1, “At our company,
trust is a key attribute/component of the business model,” and Statement 6.2, “At our company,
trust shapes the business model,” are the most important.

When making inferences about points 1–8, strategic recommendations for building a trust-based
social business model can be formulated. It can be built in such a way since research results confirm
that trust shapes the business model and is a key attribute/component thereof. At the same time,
the social business model should be based on appropriate organizational behaviors and appropriate
relationships. Building positive managerial intentions and expressing the same values based on social
capital is also important in building a social business model. At the same time, trust is a factor which
limits the risk of a water supply company’s operation. In terms of application, such a structure allows
for practical applications in the context of the conceptualization and operationalization of the social
business models of water supply companies.

The authors present general conclusions which summarize the issue of building and applying the
trust-based social business models of water supply companies.

1. The social business model is a key ontological entity for the achievement of high performance by
water supply companies.

2. The social business model of water supply companies should be built in such a way that trust is
its key attribute.

3. The social business model of water supply companies should be conceptualized and
operationalized by means of various approaches related to the hybrid nature of this type
of organization.

4. The social business model of water supply companies should be supported by proper relationships
with stakeholders and their appropriate organizational behavior.

5. The social business model of water supply companies should be strongly supported by the
positive intentions of their managers.

6. The social business model of water supply companies should direct the management stream
towards the expression of the same values that shape their social capital.

7. The social business model of water supply companies should use trust as a factor which limits
the risk of running the business.

From this perspective, it can be assumed that trust is the focal point of the social business model
of a water supply company, where the business model itself is a kind of configuration of its strategic
components. The relationship between trust and other components of the business model is of
particular importance for decision-making processes aimed at meeting social and economic needs with
a hybrid character. At the same time, trust becomes a platform for dialogue with various stakeholders
of a water supply company in both the product and organizational spheres. In addition, the relational
nature of trust also affects the construction of the water company’s strategy. On the one hand, trust also
reduces the business risk of a water supply company, and on the other hand, it enables the exchange of
values generated by the organization. Moreover, if one refers to the principles of assessing the impact of
a water company business model on society, it seems logical that the impact itself could be measured by
trust-building mechanisms between the company’s stakeholders. The adopted logic of the conducted
scientific argument indicates that trust and its place and role in the social business model of a water
supply company have a significant impact on the social and economic performances of the water
supply company, and as a consequence, on increased social responsibility towards stakeholders as well.
Trust even stabilizes the organization and its business model; it is also a value catalyst and neutralizes
the potentially negative impacts of the organization on other entities gathered around it. Trust as a
stabilizer can also affect the consistency and scalability of the social business model of a water supply
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company. When analyzing the conclusions, it should also be noted that there is potential in these
management areas for the further development of water supply companies. Water supply companies
should intensify their efforts to improve the place and role of trust as an important component of their
social business models. They should set strategic goals in this area and pursue them consistently. They
should treat trust on the one hand as an attribute of the business model, and on the other hand as a key
factor of their success as well, especially in terms of relationships with various stakeholders.

To sum up, in the face of changes regarding both the logic of the functioning of companies and the
very construction of business models, trust may become, to some extent, a platform that neutralizes the
possible oppositional behavior of the supporters of the theory of creating economic value, compared to
the supporters of creating only social value. This specific balance of organizational goals and behavior
is extremely necessary and advisable. Trust is a kind of neutralizer of potential mutual conflicts
between the stakeholders of water supply companies, who may have different needs and expectations
of the organization. Finally, trust becomes a strong link in the priority business model. It is as a social
component of the business model that relationships and interfaces are created in the very structure of
the business model. Therefore, it can be said that trust in the social business model is a strategic, hard
component, which strongly affects other components. This strategic character is reflected in its strong
impact on the high performance of water supply companies.

10. Limitations and Suggestions for Future Research

The authors are fully aware of the limitations resulting from the research. They result, among
others, from the fact that the research was conducted in one region, albeit a very large one, as opposed
to throughout the country. In addition, it is worth noting that a limitation may be the question of
how different recipients understand both the concept of trust, which has been demonstrated in the
critical review of the literature, and difficulties in interpretation related to the concept of social business
models. As regards suggestions for future research, the authors hope that this research will open the
way to further discussion on the place and role of trust in shaping the social business models of water
supply companies. It is also important to understand and study the hybrid image of water supply
companies, which is not an easy and unambiguously interpreted issue, as this hybridism strongly
emphasizes the social character of these organizations.
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Abstract: The subject of this research study is the quantification of corporate value creation in
relation to the level of the financial security of a company’s functioning. The research aims to
compare the two mechanisms. Assessments concern the degree of the balancing of effects in the
context of value creation and financial security sustainable management. The analysed entities
comprise all the manufacturing enterprises in Poland in 2007–2018, included in public statistical data.
In light of the above, the study is unique in character, comprising the broadest possible range of
entities. The results support the main hypothesis—which is subordinated to the study’s adopted
main target—as well as five sub-hypotheses. The study employs a multifaceted logit model of
financial security, and the multifaceted value measure. The paper examines value drivers as well
as financial security explanatory variables. The study makes use of cause and effect analysis, object
relocation analysis and an analysis of the variability and clustering of objects. On the basis of the
detailed research findings, the following rule was demonstrated: there is a directly proportional
relationship between the effects of the value creation process and the ensuring of financial security in
manufacturing enterprises (compliance with the sustainable management principle).

Keywords: value creation; value-based management; financial security of going concern;
sustainable management

1. Introduction

The subject of the paper is the quantification of corporate value creation in relation to the level of
the financial security of corporate functioning—the balancing and assessment of the effects of value
creation and financial security sustainable management.

The measurement (quantification) is carried out in the context of a company’s financial
performance: (1) its development, measured by two value creation processes—(a) for shareholders
(internal value created), and (b) value added transferred to an economic system (external value created),
which is close to the understanding of stakeholder value; and (2) financial security of going concern,
assessed from the perspective of the threat of business failure.

The adoption of the financial perspective to assess the balanced effects of value creation
and financial security of a going concern as the result of applying sustainable management is
epistemologically justified. The article regards the achievement of a company’s financial goals as
the foundation of its existence. Benefits resulting from sustainable development and management
are defined in various ways, but their key financial effects are the same—margin improvement, or
revenue increase. These lead to gaining competitive advantage, and, consequently, to premium profits
and sustainable value creation. It implies that the financial measures of creating this value provide a
financial justification for adopting a sustainable development strategy and its implementation in the
form of sustainable management.

Sustainability 2019, 11, 2278; doi:10.3390/su11082278 www.mdpi.com/journal/sustainability
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The study analyses manufacturing enterprises in Poland—the entire population included in
public statistics (being non-financial companies with more than 9 employees, included in statistical
reporting, classified as a production activity, section C—Manufacturing. As at the end of the first
half of 2018, this was 13,006 entities). The major empirical objective of the study is a comparative
assessment of the two categories in manufacturing enterprises in 2007–2018, including:

• measurement and assessment of value creation and the degree of financial security,
• identification of the characteristics of the analysed population of companies, the classification of

companies and a comparative analysis of profiles.

The assessment of the degree of threat is based on the multifaceted logit model, which reflects
the likelihood of maintaining financial security (FSD) for a period of one year. The value creation
mechanism is quantified using value drivers constituting MVM—the multifaceted value measure (the
range of value measures is taken from the available data in public statistics).

The ordering and classification are based on the ranking and the variation measure, as well as
normative patterns (also for the purpose of assessing the profiles of the analysed structures).

The following hypotheses will be investigated:
main hypothesis:

Hypothesis 0. there is a directly proportional relationship between the effects of the value creation process and
the ensuring of financial security in manufacturing enterprises—the confirmation of the principle of sustainable
management,

partial hypotheses:

Hypothesis 1. The development of manufacturing enterprises, assessed on the basis of value creation, is marked
by recurring cycles which are consistent with the factors which affect them,

Hypothesis 2. The value accruing to the owners is the main determinant of value creation, accompanied by an
increased transmission of value to an economic system,

Hypothesis 3. Changes in financial security occur in recurring cycles, and are contrary to the level of
its variation,

Hypothesis 4. The distribution of financial security determinants changes over time, with the lowest impact of
asset productivity (capital circulation),

Hypothesis 5. The compatibility of the profile patterns of manufacturing enterprises’ microstructures in the
context of value creation and financial security is not strongly opposed to their considerable diversity.

The results of the verification of the above hypotheses related to the research objectives are
presented in the concluding remarks. They also point to the limitations of the conducted research,
as well as to the trends of further studies and their implications for corporate management.

The use of the financial context as the sole criterion for assessing the balanced effects of value
creation and financial security of going concern as the result of applying sustainable management is
caused by several factors.

First, it results from the adopted epistemological approach—a company exists to obtain a financial
effect (see: above remarks and detailed comments in “Literature Review”). The effects of a company’s
development can have various forms, being reflected in meeting stakeholders’ expectations. In this
context, shareholders and their financial objective—increasing their invested capital—are of key
significance. Shareholder value also implies value created for other stakeholders. It corresponds to the
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concept of “illuminated” value-based management (VBM), being a basis for the commonly accepted
corporate value theory developed by A. Rappaport.

Secondly, the effects of a company’s development are assessed in this article on the basis of
multifaceted value measure (MVM). This measure combines two processes—internal value creating
(for shareholders, a microeconomic approach), and external value creating (a macroeconomic approach).
The latter is value added transferred to an economic system—it creates value added (the main
component of GDP), and is close to the concept of value for a company’s broadly understood
stakeholders (environment, society). The combination of the measurement of shareholder value
and stakeholders value corresponds to the concept of sustainable value creation.

Thirdly, the assessment of the effects of manufacturing enterprises’ development comprises the
measurement of the financial security of going concern. This measurement, based on a prediction
(logit) model, can be exclusively carried out for a company’s financial dimensions of its financial
condition. To ensure the comparability of the measurement of the financial security of going concern
and the measurement of value creation (the balancing of their effects), this value should also refer to
the financial dimensions of a company’s development effects and corporate value creation.

Fourthly, the presented research comprises an entire population of manufacturing enterprises
in Poland (13,006 entities, unique in character), and is based on public statistics data bases. The data
refers exclusively to the characteristics of enterprises’ financial standing (external assessment, and
statistical and econometric analysis). Undoubtedly, it implies certain limitations, but the inclusion of
non-financial information is only possible in the case of individual research (internal assessment,
qualitative analysis), which implies a small sample of enterprises and difficulties in ensuring a
representative sample.

The results of this research and their interpretation constitute part of an extensive study of the
population of institutional sector enterprises in Poland, and is a component of a series of publications.

2. Literature Review

The essence of a company is described by the principles which govern its activities—the ability to
generate profit, its functioning in the conditions of risk, and entrepreneurship [1]. The characteristics
of a company’s activities, being its targets, include innovativeness, effectiveness, development and
value creation. In the process of achieving these objectives, a company is subject to the influence of the
environment and the internal processes which it consciously creates, i.e., how it manages them [2].

The idea of the purposefulness of a company’s activities and the definition of corporate objectives
cause much controversy [3]. Undoubtedly, a company’s objectives determine development trends,
affect the planning process, act as motivating factors, and constitute a basis for corporate functioning,
but they do not always create a coherent system [4]. The most general objectives are a company’s
survival and development. The former is a prerequisite to achieving other objectives, while the latter
constitutes its essence.

A company’s survival and related threats, together with the company’s development—its
measurement and assessment—represent the major focus of the paper. This research area focuses on
two key issues: value creation (internal and external), and the financial security of going concern,
which are discussed from the perspective of balancing their effects. Assessments refer solely to the
meeting of balance requirements in their financial dimensions, but they certainly relate to a broader
context comprising sustainable development (SD), sustainable management (SM), corporate social
responsibility (CSR) and sustainable value creation (SVC).

2.1. Development, Effectiveness, Value

Development is a process of structural change, and it cannot be implemented in a short period of
time [5]. New phenomena and rules arise which have not occurred before. Development is a process
which takes place over the course of time. It comprises consistently ordered phases and stages which
constitute a company’s life cycle [6].
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It is justified to say that growth enables companies to better adapt to the environment and
its development [7], and that there is a feedback between these categories. However, treating
development as a qualitative category and growth as a quantitative phenomenon is characteristic of a
traditional approach.

Effectiveness is a quantitative characteristic of a company’s development [8]. It best reflects
the results of the rational manner of doing business, while entrepreneurship is the way in which
effectiveness is achieved [9]. Effectiveness is the factor that determines the essence of a company’s
activities, its functioning and development [10].

The effects of a company’s development can assume various forms, being achieved through
meeting stakeholders’ expectations. Such expectations mainly include the interests of shareholders and
their financial goal—accumulating the value of invested capital [11]. Value created for company owners
indicates value for other stakeholders [12]. Value created at a microeconomic level is transferred to a
macroeconomic level—creating value added (the main component of GDP) [13].

Classical economics defines various sources, factors and types of value. Currently, value is
understood in terms of outlays and effects, and it is no longer linked to real capital in favour of abstract
capital. Consequently, a company’s value is linked to its ability to accumulate invested capital [14]
(pp. 293–308), also searching for a link with the business model [15].

A company’s development and value creation are measured by several indicators [16–18].
An important measure is a quantitative analysis of their mutual relationships and value determinants.
It provides insights into the value creation mechanism.

2.2. Sustainable Development

Global, regional and local changes, affecting the existence and development of enterprises, have
become an inspiration for developing the concept of a learning organization [19] and a new research
area—sustainable science [20]. Sustainability is a company’s ability to carry out its activities based on
continuous learning, revitalization, reconstruction and reorientation, and, in the first place, adaptation
and development [21].

There are several definitions of sustainable development, focusing on various aspects
of this term [22]. Sustainable development is frequently confused with the concept of
ecodevelopment—ecology is only one of its aspects. Sustainability is based on economic, social,
environmental and political factors which determine an equilibrium between costs and profits [23].
Responsibility for maintaining a balance between sustainable development factors can be treated as a
company’s “silent stakeholder” [24].

Sustainable development expresses the idea of seeking the sources of a steady and safe market
position based on a company’s responsibility to its environment [25].

Sustainable development is characterised by three factors: sustainability—maintaining an
equilibrium between company and stakeholder needs; stability—maintaining the accessibility of
environmental resources; and self–support—the interdependence of economic, ecological and political
factors in stimulating long-term growth [26].

Exploration shows that the business methods (strategies) of sustainability are different. Although
these methods differ, many sustainability practices touch upon the same interfaces for company action.
R.J. Orsato argues that companies must make efforts in order to pursue ‘the right’ type of sustainability
strategy, which proposes a contingency perspective and should pursue return-on-investment (ROI) on
environmental actions [27].

As S.L. Hart says, a few enterprises realise that environmental opportunities might actually
become a major source of revenue growth—not just a source of cost savings. Thus, the strategy of
eco-efficiency and social responsibility is the one to pursue as a first stage towards a sustainable
company [28]. Moreover, they also provide profits for shareholders [29]. Going further, it is proven
that innovation is a crucial element of sustainability, and vice versa—sustainability being a catalyst for
innovation, the key driver of development [30].
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2.3. Sustainable Management and Corporate Social Responsibility

Sustainable development leads to the development of sustainable management [31,32].
This concept proves a close correlation between corporate development and stakeholder relationship
management [33].

The tool for implementing this idea is corporate social responsibility (CSR) [34]. Presently,
however, CSR is not aimed at “doing good” but is focused on creating shared value (CSV) [35].

The CSR concept is based on agency theory—a company’s (agent’s) commitment to satisfying
the needs of its allies (principal) [36], and stakeholders theory—stakeholders’ right to intervene in
company operations [37].

The CSR concept focuses on stakeholders’ objectives. They have legitimised “interests” in a
company’s process-related and substantive activities, and each of these interests has its intrinsic
value [38]. This leads to a conflict between CSR and shareholder concept. Its financial objective is
shareholder value creation, which is achieved through value-based management (VBM).

However, achieving stakeholders’ objectives can have an adverse effect on corporate value
creation. Hence the proposal to employ “illuminated VBM”, assuming the complementarity of
stakeholder concept and VBM. According to “illuminated VBM”, shareholder value creation cannot be
carried out without respecting stakeholders’ interests (which implies the absence of a conflict) [39], [40].
However, the assumption that care for the environment and society translates to greater corporate value
is often criticised [41]. Moreover, a company’s performance is still measured mainly in its financial
dimension. Environmental and social aspects are taken into account only from the perspective of their
contribution to improving financial results [42,43].

2.4. Sustainable Value Creation

Emphasising how sustainability creates value matches epistemological reasoning presented in
this paper—a company exists to achieve a financial effect. This reinforces financial analysis as the main
tool for assessing a company’s sustainable development and value creation.

The impact of sustainable management on financial results is confirmed by several research
studies. However, financial results can be understood in different ways as, for example, company
performance [44], premium profits [45], competitive advantage [46], sustainable value added [47], or
long-term shareholder value [48].

Benefits resulting from sustainable development can be different, but the key financial effects are
the same—margin improvement or revenue increase. Sustainable development leads to competitive
advantage, which, in turn, results in premium profits [49]. These are the measures of value creation
which provide a financial justification for implementing a sustainable development strategy.

S.L. Hart and M.B. Milstein are the creators of the sustainable value framework. It shows
relationships between sustainable development and a company’s fundamental activities and functions
understood as value drivers [50].

Sustainable value creation is defined as a business strategy focused on solving key social problems
through identifying new scaled sources of competitive advantage, which generate measurable profits
and lead to social benefits—shared value [51].

A review of the sustainability literature suggests a few key concepts and critical ways to
understand sustainable value creation [52]. The first one is systems thinking, which potentially
provides the scope to integrate multiple factors: economic, social and environmental [53,54]. Further
proposals include whole systems design [55] and systems innovation [56]. The implementation of
these concepts is supported by appropriate sustainable business models [57]. The new concepts for
sustainable value creation form the framework for business models by considering value destroyed,
value missed and value opportunities [58].
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2.5. A Company’s Crisis and Financial Threats

As already mentioned, a company’s operations are characterised by and based on the principle of
its functioning in the conditions of crisis, resulting from the uncertainty of specific events and future
developments. Crisis represents a severe stage of such conditions.

A company’s crisis can be understood in different ways [59]—frequently as a breakthrough process
between two stages of a company’s life cycle, which differ in terms of their quality. A company’s crisis
is marked by its complexity, resulting from a combination of various factors forming a sequence of
events, resulting in cause–effect processes and a distinct escalation path [60].

A company’s exposure and vulnerability to threats is diversified, which can be described using
specific models [61], and Polish companies’ vulnerability is very high [62]. A sudden, tangible crisis
usually results from a long-lasting financial distress—a ‘smouldering’ crisis [63].

The symptoms of a company’s crisis are caused by various factors and their combinations.
The major sources of crisis result from a company’s failures in corporate functioning, which can be
quantified from the perspective of a company’s financial standing [64].

Crisis is part of the area of risk management [65], hence the significance of the ability to predict
it. This necessitates creating early warning systems (EWS) which diagnose the indications of crisis,
but which should not be identified with bankruptcy prediction [66,67]. The quantification process is
frequently based on discriminant analysis methods and logit models [68].

The most significant characteristics of threat prediction methods include their effectiveness and
reference points. Attempts aimed to depart from the idea of a business failure and its legal and narrow
sense (bankruptcy) have not been successful due to difficulties in offering a broad definition of failure
referred to as economic distress and financial distress [69].

2.6. Financial Threat Prediction Models

Early warning systems (EWS) make use of several tools applied in financial analyses as well
as statistical methods used in predicting financial threats of going concern. The identified measures
quantify early warning signals, thus becoming threat predictors. Such systems make use of three types
of information: alarm signals, deviations from standards and weak signals (weakly structured) [70].

EWS methods are usually classified on the basis of the character of the analysed factors
(quantitative, qualitative and mixed methods) and the manner of formulating conclusions (logical
deductive and empirical inductive methods) [71].

The first group includes scoring models, multi-criteria models and models based on EVA
(Economic Value Added), SVA (Shareholders Value Added) and MVA (Market Value Added). Research
studies conducted in the Polish business environment indicate the lack of statistically significant
correlation between the above measures and the risk of business failure [72,73].

Logical deductive methods use financial analysis in assessing the risk of business failure. Empirical
inductive methods are examples of comparative analyses based on statistical and econometric methods
(an analysis of the groups of threatened and non-threatened companies). Depending on the number of
variables, these methods are referred to as one—or multivariable methods [74].

The development of econometric modelling in the prediction of financial threats originates from
(one–variable models) the first works of W. Rosendal and P.J. Fitzpatrick—they developed a pair-based
comparative analysis (a threatened vs non-threatened entity). C.L. Merwin applied the methods of
profile analysis and arithmetic mean for groups of objects, while W.H. Beaver verified the usefulness
of financial ratios in threat prediction. This area of research was also undertaken by P. Weibel, who
proved that an increased number of explanatory variables did not lead to significantly better results in
risk assessment [75,76].

Currently, multi-variable models dominate, with a great contribution being made by the logit
model. It allows for detecting not only a financial threat but also its probability. Multiple discriminant
analysis was developed by E.I. Altman [77]. Other well-known creators of threat prediction methods
include G. Weinrich, J. Fulmer, J. Legault, J. Ko, H. Koh, Killough, K. Beermann, G. Gebhardt and
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E. Bleier [78]. The creators of prediction models in Poland include E. Mączyńska, D. Appenzeller, J.
Gajdka and T. Stos, B. Prusak, M. Hamrol. B. Czajka, M. Piechocki, A. Hołda and D. Wędzki [79].

3. Methodology of Research

The subject of the research study (the first research area) is a mechanism of creating value
determined by value creation processes attributable to company owners, and creating value added
transferred to an economic system (value added: net financial result, compensation and social
insurance, interest, income tax and quasi-fiscal charges).

The object of the study comprises 13,006 manufacturing enterprises (June 2018) in Poland in
2007–2018 (41.0% of value added in the enterprise sector with more than 9 employees). Data on the
individual enterprises are held by the central statistical office in Warsaw (Statistics Poland) which
may be made available on request. Disclosure relates to the results of analysis and aggregated data
for PKD classes—the Polish Classification of Activities (microstructures, the protection of individual
enterprises data necessary for reasons of statistical confidentiality and law).

The mechanism of value creation is quantified with the use of partial measures and value
drivers interconnected within structural systems and merged into MVM (multifaceted value measure)
with the use of statistical procedures including: standardization, change of destimulants into
stimulants, elimination of their negative values by subtraction of the scalar (minimum value of
the variable), determination of the Euclidean distance di0 of individual objects from the coordinates of
the anti-template (beginning of the coordinate system). The multifaceted value measure is therefore
described by the formula:

di0 =

√√√√ K

∑
j=1

(
xij − x0j

)2 (1)

where: x0 = (0, . . . ,0)K, K—number of multifaceted value measure components (j = 1, . . . , K).
The processes that affect MVM are defined as follows (Figure 1):

• creating value for company owners (internal process): return on assets (ROA) and financing
structure (equity multiplier EM—total capital to equity), which determine return on equity (ROE),

• creating value added as a component of GDP (external process): net financial result referred to
revenues from sales (ROR) and value added retention ratio (VAH—net financial result referred to
value added), which determine the rate of value added (VAR—value added to revenue from sales).

The impact of the return on assets (ROA) and the financing structure (equity multiplier EM)
on the return on equity (ROE) is the highest level of analysis generalisation using the relationships
between profitability structural indicators (DuPont analysis). In this framework, ROA is formed by
the net return on sales (ROS) and the asset productivity (AP)—total capital circulation. Thus, the
analysis focused on changes in the dependent variable (ROE) and the nature of the impact of all
defined explanatory variables (determinants)—ROA, ROS, EM and AP.

The second process investigated was the creation of added value (VAR). It is shaped by the
net financial result referred to revenues from sales (ROR) and the value added retention ratio
(VAH)—this is the part of the added value remaining in the company that creates it. Therefore,
from the macroeconomic point of view, the ROR increase is stimulant, and the VAH increase is a
destimulant of the value added rate (the increase in the share of the financial result in value added
causes a decrease in the value added rate).
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Figure 1. The design scheme of the multifaceted value measure components.

The measurement of financial security (the second research area) is based on an estimated logit
model in response to the criticism of hitherto employed solutions. The basic deficiencies of the available
models include: estimates from a long-term perspective before the 2008 crisis, limitations in their use
in a dynamic analysis of threats, small numbers of learning sets, verification of prediction ability on
learning sets, construction weaknesses, and the use of traditional estimation methods and techniques.
The study is supplemented (details available in other publications) by the estimation of models scaled
on the basis of the percentage of court insolvency proceedings [80].

To construct the model a set of 24 indicators was used from the following areas: productivity,
liquidity, financing, profitability, debt and efficiency. These indicators were characterised by
426 bankrupt companies and 1936 non-bankrupt companies (training set, 47,240 object–observations).
The applied method for matching companies (bankrupt/non-bankrupt) involves the case–control
technique (matching up to “1 to 5”) [81]. In the next step, one-dimensional distributions and
correlations of all 24 potential explanatory variables were analysed. The predictive capacity of decision
rules was measured by taking into account their sensitivity and specificity. An assessment was next
carried out of the parameters of the model (the best subset method, Akaike Information Criterion). The
model applied was the Firth’s logistic regression model, which almost completely eliminates the
disadvantages of classic models (parameter assessments in this model are barely burdened, confidence
intervals are characterised by better probabilistic properties and modification of the original likelihood
function contains interpretation from the Bayes point of view) [82,83]:

s∗(θ) =
n

∑
i=1

(
yi − F

(
x′iθ

)
+ hi

(
1
2
− F

(
x′iθ

)))
xi (2)

where hi is the diagonal elements of matrix H = W
1
2 X(X′WX)−1X′W 1

2 , X is the data matrix, and W is
the diagonal matrix with dimensions n x n, whose i-th diagonal element is equal to F

(
x′iθ

)(
1 − F

(
x′iθ

))
,

and F
(

x′iθ
)

is success likelihood by Bernoulli distribution.
Optimal cut-off points for level of financial security of going concern has been designated by

means of the ROC (Receiver Operating Characteristic—a two-dimensional graph which presents
sensitivity and 1–specificity calculated for various values of the cut-off point). The predictive capacity
of model was calculated with the use of sensitivity and specificity. Additionally, the quality of models
has been measured with the use of the AUC =

∫ 1
0 y(x)dx (area under the ROC curve, where y(x) is a

function defining the ROC curve) [84].
Bearing in mind the benefits of Firth’s model referred to, it is legitimate to presume that it should

become one of the basic tools in the modelling of financial security of company going concern [85].
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The measure resulting from the logit model reflects the financial security degree (FSD) as opposed
to the threat of the financial distress of going concern and bankruptcy. This change aims to define FSD
as a stimulant for the needs of a multidimensional assessment of changes in the enterprise sector.

In accordance with the adopted methodology, the FSD model takes the following form [86]
(Figure 2):

FSD =

(
1 − 1

1+exp[−(−0.70−0.42 AP−1.89
1.09 −0.93 SF−0.39

0.31 +0.65 STL−0.47
0.27 −0.73 RoOA−2.94

13.46 )]

)
·100% (3)

where: AP—asset productivity ratio, SF—self–financing ratio, STL—short–term liability ratio,
RoOA—operating return on assets ratio.
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Figure 2. The design scheme of the financial security degree components.

This measure assumes values (0,100%), with higher values indicating higher probability of
maintaining financial security from a one-year perspective (the model is characterised by: sensitivity
82.4%, specificity 82.1%, and AUC 0.894.

The analysis of the movement of objects in the identified structures is based on the ranking
method. For this purpose, MVM and FSD measures are replaced by regular-type ranks. The average
rank method is used, and the lowest rank is attributed to the highest value of a given measure. In
combination with standard deviation (it’s treated as a measure of the variation/diversity of objects
in relation to MVM and FSD), objects are classified as follows: pattern 1—high and stable position,
pattern 2—high position with considerable variability, pattern 3—low and stable position, pattern
4—low position with considerable variability. These patterns and MVM and FSD measures, along with
their explanatory variables, are used in analysing the profiles of the structures in question.

The degree of object density is analysed using the elliptical density measure:

DM =

√
s2

xs2
y·
(

1 − r2
xy

)
(4)

where: s2
x, s2

y—variance of variable x, variance of variable y; r2
xy—Pearson linear correlation

coefficient between x and y. The density measure describes the surface area of the ellipse covering the
set of objects.

To assess the changes in microstructures, a taxonomic measure of similarity of structures (TMS)
was used [87]:

TMS =
N

∑
i=1

min
(

pij, pik
)

(5)
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where: pij, pik—share of the i–th object in structure j, k; N—number of objects. This measure takes
values from the range <0–1>; however, a closer value is to the unity, the more similar the compared
structures are.

Cause analysis is based on a deterministic approach and logarithm method. It allows for
transforming the sequence of the product of dynamics of explanatory variables (DEV) into the sequence
of the sum, which is followed by equating the dependent variable (DDV) dynamics logarithm to one.
Thereby, the structure ratios are determined, which describe the impact of explanatory variables (REV)
on the dependent variable (RDV) [88]:

DDV = DEV1·DEV2· . . . ·DEVn
log DDV = log(DEV1·DEV2· . . . ·DEVn)
log DDV
log DDV

=
log DEV1+log DEV2+...+log DEVn

log DDV

RDV =
log DDV
log DDV

; REV1 =
log DEV1
log DDV

; REV2 =
log DEV2
log DDV

; REVn =
log DEVn
log DDV

RDV = REV1 + REV2 + . . . + REVn

(6)

The diagram of the problem of balancing and evaluation of the effects of value creation and
financial security sustainable management analysed in the article is presented in Figure 3.
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Figure 3. Value creation and financial security of going concern in terms of the concept of sustainable
management—researching the balance of processes.

4. Findings and Discussion

4.1. Return on Equity (ROE) Determinants

In a wide range of results and conclusions regarding ROE determinants in manufacturing
enterprises in 2007–2018, attention should be given to the following findings (Figure 4).

The first finding relates to a higher density of objects within a group of ROA–EM factors (an
increase by 30.4%). Movements are relatively uniform towards the coordinate system. This indicates
that objects become similar in terms of the obtained results: ROA, and financing structure (EM).

With regard to the values on the time axis, attention should be given on the contrary trend of
changes in ROA–EM values – increases in one are accompanied by decreases in the other (and vice
versa). The year 2015 marks the end of a longer and the beginning of a shorter phase of these contrary
trends. A causal analysis indicates that the main determinant of ROE is ROA factor (an average of
72.7%). Its share rises steadily until 2009, and its dynamics declines in 2012–2013.
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Figure 4. Location density (a), for the main part of the set, and trends of changes (b) of ROE
determinants in manufacturing enterprises in 2007–2018 (6-month periodisation).

The path of the central point of the population shows numerous reversals, and average financing
conditions are marked by an equilibrium between equity and foreign capital (EM = 1.99), accompanied
by the increased effectiveness of the use of total capital (ROA = 6.44%).

Partial conclusions: (a) There is an opposite direction of changes in ROA–EM values—the change
of one corresponded on the contrary change of the other; (b) the key determinant of ROE is the
ROA factor.

4.2. Rate of Value Added (VAR) Drivers

With regard to VAR determinants in manufacturing enterprises in 2007–2018, attention should be
given, in the first place (Figure 5), to the density of ROS–VAH objects (from 10.1 to 0.6). It is not quite
uniform towards the system of coordinates but closer to the VAH axis. The increased density indicates
a greater similarity of objects in terms of ROS values and the VAH coefficient.
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Figure 5. Location density (a), for the main part of the set, and trends of changes (b) of VAR
determinants in manufacturing enterprises in 2007–2018 (6-month periodisation).

The observed changes over the course of time also include the consistency of direction with regard
to ROS–VAH values—an increase in one is accompanied by an increase in the other (Pearson = 0.87).
The economic slowdown of 2008–2010 is distinctly shown by particular values, and the next period of
deterioration starts in 2016—demonstrated by lower ROS and VAH values.
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VAR, from a cause-related perspective, points to a balanced share of ROS and VAH variables (an
average of 50% each), and the analysed period is marked by 3 points of changes of contrary trends
(increase/decrease, decrease/increase).

The path of the central point of the analysed population forms a trajectory with numerous
reversals. However, its regression curve is relatively stabilised (linear R2 = 0.76), and the average
conditions of operating effectiveness stand at ROS = 5.38%, and VAH = 0.22.

Partial conclusions: (c) There is convergence in the direction of changes in the values of
ROS–VAH factors; (d) by causally distributing the VAR component, the share of ROS and VAH
factors was equivalent.

4.3. Multifaceted Value Measure (MVM) Determinants

An assessment of MVM changes with regard to ROE–VAR factors in manufacturing enterprises
in 2007–2018 leads to several conclusions (Figure 6).

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 6. Location density (a), the main part of the set; trends of changes (b); path of the central point (c)
and share of determinants (d) with regard to MVM; and classification of manufacturing enterprises (e),
grouped into PKD classes, according to MVM-related ranking position and its variation in 2007–2018
(6-month periodisation).

An analysis of the movement of objects in the studied period indicates their higher density
(+33.3%). It is relatively uniform towards the origin of the coordinate system but closer to the VAR
axis. A greater similarity of objects in terms of the measures of internally and externally created value
points to stiffer competition in the analysed population of manufacturing enterprises.
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The trend of changes in ROE–VAR values is consistent as of 2017—an increase in one is
accompanied by an increase in the other (Pearson = 0.73). There are two distinct periods of
decreasing ROE values (the second one is weaker, in the initial phase), and one long-lasting period of
declining VAR.

The path of the central point is marked by numerous reversals, and its regression curve with a
good match of R2 = 0.60 is described by a 4th-order polynomial. The occurring changes lead to average
values of ROE = 12.81%, and VAR = 20.3%.

The set of objects merged into uniform groups according to PKD—the Polish Classification
of Activities (microstructures, the protection of individual enterprises data necessary for reasons
of statistical confidentiality and law)—can be described by dividing them into uniform subsets
(quadrants), distinguished by their ranking position and standard deviation. This procedure points
to the majority of PKD classes below the level of average variation (48.0), indicating relative
stability. However, such a conclusion is not unambiguous considering a high average value of
the standard deviation.

The division of value creation measures into explanatory variables allows the identification of
their share in determining the value of MVM (dependent variable). An average share of ROE is
64.5%, with VAR accounting for 35.5%. The 2007–2014 period is marked by a decreasing impact of
ROE—10.4%. This share rises in subsequent periods, reaching the level of 94.4% of the initial value at
the end of the analysed period (inference related to VAR changes is contrary).

Key considerations: (1) The development of manufacturing enterprises, assessed on the basis of
value creation, is marked by recurring cycles which are consistent with the factors which affect them;
(2) value creation for owners is the main determinant, accompanied by an increased transmission of
value to the wider economic system.

4.4. Financial Threat to Going Concern and Bankruptcy

The measure resulting from estimation—the degree of financial security (FSD)—is the opposition
of the concept of the threat to going concern and bankruptcy, which results from its definition as a
stimulant for the needs of a multivariate assessment of changes in the enterprise sector, and in the
context of inference presented in this paper, for the purpose of the relativisation of value creation
assessments. Undoubtedly, the reference point for FSD or financial threat is the category of bankruptcy
as a court bankruptcy proceedings and their percentage (percentage of bankruptcy proceedings—PBP).

Bankruptcy proceedings (understood as PBP) intensified and reached their peak values in 2012,
especially in the service sector. Trade activities reflected a long-term trend of GDP growth, while
production activities were marked by the greatest stability (also in manufacturing enterprises—an
average of 105.5% of PBP in production activities). There is a distinct period of economic slowdown
(crisis)—the 2009–2010 period, with its peak in 2013 (the second slowdown) (Figure 7a).

The analysis of bankruptcy concentration points to above-average values in services and an
increasing trend until 2013, followed by a reverse trend. The production sector records a distinct trend
of the decreasing concentration of bankruptcies, while trade activities are marked by a long-term
increasing trend (concentration is assessment of court bankruptcy proceedings in a specific group of
entities in relation to the total number of group members. Values in excess of 1 indicate above-average
concentration of the analysed phenomenon in a given group).

The mutual reference of bankruptcy measures in a legal sense (PBP) and those in an economic
sense (FSD) is not possible without defining their actual meaning. It does not imply, however, the
absence of correlations between them. FSD and PBP values are similar over longer periods of time (the
analysis of the 2007–2018 period). The determined trend functions (polynomial of degree 3) for both
curves point to the consistency of their directions. It is also confirmed by the effectiveness of the FSD
estimated measure (Figure 7b).
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Figure 7. The percentage of court bankruptcy proceedings (PBP) by type of activity (a) and
the interdependence of FSD and PBP for manufacturing enterprises (b) in 2007–2018 (6-month
periodisation). Note: PBP in declining order.

Partial conclusions: (e) In the context of bankruptcy, the most stable situation was in
manufacturing enterprises; (f) trends in PBP and FSD values are compatible.

4.5. The Degree of Financial Security

With regard to the second key area of the considerations, basic conclusions should be formulated
as a result of the analysis of the degree of financial security (FSD) in manufacturing enterprises
(Figure 8).

The analysed period is characterised by a considerable and reverse variability of FSD values as
well as their standard deviations (SD). The visible impact of economic slowdown after 2008 resulted
in lower FSD values, while companies recorded greater changeability, marking the disturbance
of relative equilibrium. The situation was reversed after 2010, where the FSD and SD curves
intersected—improvements in FSD were accompanied by declining SD values. Another culminating
point of FSD values is recorded in the second half of 2015, and as expected, declining FSD values
are accompanied by increased SD levels until their curves intersect again (this issue is analysed in
subsequent research studies).

The population of objects (enterprises merged into uniform groups according to the PKD
classification—microstructure) is divided into subsets (quadrants), marked by their average ranking
position and standard deviation (in an FSD-based approach). There is a slight dominance of positions
below average variation (53.1%). High average standard deviation values of ranking positions (51.8)
point to considerable object relocations, which is confirmed by the above conclusion.

FSD decile distribution shows a considerable improvement in the 9th decile, which results in
reducing FSD’s average value. Unfortunately, a contrary trend of changes, but weaker in its impact,
is recorded for the lowest deciles, and these changes have an adverse effect on improvements in the
entire group of manufacturing enterprises.

The identification of explanatory variables in the FSD model shows their share in determining
the final value of FSD (dependent variable). The average share of AP (assets productivity) is
16.6%, SF (self–financing)—29.6%, STL (short–term liability)—30.8%, and RoOA (operating return on
assets)—23.0%. As compared with the beginning of the analysed period, a greater impact is recorded
at the end of the period for AP, SF, and STL (+42.5%, +16.2%, and +12.5%, respectively), and a smaller
impact for RoOA (–35.8%). Deviations from average values are lower: +3.0%, +6.4%, –6.5%, and
–1.7%, respectively.

Key considerations: (3) Changes in financial security occur in recurring cycles, and are contrary
to the level of its variation; (4) the distribution of financial security determinants changes, with the
lowest impact of asset productivity (capital circulation).
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Figure 8. Trends of changes (a), classification of manufacturing enterprises (b), grouped into PKD
classes, according to FSD-related ranking position and its variation; share of determinants (c); and FSD
decile distribution (d) for manufacturing enterprises in 2007–2018 (6-month periodisation).

4.6. Value Creation vs. Financial Security

The main hypothesis of this paper is the existence, in the population of manufacturing enterprises,
of direct proportionality between the effects of value creation and ensuring the financial security of
going concern. The assessment analysis conducted for 2007–2018 results in several partial findings
which lead to the final conclusion confirming this hypothesis (Figure 9).

The analysed population is marked by a higher density of objects (by 30.0%)—it is relatively
uniform, and objects become more similar in terms of value creation (MVM) and the level of achieved
financial security (FSD). There is a subset of considerable size, characterised by a similar level of MVM
and significant differences in FSD (15% of the population of manufacturing enterprises).

The trends of changes of both measures are consistent—an increase in one is accompanied by
an increase in the other, and vice versa. Thus, there is a strong, positive and statistically significant
correlation between MVM and FSD (Pearson = 0.63, p-value = 0.001270). There is a distinct period of
declining value creation and financial security in 2007–2010, followed by a period of improvement
until 2015. In that year, manufacturing enterprises enter another period of lower value creation and
deterioration in financial security.



Sustainability 2019, 11, 2278

  

 

Figure 9. Location density (A) for the main part of the set; trends of changes (B); path of the central
point (C); and classification of manufacturing enterprises (D), grouped into PKD classes, according to
MVM and FSD average values in 2007–2018 (6-month periodisation).

The path of the central point is marked by numerous reversals, its regression curve with a good
match (R2 = 0.6) is described by the polynomial of 4th degree, and average values reach the level
of MVM = 10.3, and FSD = 81.7%. Regarding these values as criteria for classification (enterprises
merged into uniform groups according to PKD classes—microstructure), conditions below average
with respect to MVM were characteristic of as many as 77.2% of objects in 2007–2018, and 47.9% of
objects in terms of FSD. Only 8.8% of objects meet the above average criteria for both FSD and MVM.
Manufacturing enterprises in this group are leaders in terms of value creation as well as in maintaining
high levels of financial security.

Key consideration: (Hypothesis 0) There is a directly proportional relationship between the effects
of the value creation process and the ensuring of financial security in manufacturing enterprises—the
confirmation of the principle of sustainable management.

4.7. Structure Profiles in the Context of Value Creation and Financial Security

Multifaceted value measure (MVM) comprises two components—creating value for owners
(internal value, ROE) and creating value added as a component of GDP (external value, VAR). The
assessment of the population of manufacturing enterprises by PKD classes (microstructure, 306 objects)
leads to general conclusions with regard to value creation profiles. An in-depth analysis requires
developing an appropriate research methodology, which sets directions for further research and
publication of results.
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The first conclusion of the initial, generally oriented analysis is a relatively lower variability of
objects (PKD classes) in terms of external value creation (standard deviation 9.4, i.e., 39.1% of average
value) as compared with internal value (13.1% and 50.1%, respectively). Also, there are differences in
the levels of absolute standardised values of both MVM components in particular PKD classes—for
example, some of them, when creating internal value, have a relatively small impact on external value
creation. Others, in turn, build this value. Also, there are objects which have simultaneously a great or
small impact on both external and internal value creation.

The value of taxonomic measure of similarity (TMS) of the analysed microstructure for ROE and
VAR variables was 0.710. If 0.7 < TMS < 0.8, the similarity is considered to be low (TMS < 0.7—no
similarity). Therefore, the thesis of low similarity, close to non-existence can be assumed for the
analysed microstructure (Figure 10).

 
Figure 10. Profiles of PKD manufacturing enterprises in terms of internal value creation (ROE) and
external value creation (VAR) in 2007–2018.

With regard to the financial security of going concern (FSD), factor analysis for PKD classes, aimed
to determine their profiles, can be the subject of further in-depth analyses (5-dimensional), while for
the purpose of general assessments we can refer to two features describing financial security in a
given PKD class—average ranking position (ARP) in a group, and ranking position variation (SD).
Differences on average ranking position in PKD classes are considerable: ±67.7 of positions, i.e., 44.0%
in relation to an average value in the population. With regard to the SD, its average value is 51.8, and
in particular for PKD classes it deviates by ±24.1, i.e., 45.6%.

The value of taxonomic measure of similarity (TMS) of the analysed microstructure for ARP and
SD measures (in terms of FSD) was 0.721. Therefore, in this case a thesis of slight similarity of the
microstructure can be assumed (Figure 11).

The two abovementioned analytical areas can be combined on the basis of the previously defined
normative patterns (in relation to average ranking position and its variation) simultaneously for
MVM and FSD measures as an assessment of the consistency of PKD class profiles in manufacturing
enterprises. In the analysed population consistency occurs in 31.6% of PKD classes, the lack of
consistency in MVM–FSD positive differences occurs in 34.2%, and the same percentage is recorded
for negative differences. Consequently, nearly the same number of PKD classes are characterised by
the same MVM–FSD pattern as in the case of the dominance of MVM positions over FSD, and vice
versa (with regard to normative patterns) (Figure 12).
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Figure 11. Profiles of PKD manufacturing enterprises in terms of average ranking position (ARP) and
its variation (standard deviation, SD) from the perspective of financial security (FSD) in 2007–2018.

Key consideration: (5) the compatibility of the profile patterns of manufacturing enterprises’
microstructures in the context of value creation and financial security is not strongly opposed to their
considerable diversity.

 
(a) 

 
(b) 

Figure 12. Profiles of PKD manufacturing enterprises in terms of the normative patterns of MVM and
FSD measures (a), and differences of normative patterns (b) in 2007–2018. Notes: pattern differences
<–3;0> high value assessment, low security assessment, <0;3> low value assessment, high security
assessment. The white ring—similarity of patterns.

5. Conclusions

The microeconomic studies of the populations of enterprises are very rare due to such limiting
factors as access, scope and the complexity of data. The results presented in the paper focus on the value
creation mechanism related to company owners, and transferred to an economic system. The second
area of research concerns the financial security of going concern. The major question and objective
of the study is an assessment of bringing balance between value creation and financial security—are
there any positive effects of value creation and financial security sustainable management?

The detailed research findings, based on the obtained results and their assessment, allow
for formulating the following confirmed main consideration (Hypothesis 0)—there is a directly
proportional relationship (strong, positive and statistically significant correlation) between the effects
of the value creation process (MVM) and the ensuring of financial security (FSD) in manufacturing
enterprises—the confirmation of the principle of sustainable management.
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The specific assessments can be given as follows (the points are corresponding to the partial
hypotheses 1–5):

1. the development of manufacturing enterprises, assessed on the basis of value creation (MVM), is
marked by recurring cycles which are consistent with the factors which affect them (ROE and
VAR),

2. the value accruing to the owners (ROE) is the main determinant of value creation, accompanied
by an increased transmission of value to an economic system (VAR), in detail, on the ROE side:

a. changes in ROA and the equity multiplier (EM) move in opposite directions
b. the key determinant of ROE is the ROA factor,

in detail, on the VAR side:

c. the directions of changes in the ROS and VAH factors are similar,
d. the contribution of ROS and VAH to value added creation (VAR) is equivalent,

3. changes in financial security (FSD) occur in recurring cycles, and are contrary to the level of
its variation,

4. the distribution of financial security determinants changes over time, with the lowest impact of
asset productivity (capital circulation), in detail, on the FSD side:

e. the most stable situation in terms of bankruptcy (PBP) is in manufacturing enterprises (in
relation to other activities),

f. trends in PBP and FSD are compatible,

5. the compatibility of the profile patterns of manufacturing enterprises’ microstructures
in the context of value creation and financial security is not strongly opposed to their
considerable diversity.

In light of the above findings and conclusions presented in the discussion of results, it can be
assumed that the formulated hypotheses are positively verified—both the main hypothesis and partial
hypotheses. The reliability of the presented evidence results from the fact that the research study
covers all manufacturing enterprises (a comprehensive study not based on a statistical sample) in
2007–2018, covered by public statistics, with more than 9 employees. Therefore, the research study can
be treated as unique and covering the broadest possible range of objects.

References made in the paper exclusively to a financial approach to assessing the balanced effects
of value creation and the financial security of going concern as the result of sustainable management
set certain limitations of the research—its scope, specificity, as well as the range of measurements and
interpretation of results. These limitations are mainly determined by the adopted epistemological
approach—the objective of a company’s existence is to achieve financial results. Undoubtedly, such an
approach can be regarded as controversial, but it contributes to the universal character of the conducted
research—which is its major objective, determining the adoption of the employed methodology.

The concept of research presented in the paper provides a universal tool for assessing the balanced
effects of two major corporate management processes—value creation and financial security of going
concern. Currently, corporate value is understood from the perspective of outlays and their effects.
As a result, this value is associated with a company’s ability to increase return on invested capital.
Frequently, it leads to a sort of value creation “race”—at any cost, regardless of the possible threats
posed by the employment of this strategy. Even if executives’ activities do not assume the form of “a
race for value”, the obvious dilemma is still the choice between intensified corporate value creation
and the financial security of going concern. According to classic theories, the use of financial support
mechanisms (financial leverage) and the resulting indebtedness may lead to the loss of liquidity and
insolvency. Such a threat should be detected by an early warning system, but only by a system
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developed within a company. Such a system is founded on threat prediction methods and, currently
appreciated for their efficiency, logit models. Such a methodological solution is offered in this paper
to company executives. Simultaneously, the paper proposes an effective tool for measuring value
creation with a broad understanding of value as internal and external value, which is similar to the
idea of value for a company’s broadly understood stakeholders: the environment, society and an
economic system.

The significant thesis proved in this paper, related to the characteristics of manufacturing
enterprises, is the degree of consistency of their profiles with value creation and financial security of
going concern. This consistency is recorded for 31.6% of the analysed population, but only 10.4% of
entities are marked by “high assessment of value—high assessment of security”, which are the features
of sustainable management leaders.

Further research will focus on analysing changes in the remaining company core activities
(construction, transportation, information and communication, trade, services) and on formulating
general conclusions for the entire populations of enterprises (over 50 thousand entities). Moreover,
considering suggestions with regard to further analyses, future research will focus on comparisons
by company size (small, medium, large), and the characteristics of different business profiles and
strategies. Further research will require the acquisition of new analytical data.
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8. Chomątowski, S. Dynamika rozwoju a efektywność systemów przemysłowych (Dynamics of Development
and Efficiency of Industrial Systems). Akad. Ekon. W Krakowie Work. Pap. 1993, 115, 1–218. (In Polish)

9. Młynarski, S.; Kaczmarek, J. Asset Productivity and Recovery in the Context of Corporate Restructuring
(A Mezoeconomic Approach). In Contemporary Economies in The Face of New Challenges. Economic, Social
and Legal Aspects; Borowiecki, R., Jaki, A., Rojek, T., Eds.; Cracow University of Economics—Foundation of
Cracow University of Economics: Cracow, Poland, 2013; pp. 417–431.
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Abstract: The paper presents the concept of a sustainable bank by developing a framework based
on performance of different business models. Traditional banking and investment activities, such
as trading in securities or securitization, may reduce the risk of commercial banks and provide
an attractive approach to sustainable finance. Using the method of assessing the performance of
a bank, the study appraises the degree of sustainability of the bank from different stakeholders’
points of view. The aim of the article is to verify the research question: how does diversification of
traditional activities of commercial banks affect their sustainability? The analysis has been extended
by the importance of country-specific and macroeconomic factors. The survey was conducted on
368 commercial banks from European countries, using data from the period 1998−2015. The study
contributes to the ongoing discussion on the recognized profitability and sustainability nexus as an
important part of sustainable finance that may be a powerful solution to financial crises.
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1. Introduction

Sustainable development of the company consists in taking care of various internal and external
stakeholders [1], and in particular the combined effect on the planet, people, and economies [2]. Hence,
the Global Alliance for Banking on Values (GABV) formulates a sustainable bank as providing services
and products that satisfy the needs of the economy and people [3]. Financial institutions have lately
identified sustainability as a significant part of their projects, manifesting that sustainable banking may
be a strong answer to financial slumps. The answer to this challenge in the banking sector may be a
change from traditional deposit-taking and lending towards investment based on revenues from fees
and commission services such as trading, insurance, and asset management. Such transition is focused
on diversification advantages. Quite a number of scholars emphasize the importance of business
model and activity diversification for risk reduction and show how asset and income diversification
can reduce the insolvency risk of the bank [4–6]. In other cases, research emphasizes divergent views
of diversification as increasing instability and abnormal risk-taking behaviors [7–9]. Motivated by the
ongoing investment liberalization of financial systems in Europe, I examine whether European banks
benefit from diversification of activity by extending their business for managers and shareholders to
effectively create a sustainable value of the bank.

The study is stimulated by the fast expansion of the discussion on sustainable banking understood
as supplying “good” services and products which are expected to respond to the needs of people
and protect the environment while making profit. The scope of such banking is documented by
the increase of non-interest income in banking operations. After the global financial crisis, banks’
strategies of reducing the traditional model and too high expectations ensuing from universalism
can be observed. The first goal of this paper is to understand the current banking business models
supporting sustainability backed by different interest and non-interest services. The academic problem
of this research is to examine how non-interest activities in commercial banks (i.e., derivatives,
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securities-based investment activities, trading) achieve positive effects such as the mentioned risk
reduction and efficiency stability. The study estimates the level of diversification of banks’ activities
at the level of individual banks in 36 selected European countries, dividing the full sample into two
groups: (i) 25 developed, and (ii) 11 developing countries. This paper investigates the diversification
of activity and focuses on commercial European banks.

The paper contributes to the literature in three main ways. First, I measure the relationship
between the bank’s business model and its performance sustainability in different European countries,
taking into account the level of economic development. Second, my study includes three measures of
risk-adjusted performance to estimate how non-interest activities affected bank stability. I therefore
employ accounting measures of bank profits such as Return on Assets (ROA), risk-adjusted return as
ROA divided by standard deviation of ROA, and finally Z-score showing how falling profits can push
a bank into insolvency.

The article consists of five parts: (1) Introduction; (2) Literature Review and Hypotheses;
(3) Description of Data and the Research Method; (4) Presentation of Results; and (5) Conclusions.

2. A Brief Literature Review and Hypotheses

Considering that banking risk may be a consequence of wrong decisions made by managers about
the level of accepted risk and may result from market factors, it seems reasonable to assume that the
level of this risk in individual countries is affected by the same categories of factors, yet with different
intensity and with a different response of individual banks or the entire banking sector.

This study aims at providing profitability evaluation instruments for a sustainable bank: firstly,
for a variety of stakeholders and secondly, for alternative criteria among stakeholders. Finally,
by combining all evaluated sides of the different stakeholders, a total rank of satisfaction could be
evaluated for each bank. This later appraisal can be used to estimate the sustainability of banks.
Figure 1 presents the characteristics of a variety of stakeholders in a hierarchical structure used to
assess various aspects of banks’ sustainability.

Figure 1. Hierarchical framework related to a variety of stakeholders in banks. Source: own study
based on [10].

To meet the expectations of all stakeholders is difficult overall. The difficulty mostly lies in the
complexity of satisfying contradictory requirements of multiple stakeholders. Borrowers hope for
credits at the lowest cost, while this harmfully affects the bank’s profit. Depositors look for high
interest rates, which results in a strong charge on the bank. The 2007–2008 global financial crisis was an
unsustainability crisis where financial institutions did not balance the interests of various stakeholders,
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mainly focusing on the management’s benefit [11,12]. The crisis provoked a reassessment of sustainable
activity in the banking sector [13]. Banks must develop a new view after the crisis. In the literature,
traditional banking activities are described as the financing of assets with liabilities and non-traditional
activities based on fees and commission services undertaken by the bank [8]. Chronopoulos, Girardone,
and Nankervis [14] offer a broad study on the evaluation of efficiency of European banks and indicate
that diversification of banking activities positively influences their efficiency. Additionally, similar
results were observed in their previous research [11]. Similarly, Peng et al. [15] examined the influence
of bancassurance activity in Taiwan in 2004, and emphasized that financial institutions more engaged in
similar activities tended to increase performance and gain higher benefits. Their study acknowledges
that the use of a bancassurance strategy may affect the bank’s efficiency. Similarly, using a sample
of American commercial banks in the period of 2001–2011, Filson and Olfati [16] demonstrated that
diversification towards insurance and brokerage (according to the Gramm-Leach-Bliley Act of 1999)
gives the opportunity to improve banks’ values. Williams [17], on the other hand, claims that in the
Australian banking sector the diversification of interest income into non-traditional activities did not
generate any advantages during the years 2002–2012. Moreover, he points out that non-interest income
generating activities are more hazardous than traditional operations. Banks play the role of special
agents in the sustainability process. They play an essential role in all forms of trade and industry
through the funding and transfer of risk [18,19].

Therefore, this study is aimed at checking whether and to what extent a move towards
non-traditional banking may impact the volatility of financial results and stability of banks. This is
important for regulators responsible for maintaining the safety and stability of commercial banks,
for managers with substantial interests in banks, and for customers from the perspective of the
relationship of the bank to the borrower, which may be affected by larger profit volatility.

To estimate the bank’s efficiency from managers’ standpoint, I suppose that profit and
encouragement are appropriate components of the gratification of managers. From the point of
view of the clients, banks are most often assessed as suppliers of products and services. Finally, there
are rules that protect participants in the financial system and ensure the stability of the whole financial
system. To achieve these aims, regulators control risks (default risk, liquidity risk, and credit risk) as the
elementary measure of banks’ performance. Combining all rated results of the various stakeholders,
a universal satisfaction for a bank can be judged as the sustainability of banks. There are not many
papers in the literature on the impact of diversification of the bank′s activities on its sustainability.
Therefore, this paper presents many novel aspects, taking into account the problem that has not been
identified so far. The main topic of the work on sustainability in the banking sector is the impact of
asset quality on the bank’s sustainability. In particular, Cooper, Jackson, and Patterson emphasize that
a poor loan portfolio negatively influences the sustainability of banks [20]. On the other hand, there
are items that measure the effect of the reversal, namely the importance of the bank’s sustainability for
its financial performance [21–24].

The main hypothesis of the research is as follows:

Hypothesis 1 (H1). An increase in the diversification of the bank’s activities generates an increase
in sustainability.

From the viewpoints of European countries, the ongoing euro area crisis has crucial implications
for the European financial groups operating in Central and Eastern European countries. The global
financial crisis has affected the countries of Central and Eastern Europe at the time of relatively strong
financial integration with highly developed economies. Yet, given different models and development
of their financial markets, their vulnerability to external shocks was also different. A sustainable value
leads to positive financial results of banks during the financial crisis. As stressed by Stankeviciene and
Nikonorova, the number of banks in the European Union that implement a sustainable development
strategy is systematically growing to avoid an economic slowdown during the crisis [24]. I do believe
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that research aimed at discovering the market mechanisms that cause banking risk will identify new
crisis transmission channels and allow for early warning indicators to be developed. I thus expect a
significantly stronger relationship between diversification of the bank’s activities and its sustainability
in developed countries.

Hypothesis 2 (H2). High diversification of the bank’s activities leads to higher bank sustainability in developed
countries in Europe.

The last decades have been a period of changes in the financial market, driven by strong
competition in the conditions of globalization and deregulation. The deregulation process has reduced
the barriers to market access and given the opportunity to establish new, competitive institutions.
Banks, losing their privileged position, started to fight for a competitive advantage by developing new,
often non-traditional ways of generating revenues. In order to increase their income, banks increased
their activity in the off-balance-sheet asset market.

3. Data and Methodology

Based on a survey conducted by Mercieca, Schaeck, and Wolf [25], I develop a ratio of diversification
of banking activities for each commercial bank to calculate the level of the differentiation between
principal operations. The ratio of diversification of banking activities (DIV) for a bank is estimated
as follows:

DIV =
( NONII

NETINC

)2
+
( NII

NETINC

)2
(1)

where net operating income NETINC = NII + NONI, NII–net interest income, and NONI–non-interest
income. Net operating income is the amount of non-interest and interest income. Net non-interest
income is the difference between non-interest income and non-interest expenses. The DIV indicator
covers diversification of banking operations. With an increase in the DIV ratio, the bank is increasingly
concentrated and less diversified.

Based on research undertaken by Demirgüç-Kunt and Huizinga [26] and Laeven and Levine [27],
a number of measures of bank instability were adopted as the basis for the bank’s sensitivity to
changes in non-interest income (generated from non-traditional activities). However, compared to
previous surveys, the study introduces a new model based on several explained variables. In particular,
the study uses three measures: ROA, risk-adjusted ROA, and Z-score. These ratios use both the bank’s
profitability and its leverage. The choice of indicator has been confirmed in the literature–in particular,
Calmès and Théoret [28] emphasize that banks focusing on non-traditional investment activities are
focused on high profitability with equally high leverage risk. The explanatory variables include
both financial results for interest and non-interest activities and the bank’s exposure to securities and
derivatives portfolios, as well as macroeconomic variables.

To verify the hypotheses, the Ordinary Least Squares regression (OLS) model is used as presented
in the Equation (2):

Yn,i,t = α+ β1SIZEn,i,t + β2SECUR_TAn,i,t + β3DER_TAn,i,t + β4LOAN_TAn,i,t1

+β5NONIn,i,t + β6NIIn,i,t + β7DIVn,i,t + β8GDPi,t + β9UNEMPi,t + β10TIME_DUMt

+β10TIME_DUMt + β11COUNTRY_DUMi + εi,t

(2)

where Y is the bank’s efficiency measure; I use Y = [ROA, ROA_ADJ, ZSCORE] as dependent variables,

where ROA is the return-on-assets ratio; ROA_ADJ ratio is ROA-adjusted risk estimated as ROA
σROA

, and a

smaller ratio means higher risk weighted profits; ZSCORE is a default ratio estimated as CAR+ROA
σROA ;

SIZE is the logarithm of the bank’s total assets; SECUR_TA is the securities-to-total assets ratio; DER_TA
is derivatives assets/total assets; LOAN_TA = loans to total assets; and NONI = non-interest income
ratio (non-interest income/operating revenues). Taking into account the problems of collinearity
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because of banking control variables, I made a selection of variables and considered only variables
whose correlation is the lowest. A similar model was used by Lepetit, Nys, Rous, and Tarazi [29],
De Jonghe et al. [30], Stiroh and Rumble [31]; Meslier et al. [32], and Mostak [33]. NII is calculated as
the net interest income ratio (interest income/operating revenues); DIV is the ratio of diversification
of banking activities estimated according to the formula (Equation (1)); UNEMP = rate of annual
unemployment; GDP = growth of gross domestic product; TIME_DUM and COUNTRY_DUM are
dummy variables for time and country; and COUNTRY_DUM variable is a country fixed effect. Finally,
a random component is ε. Thus, my coefficients show conditional correlations between the various
measures of bank performance and the pursued diversification strategies.

Through a dataset that covers 368 commercial banks from Bankscope database spanning the
1998–2015 period and the methodology of panel regression, the empirical findings document the risk
diversification in banking activity. The full range covers banks from 25 developed European countries
(Austria, Belgium, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece,
Iceland, Ireland, Italy, Latvia, Luxembourg, Malta, The Netherlands, Norway, Portugal, Slovakia,
Slovenia, Spain, Sweden, Switzerland, and the United Kingdom) and 11 developing countries (Albania,
Bosnia and Herzegovina, Bulgaria, Croatia, Hungary, Lithuania, Macedonia, Montenegro, Poland,
Romania, and Serbia). The indicated division was made on the basis of GDP per capita ratio, according
to The World Bank classification. A similar study for 1999–2006 was carried out by Lozano-Vivas and
Pasiouras [34]).

Tables 1 and 2 (Panel A) indicate that total assets, loans, securities, and derivatives have increased
significantly in developed and developing countries. However, in developed countries, this increase
was higher. On the other hand, Tables 1 and 2 (Panel B) present descriptive statistics of banks’ average
indicators. Moreover, in developed countries I find a decrease in ROA, non-interest income to operating
income and interest income to operating income, respectively, while in developing countries only the
securities-to-total assets ratio decreased.

Table 1. Statistics for changes in nominal value of bank’s assets/liabilities (Panel A), and summary
statistics for ratios of bank’s income diversification and macroeconomic characteristics (Panel B) in
European developed countries, 1998–2015.

Developed Countries

Panel A 1998 2015 Change %

Total assets (B EUR) 103.00 164.00 59
Total loans (B EUR) 52.30 120.00 129

Total securities (B EUR) 21.15 79.60 276
Derivatives (B EUR) 3.06 32.28 955
Total equity (B EUR) 3.58 14.82 315

Net interest income (B EUR) 4.03 4.33 7
Total non-interest income (B EUR) 0.96 2.37 147

Panel B 1998 2015 Change %

ROA (%) 0.01 0.01 –10
ROA risk adjusted (%) 0.56 1.28 129

ZSCORE 7.26 18.04 148
Securities to total assets (%) 0.20 0.46 130

Derivatives to total assets (%) 0.02 0.18 8
Loans to total assets (%) 0.50 0.79 58

Non-interest income to operating income (%) 4.54 2.43 –46
Interest income to operating income (%) 19.19 5.62 –71

Diversification index (%) 0.51 0.65 27
Unemployment rate (%) 4.48 10.11 126

GDP growth (%) 3.56 2.77 –22

The index of diversification of banking activities is on average higher in developing countries,
and increased from 0.92 in 1998 to 0.93 in 2015 for commercial banks from developing countries and
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from 0.51 in 1998 to 0.65 in 2015 for commercial banks from developed countries. As the diversification
index rises, the bank becomes more concentrated and less diversified.

Table 2. Summary statistics for changes in nominal value of bank’s assets/liabilities (Panel A),
and summary statistics for ratios of bank’s income diversification and macroeconomic characteristics
(Panel B) in European developing countries, 1998–2015.

Developing Countries

Panel A 1998 2015 Change %

Total assets (B EUR) 72.78 90.39 24
Total loans (B EUR) 35.83 61.75 72

Total securities (B EUR) 16.52 41.54 151
Derivatives (B EUR) 2.04 8.44 314
Total equity (B EUR) 2.64 10.55 300

Net interest income (B EUR) 2.98 3.49 17
Total non-interest income (B EUR) 0.68 1.51 123

Panel B 1998 2015 Change %

ROA (%) 0.01 0.01 11
ROA risk adjusted (%) 1.55 2.75 77

ZSCORE 11.39 23.36 105
Securities to total assets (%) 0.33 0.32 –3

Derivatives to total assets (%) 0.01 0.06 500
Loans to total assets (%) 0.41 0.63 54

Non-interest income to operating income (%) 3.37 17.47 418
Interest income to operating income (%) 15.25 15.32 0

Diversification index (%) 0.92 0.93 1
Unemployment rate (%) 5.52 6.62 20

GDP growth (%) 2.49 1.92 –23

Table 3 reports the descriptive statistics for the whole sample of 368 commercial banks from Europe.
The average value for the ROA is –0.06%, with the standard deviation 4.27%, and ROA_ADJ variable
is 2.25%, with the standard deviation 4.35%. The mean value of ZSCORE is 17.95 with the standard
deviation 24.68%. Average non-interest income ratio is 14.14%, and ranges from –204.41% to 7437.90%.
Regarding interest income ratio average value is 15.76%. The median value for diversification index
(DIV) is 6.36, with the standard deviation 226.04. It means that diversification of banking activity
varied in the full sample of commercial banks.

Table 3. Descriptive statistics full sample of commercial banks in European countries, 1998–2015.

Mean Sd Min Max

ROA (%) −0.06 4.27 −272.27 0.52
ROA_ADJ (%) 2.25 4.35 −3.87 87.79

ZSCORE 17.95 24.68 −14.05 508.12
SECUR_TA (%) 0.33 0.63 0.00 7.32

DER_TA (%) 0.07 0.33 0.00 4.64
LOAN_TA (%) 0.76 5.38 0.00 340.36

NONII (%) 14.14 209.15 −204.41 7437.90
NII (%) 15.76 203.85 −519.78 9424.84
DIV (%) 6.36 226.04 0.50 13,843.33

UNEMP (%) 7.13 3.61 0.66 27.48
GDP (%) 3.11 3.76 −14.15 34.50

Observations #
Banks #

1393
368

1393
368

1393
368

1393
368

Source: Author’s calculations based on Bankscope and World Bank database. DIV—diversification ratio estimated
according to Equation (1); RO—return on assets; ROA_ADJ—risk adjusted profit; ZSCORE–bank’s default ratio;
SECUR_TA—securities to total assets ratio; DER_TA—derivatives assets/total assets; LOAN_TA—loans to total
assets; NONI—non-interest income ratio (non-interest income/operating revenues); NII—net interest income ratio
(interest income/operating revenues); UNEMP—rate of annual unemployment; GDP—growth of gross domestic
product; #—number of observations and banks respectively.
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4. Results and Discussion

The first regression results cover the entire sample of banks, the second one discriminates between
the degrees of countries’ development, and the third one focuses on public commercial banks. Table 4
presents the average scores for risk-adjusted performance (Model 1 ROA, Model 2 ROA_ADJ, Model 3
ZSCORE). The first regression results concern the whole sample covering all banks and show that the
index of diversification of banking activities has a slight and statistically insignificant influence on
the ROA and risk-adjusted ROA ratio (DIV +0.001 vs. –0.019). However, the average ZSCORE ratio
decreases in Model 3 when I control for the diversification index (DIV –0.133). As the diversification
index rises, the bank becomes more concentrated and less diversified. It means that more traditional
activities increase the insolvency risk in commercial banks in Europe. In general, the banking risk
decreases when non-interest activity increases (NONI +0.075). It means lower risk-taking by banks.
In all cases (Model 1 and 2), the average performance decreases with the inclusion of non-interest
income (NONI −0.001 vs. −0.24) but the average insolvency risk measured by ZSCORE decreases
(NONI +0.075). In greater detail, the inclusion of derivatives in the ROA and ROA_ADJ function
results in a decrease in the average scores (DER_TA −0.005 vs. −0.158). However, in Model 3 it
influences positively the insolvency risk (DER_TA +0.2). The bank’s performance and risk are strongly
sensitive to the size of assets SIZE (Model 1 −0.003, Model 2 −0.395, Model 3 −0.078). The model also
estimates the impact of different activities undertaken by banks, including security trading measured
by the level of security to total assets in the bank. As for bank performance, the corresponding figures
are +0.0001 (Model 1), −0.003 (Model 2), and +0.032 (Model 3). And credit policy is measured by
the loans-to-assets ratio. These results suggest that performance and insolvency risk have a positive
influence. Among macroeconomic factors, the changes in the annual real GDP growth rate exhibited a
positive result, meaning that the GDP growth rate decreases banking stability.

Table 4. Risk-adjusted performance and diversification measure in commercial banks in European
countries, over the period 1998–2015.

ROA (Model 1) ROA_ADJ (Model 2) ZSCORE (Model 3)

b/t b/t b/t

TA −0.003 *** −0.395 *** −0.078 **
(−3.99) (−5.73) (−2.87)

SECUR_TA 0.001 * −0.003 0.032
(1.85) (−0.07) (1.56)

DER_TA −0.005 *** −0.158 * 0.200 ***
(−5.40) (−1.69) (5.40)

LOAN_TA 0.007 *** 0.210 *** 0.439 ***
(12.95) (3.66) (19.26)

NONII −0.001 ** −0.240 *** 0.075 ***
(−2.26) (−4.03) (3.18)

NII −0.005 *** −0.436 *** −0.110 ***
(−8.81) (−7.64) (−4.88)

DIVERS 0.001 −0.019 −0.133 ***
(1.48) (−0.20) (−3.54)

UNEMPLOY −0.000 * −0.016 0.035 ***
(−1.79) (−1.46) (7.81)
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Table 4. Cont.

ROA (Model 1) ROA_ADJ (Model 2) ZSCORE (Model 3)

b/t b/t b/t

GDP 0.000 0.047 * −0.011
(0.01) (1.84) (−1.03)

CONSTANT 0.065 *** 9.697 *** 3.163 ***
(5.45) (7.85) (6.45)

Obs 769 756 756
# banks 148 135 135
R-sqr 0.5 0.4 0.6

DIV—diversification ratio estimated according to Equation (1); ROA—return on assets ratio; ROA_ADJ;
ZSCORE—bank’s default ratio; SIZE–logarithm of total assets; SECUR_TA—securities to total assets ratio;
DER_TA—derivatives assets/total assets; LOAN_TA—loans to total assets; NONI—non-interest income ratio
(non-interest income/operating revenues); NII—net interest income ratio (interest income/operating revenues);
UNEMP—rate of annual unemployment; GDP—growth of gross domestic product; #—number of banks.
In parentheses t statistics are given. The p-value defines significance levels at *** p < 0.01, ** p < 0.05,
* p < 0.1, accordingly.

In summary, the results so far support the importance of non-traditional activities for the bank’s
sustainability, which is consistent with hypothesis H1.

The second regression model, presented in Table 5, discriminates between the degrees of countries’
development. To explore my findings further, I divided the full sample into developed and developing
countries groups. Table 5 presents the average performance scores by the country’s level of development.
The results show that diversification of banking activities disaggregated by the group of countries also
influences positively the bank’s solvency but decreases income results.

Table 5. Risk-adjusted performance and diversification measure in European developed and developing
countries, over the period 1998–2015.

Model 1A ROA
(Developed)

Model 1B ROA
(Developing)

Model 2A ROA_ADJ
(Developed)

Model 2B ROA_ADJ
(Developing)

Model 3A ZSCORE
(Developed)

Model 3B ZSCORE
(Developing)

b/t b/t b/t b/t b/t b/t

TA −0.003 *** −0.003 *** −0.405 *** −0.395 *** −0.058 ** −0.078 **
(−5.31) (−3.99) (−6.62) (−5.73) (−2.86) (−2.87)

SECUR_TA 0.001 *** 0.001 * 0.010 −0.003 0.038 ** 0.032
(2.59) (1.85) (0.18) (−0.07) (2.18) (1.56)

DER_TA −0.006 *** −0.005 *** −0.207 ** −0.158 * 0.201 *** 0.200 ***
(−6.55) (−5.40) (−2.07) (−1.69) (6.15) (5.40)

LOAN_TA 0.007 *** 0.007 *** 0.191 *** 0.210 *** 0.434 *** 0.439 ***
(13.42) (12.95) (3.23) (3.66) (22.39) (19.26)

NONII −0.001 *** −0.001 ** −0.202 *** −0.240 *** 0.033 ** 0.075 ***
(−3.77) (−2.26) (−4.96) (−4.03) (2.40) (3.18)

NII −0.002 *** −0.005 *** −0.295 *** −0.436 *** −0.055 *** −0.110 ***
(−7.61) (−8.81) (−7.99) (−7.64) (−4.41) (−4.88)

DIVERS 0.000 0.001 −0.135 * −0.019 −0.111 *** −0.133 ***
(0.34) (1.48) (−1.68) (−0.20) (−4.17) (−3.54)

UNEMPLOY −0.000 *** −0.000 * −0.013 −0.016 0.034 *** 0.035 ***
(−2.98) (−1.79) (−1.21) (−1.46) (9.59) (7.81)

GDP 0.000 0.000 0.102 *** 0.047 * −0.004 −0.011
(1.64) (0.01) (3.94) (1.84) (−0.43) (−1.03)

CONSTANT 0.063 *** 0.065 *** 10.172 *** 9.697 *** 3.055 *** 3.163 ***
(6.59) (5.45) (9.07) (7.85) (8.29) (6.45)

Obs 1220 769 1207 756 1197 756
# banks 219 148 206 135 206 135
R-sqr 0.4 0.5 0.3 0.4 0.6 0.6

DIV—diversification ratio estimated according to Equation (1); ROA—return on assets ratio;
ROA_ADJ—risk-adjusted ROA; ZSCORE–bank’s default ratio; SIZE—logarithm of total assets;
SECUR_TA—securities to total assets ratio; DER_TA—derivatives assets/total assets; LOAN_TA—loans
to total assets; NONI—non-interest income ratio (non-interest income/operating revenues); NII—net interest
income ratio (interest income/operating revenues); UNEMP—rate of annual unemployment; GDP—growth of gross
domestic product; #—number of banks. In parentheses t statistics are given. The p-value defines significance levels
at *** p < 0.01, ** p < 0.05, * p < 0.1, accordingly.
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The comparison of models A and B indicates that the inclusion of non-interest income in the
output results in mean performance scores that are positive and statistically significant irrespective
of the level of development. However stronger influences could be observed in the case of Central
and Eastern Europe than in Western Europe (in Model 2A and Model 2B NONI –0.202 vs. –0.24; and
in Model 2A and Model 2B NONI 0.033 vs. 0.075). Turning to the estimates of the importance of
non-traditional activities for the bank’s performance, hypothesis H2 that high bank diversification
leads to higher bank performance in developed countries in Europe can be partially rejected as the
relationship is positive but stronger in developing countries.

As a robustness check, I narrowed the full sample only to listed commercial banks in Europe
and estimated the relationship between non-traditional activities and the bank’s performance and
sustainability. The selection of listed banks was dictated by their specific obligations to comply with
corporate governance principles. The results, displayed in Table 6, show that my main results continue
to hold and they are straightforward and relatively robust across the three models.

Table 6. Risk-adjusted performance and diversification measure in public commercial banks in
European, over the period 1998–2015.

ROA ROA_ADJ ZSCORE

b/t b/t b/t

TA −0.004 *** −0.193 *** −0.038 **
(−3.96) (−4.70) (−2.33)

SECUR_TA 0.008 *** 0.156 *** 0.205 ***
(7.43) (3.05) (10.15)

DER_TA −0.006 *** −0.143 0.249 ***
(−2.63) (−1.41) (6.20)

LOAN_TA 0.004 *** 0.141 *** 0.240 ***
(4.38) (3.59) (15.51)

NONII −0.004 *** −0.145 *** 0.049 ***
(−5.35) (−3.95) (3.32)

NII −0.007 *** −0.484 *** −0.060 ***
(−8.38) (−13.82) (−4.34)

DIVERS −0.001 −0.053 −0.026 *
(−1.15) (−1.35) (−1.70)

UNEMPLOY −0.000 * −0.019 * 0.022 ***
(−1.95) (−1.78) (5.09)

GDP −0.002 *** 0.047 ** −0.023 **
(−2.94) (2.02) (−2.44)

CONSTANT 0.088 *** 7.084 *** 2.718 ***
(5.37) (9.60) (9.34)

Obs 1848 1835 1832
# banks 331 318 318
R-sqr 0.2 0.3 0.4

DIV—diversification ratio estimated according to Equation (1); ROA—return on assets ratio; ROA_ADJ—risk
adjusted ROA; ZSCORE—bank’s insolvency ratio; SIZE—logarithm of total assets; SECUR_TA—securities to
total assets ratio; DER_TA—derivatives assets/total assets; LOAN_TA—loans to total assets; NONI—non-interest
income ratio (non-interest income/operating revenues); NII—net interest income ratio (interest income/operating
revenues); UNEMP—rate of annual unemployment; GDP—growth of gross domestic product; #—number of
banks. In parentheses t statistics are given. The p-value defines significance levels at *** p < 0.01, ** p < 0.05,
* p < 0.1, accordingly.
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5. Conclusions

This study provides useful insights on the views of risk diversification as the measure of
sustainability. Certainty, the estimate utility functions of risk diversification are used to calculate the
utility indicator for bank performance. The bank’s performance estimate provides a picture of the
degree of its sustainability. Vickers’ 2011 report [35] highlighted the importance of separating retail
operations of systemically important banks and the need to strengthen the capital base, including
the strengthening of retail banking requirements. It is worth noting that a separation of retail and
investment banks would strengthen their capacity to absorb losses and enhance the risk of insolvency.

This study emphasizes the inclusion of proxies for non-traditional activities as an output in studies
of bank performance. A closer investigation shows a positive relationship between risk-adjusted
performance and income diversification. In all cases, risk is mainly positively correlated with the share
of fee-based activities.

I use a sample of 368 commercial banks from 25 developed and 11 developing European countries
spanning the 1998–2015 period and estimate the inclusion of traditional and non-traditional activities
on the bank’s sustainability across countries.

The study highlights several important issues: a) for commercial bank stakeholders: diversification
of commercial bank income through non-traditional activities may have beneficial results for bank
stability/performance, but this is volatile income that may trigger an additional risk of default or
increased loan costs, particularly for small-sized affiliates in small banks; and b) for supervisors:
the widespread bank portfolio diversification makes them more comparable and strengthens the
interdependency between market participants, thereby increasing systemic risk. The lack of
sustainability, especially in crisis situations, when banks do not deal with the issue of balancing
the interests of various stakeholders, with a skewed emphasis on individual benefits for senior
management, is not conducive to the stability of the financial sector, and thus people and the economy
as a whole [36]. In addition, it can be concluded that the integration of traditional and investment
banking activities may decrease the risk of commercial banks. However, researchers are more prudent
and point out that while an increase in the versatility of banking operations may potentially reduce
risk, the benefits of risk diversification are limited [37].

My findings have two broad implications for research on commercial banks in Europe. First,
the diversification process based on different sources of non-interest income has positive effects on
bank sustainability. Second, my results point out that non-traditional activities tend to reflect the
bank’s sustainability a little more strongly in developing countries of Europe. The study provides a
basis for continuation towards the verification of the importance of banking services provided for the
sustainable development of the economy.
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Abstract: This article deals with the extraction of a new original parameter to characterize a railway
traffic driving smoothness indicator, and its investigation is based on data obtained from a neural
train emulator. This indicator of driving smoothness is an example of the sustainable value of control
command and signaling technology. The pro-social and pro-environmental aspects of smooth driving
are indicated and the article proposes the introduction of a new indicator for assessing the quality of
rail traffic, taking into account traffic on a micro scale—the driving smoothness of a single train (also
called driving flow), derived from a parameter identified in the literature—and traffic smoothness
(also called traffic flow), describing traffic quality on a macro scale. At the same time, the concept of
a neural train emulator is presented, providing input data to determine the value of the proposed
indicator for different train models and track systems in order to test the indicator’s properties.
The concept proposes the structure of an artificial neural network, the technique of obtaining test data
sets and the conditions of training the network as well. An emulator based on the neural network
enables the simulation of train driving, taking into account its nonlinearity and data acquisition for
indicator research.

Keywords: driving smoothness; train neural emulator; neural networks

1. Introduction

Rail traffic is routed traffic, directed on the basis of a previously prepared plan in the form of a
timetable and a traffic diagram. The proper functioning of railway traffic, due to its nature, depends
on many technical, economic and operational factors.

The need to improve the quality of transport services, resulting from the growing needs of
passengers, who are increasingly interested in rail transport services and increasing passenger comfort,
is also important. In addition, increasing importance is now being attached to ensuring so-called
sustainability. A document encouraging such an approach is, for example, the Public Transport Act [1].

The sustainable development of public transport describes a process of transport evolution that
takes into account the social expectations of ensuring the universal availability of public transport
services, aimed at promoting different, more environmentally friendly means of transport equipped
with modern technical solutions.

Rail traffic should also be operated with the degree of safety required by the users of the rail
transport system and should be adapted to social and economic needs. To this end, modern command
control and signaling systems are being set up with new expectations, also taking into account the
so-called sustainable value. Some examples include the use of ecological solutions, materials, modern
vehicles and infrastructure elements, increasing passenger comfort, improving the overall quality
of provided services and not interfering with the environment (or interfering to a minimal extent).
In turn, sustainable value combines the economic, environmental and social dimensions of sustainable
development. Sustainable value integrates the environmental and social dimension into financial
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analysis and investment decisions. Sustainable value combines scientific research and applications in
the real world [2].

This is also connected with the trend in the development of systems that perform Automatic
Train Operation (ATO), which, according to [3], is part of the Automatic Train Control (ATC) system.
A key function of the ATO system is to control the train speed in such a way that it minimizes energy
consumption and ensures passenger comfort [4].

The analyses conducted so far have focused on the study of the impact of traffic parameters such
as line capacity, sequence time, blocking time, capacity use rate, or traffic smoothness in a given area.

The authors of the article propose to introduce a new parameter describing traffic quality—driving
smoothness—considering that the quality is treated as a collective property, no-unit value, which is
difficult to measure, but quantifiable as the resultant intensity of the most important factors influencing
it. The parameter proposed by the authors is the driving smoothness of a rail vehicle, which fits into
the idea of a sustainable value. This parameter can be used to analyze the above mentioned energy
efficiency and ATO function, but these are not the subject of this article.

The testing of the driving smoothness indicator will be carried out with the use of data sets
obtained during train driving simulation, realized under different conditions. Data recording requires,
to a great extent, the use of train running simulators, due to the need to record data for very different
running scenarios. For the reliability of the tests carried out, it is important to accurately reflect the real
dynamic character of the object, which is a train. For this reason, a neural train emulator is used in the
tests. The emulator reflects the dynamic and non-linear properties of a real train using an artificial
neural network (ann).

Artificial neural networks (ann) are mathematical structures with an established position in the
field of artificial intelligence techniques. They can solve different tasks. Depending on the type of task,
to solve a problem, a properly structured network and way of learning is selected [5,6]. A train behavior
representation task belongs to a class of tasks consisting of the prediction of successive values in a
sequence determined by points in time. Such tasks are solved by recursive networks. An interesting
proposition are recurrent long short-term memory (LSTM) networks. This type of network or, more
precisely, its implementation in a MATLAB environment will be used in the described research.

2. State of the Art

2.1. Traffic Smoothness and Driving Smoothness

The term traffic smoothness, from which the concept of the smoothness of driving originates,
is used in railway, road transport [7] and air transport [8,9]. Examples of publications dealing with the
issue of railway traffic flow can be found in [10–12].

In [10], the authors state that “a good traffic is a smooth traffic”. “Smooth traffic is the organisation
of train movement on a railway line or station in such a way as to mitigate primary and secondary
disturbances resulting from the deviation of train driving time from the planned values caused by
unforeseen operational events or traffic situations” [10].

The measure of traffic smoothness is the probability that train paths do not need to be adjusted
as a result of primary disruption. Smooth traffic is traffic without disturbances, i.e., without a loss
of time, resulting from the mutual interaction of individual traffic units. The concept of disturbance
is understood as a deviation in the traffic execution from the timetable. Traffic regulation means the
removal of traffic collisions or the time losses of a unit caused by the removal of collisions.

Traffic smoothness is not a direct measure of the perception of traffic conditions from the passengers’
point of view (e.g., travel comfort, punctuality, etc.). Nevertheless, secondary disturbances arising
in real traffic, such as delays and their consequences, experienced by passengers and resulting from
insufficient traffic smoothness affect the perception of rail transport and shape the transport preferences
of residents [13]. In this context, the concept of traffic smoothness is of a pro-social nature and influences
the positive feelings of rail transport participants.
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The concept of traffic smoothness refers to the simultaneous driving of multiple vehicles and is
indicated in the article to introduce the concept of driving smoothness. As proposed by the authors,
the concept of smooth driving refers to the driving of a single vehicle.

In the analyzed bibliographical sources, the existence of the concept of driving smoothness
in relation to rail transport has not been identified. The proposal presented in this article aims to
complement the existing parameters with an indicator describing the quality of rail vehicle driving.

Table 1 presents the essential features of transport services, both qualitative and quantitative.
The characteristics are classified according to the following criteria: distance-related, time-related,
object-related. It is worth noting that, among these characteristics, there are those related to the
idea of sustainable value. These include, first of all, passenger comfort—understood as minimizing
unnecessary acceleration and braking (strongly related to smoothness of driving)—in a prosocial
sense and, at the same time, due to the reduction in the energy consumption in a pro-environmental
sense, and pro-environmental aspects such as the minimization of vibrations related to the passage of
rolling stock (in a prosocial sense) or noise reduction. It should be kept in mind that, today, the factors
influencing passenger satisfaction in public transport are becoming increasingly complex [4].

Table 1. Essential features of transport services (own elaboration based on: [13,14]).

Related to Spatial Distance Related to Time Related to the Object of Transport

- accessibility to the
transport network

- directness
- distance and possible

extension of the distance
- capacity

- duration of the journey
- availability in time
- reliability
- frequency
- rhythmicity
- regularity
- punctuality

- mass capacity
- safety: frequency of accidents
- passenger comfort (comfort):

including smooth driving,
minimizing vibrations and
reducing noise

- confidence
- service complexity

Table 2 presents a ranking of measures of transport service quality, which translate into passenger
satisfaction. Driving smoothness is related to the following quality features: punctuality, comfort,
speed and travel time. Moreover, the driving smoothness is also related to such features as capacity and
reliability. Furthermore, comfort, speed and travel time are linked to social and environmental policies.

Table 2. Importance (ranking) of quality measures (own elaboration based on: [13]).

No. Feature Ranking of Quality Measures (%)

1 punctuality 19.37
2 directness 14.37
3 frequency 14.03
4 rhythmicity 13.95
5 low cost 11.82
6 comfort 6.98
7 travel safety 6.81
8 speed and travel time 6.39

Ensuring passenger comfort is directly linked to the quality of service in transport. As indicated
in railway standards (e.g., [15]), the comfort of train passengers is influenced by, among other factors,
vibrations and vehicle movement style, taking into account, among other factors, the average change
in acceleration and deceleration, which can be used to assess the comfort of driving during the train’s
operation. The above features are in line with the concept of sustainable value.

In modern systems, often emphasizing optimization and pro-environmental aspects, the driving
profile is determined and implemented automatically [16–21]. It is worth noting that there are many
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studies on the subject of energy consumption optimization, in which it is possible to use the driving
smoothness indicator. Examples of publications on this subject include [21,22].

According to [23], “the efficiency of vehicle movement is related to the capacity of the
railway line that allows trains to run smoothly, i.e., without unplanned stops or speed restrictions”.
The abovementioned aspects (energy consumption optimization, ATO) are reflected in the modeling of
smooth driving, but they are not the subject of this article; therefore, in subsequent sections, the authors
will not refer to them.

2.2. Train Driving Model

Passenger comfort during the journey and thus issues of traffic smoothness are highlighted when
speed changes occur. One of the basic operational scenarios implemented by passenger trains is
driving between two stopping points, e.g., stations [24]. The algorithm of such a scenario consists of
the following steps:

• obtaining a movement authority (setting a route, sending a movement authority);
• starting the run (starting, accelerating);
• monitoring the run (driving at an authorised speed);
• coasting;
• controlling braking conditions (speed reduction and implementation of braking as required);
• end-of-travel stop (targeted braking and precise stop).

Practical examples of driving according to the above algorithm are those specific to suburban and
metro traffic, where the distance between stops is small (1–2 km) The model of train movement for a
similar scenario has been analyzed in [24–26].

Moving the vehicle between stops according to a fixed timetable (basic ATO functions) is best
carried out by the following traffic model, with a steady speed phase. The driving style in this phase is
most consistent with the idea of maximizing the value of the driving smoothness indicator. This model
shows the optimal train speed profile from an indicator point of view. Its individual stages are well
characterized by the traction force (μf) and braking force (μb) [26]. The stages to be distinguished are:

• start-up–full power (FP), where μf = 1, μb = 0, solid line;
• constant speed–partial power (PP), where μf ∈ [0–1], dotted line;
• coasting (C), μf = 0, μb = 0, dot dashed line;
• full braking (FB), μf = 0, μb = 1, dashed line.

Figure 1 presents the optimal vehicle speed profile.

Figure 1. Optimal vehicle speed profile (source: [26]).

Based on the optimal speed profile, the transition points between the individual stages were
determined, i.e., Speed Threshold (ST), Cruising Threshold (CT) and Full Brake Threshold (FBT) and
we developed an algorithm for these driving stages.
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The authors of [24] present on the common graph of speed as a function of distance, curves
(driving profile) showing train driving parameters depending on strategy and goals to be achieved,
i.e., the minimization of driving time, maximizing passenger comfort, and balanced driving, allowing
for the simultaneous minimization of driving time and maximizing passenger comfort. The last of the
objectives presented is, of course, a compromise, leading to the minimisation of the two criteria to
a sufficiently limited extent. The last approach is in line with the criterion discussed in this article,
namely the smooth driving of an individual train and, indirectly, the smooth traffic of trains.

The movement model consists of two or more phases. The occurrence of individual phases is
influenced by the length of the section between the stations and the time of travel, which is set in the
timetable. There are three possible driving variants (Figure 2):

• start-up–coasting to stop (green);
• start-up–coasting–braking (blue);
• start-up–braking (red).

 
Figure 2. Train speed (V) as a function of the distance (s) for suburban traffic/metro. Stages:
1—start-up–coasting to stop, 2—start-up–coasting–braking, 3—start-up–braking (source: [24]).

In the case of a run consisting of two phases: starting (continuous line) and driving at momentum
to stop (dotted line), the energy consumption will be minimal (jmin), while passenger comfort will
the highest, but the run time will be the longest (tmax). In the case of a forced drive, i.e., driving
with a direct transition from start to stop (dashed line), the travel time will be the shortest (tmin),
but the energy consumption will be maximal (jmax), and the passenger comfort will be the lowest.
The criterion of smooth driving requires the minimization of significant speed changes.

It shall be possible to simulate the presented train driving strategies in order to test the smooth
driving characteristics. Such simulations will be possible by using the train emulator proposed later in
the study.

2.3. Neural Train Emulator

The testing of the indicator requires data sets describing the dynamic profile of train driving under
different conditions, as shaped by [27–29]:
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• ATO driving strategy;
• traction characteristics of the locomotive;
• the train’s braking performance;
• track infrastructure parameters.

The assessment of the indicator for the different profiles described above will require the actual
mapping of the train’s behavior over a specific section of the rail network for different driving
techniques. In other words, to carry out the tests, it is necessary to acquire the actual driving speed
profiles obtained using the train modeling simulator, the value of which are train speed (V), a parameter
input value of the traction (drive) adjuster and brake adjuster, and track infrastructure parameters.

In the literature, there are examples of issues that require the accurate mapping of train behavior,
where it is considered in a non-linear model [30,31] This is also the assumption made in the work on
driving smoothness indicators. A non-linear train model realized as an ann was successfully used
by the authors of [31–33]. Based on these examples, the authors of this article propose to simulate
train movements using a non-linear predictive control model. Such a network will be referred to as a
neural controller.

The use of ann in automation is attractive due to the following features:

• the possibility to approximate any non-linear mapping;
• parallel and distributed processing;
• adaptation;
• learning;
• processing signals from multiple inputs and generating multiple outputs.

Their use in the issues of modeling and the identification of objects (e.g., a train) results primarily
from the possibility of approximating any non-linearities [32] and tuning the model on the basis of
experimental data or other learning images.

The proposed approach to building a neural emulator is the use of long short-term memory
(LSTM) networks. LSTMs are a type of recursive networks, which are suitable for solving sequence to
consequence problems, to which the task of the neural emulator belongs. This task is to process the
sequence of movement and setpoint values for a train into movement values at successive moments in
time. The LSTM-type network was first described by Hochreiter and Schmidhuber [34] in 1997.

This concept, with various modifications, has been used in many successful commercial solutions.
For example, in recent years, LSTM has been used as a basic component in new products by the largest
technology companies, including Google, Apple and Microsoft [35].

LSTM networks have been made available in various computing environments. One such example
is MATLAB. MATLAB software provides a tool called “Deep Learning Toolbox”, where one can find
many modules to support the creation of ann, which can be used to determine the value of the sequence
for series moments in time. Work on such a network can start with a LSTM architecture configured for
regression, consisting of four layers:

• input;
• LSTM;
• fully connected;
• regression.

Assuming the available default parameter values, the minimum set of parameters that need to be
specified comes down to:

• the number of input parameters ann;
• the number of output parameters ann;
• the number of hidden units in the LSTM layer.
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The first two parameters are fully application dependent. For the number of hidden units in the
LSTM layer, the value depends on the nature of the value set. Figure 3 shows the structure of the LSTM
layer, where xt means the input sequence, ct the cell state and ht the hidden state. The parameters ct

and ht describe the output.

Figure 3. Long short-term memory (LSTM) layer structure of ann architecture in MATLAB environment
(source: [36]).

The LSTM layer is made up of LSTM blocks, the structure of which is shown in Figure 4, where f
is the reset gate, g is the gate that adds information to the cell’s state, and g is the gate that controls the
updating of the cell’s state and o is the gate that controls the state added to the hidden state.

Figure 4. LSTM block structure (source: [36]).

On the configured LSTM architecture, learning is carried out using a series of parameter values,
which are the extortion and the desired network responses for particular moments in time. For the
described network, the appropriate optimization algorithm is ADAM [37]. The learning algorithm can
be configured using parameters such as mini-bath options, validation options, optimization options,
sequence options. Learning is performed with a built-in function with the following parameters:
sequences, an object representing the configured network and learning parameters. During the learning
process, it is possible to follow the progress by observing the graph of the average square error for the
network being trained.

Considering that using an LSTM-type network can achieve good results in modeling the dynamic
properties of non-linear objects, such a network architecture has been adopted in this study. This network
will be referred to as the neural train emulator.



Sustainability 2020, 12, 4622

3. Research

3.1. Smooth Driving

So far, studies (referred to in Section 3.1) have considered the simultaneous movement of many
trains in the area, with movement considered on a macro scale. When using such an approach, traffic
smoothness reflecting traffic phenomena on a macro scale is a balanced value. The parameter ignored
so far is the “driving smoothness” of a vehicle, relating to the movement (driving) of a single vehicle in
an area—on a micro scale.

For the purposes of this article, it is proposed to adopt the following proprietary definition of
driving smoothness. Driving smoothness is a measure characterizing the quality of driving of a railway
vehicle in a way that eliminates disturbances. Disturbances are understood as the unnecessary braking
(energy loss) of a train and the unnecessary acceleration (energy loss) of a train.

By analyzing the definition, it can be seen that the aim of ensuring smooth driving is also to provide
energy efficiency, associated with a reduction in unnecessary acceleration and braking, resulting in
minimizing the energy consumption and, consequently, reducing the costs resulting from the energy
consumption of rail vehicles.

For the purpose of the research on driving smoothness, a driving smoothness indicator has
been developed, which is a no-unit value measure of driving quality, describing the variability of the
acceleration/deceleration value over a specific distance of road. The mathematical notation corresponds
to the measure of the data set diversity used in the statistics. However, the very concept and application
of this correlation to determine the smoothness of driving is innovative.

k =
σ

|u| (1)

where k—driving smoothness indicator, σ—standard deviation of acceleration, μ—average
acceleration/deceleration.

σ =

√∑n
i=1 (Xi − μ)2

N
(2)

where σ—standard deviation, Xi —the value of a random variable in the population, μ—arithmetic
mean of the population, N—number of elements in the population.

An ideally smooth driving experience is achieved when the vehicle is in straight-line uniform
motion (the acceleration (or deceleration) is zero and change in acceleration (or deceleration) is zero),
corresponding to the second phase of driving (described in Section 2.2 of this article), and this case is
excluded from consideration. Moreover, at the current stage of the indicator formulation, the authors
do not deal with other cases where the average acceleration/deceleration value is zero. The greater the
variation in acceleration, the less smooth the driving is (and the lower the value of indicator k).

In addition, a higher value of the smooth driving indicator means greater economic and
environmental benefits (lower energy consumption, reduced noise emissions, reduced vibrations) and
social benefits resulting from increased passenger comfort (less vibro-acoustic impact, better perception
of rail transport).

3.2. Model of the Train

The preparation of the neural network structure requires an analysis of the simulation conditions
and the preparation of an appropriate train model and its environment. At this stage, the results of the
authors’ research dedicated to the analysis of the movement authority model [27] and simulation of
braking curves in the ERTMS/ETCS system [28] will be used. In this approach, the train is described by
static and dynamic parameters. The static parameters include:
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• length;
• mass;
• braking mass;
• traction characteristics;
• braking characteristics;
• maximum design speed of the train;
• delay in service braking;
• emergency braking delay;
• maximum braking distance.

Among the dynamic parameters of the train, the following are distinguished:

• current speed;
• acceleration;
• movement authority;
• dynamic speed profile;
• train driving strategy;
• dynamic driving profile;
• location on the track;
• traction adjuster position;
• brake adjuster position.

3.3. Infrastructure Model

The model of the trackside infrastructure on which the train runs well reflects the detailed model
of the authorisation to run, as detailed in [27]. Movement authority zj is called tuple:

zj = (O, ok, pk, do, pn) (3)

where zj—movement authority, O—set of sections of a movement authority without the end section,
ok—end section of movement authority, pk—end of movement authority, do—overlap of movement
authority, pn—danger point.

The driving path for a driving permit in the form of a set of sections is described as follows:

O = {o1, . . . , on} (4)

where O—set of road sections zj with exclusion of the end section, n—number of sections other than
the end section, n—an integer greater than or equal to zero.

The section oi is described by the following tuple:

oi = (d, l, vmax, tw) (5)

where oi—i-th section zj, d—mileage of the beginning of oi, l—length of oi, vmax—maximum speed on
oi, tw—time-out for oi.

3.4. Artificial Neural Network of Train Emulator

The dynamics of the train driving process shall be seen as changes in train speed due to changes
in the position of the traction and braking adjuster and other factors in the process environment.
This relationship is not linear because the speed does not change proportionally with the position
of the adjuster. This relationship is influenced by different resistance forces acting on the train and
counteracting forces of the traction unit [38]. This phenomenon (the presence of non-linearity) indicates
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neural networks as a suitable method for obtaining an accurate representation of the dynamic properties
of a train.

Additionally, taking into account the purpose of using the emulator, it was reasonable to choose
LSTM architecture as a base for its implementation. The computing environment is that of MATLAB.
By using it, the architecture parameterization and learning process of the emulator was carried out.
Simulations were also carried out in this environment, as a result of which data were obtained for the
purpose of testing the indicator.

The design of the emulator required the following parameters:

• the number of input sequences;
• number of hidden states of the LSTM layer;
• the number of output sequences;
• the time step, which defines the discrete data of ann.

The input parameters of the created network will consist of quantities describing the process state.
In a natural way, train driving will be described mainly by speed-related values. On the basis of the
previously described models, the minimum set of such values is formed by the following parameters:

• the current actual speed;
• the current permitted speed;
• the current acceleration;
• the position of the traction/braking control;
• the distance of the train to the end of the movement authority.

The above list may be extended with parameters that may affect the acceleration and braking
performance. A parameter which varies during driving is the gradient of the track. The values of this
parameter are related to specific locations on the track system. In the dynamic model of train driving,
they will depend on the current position of the train.

During the learning process, the input parameters will be given for the subsequent ti moments.
The train’s neural emulator, as an output value, will return the train speed value for a given moment
ti+1. On the basis of a trend analysis of the individual parameters, it was assumed that data sequences
would consist of samples for moments in time distant from each other by Δt = 1 s. As a result of the
above considerations, the following parameters were adopted for the emulator:

• number of input sequences—6;
• number of output sequences—1;
• number of hidden states—400.

3.5. Learning Process

As mentioned earlier, the learning of the neural emulator was realized in the MATLAB environment.
The learning process will take place under supervision (with a teacher). The learning data was derived
from ERSA’s Traffic Simulator tool. For each version of the emulator, the data was taken from a single
train run—from start to stop. For the learning process, rides were duplicated three times by sequential
pasting. The resulting set was divided into two parts. The first one constituted 95% of the data and
contained the data presented at the input of the network during learning.

The rest of the data (5%) were used as test data and were used to verify the quality of the emulator
response. The data from the first part were used to prepare input sequences and response sequences.
Input sequences contained samples from 1 to N-1 and sample hint sequences from 2 to N, where N
is the sample count in the first part of the data. All sequences were normalized before teaching.
The learning time was less than 1 min. After the end of the learning process, the verification was
carried out, which was successful.
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4. Test Results

4.1. Simulation of Train Driving Using a Neural Emulator

The simulation of an individual ride was carried out according to the scenario presented in
Section 2.2. The train was driving between two stable points, taking into account the actual track
system parameters.

The testing of the smoothness driving indicator requires data sets for train driving according to a
planned strategy. Therefore, for the purpose of testing, the following strategies were planned:

• make the ride quickly as possible;
• make the ride as economical as possible;
• follow the scheduled sustainable driving time.

In addition, runs were carried out on different track systems, where their diversity was defined by
different gradients:

• the profile of descending track;
• the profile of the ascending track;
• a track profile with many hills and descents;
• a horizontal driving profile.

Another factor taken into account was the static speed profile, defining the infrastructure
constraints:

• a static profile with one speed limit—maximum line speed;
• a static profile with restrictions on the station areas at the beginning and end of the drive;
• a static profile with restrictions on the route due to infrastructure malfunctions.

Another issue that influenced the number of simulations and the scope of the research was
the modeling of different trains. Their diversity was due to the different rolling stock forming the
trainsets. A separate version of the emulator was prepared for each infrastructure configuration and
train composition.

4.2. Driving Smoothness Indicator

Figure 5 shows an example of a train movement diagram illustrating acceleration as a function of
the distance, based on simulated data, described in Section 4.1. This data allows for the study of the
smooth driving indicator for different driving variants.

 
Figure 5. Train movement diagram (source: own elaboration).



Sustainability 2020, 12, 4622

For the ride in question, the indicator of driving smoothness was determined for the individual
driving stages. For this purpose, the route was divided into four parts (I–IV) and, for each of them,
the value of the k indicator was determined.

Table 3 presents the data necessary to determine the driving smoothness indicator for the ride in
question—obtained as a result of a simulation with the use of the neural train emulator—the values of
the k indicator for individual sections, and the ranking of solutions.

Table 3. Driving smoothness indicator k for sections I–IV (source: own elaboration).

Section I II III IV

standard deviation 2.05 0.79 0.56 1.42
average 2.65 0.39 0.17 2.39

k 0.77 2.03 3.24 0.59
ranking III II I IV

The highest value for the indicator, determined in accordance with the relation described in
Section 3.1, was achieved for part III—corresponding to the uniform ride described in Section 3.2 of
the article—and for part II, corresponding to the uniform drive with disturbances. The worst (lowest)
ratio values were obtained for parts I and IV, which correspond to starting and braking. The obtained
results (trend) are in line with our prediction.

5. Conclusions

The article describes a new, original indicator for the assessment of the quality of rail traffic driving
smoothness and emphasizes the pro-environmental and pro-social characteristics of rail transport.
The parameter discussed in the article is a sustainable value.

An important element of the study of driving smoothness is the preparation of data sets by
simulating train driving. The article indicates the possibility of using artificial neural networks to
model the non-linear nature of a train. The structure of the neural network in this study, allowing us
to model the dynamic properties of a moving train, is presented. For the simulation process, a basic
test scenario and different train environment conditions allowed us to prepare the different data sets
necessary for a multi-aspect analysis of the studied indicator.

As a result of the simulation, we obtained charts and data illustrating the train’s passage. These data,
relevant from the point of view of the subject matter of the article, concern speed/acceleration as a
function of time or distance, and are the input data for determining the driving smoothness indicator.
The article presents, as an example, the way in which the indicator is determined and the obtained
values of data from the train’s neural emulator.
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Abstract: This study addresses the problem of optimal public policy timing and the relation to public
health policy. Ways of recognizing this problem are presented, as well as the role of public policy
timing, which is perceived or can be performed from various economic theories and concepts, mainly:
regulation theory; the concept of adaptive public policy; and the theory of policy timing based on
the concepts of option value and the transaction costs of the political process. The approach of
methodological pluralism adopted by the authors made it possible to reach for various cognitive
inspirations borrowed from numerous theoretical approaches, in order to create a comprehensive
and coherent theoretical foundation for the purposes of analyzing the role of timing in applied public
policies. Next, an attempt was made to define the role of public policy timing in the applied approach,
i.e., the case of Polish policy towards the public hospital care sector. The final conclusion is that the
role of timing is marginalized in Polish public health policy. The time dimension of its creation was
ignored or treated as an exogenous event in relation to the rest of the policy formulation process.
There is no political approach that adaptively links the right combination of resources and regulatory
activity to timing for specific stages of development or growth in public hospital care.

Keywords: timing; public policy; policy making; Polish public health policy

1. Introduction

It can be assumed that with good public policy conditions, i.e., sustainable public policy conditions,
the achievement of a sustainable net benefit may be enjoyed by society in the form of an optimal
and possibly long-term solution to a specific public problem. A relatively permanent solution to a
particular public problem can be seen in terms of the sustainable value (net benefits) for society and
that the “carrier” is sustainable public policy (e.g., a specific sectoral policy). At the same time, a
sustainable public policy is one that is well-designed, effectively implemented, and well-enforced. A
key factor for achieving sustainable value as a result of public policy is public policy timing, although
this is not the only influencing factor. This term refers to the ability to address matters related to public
policy at exactly the right time.

Public policy timing is a recent, completely new, little known, and poorly recognized theoretical
idea/concept in public policy shaping. This study presents the issue of public policy timing in
the context of the postulation of using a balanced approach in the creation and implementation of
public policies.

The first part of the work establishes the role of public policy timing and its significance in various
economic theories (such as regulation theory, the concept of adaptive public policy, and the theory of
policy timing based on the concepts of option value and transaction costs of the political process). Next,
an attempt is made to create a more comprehensive and coherent theoretical basis for the purpose
of analyzing the importance of timing in applied public policies. The approach of methodological
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pluralism is adopted here, which allows us to reach for various cognitive inspirations that have been
borrowed from numerous theoretical approaches. In turn, the second part of this work refers to the
selected real sector policy, i.e., the Polish health sector policy. Here, an attempt is made to answer the
question of whether the approach to shaping this particular sector policy is in line with the concept
of public policy timing, i.e., whether, and if so, to what extent the issue of public timing is taken
into account.

The methods used in this work are primarily deductive. A general concept of “public policy
timing” is built and used here, although to a limited extent, i.e., taking into account the concept of
adaptive public policy to discuss Polish health sector policy. Referring to the results of empirical
research only serves as an exemplification and illustration of the deductively derived theoretical
concept of “public policy timing”. Contrary to appearances, no inductive method is used in this
work, meaning that no generalizations are derived from the information material collected during the
empirical research. The only generalization that can be derived concerns the nature of Polish health
sector policy, namely whether it is adaptive or not adaptive in the context of the “public timing” factor.

Section 1 presents the state of the theoretical thought on the issue of public policy timing, which
constitutes the basis of creating and formulating the concept of public policy based on public timing.
This means that within the framework of the concept outlined by the authors (see Section 2), the
following points are presented: the point of implementing a policy closely linked with the so-called
public policy timing; the results that can be expected from the application of such a policy; and the
explanation, using three time perspectives, of why the inclusion of only two instead of three time
perspectives in the process of public policy does not give assurance that the public (social) interest will
actually be realized and not only the interest of the ruling party/coalition. In line with the assumed
concept of public policy, Section 3 features the preparation and description of a way of examining
Polish policy regarding public hospitals. The research results are, accordingly, shown in the form of
tables in Section 6. The same section also describes the results obtained with the approach practiced
by decision-makers in Poland regarding the creation and realization of policies in the public hospital
sector. The study here is preceded (in Section 4) by a concise presentation of the systemic context, which
allows for better insight into the specificity of the healthcare system in Poland. Section 5 contains the
materials and considerations necessary to establish the importance of the time factor in the process of
creating and implementing Polish policy regarding public hospitals. Finally, in Section 7, conclusions
are formulated concerning the approach practiced by decision-makers in Poland regarding the creation
and realization of public policy in healthcare and public hospitals in the context of the role of timing in
public policy.

2. The State of the Theoretical Thought Regarding “Public Policy Timing”

The issue of timing in public policy is not shown in the economic theory of regulation or in its
positive or normative approaches. This also applies to ongoing discussions in the economic literature
on proper regulation. There are two key issues in any regulation. The first is an attempt to substantively
justify the reasons for adoption, which relate to the set of public policy objectives or result from
the analysis of the implementation of public reforms or market mechanism failures. The second is
to indicate which legal and economic tools, principles, and mechanisms offer the greatest chance
of achieving regulation efficiency or the optimization of the regulation’s goals. The issue of timing
remains in the background and works as a default, which is best seen in the context of proper regulation.
Of the numerous definitions of proper regulation, the timing subtext arises fairly clearly from the
definition [1], according to which proper regulation is well-designed, effectively implemented, and
appropriately enforced, and if the regulation meets these conditions, it provides the greatest net benefit
for society. It is not mentioned here, but it seems that proper regulation is of a procedural nature and
that all of these conditions, i.e., process phases, take place in time and must be met in proper time for
the greatest net benefit to society.
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Public policy is closely related to regulation in legal terms and is connected with the ideology
of the guaranteeing state. In the legal analysis of the obligations of public authorities, guarantees
are understood to be dynamic, taking into account the interests of the beneficiaries of the system
that supervise the functioning of the said system. For example, the Constitution of the Republic of
Poland imposes an obligation on public authorities to ensure equal and fair access to publicly funded
healthcare services. “Ensuring” is understood as a guarantee of equal and fair access to healthcare
services financed from public funds, which must include not only the creation of a legal framework for
the functioning of the public health system, but also active and dynamic control, as well as supervisory
activities [2]. It is obvious that if the control and supervisory activities are to be dynamic, they must
not only be appropriate, but also carried out at the right time and in the right way. The assurance by
the regulator of an appropriate environment for conducting active control and supervision activities
includes identifying and developing legal and economic tools, as well as the principles and mechanisms
that provide the greatest chance of obtaining effectiveness and efficiency of control and supervision. It
may turn out that for their completion or improvement, it is necessary to observe the real behaviors of
regulated entities under the new/modified health system, and to analyze and evaluate the effects of
their compliance with the intentions and intended aims of the regulator. Service providers belonging
to the same public healthcare subsector, e.g., public hospital care, despite functioning in the same legal
environment and period, may exhibit quite different behaviors and may result in significantly different
economic, social, and health effects. This also applies to other entities within the system, such as local
government units, which, on the one hand, conduct a decentralized health policy and act as a regulator
toward the medical entities that they own or co-own, yet, on the other hand, are subject to statutory
regulation themselves in order to direct their behavior or achieve the desired change in behavior
toward subordinate medical entities. One example is the Polish regulation that increased the financial
responsibility of local government units for losses incurred by subordinate medical entities, which is
thus expected to lead to a change in the behavior of local government units relative to subordinate
(unprofitable) medical entities [3]. This may lead to a further observation that it is necessary to track
and coordinate public policy timing with health policy and for specific healthcare subsectors, such as
public hospital care. This observation relates to the issue of adaptive public policy.

As part of the theoretical approach to adaptive public policy, an attempt to associate timing
with public policy was presented by Koehler [4]. The author posed the following question: Can the
development and implementation of public policy be improved by closely tracking and coordinating
time with the policy of a regulated sector? Such an association was attempted based on the assumption
that the asynchronism between the political process and the regulated sectors or activities may cause
unintentional disruptions in the pace of economic change and development, and thus undermine the
original intention of the regulatory policy or activities. In addition, such events can lead to unexpected
future disruptions. That is why “a policy approach is needed that adaptively ties the right mix of
resources and regulatory activity to the timing of particular stages of economic development or growth
associated with a particular industry” [4] (p.99). In the issue of adaptive public policy, problems
with determining the right time in public policy timing were examined using a new theory based
on the concepts of “time-ecology”, “developmental change in time”, and “temporal signature”. The
author emphasized that the indicated approach may apply to various organizational issues and may
be related to time in various areas of the economy. The full range of space–time network linkages
in cluster government and self-government authorities, namely the health service industry, creates
an interconnected unique system of ecology among political, economic, and other areas, covering a
clear time perspective in which the advantages of resource use and delayed responses of participants
to ongoing changes in the industry’s environment are considered. In such a system, there are more
or less intense and often complex rhythmic impulses that occur in parallel or in a punctual manner,
affecting one another on a number of time scales flowing into the future. Each organized entity in the
public healthcare system exists in its own past, present, and future in a unique way, possessing its
own “temporal signature” that determines the position of the object in time and which is a detectable
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phenomenon. External bonds mutually affect organizations by changing the dynamics of development
and growth and the effects achieved by the organization. The whole process, in the context of this study,
takes place in the combined adaptive landscapes of public authority or the health services industry.

At this point, it is important to add that the temporal signature of a particular medical entity
could be obtained using the benchmarking method for healthcare providers and is expressed in the
form of a benchmark, which, by its nature, positions the hospital relative to other hospitals in time
and can cover various organizational issues and the effects achieved by the facility. As part of the
benchmarking study, it is also possible to use the acquired data and information resources to detect
distinguishing features of profitable or unprofitable public hospitals as a unique system in the cluster
of public authority vs. public hospital care for the purposes of making adaptive health policy decisions.
These are some (proprietary) suggestions for capturing the temporal signature and the unique entity in
a given period within the “public authority/public hospital care industry” cluster.

In the economic literature, theoretical thought combining public policy with the timing factor has
also been considered by other researchers, but this thought is not yet fully developed. It is reflected
well in the work of [5]. Every public authority, whenever making a political decision, must ultimately
decide on three separate issues, namely the choice of policy instruments, the setting of the levels of
these instruments, and the timing of their implementation. However, in both theoretical and applied
policy analysis, the time dimension of policy making is often ignored or simply treated as an exogenous
event in relation to the rest of the policy formulation process, i.e., that policy timing is not an integral
part of the public policy process.

To be precise, in the economic literature, the issue of public policy timing is highlighted, but
mainly in terms of formal deadlines, negotiating (“playing for time”), and timing for communicating.
Timing has an impact on formal public policy decision-making processes in specific jurisdictions.
However, the right time to communicate with decision-makers about new public health policies (e.g., in
the field of hospital care) also depends on other current problems and the likelihood of strong support
or opposition to the policy [6]. In turn, the analysis of “playing for time” suggests that negotiations
on divergences, and in particular legal regulations, occur not only with time, but also in the case of
negotiations for the harmonization of legal orders from different countries (e.g., the European Union
(EU) and its member states) and, perhaps above all, concern for the unity of time [7].

Mittenzwei, Bullock, and Salhofer [5] argue that in the literature devoted to the problems of
optimal time in politics, it is often thought (e.g., [8]) that a change of policy is irreversible. By its very
nature, politics can change, and policy-makers often make use of this fact with the regular introduction,
changing, deletion, and reintroduction of policies. Researchers have formulated their own theory,
where the central element is that “governments balance the costs of delaying policy reforms against the
benefits. Costs are in the form of welfare losses, brought about by delayed adjustment to changes in
the economic and political environment and by the costs of the political process that accompany policy
changes. Benefits of delaying policy reforms stem from receiving better information by waiting” [5]
(p.583). Here, the authors would like to add two observations of their own. First of all, what has not
been said by the creators of this theory comes to mind, namely the default assumption that in the
process of preparing political reform, every piece of relevant, cognitively valuable, and already existing
information is used. Secondly, in light of the combination of this theory with Kohler’s concept, better
information can be obtained by detecting the temporal signatures of participants in the public hospital
care system, as well as the unique phenomena associated with the system (e.g., the phenomenon of
profitable public hospitals under systemic conditions determined for a given time). According to
Mittenzwei, Bullock, and Salhofer, the ability to wait before making a decision is very valuable when
decisions are made in conditions of uncertainty, and, as time goes on, more and better information
appears. The value of waiting for information and the costs of changing policy both shift the balance
in the political economic equilibrium and cause sporadic policy changes.

To sum up, in terms of the neoclassical theory of economics, the concept of timing as an important
issue has been recognized in the area of the negotiation and communication of new public policy. The
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new economic theoretical thought combining public policy with the factor of public policy timing is
shaping the theory of policy timing. In general, public policy timing is an integral part of the public
policy process and is explained in different ways through the prism of a perspective inherent to the
formulation and implementation of the so-called adaptive public policy, or through the prism of the
value of the ability to wait for better information before making decisions in conditions of uncertainty.
Both approaches seem coherent and logical. In the concept of adaptive public policy, it is crucial to
detect the temporal signatures that carry better information and unique phenomena in the system
found in a given public healthcare system. This better information, combined with the ability to wait
for it, has the benefit of delaying political reform (to avoid frequent policy changes and the irreversible
costs of policy change). In addition, due to the recognition of the role of timing in the formulation
and implementation of public policy timing, leading to the acquisition of better information, it is
possible to formulate more accurate regulation related to this policy, which has the characteristics of
good regulation. Moreover, considering the legal approach to the regulations related to public health
policy, it should be emphasized that the obligation of public authorities to provide active control and
supervision within the public health system is clearly combined with the ability to perform appropriate
control and supervisory activities in the best possible way and at exactly the right time.

3. The Concept of Public Policy is Closely Linked to Public Policy Timing

The concept of public policy is closely linked to public policy timing. We wonder whether one can
improve—and, if so, how—the development and implementation of sectoral public policy by including
time treated as an endogenous event in the process of shaping public policy? The most general sense
of seeking an answer to such a question lies in the fact that decision-makers have the opportunity to
implement sectoral public policy that is better focused on providing the greatest net benefit to society.

This concept claims that a different perception of time, where time is an endogenous event
and not an exogenous event in public policy making, changes thinking about methods for building
better informed policy (i.e., evidence-based public policy decision-making). The expected effects of
implementing a better informed sectoral policy are positive, i.e., those based on the recognition of
reaction time intervals (taking action) in various types of industry participants, the reasons for too late
reactions compared to those expected by decision-makers, as well as those contrary to their intentions.
The practical use of this knowledge, by developing and implementing a complete set of appropriate
measures to prevent or eliminate the occurrence of excessive delays for various participants in the
sector, is also important. These are mainly economic and social factors.

Economic effects relate to the rational operation of the system (rationality of resource management),
such as:

• Increasing the resilience of the regulated sector to unintended disturbances, leading to unintended
disruptions in the pace of economic change (e.g., scale and organization of health services) and
economic development (e.g., due to poorer public health), thereby undermining the original
intentions of policies or regulatory actions (assuming that the policy is really in the public interest.

• Reducing the risk that such unintended interference will lead to unintended future disturbances
in the pace of economic change and development.

• Occasional changes in sectoral public policy, which entail reducing the costs of introducing,
changing, deleting, and reintroducing specific sectoral policies, leading to saving costs of the
regulated system (e.g., public health system), reduced waste of public funds allocated to the
operation of the regulated sector, and more funds remaining in the system to achieve the main
objective of the sectoral policy.

Social effects relate to the main objective of sectoral policy, as well as to social rationality, such as:

• Ensuring equal access to goods produced in the sector when financed from public funds, or at
least equal opportunities to obtain such access.
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• Maintaining or increasing the usability (quality and scope) of goods financed from public funds
produced in the sector.

In addition to these effects, a political side effect may occur, i.e., ensuring or strengthening public
support for a given public policy.

The concept of public policy is closely linked to “public policy timing” and has three different
time perspectives in its field of vision:

• The first perspective concerns the annual cycle of the public budget (formal and administrative
deadlines for the planning, preparation, and implementation of budget expenditure).

• The second perspective concerns the cycle of exercising public authority, determined by the time
frame of general elections.

• The third perspective concerns the occurrence of time asynchronisms between the course of the
public policy process and the course of processes in the regulated sector, as well as between public
policy activities and those undertaken by sector participants.

By associating all three time perspectives with one another, a balanced time perspective can be
created for the public policy process.

The first and second perspectives create exogenous events for public policy that are not influenced
by decision-makers, but instead determine the quality, manner, and duration of the policy. The
implementation of expenditure related to policy development and implementation must take place
within a rigid bureaucratic framework of the annual budgetary cycle, and, in addition, the term of office
of public authority may induce political decision-makers to be guided by more rational political action,
achieving rapid, preferably spectacular success, even if it is economically unjustified. The rationality of
political action is dominated by the interest of maintaining or gaining political power, which is typically
the interest of the dominant ruling party. In the context of rational political action, the time perspective
is determined by the calendar of general elections, i.e., the cycle of exercising power by the ruling party.
In practice, policy principles, including health policies, are designed in such a way that their use is
either short-term or long-term, but the period of validity of government policy is usually limited to the
term of the government [9]. The rationality of political action does not have to be closely associated
with economic rationality, or be in the public or social interest. Even Shiffman [10], in a study of the
phenomenon of setting agendas in health policy, challenged the assumptions that health problems
appear in political programs only through rational consideration and the careful consideration of
evidence. However, the need to include in the public policy the schedule set resulting from the state
budget cycle and the public election cycle should not justify the creation of the poorer quality sectoral
policy from the point of view of ensuring public interest and economic rationality. The third time
perspective, in which time is an endogenous event in the process of creating and implementing public
policy, creates the chance for achieving and implementing better quality policy. It is a time perspective
for such a policy that fits into the idea of evidence-based public policy. In this perspective, the tasks in
the process of sectoral policy based on public policy timing are as follows:

• Recognizing and explaining the causes of the indicated time asynchronism.
• Determining the economic consequences of the delayed reaction of the entities implementing

public policy on the outcome of actions taken by the entities of the regulated sector.
• Determining and developing adequate means of leveling the response when delayed too long (i.e.,

determining whether economic regulation is sufficient and which of its forms are to be employed,
if it is necessary, as well as what legal regulation is needed).

The components that make up public policy timing are the temporal signatures (time structures)
of the entities in the system, along with their external linkages, determining the best time to make
decisions and act (keiretsu), and the ability to wait for better information.

In the process of public policy timing, better information is generated for the purposes of creating
a timetable that takes into account the concepts of keiretsu for introducing changes and undertaking
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actions that modify or reform the functioning of the sector and the formal framework of annual
financial budgets, as well as, where possible, general elections (it may be in the public interest to
move the schedule outside of the electoral cycle). The carriers of such better information are temporal
signatures, which are specific to various types of organizational entities of the economic system (e.g.,
the healthcare system), as well as linkages between the “temporal signatures” of entities occurring on
the active side of the policy (conducting public policy activities) and on the passive side (entities of
the sector toward which the policy is conducted). Knowledge about these temporal signatures and
their external linkages and related phenomena is unique, because it takes into account the systemic,
economic, and cultural contexts in a given country. In addition, signatures, linkages, and phenomena
may change due to changes in the functioning of the system. Waiting for such information, provided
that the public policy information base is focused on its acquisition and processing, is a method for
preparing better quality public policy and better implementation without the risk of frequent changes
being the result of unforeseen disruptions. The benefits of delaying modifications or thorough reforms
when resulting from waiting for better information are greater than the side effects. Amongst the
undesirable effects, there are social losses (resulting from prolonged unfavorable states of access and
utility provided by the goods sector) and costs of the public policy process accompanying changes in
the policy.

This perspective allows one to find better solutions to a key sector policy problem at a given
time. In the economic systems of various countries, the key problems are different depending on the
state of development of the system, and they are subject to change over time. Hence, the information
obtained will always be unique because it will be focused on phenomena that cause the existence of a
key problem.

Restrictions on the effective use of the third time perspective are poorly developed information
databases for the process of creating and implementing public policy, as well as a possible lack of will of
public authorities to pursue evidence-based policies. Additionally, as Sisnowski and Street [11] pointed
out, obstacles to creating evidence-based public health policy may be the different characteristics
between the two worlds of researchers and policy-makers, including their different timeframes,
interests, and priorities.

4. The Method of Examining the Case of Polish Policy Regarding Public Sector Hospitals

This study examines the approach to shaping and realizing the policy regarding public sector
hospitals in Poland in terms of this policy being consistent with the concept of public policy timing.
This means deciding whether the approach practiced in Poland involves the issue of public timing,
and, if so, to what scope. The approach was evaluated in terms of three components of public policy
based on the concept of public policy timing, as follows:

• Temporal signatures (time structures) of providers of hospital services financed from public funds
(public hospitals), together with their external linkages.

• The appropriate time (keiretsu) for decision-making.
• The ability of policy-makers to wait for better information.

The research was based on providing and explaining (according to the specific criteria) answers to
the questions set in the area of each component. The sets of questions are presented in Table 1.

The fundamental objective of healthcare policy in the area of hospital care based on the principles
of universality, equality, and free access for all citizens is highly problematic under the conditions of
permanent shortages of public funds in the health sector. Since the 1990s, the key problem has been
the high and growing level of financial expenditure in the public hospital sector and the financial
ineffectiveness of the great majority of the service providers in this sector. The specificity of the key
sector is taken into consideration in the study, as well as the specificity of the functioning of the health
service in Poland in the aspect of the provision of hospital care financed from public funds, presented
in the next section of this paper.
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Table 1. Sets of research questions and criteria for answering.

Temporal Signatures of Producers from the Sector and External Linkages of Structures:

1. Is the sector system in possession of information that is helpful in defining the temporal signatures of the
producers financed from public funds? Answer based on the criterion: “Information to define temporal
signatures of producers”.

2. Is the systematically collected information helpful in defining the temporal signatures of the producers
financed from public funds? Answer based on the criterion: “Systematic collection of information to
define temporal signatures of producers”.

3. Are there defined temporal signatures for the producers financed from public funds? Does this result in a
time delay following the introduction of a change/political initiative and the reactions (undertaken
actions) of the producers? This knowledge allows for establishing whether the sector reacts/takes action
in line with the intentions of policy-makers. Answer based on the criterion: “Temporal signatures of
producers”.

4. Is there systematic collection of information about the relationships of the producers and the producing
entities (the entities with the functions of ownership and their own supervision)? Answer based on the
criterion: “Systematic collection of information about external linkages of temporal signatures of the
producers in the area of the relationship between the producers and the producing entities”.

5. Is there an examination of the relationships between the producers and the producing entities, as well as
of time changes in the relationship under the influence of the introduced changes/policy actions? These
relations and their changes in time are used to describe the external linkages of the temporal signatures of
the producers. Answer based on the criterion: “Examining the external linkages of the temporal
signatures of the producers in the area of the relationship between the producers and the producing
entities”.

6. Does the policy (i.e., the decisions and actions) make use of the knowledge about the relationship and
changes in the relationship between the producers and the producing entities? Answer based on the
criterion: “Use in public policy of the knowledge about the temporal signatures of the producers and
their external linkages in the area of the relationship between the producers and the producing entities”.

7. Is there a systematic collection of information about the relationship between the producing entities and
the decision-makers at a central (national) level? Answer based on the criterion: “Systematic collection of
information about the external linkages of the temporal signatures of the producers in the area of the
producing entities and the decision-makers at a central level”.

8. Are the relationships between the producing entities and the decision-makers examined at the central
level, and are the time changes in the relationship under the influence of the introduced changes/political
actions considered? Answer based on the criterion: “Examining the external linkages of the temporal
signatures of the providers in the area of the producing entities and the decision-makers at a central
level”.

9. Does the policy (i.e., the decisions and actions) make use of the knowledge about the relationship and
changes in the relationship between the producing entities and the decision-makers at a central level?
Answer based on the criterion: “Use in public policies of the knowledge about the temporal signatures of
the producers and their external linkages in the area of the relationship between the producers and the
decision-makers at a central level”.

Time for Making Decisions and Political Action (Is It the Appropriate Time—Keiretsu):

1. Prior to the assumption of a policy solution, is the solution subject to public discussion and has it
received social acceptance (i.e., it is not contested by important groups in that sector)? Answer based on
the criterion: “Discussed and socially accepted policy solution during the time before its introduction”.

2. Before making a decision/implementing action, is there a complete set of means, prepared and analyzed
by experts, indispensable to effectively conduct a change (in the sphere of the provision of goods and the
supervision of producers)? Answer based on the criterion: “The complete set of political means are
analyzed and prepared by experts prior to implementation of the change”.
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Table 1. Cont.

Ability to Wait for Better Information:

1. Are the policy decisions/actions taken in the keiretsu-type time? The clear proof of the existence of the
ability to wait for better information is that of the decisions made/actions taken on the basis of better
economic information. Answer based on two criteria: “Comprehensiveness of the legal solutions
prepared before introducing a decision about policy change” and “comprehensiveness and sufficiency of
the prepared set of policy means before its introduction”.

2. Is there political will to wait for better information? The indicators of the existing political will to wait for
better information include striving to develop a backup of economic and business information in order to
be better informed, avoiding making decisions/policy actions motivated by political rationale (i.e., the
wish of a ruling party/coalition to quickly show success resulting from political change, even if devoid of
true significance, or the change is downright harmful to the long-term public interest), existing public
accountability of political decision-makers, and economic sanctions for introducing solutions (decisions,
political actions) harmful to public interest, which encourages the political will to act, above all, in the
public interest. Answer based on two criteria: “Developing informational backup for politics” and
“domination of political rationale over economic and social rationale in the process of public policy
making” (this criterion covers two aspects, namely political solutions based on political rationale and the
accountability and economic sanctions regarding political decision-makers).

5. Systemic Context for Healthcare Policy in Poland

The assumed directions of state policies impact the formation of the relevant organization and the
structure of the system (see Figure 1). Polish regulations that address the functioning of the healthcare
system, related to the 1999 reform of that system, are included in the Universal Health Insurance
Act. The regulations it contains reflect the accepted fundamental principles of the functioning of the
healthcare system, among which the following should be included:

• The principle of social solidarity, which means that all of the insured persons, by paying their
contributions, create a specific fund that finances the benefits for those that need them. Granting
benefits available in the system depends only on the justified health needs of the insured person,
and, at the same time, on being equal for all.

• The principle of self-financing, which means that both the payee and the service providers should
finance their activity out of the obtained revenues, is maintaining financial equilibrium. This
principle is also reflected in striving to separate the function of the payer for services from the
function of the provider of services. Hence, in principle, the payer, namely the National Health
Fund (NFZ), cannot run healthcare facilities, and its relationships with the service providers are
regulated through contracts and flat rates for the provided health services. The principle of aiming
to ensure equal access to services, which corresponds to, among others, assigning the same range
of services to all of those entitled to them, and an equal allocation (understood as ensuring the
coverage of the costs of the provided medical services) of the entire range of services in every
region (voivodeship).

• The principle of economic and deliberate activity.
• The principle of self-governance. This principle was subject to rapid modification in light of the

Act introduced in 2003 [12], which resulted in the centralization of the “Kasa Chorych” system
and the introduction of a single payer, namely the NFZ.
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Figure 1. Organization of the healthcare system in Poland.

6. Defining the Role of Public Policy Timing in Polish Policy toward the Public Hospital Care
Sector

Activities focused on the public hospital care sector fall within the scope of health policy. The role
of health policy is to create development directions for the entire healthcare system, including healthcare
that is constantly in the forefront of modern times, such that changes in the environment and the system
itself do not surprise its unprepared participants. It should also be remembered that the area of interest
in health policy is extensive, and a broad perspective should be used, capturing the instrumental role
of many sectors of the economy, since it affects many areas that include, among others, family and
child protection policy, agricultural and food policy, industrial policy, environmental protection policy,
education policy, employment policy and protection of working conditions, and housing policy.

Determining the legal framework and directions of action in health policy is conducted by the
legislative authority, government administration, and local government administration. Each of the
links, formulating and creating conditions for action, directly influence the shape and organization of
the health sector, including public hospital care. The legislative authority sets the legal framework
for the functioning of the healthcare system. Exercising this kind of power includes introducing new
legal regulations, but also changing the current law. This area includes, among others, decisions
on the broadly understood organization of the healthcare system, decisions on the arrangements
contained in the Budget Act, decisions on tax rules—in particular, exemptions and deductions,
and health expenditures obtained from the collected medical services—as well as arrangements
regarding the amount of health insurance premiums (which are part of the tax). The government
administration strengthens strategic functions and limits the functions of day-to-day management by
conducting central government administration in Poland, including non-integrated administration
in the voivodeship and local government administration. The government administration body
in the field of healthcare is the Ministry of Health, which, among other rights, has control rights
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over other entities operating in the system, but also sets the directions of the country’s health policy.
One of the most important roles in the healthcare system, however, is played by local government
administration performing the functions of the so-called creating (producing) entities. As the special
owner of public entities providing medical services, it accepts responsibility for the incorrect activities
of its subordinate entities. The most important requirement of local government units, forming bodies
of independent public healthcare facilities, is exercising appropriate supervision over them. In the
current legal framework, the principles of supervision are regulated in the Act of April 15, 2011 on
medical activities [3]. The control and evaluation of a health unit’s activity and the work of its manager
is carried out, in particular, in areas such as the proper management of property and public funds
and financial management, as well as the implementation of tasks specified in the organizational
regulations and the statute, in addition to those in the scope of availability and quality of health
services provided. What is especially important is the supervision over the financial economy, which
is exercised by controlling and assessing its legality, economy, purposefulness, and reliability. On the
other hand, supervision over the correctness of property management is carried out through control
and assessment, in particular of the use of medical apparatus and equipment, the application for the
purchase or acceptance of medical apparatus and equipment, the application for the sale, lease, or rent
of fixed assets, or the transfer of such assets to companies or foundations.

This multi-level decision-making has caused the emergence of varied attitudes and behaviors
of public hospitals in the activities of hospital medical entities in the face of the changes taking
place. An important source of information of the problems undertaken in the framework of health
policy is the analysis of activities carried out in connection with the implementation of healthcare
system reforms. In Poland, these reforms are usually based on organizational changes in the system,
often without touching upon previously diagnosed problems. It is intentionally assumed that new
solutions will improve situations (mostly bad economic situations) with which hospitals have had the
biggest problems.

An expression of the poor economic situation of public hospitals is the high level of liabilities due
to independent public healthcare facilities in subsequent years (2002–2018), shown in Table 2.

Table 2. Due obligations of independent public healthcare institutions in the years 2002–2018.

As of:

Independent Public Health Care
Facilities Created by Local

Government Units and Central Units

Independent Public Health Care Facilities
Created by Local Government Units and

Central Units
Liabilities due Liabilities due

In Thousand PLN
Including

Supplies and
Services

Dynamics of Changes
in % Previous
Year—100%

Including
Supplies and

Services

December 31, 2002 3,248,783 2,084,406
December 31, 2003 4,732,974 2,480,863 146 119
December 31, 2004 5,684,426 2,839,630 120 114
December 31, 2005 4,875,372 2,310,073 86 81
December 31, 2006 3,603,739 1,912,989 74 83
December 31, 2007 2,627,427 1,664,235 73 87
December 31, 2008 2,379,577 1,510,519 91 91
December 31, 2009 2,340,755 1,579,090 98 105
December 31, 2010 2,258,826 1,657,537 96 105
December 31, 2011 2,281,329 1,844,829 101 111
December 31, 2012 2,360,475 1,961,131 103 106
December 31, 2013 1,930,971 1,657,225 82 85
December 31, 2014 1,807,185 1,603,217 94 97
December 31, 2015 1,758,890 1,564,129 97 98
December 31, 2016 1,739,476 1,555,351 99 99
December 31, 2017 1,407,669 1,273,712 81 82
December 31, 2018 1,622,299 1,547,128 115 121

Source: [13].
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The implementation of tasks adopted by the state as part of health policy is related to the amount
of financial resources that can be allocated to maintaining or improving the health of society. Not only
are their size and structure important, but also their use by individual institutions that provide health
services. The consequences of the reforms introduced and the financial effects of these changes are
also significant. There have been many significant reforms in Polish healthcare. In 1999, independent
public healthcare facilities were introduced in place of the existing healthcare facilities. In 2005, the
place of Kasa Chorych funds was taken by the centralized National Health Fund (NFZ), and, in
2011, the system was further organized by introducing the Medical Activities Act. Each of these
changes was accompanied by strong pressure of success, regardless of the degree of preparation for
the transformation process. Due to the usually very short adjustment period to the new conditions,
additional support for the system was organized. As a consequence, the Polish healthcare system has
been repeatedly “deleveraged”, which has clearly influenced the attitudes of the managers of public
hospitals and their owners, assuming “tacit agreement” in their activities for further deleveraging
of entities and uncertainty as to the future of entities. It should be remembered that the processes
of debt deleveraging are basically not conditioned by any real economic, organizational, or medical
requirements. In view of the above, the Ministry of Health carried out the aforementioned process
of deleveraging hospitals several times. The first debt relief took place after the healthcare reform in
1999, which was when the Kasa Chorych funds were created. The reform assumed that the facilities
most frequently visited by patients would receive funding. In order to provide equal opportunities, all
hospitals were deleveraged. The treasury took on over 7 billion PLN in debt by doing so. However,
hospitals started to get into debt again, and the next stage of healthcare reform was to replace the
existing health funds with the institution of the National Health Fund in 2004.

Since 2004, the National Health Fund has been dealing with the pricing and contracting of services
in hospitals. Despite such a significant change, an increase in the overall debt of hospitals is still being
observed. One of the reasons for this is the change in legal regulations affecting the level of expenditure
of public hospitals without indicating specific sources of coverage. The so-called 203 Act, adopted in
2000, was a special one, as it forced healthcare facilities to increase their staff salaries by 203 PLN. Total
debt increased rapidly during this period. In 2005, the government adopted the Act on state aid and
the restructuring of public healthcare institutions. This enabled public hospitals to take loans from
the state budget to repay outstanding liabilities. At the same time, the Act allowed hospitals to write
off public liabilities after the restructuring process was completed. Since then, the dynamics of the
increase in liabilities (see Table 3) have clearly decreased, associated with decision-makers refraining
from introducing further unannounced changes. Stable working conditions have, however, caused the
settling of public hospitals in economic reality.

The data contained in the table above show the effects of the actions taken by hospitals in
individual voivodeships and central units (e.g., the Ministry of National Defense and the Ministry
of Interior and Administration). The relative stability of organizational and legal conditions and the
relatively long period of stabilization have allowed for the implementation of real remedial measures
in hospitals that improve their economic results. An important success is the significant change in the
ranking of hospital liabilities of the Dolnośląskie, Lubelskie, and Podkarpackie voivodeships, achieved
as a result of numerous, often unpopular, actions. The consolidation of hospitals, changes in business
profiles, or the transfer of parts of unprofitable activities to other hospitals has resulted in a clear
improvement of their economic situation and better ranking. Among the 18 study participants, the
aforementioned voivodeships have significantly improved. Dolnośląskie changed from position 1, the
weakest, to position 8; Lubelskie changed from 8 to 3, and Podkarpackie changed from 12 to 6 in the
years of 2005 and 2017, respectively. This demonstrates the clear need for stable operating conditions
and the need to be well prepared for future tasks, i.e., timing, which is jointly responsible for success in
planned projects.
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Table 3. Total liabilities of public hospitals by voivodships (in million PLN).

Voivodeship
December 31,

2005
December 31,

2017
2017/2005 Ranking 2005 Ranking 2017

Dolnośląskie 1488.7 703.9 47.3% 1 8
Mazowieckie 1217.0 1790.9 147.1% 2 1

Śląskie 993.7 1402.6 141.1% 3 2
Łódzkie 978.8 672.4 68.7% 4 9

Pomorskie 836.7 184.6 22.1% 5 16
Małopolskie 673.3 1007.2 149.6% 6 4

Lubuskie 599.0 62.4 10.4% 7 18
Lubelskie 531.7 1047.1 196.9% 8 3

Kujawsko-Pomorskie 4640 966.4 208.3% 9 5
Wielkopolskie 376.4 771.6 205.0% 10 7
Świętokrzyskie 374.9 397.4 106.0% 11 11
Podkarpackie 340.7 832.9 244.5% 12 6

Zachodniopomorskie 318.1 412.9 129.8% 13 10
Podlasie 279.5 367.6 131.5% 14 12

Ministry of Interior
and Administration 234.5 342.2 146.0% 15 13

Warmińsko-Mazurskie 220.6 237.8 107.8% 16 15
Ministry of National

Defence 180.1 271.9 150.9% 17 14

Opolskie 165.8 142.2 85.8% 18 17
TOTAL 9450.0 11,614.1 122.9%

Source: [13].

Good action means the opportunity to develop and compare the effects of one’s actions with the
effects of others. Unfortunately, even during a period of exceptionally stable conditions, no systems of
universal information on phenomena occurring in the healthcare sector, catalogues of “good practices”,
or systems of warnings about anticipated difficulties have been introduced in Poland. The market
environment has encouraged hospitals to make independent decisions (not enforced by the system),
resulting, for example, in the process of ownership transformation. As a result, many hospitals have
changed their legal form of business, usually to companies with the majority share of local government
units. This form was economically justified, because it gave them the right to conduct activities
going beyond the system financed by the payer (NFZ). The year of 2011 brought further turmoil
to the economic situation of public hospitals, which was normalized by transferring the obligation
to compensate the hospital deficit (net losses) to the forming entities, i.e., local government units.
This decision was a surprise not only for hospitals, but also for the local government units (LGUs)
themselves [14]. The need for information on the situation of other hospitals and the attitudes of
individual LGUs has become extremely important. However, for the purposes of the control and
ownership of supervision functions, individual LGUs only have their own information systems or
control support tools (or did not have them at all). These systems are not consistent in any way, which
absolutely limits their comparative functions. As a result, there has been no available or reliable
information collection that would allow rational decisions to be made, either at a given moment or in
the future. Only within the framework of scientific research conducted by scientific centers can one
find selective or comprehensive studies on this issue. A special place is occupied by unpublished
statistical reports based on data covering all voivodeships and data collected as part of an innovative
research project carried out in 2011–2015 by the Wroclaw University of Economics [15]. These studies
have identified the distinguishing features of profitable and unprofitable hospitals. Nevertheless,
interest in the results of the study [16] was negligible, on the part of both hospitals and decision-makers.
Other interesting research in this area has been conducted only fragmentarily, e.g., in the Łódzkie and
Pomorskie voivodeships, which also remains only in the sphere of scientific inquiry.

The need for good information turned out to be necessary at the time of introducing another
very important reform—the so-called “hospital network” in 2017 [17]. The hospital network has been
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operating since October 1, 2017. The Act introducing this organizational change in the system was
prepared in March 2017 and signed on April 2017, and the classification of hospitals into the network
was announced on June 27, 2017, without prior information on the planned conditions necessary to
be met. Thus, hospital owners did not have enough time to prepare for this change. This means
that there was a lack of optimal time projected for hospitals, the so-called timing, with which they
could better prepare for entering the network. It is also worth noting that at the time the network was
introduced, hospitals were at various stages of economic growth (even if they remained at their profiles,
they differed in their efforts to improve their profitability) or were at various stages of economic
development (some expanded the range of benefits to ensure better profitability and others changed
their legal form). This did not affect the decision to qualify for the network.

Along with the introduction of the hospital network, the method of obtaining funds for hospital
operations from the public payer, i.e., from the NFZ, was also changed [18]. The new method of
financing benefits was based on a lump sum covering existing contract performance, but without
taking into account the previous numerous so-called oversupplies, i.e., necessary medical services
provided by hospitals despite the lack of financial coverage in the contract with the NFZ.

In general, hospitals were surprised by the pace of introduction of the “network” solutions and
the shape of the reform discriminating against hospitals that were on a development path (i.e., a
path not matching the concept of a general hospital or, otherwise, those operating as commercial
companies). It should also be emphasized that the intentions of domestic decision-makers regarding
the profitability of contract-financed hospitals are not clear, since they had information on the specific
properties of profitable and unprofitable hospitals and information from the hospital environment
about the potential negative consequences for hospitals and their patients in the context of the rapid
entry into forced legal regulations regarding hospital networks.

As a consequence, the quickly implemented changes have not brought the expected effect so far.
The introduction of the network, together with the change in the financing method based on the lump
sum calculated according to an algorithm, has not changed the decisions taken in hospitals. With the
assumption that by limiting the number of service providers (network of hospitals) and transferring
funds at a level that takes into account the current overall performance of services (only services
settled with the payer), but without additional incentives, a visible improvement in the operation of
public hospitals has not been demonstrated. Public hospitals, especially those that are subordinates
to district self-government units, are reporting increasing losses and a higher level of liabilities due.
The lack of real preparation for action in the new conditions and the lack of real incentives did not
lead to the decision to change in the hospitals themselves. Simple services have not transferred
from departments to specialist hospital outpatient clinics, although this was the decision-maker’s
expectation. No other explicit changes have been made to improve the efficiency of operations, because
another mechanism (the obligation of LGUs to cover the hospital deficit) has not inspired them. The
lack of comprehensiveness in the last introduced reform, as well as the lack of time for the proper
preparation for the planned changes, has not allowed the most anticipated effects of the reform to be
obtained, which are, on the one hand, an improvement in the economic situation of public hospitals,
yet, on the other, an improvement in access to services for patients, including the shortening of queues.

The need for public policy timing in Polish policy toward the public hospital care sector is therefore
very clear. Its apparent lack means that the ability to access better information has not been developed
in public hospitals. Changes in political reforms lead to uncertainty and to an increase in financial risk
for hospitals and their owners, which does not create a system of universal information on phenomena
in the hospital care sector, and which should be a valuable information foundation in the process
of formulating and implementing health policy and developing proper regulation. In addition, the
lack of homogeneous systems used to perform the functions of ownership control and supervision in
local government units causes constant systemic instability and the permanent dissatisfaction of the
system’s beneficiaries, i.e., dissatisfaction of both the service providers and the patients.
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7. Results of the Research on the Role of Public Policy Timing in the Policy Regarding Public
Hospitals in Poland

The research results are presented in Table 4.

Table 4. Polish policy regarding the public hospitals sector in light of the components of the policy
based on public policy timing.

Components of Public
Policy

Question
Number

Answer Justification

1 YES, partly

There are defined empirical characteristics which distinguish profitable
and non-profitable hospitals but only for the period 2010–2014; there is
no systemic way of studying changing characteristic for the former and
the latter resulting from introducing changes or the impact of policy;

there is ordered and in-depth knowledge on the reactions of hospitals
(undertaken actions and their effect) but only for the period 2010–2014;

there is a lack of research on the time of reaction to the introduced
change and the impact of policy on the part of these hospitals.

2 YES, partly

Collected information is useful for defining time structures of
producers but it is not being processed.

Among the bodies gathering data there are the payer, NFZ, and the
agency of the Ministry of Health, Centrum Systemów Informacyjnych

Ochrony Zdrowia.

Temporal Signatures of
the Sector Producers

and External Linkages
of Structures

3 NO

Actions taken by producers are often diverse from the expectations of
decision-makers and contrary to policy intentions. Example: the lump

sum system in hospitals was supposed to impact the change in the
method of providing certain services and transferring them from

hospital wards (expensive to run) to cheaper, in-hospital ambulatory
care—and this did not happen. Only successive corrective initiatives

resulted in the changes expected by decision-makers.

4 NO No targeted information about producers–producing entities relations
is being collected.

5 NO Due to the lack of information about the producers–producing entities
relations, they are not examined.

6 NO

Knowledge about temporal signatures of producers and their linkages is
not being utilized. Example: without going into the relations and their
changes, a legal regulation was introduced imposing the accountability

of producing entities for the bad financial condition of hospitals.

7 NO No information is being collected about producing
entities–decision-makers relations at the central level.

8 NO
Due to the lack of information about the producing

entities–decision-makers relations at the central level, these are not
being examined.

9 NO Solutions or changes are introduced without the knowledge about these
relations.

1 YES, partly

As a rule, new solutions are subject to public consultation, but the lack
of approval on the part of important groups in the sector does not

always result in rejecting the change. Example: NFZ replacing the Kasa
Chorych system.

Time of Making
Decisions/ Taking

Political Action(Is It
Appropriat—Keiretsu) 2 NO

There is a common shortage of executive acts referring to a significant
part of actions, independently of the currently ruling political

party/coalition and inadequacy of material, human and financial
resources in the scope of the functions of production, as well as

supervision and control over producers. Example: the introduced
regulation regarding the increase of nursing services for patients in the

context of the sharp decline in the general number of nurses.

1 NO

Frequent loopholes in the prepared legal regulations and their
insufficiency result in a lack of ability to wait for better information.

Example: detailed changes in the obligatory way of running cost
accounting for hospitals appeared much later than the actual legal

regulation that introduced them.
Ability to Wait for
Better Information

2 YES

Actions targeted at a momentary success, without any relevance for a
real permanent solution of the problem. Example: writing off hospitals’
debts without deciding about the form of future hospital work and its

results;
at the same time there are no significant financial sanctions planned for

wrong decisions and harmful actions.

The research carried out here includes three components of public policy regarding the sector of
public hospitals in Poland, indicating the absence of conducting policies based on the public policy
timing. Most of the criteria determined for individual components were not met, or only met in part.
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The only absolutely positive answer appeared in the component “ability to wait for better information”
in the second criterion, but since that criterion is of a negative nature, this is not, in fact, a positive result.

The approach used by public decision-makers in policy regarding public hospitals has created
several effects that do not bring about a positive contribution to the concept of a policy based on public
policy timing. The remaining results are described below.

1) In the period preceding the reform based on “hospital networks”, there were numerous and
inconsistent changes in difficult and hardly predictable reforms. They were chaotic, frequent, and
undertaken under the influence of current political issues and pressing financial and infrastructural
problems in the health system without a clearly defined vision. At the national level, there was no
waiting for “better information”, nor was it essentially sought in a methodical and reproducible
manner such that it would allow the detection of unique phenomena in given conditions and
time. Additionally, at the regional (local government) and local (district and communal) levels,
interest in obtaining better information as part of the function of controlling and supervising
subordinate hospitals was different. The ability to wait for better information at the national and
lower levels has been shown to not exist. This means that the dimension of the optimal time for
creating health policy, including in hospital care, was ignored or treated as an exogenous event in
relation to the rest of the policy formulation process.

2) As a result, hospitals have been operating in conditions of uncertainty and growing financial
risk. This has forced hospitals and their owners to take some specific approaches to solving the
general problems of the size, quality, and structure of services versus the hospital’s economic
profitability. Over time, hospitals have created their own survival solutions. Scientific research
conducted in the environment has led to the detection and transfer of unique information to
decision-makers, e.g., the properties of profitable and unprofitable hospitals, which can be treated
as better information in the understanding of theories combining timing with public policy. Before
the development and implementation of the reform related to the “hospital network”, according
to the knowledge of the authors, it was possible to use better information; however, this was
omitted in practice.

3) The method and scope of the reform of the operation and financing of hospitals included in
the so-called public hospital network were contradictory in light of adaptive policy theory, a
policy approach that adaptively links the right combination of resources and regulatory activity
to timing for specific stages of development or growth in public hospital care.

3a) Public hospitals that were included in the “hospital network” at the time of the introduced
reform were at various stages of development in connection with varied adopted directions
and ways of adapting them to changes in the operating environment. These hospitals
operated in conditions of uncertainty and growing financial risk. For hospitals that were
at a low stage of growth or at a higher level but were not sustainable, this concerns
financial and production aspects which are significantly unsustainable (i.e., hospitals
did not develop the quality of human resources and/or did not develop their activity to
improve the quality of services, poorly responded to the intention of the previous legislator
regarding economic rationalization of operations, or did not develop the structure of
the assortment of services). However, hospitals that fulfilled the specific requirement of
being a four-profile hospital (providing health services in four basic medical specialties:
internal medicine, general surgery, obstetrics and gynecology, and pediatrics, as well as
in the field of anesthesiology and intensive care) were granted more complete access to
public funding. Hospitals that entered a higher stage of development (i.e., those who
developed a socially desirable offer of services subject to public funding and the ability to
provide these services) found themselves in the so-called trap of strategic surprise as the
result of a sudden cut of some benefits financed through a public contract. Additionally,
public hospitals that, according to the intention of the previous legislative authority, were
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transformed into commercial companies with the ownership of local authorities and
modernized (with significant investment outlays) were suddenly in a difficult financial
situation. The business continuity of these hospitals was threatened by virtually being
cut off from financing health services by the NFZ. The omission of the timing factor in
the reform related to the “hospital network” led to some hospitals falling into a strategic
trap, and this particularly applies to those that previously actively adapted to changes in
the environment. This also jeopardizes the effectiveness and efficiency of health policy
pursued by local/regional governments, which hospitals falling into a strategic trap are
often subject to.

3b) The lack of an adaptive political approach is expressed in the failure to make use of
the existing unique information (even at the time preceding the communication of the
new reform) on the factors and sources of economic viability in connection with the
qualitative elements of the operation of public hospitals and their changes over time, and
thus information that could allow for the development of better regulation of the “hospital
network” (i.e., information that should not be ignored in regard to the importance of the
profitability aspect of hospital medical entities for the health system).

4) Ignoring or not using the already existing “better information” indicates that the approach of the
decision-makers of Polish health policy deviates from what is desirable in the theory of policy
timing, i.e., the government balances the costs of delaying political reform with the benefits
(resulting from receiving better information by waiting).

The introduced reform carries social and economic losses. The resources of hospitals included in
the “public network of hospitals” are not better (i.e., more efficiently and rationally) used, the problem
of the financial debt of hospitals is growing (only partly resulting from the increased wage pressure in
public hospitals at that time), there is a growing negative pressure in hospitals on treating patients
not as customers but as a cost to be minimized, and the management’s motivation to improve the
economic viability of hospitals without at the same time having a negative impact on changing the
perception of the patient has been weakened. These losses could be avoided or reduced by prudent
use of the valuable information already available to decision-makers and by consideration of the issue
of the economic viability of healthcare entities.

8. Conclusions

The concept of a policy closely linked with public policy timing (described in Section 2) shows
that the timetable that de facto considers only formal timing (the first time perspective) and that
resulting from the cycle of general elections (the second time perspective), leads to neglecting the
possibilities offered by the third time perspective (i.e., preparing a better policy that is based on business
information connected with the time factor, if such is deliberately gathered and used, and not resulting
in the waste of public funds, etc., as indicated in Section 2). Only a timetable based on combining all
three time perspectives will be appropriate, and not one, as is the common case in the Polish approach,
that is almost entirely dominated by two perspectives that are typically used alone.

The final conclusion is that the time dimension of Polish public health policy creation has been
ignored or treated as an exogenous event in relation to the rest of the policy formulation process.
There is no political approach that adaptively links the right combination of resources and regulatory
activity to timing for specific stages of development or growth in public hospital care. The result is a
continuous lack of a long-term (or even short-term) solution to public health problems in Poland.
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16. Miszczyńska, K. Ocena Efektywności Funkcjonowania Jednostek Zamkniętej Opieki Zdrowotnej na
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Abstract: Emerging industries bear great difference from traditional industries. It is valuable to
explore the effectiveness of different resource management methods in the two industries. Based on
this, the purposes of this paper are first to define and distinguish two core resource management
methods (i.e., resource integration and resource reconfiguration), and second to research the different
impact paths of resource integration and resource reconfiguration on the sustainable competitive
advantages in different industries. Primarily, in order to achieve these purposes, this paper explores
the generation path of resource integration and resource reconfiguration from the perspective of
organizational learning; secondly, the empirical analysis method is applied to examine the different
influences between resource integration and resource reconfiguration on sustainable competitive
advantages. Based on 208 samples in traditional industries and 220 samples in emerging industries,
the results show that resource integration and resource reconfiguration are the consequence of
organizational learning. In traditional industries, resource integration and resource reconfiguration
have a positive impact on sustainable competitive advantages, respectively, resulting in a “concerto
effect” on sustainable competitive advantages. While, in emerging industries, though resource
integration has a positive impact on sustainable competitive advantages, however, there is an inverted
U-shaped relationship between resource reconfiguration and sustainable competitive advantages.
In such a situation, the “concerto effect” disappeared. This paper not only reveals the uniqueness of
different resource management methods in different industries but also enriches the applications of
resource management theories in different situations.

Keywords: traditional industries; emerging industries; resource integration; resource reconfiguration;
sustainable competitive advantages; concerto effect

1. Introduction

Industries can be categorized as emerging or traditional. Emerging industries include seven
industries, including new generation of information technology, bio-medicine, energy saving and
environmental protection, high-end equipment manufacturing, new energy, new materials, and new
energy vehicles [1]. Traditional industries mainly refer to those labour-intensive, manufacturing,
and processing industries (i.e., textile industry, shoe-making industry, petrochemical industry,
paper products industry) [2,3]. Emerging industries are the key to determining a country’s core
competency, at the same time, they are also the core fields of national strategy implementation (i.e.,
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U.S. industrial Internet, German Industry 4.0, Made in China 2025). Because of the characteristics
of short technology upgrading cycle, unclear market structure and uncertain customer demand,
enterprises in emerging industries have more challenges in resource input and integration, which is also
fundamentally different from traditional industries with relatively stable technology and markets [4].
In addition, enterprises in emerging industries are facing more resource barriers, including the
shortage of information resources, knowledge resources, technical resources, and human resources [5].
Therefore, industry turbulence and resource constraints have brought challenges to the traditional
classical resource management theory—resource-based view (RBV).

As a classical resource management theory, RBV pays more attention to how to obtain sustainable
competitive advantage (SCA) through effective resource management [6] in order to achieve the
sustainability in economy, environment, and society [7]. However, due to the differences of external
environment, enterprise strategy is dynamic and extroverted, just as the emergence of Porter’s industry
strategy to cope with dynamic competition [8]. Therefore, enterprises’ resource management strategies
have also begun to emphasize the importance of integrating resources from external environments [9].
So far, resource integration has become an important concern of RBV theory, and is also regarded as
a critical skill for the sustainable development of enterprises.

However, resource integration will lead to the reconfiguration of resource structure which is
complex and abstract; little existing research can explain the process and mechanism of reconfiguration
clearly. Organizational theory also pays attention to change, and emphasizes shaping new resource
structures to gain sustainable competitive advantages (SCAs), such as the transformation of dominant
operation processes which lead to new international standards or the cultivation of implicit cultural
atmospheres which lead to new behaviors by employees [10]. In the process of organizational change,
organizational learning always affects the efficiency of resource integration and the effectiveness
of new resource structure [11], so it is crucial to explore the relationship between organizational
learning, resource integration, and resource reconfiguration. Therefore, the first purpose of this
paper is to reveal the difference between resource integration and resource reconfiguration from
the perspective of organizational learning; secondly, because traditional industries and emerging
industries have different characteristics, it needs to reveal the differences between resource integration
and resource reconfiguration under different industries and explore the “concerto effect” (interaction
produces positive effect). Based on this, the second purpose of this paper is to distinguish and explore
the different impact paths of resource integration and resource reconfiguration on the SCAs under
different industries.

Based on 208 samples in traditional industries and 220 samples in emerging industries, the results
show that resource integration and resource reconfiguration are both the consequence of organizational
learning. In addition, the research yields that resource integration has a positive effect on SCAs in both
emerging and traditional industries. However, though resource reconfiguration has a positive effect
on SCAs and also has a “concerto effect” with resource integration on SCAs in traditional industries,
there is an inverted U-shaped relationship between resource reconfiguration and SCAs in emerging
industries. Thus, the “concerto effect” has disappeared in emerging industries. The theoretical
significances of this paper are as follows: Firstly, the paper defines two core resource management
methods (resource integration and resource reconfiguration) which have been measured from the
perspective of organizational learning. Secondly, this paper compares the different impacts of resource
integration and resource reconfiguration on SCAs between traditional industries and emerging
industries. Finally, this study validates the “concerto effect” between resource integration and
resource reconfiguration. The practical significance of this paper is to guide enterprises to rationally
choose different resource management methods in different industries and provide practical guidance
and suggestions.
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2. Literature Review and Hypotheses

2.1. RBV and SCA

The resource-based view (RBV) originated from strategic management, which was proposed
by Wernerfelt [12], and was enriched and perfected by Barney [13]. The RBV reached its peak in
1994, from which time on it has become the most classic and mature theory in the field of resource
management. As a theory to explore the source of SCAs, the main feature of RBV is adopting internal
resources and resource efficiency to explain the source of competitive advantage. Entirely different
from structural analysis [14] and pair-level analysis [15], the perspective of RBV focuses on the inside
of enterprises. The introduction of RBV theory also indicates that strategic management theory has
a theoretical shift from the outside to the inside. The RBV theory accentuates that the source of
competitive advantage is chiefly characterized by four key elements of resources, namely value, rarity,
inimitability, and non-substitutability (VRIN). In addition, the RBV theory also provides a unique view
on the efficiency of resource utilisation [16]. It emphasises the identification and acquisition of VRIN
attributes resources, as well as the allocation and utilisation of resources, which is also the process of
resource integration.

Competitive advantages, including short-term competitive advantages and sustainable
competitive advantages, usually leads to high profits, but these profits always attract competitors,
consequently limiting the duration of competitive advantage. However, if competitors cannot imitate
the source of advantage, then the competitive advantage of the company is sustainable [17]. Such SCAs
can bring long-term profits and avoid being overtaken by competitors through strategic replication
or imitation [18]. As a long-term dynamic process, SCAs originated from the theory of competitive
advantage, and is unique to enterprises. The SCA is the advantage, developing in an enterprise
against and beyond its competitors continuously [19,20]. Resources are an important driving force
for enterprises to gain competitive advantage and performance [21,22], and the process of selecting
enterprise resources has an important impact on heterogeneity and SCAs [23]. Enterprises need to
establish SCAs and obtain excess profits by effectively integrating resources and developing resources
that meet the need for future development.

2.2. Organizational Learning, Resource Integration, and Resource Reconfiguration

2.2.1. Organizational Learning

Learning can be expressed as changes in beliefs, cognition or behaviour [24]. Organizational
learning is a process in which an enterprise acquires new knowledge and insights from the common
experience of people in the organization, and has the potential to influence behaviour and improve
enterprise capacity [25]. In the development of organizational learning theory, March pioneered the
theoretical model of “exploratory learning and exploitative learning”, revealing the internal mechanism
and process of organizational learning [26]. Exploratory learning and exploitative learning are the basic
learning mechanisms for organizations and other adaptive systems [27]. Exploratory learning refers
to the learning of product and process development skills, which are new to the company's current
experience [28]. Keys to exploratory learning are search, variability, adventure, experimentation,
flexibility, discovery, and innovation [29].

Conversely, exploitative learning refers to learning from knowledge and skills that are familiar
with the enterprise’s current experience. It emphasisesorganizational members seeking change and
tends to focus on gathering knowledge from stakeholders and cultivating new capabilities to keep the
competitive position [30]. It characteristics are perfection, selection, production, efficiency, selection,
implementation, and execution. Based on existing knowledge, absorption and accumulation of new
knowledge in a targeted manner are emphasized so as to reorganise the knowledge system and perfect
the existing resource structure. Exploratory learning and exploitative learning need to promote each
other and cannot be ignored by either side. In addition, from the perspective of the correspondent
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relationship between knowledge type and organizational learning, if the knowledge acquired by
enterprises is unfamiliar, future, and foreign, that is exploratory learning. Instead, if it is already
known, existing, and local knowledge, that is exploitative learning [31].

2.2.2. Resource Integration

Resource integration is an important bridge connecting the internal and external enterprise [32].
When resources are discovered and effectively utilised by the enterprise, the value of them will
appear [33]. According to RBV, resource integration is the process of effectively identifying, acquiring,
and allocating external resources. Enterprises need to keep searching and digging to identify external
valuable resources and to gain further competitive advantage. Identifying means companies need
to find valuable resources ahead of their competitors; surveillance stresses the need for companies
to keep an eye on competitors or market conditions to learn about new industrial trends; learning
requires companies to quickly understand and imitate the advanced business methods and models
of competitors; and forecasting asks for a longer-term strategic vision. The company equipped with
the ability to learn is more likely to perceive events and trends in the market, and the learning
organizations are generally more flexible than their competitors [25]. Resource acquisition is the
follow-up of resource identification and the process of obtaining resources through various relationship
channels and operation methods. It stresses timeliness and the importance of accessing resources
quickly and effectively.

Organizational learning is of great significance to access to resources, especially for new
enterprises that often lack sufficient resources to underpin their growth [29]. Some enterprises employ
various methods in order to get the resources they need. For scarce human resources, the main way
is to give high reward and motivation; for some special intellectual property rights, enterprises are
more likely to introduce or cooperate through capital purchase, capital transfer, and strategic alliance;
certainly, enterprises can absorb and reuse through learning, such as knowledge resources. Due to
the heterogeneity of resources and the great differences between different resources, it is necessary
to understand the mutual matching of resources through organizational learning to make up for
shortcomings, so as to maximise the efficiency of resource utilisation. At the same time, managers
can also make full use of scarce resources through organizational learning, and pay attention to
the realisation of scarce resources, and maximise the effectiveness of scarce resources. In addition,
organizational learning is the process of acquiring new knowledge and capabilities, which strengthens
organizational actions. Efficient knowledge sharing and transfer provide organizational members with
opportunities of learning and collaboration [34,35].

Accordingly, this paper proposes the following hypothesis:

Hypothesis 1. Organizational learning has a positive effect on resource integration.

Hypothesis 1a. Exploratory learning has a positive effect on resource integration.

Hypothesis 1b. Exploitative learning has a positive effect on resource integration.

2.2.3. Resource Reconfiguration

Undertaking resource integration, resource reconfiguration is the process of rebuilding the original
resource structure when the enterprise integrates resources. According to RBV, obtaining differentiated
resources helps enterprises gain competitive advantage, and ongoing resource reconfiguration
can help enterprises overcome their weaknesses and maintain competitive advantage [36,37].
The reconfiguration of the resource structure is also the process of re-updating the inherent rules,
which corresponds to the update of organizational routines. Regarding the organizational routines,
it can be comprehended at both the behavioural and cognitive levels. On the one hand, routines refer
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to a series of behaviour patterns that are repeatedly followed at the behavioural level. On the other
hand, routines are the rules of cognition and cognitive model at the cognitive level. Based on this
perspective, Feldman and Pentland [38] pointed out that organizational routine is a stable source of
organizations to respond to changes in the external environment and divided organizational routine
into two aspects: representational interpretation and behavioural expression [38]. Hence, the routine is
a combination of the participants’ subjective cognitive rules and behavioural implementation rules,
which represents the results of organizational learning.

In fact, as a strategy, organizational learning is a new organizational method and procedure
that can promote learning and changes [34]. In a dynamic environment, it is particularly crucial for
resource management of new enterprises [39]. Efficient organizational learning can ensure enterprises
acquire new information and knowledge in understanding and improving the process and mechanism
of organizational routines [40]. It supports the creation, configuration, deployment, and update
of resource bases within the organization to adapt to environmental changes [41]. The process
of organizational learning is built by experience accumulation, knowledge connection and coding,
and absorption processes, which can enhance the effectiveness of organizational routines [42,43]. In this
process, objective elements such as panels, signs, and slogans from the organization, as the existence of
explicit knowledge, play a pivotal role in the formation of the cognitive schema for the organization
individual. It can be seen that no matter what kind of learning method an organization takes; it will
have a corresponding impact on organizational routines. The logic of resource reconfiguration from
the perspective of organizational routines is shown in Figure 1.
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absorption and evolution
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Figure 1. The research logic of resource reconfiguration.

Based on this information, this paper proposes the following hypothesis:

Hypothesis 2. Organizational learning has a positive effect on resource reconfiguration.

Hypothesis 2a. Exploratory learning has a positive effect on resource reconfiguration.

Hypothesis 2b. Exploitative learning has a positive effect on resource reconfiguration.

2.3. Resource Integration and Reconfiguration under Different Industries

Strategic management theory stresses more on how the enterprise’s strategic choice is
interdependent with the external environment, and the enterprise needs to make constant changes
to cope with the risks of the external environment [44]. Some scholars also classify environmental
risks into technical risks and competitive risks, both designated as market risks. Enterprises need
to choose strategic implementation plans by overcoming risks at both levels. The technical risk is
manifested from the high frequency of technical updates, high technical cost, and uncontrollable
benefits. By estimating technological risks, enterprises can choose different resource management
methods, either by actively developing or introducing technology. Whereas, the competition risk is
presented by the diversification of market competition, unreasonable market competition structure
and profit-seeking behaviour of stakeholders. Especially for the immature market, the rules and norms
are not perfect so that competitors can influence the interests of the enterprise through plagiarism
and malicious competition. The strategic choice in attack or defence, first move or later move will
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determine the management mode of enterprise resources, and it is also an important guarantee for the
enterprise to resist risks [45].

2.3.1. Traditional Industry

Traditional industry is moderate-dynamic, in which situation the market is still changing,
but relatively perceptible and predictable [2]. Managers can formulate specific strategic implementation
guidelines through insight into the competitive structure of the market; they can also choose the
direction of resource allocation by predicting market demand boundaries, consumer spending
habits, and future-leading technologies. Based on this, along with the predicted and perceived
route, enterprises can identify the competitive structure and boundaries of the market, and explore
the key resources and capabilities that affect the market competition. Moreover, they can carry
out effective resource integration activities, including mastering key industry technology, grasping
mainstream consumer habits and trends, and building strategic alliances with the companies with
unique technologies. This kind of resource integration on each node of the supply chain has a positive
impact on enterprise operation performance [46,47]. Besides, managers can also carry out activities of
resource structural reorganization and renewal orderly, and update through their tacit knowledge and
business rules, so as to develop new effective workflow and linear work steps. Especially in the link of
structural reform and reorganization, the conclusion of the profound and perfect market analysis is
trustworthy for enterprises.

In traditional industries, some information is easily perceived by enterprises due to the huge-scale,
long-life and relatively mature technology [3]. For example, in the petrochemical industry which
develops slowly, new workflow and steps are the result of continuous data collection, development
of alternative solutions, and continuous attempts and improvements [48]. At this time, precisely
subdivided, workflow and steps enhance the organization’s understanding of the original resource
structure and further advance the efficiency of the new resource structure. However, in the dyestuff
industry, the development of the industry is still slow, and the strategic decision is long-term and
sustainable. The decision-making process is linear, including the type, specification of the dye,
transformation and redesign of the dyeing process, and so on. This process can be repeated and
overlapped, as well as repeated adjustments made [49]. Therefore, in traditional industries, enterprises
can integrate resources by relying on the perception of the market. At this point, the structural resource
reconfiguration and the update of routines is a linear process, which can be repeated and adjusted.
Overall, resource integration and resource reconfiguration can help enterprises gain SCAs in the
market due to the slow development and clear boundaries.

Accordingly, this paper proposes the following hypothesis:

Hypothesis 3. In the traditional industry, resource integration has a positive effect on SCAs.

Hypothesis 4. In the traditional industry, resource reconfiguration has a positive effect on SCAs.

Hypothesis 5. In the traditional industry, there is a “concerto effect” between resource integration and resource
reconfiguration on SCAs.

2.3.2. Emerging Industry

Emerging industry belonging to the high-velocity industry with vague market structure and
boundary faces uncertainty competition [50]. For example, the means of competition has become more
complex, the competition standards are not unified, and even the system and laws are one-sided and
ineffective. In emerging markets, on account of the emergence of new technologies and the continual
death of traditional technologies, the entire industry is facing a subversion and the market is highly
risky and uncertain [51]. Consequently, enterprises would find it difficult to identify and predict
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critical technologies, and they would also take a risk in innovation. In such a rapidly developing and
unpredictable market environment, it is not enough for the enterprises to have specific resources to
maintain a competitive advantage [52], and it is necessary to use resource integration to make full use
of resources [53]. Enterprises should pay more attention to the integration of tacit resources, and the
value of knowledge resources is particularly important. In the integration process of knowledge
resources, learning, adapting, absorbing, and sharing will promote enterprises to keep up with
industrial development, and also assist enterprises to reserve a deeper resource base to cope with the
risk of future industries.

For example, in the field of artificial intelligence, mature technologies and business models are
still under exploration. Besides, many bottlenecks have not been tackled, such as relying on massive
data, higher artificial intelligence energy consumption, non-generalised training mode, semantic gaps,
and reliability, etc. In emerging industries, there is a high risk of uncertainty, and investors and
customers adopt a wait-and-see attitude. Besides, laws and regulations are immature, and the industry
seems to be dynamic, but there are not many reliable opportunities [54]. Based on this, under the
circumstance of fragmented market information and intermittent markets, the conclusions obtained by
enterprises through analysis are often discrete, and the successful cases are also low probability events.
Enterprises should learn continuously, absorb new knowledge to store knowledge bases and refine
special knowledge to meet future challenges. Therefore, resource integration still plays a vital role
on the SCAs. Nevertheless, enterprises cannot change the original resource structure easily, because
the new resource structure may become ineffective rapidly due to an immature conclusion. It is more
sensible to focus on choices rather than making adjustments, and it is easier to succeed by choosing
old, simple, and reliable resource structures [55].

Accordingly, this paper proposes the following hypothesis.

Hypothesis 6. In the emerging industry, resource integration has a positive effect on SCAs.

Hypothesis 7. In the emerging industry, resource reconfiguration has a negative effect on SCAs.

Hypothesis 8. In the emerging industry, there is no “concerto effect” between resource integration and resource
reconfiguration on SCAs.

Figure 2 presents the overall research framework.
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Figure 2. The research model.
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3. Methodology

3.1. Selection of Sample

A structural questionnaire was employed to measure variables and test hypotheses in the model.
First, through the database of listed enterprises (Wind and Tai’an, which include enterprise information,
financial data and investment consulting data, are the leading economic and financial research
databases in China) and industrial enterprises, the basic information on enterprises in emerging
industries and traditional industries was gathered. Based on the registration category of the industry,
the classification criteria of emerging industries and traditional industries (the existing main business
is consistent with the registration category which was determined by the enterprise at the early stage
of the life cycle) was determined [56]. The samples of emerging industries were selected from seven
strategic emerging industries (see Table 1), and the samples of traditional industries were selected
from six specific traditional industries (see Table 1). Each sample has typical industry characteristics
while avoiding the selection of enterprises with cross-industry characteristics.

Second, according to the mailing addresses which were drawn from the database,
the questionnaires were addressed to the senior managers (i.e., CEOs, general managers,
board directors) who are from 600 Chinese firms (300 firms in emerging industries and 300 firms in
traditional industries), because they have more information about the firms and play a critical role
in organizational resource management [57]. A cover letter was included to explain the purpose of
our research in order to provide the managers with a better understanding of the connotation of
our questionnaires. The managers were also promised that the detailed information they provided
about their companies would remain confidential and that the questionnaire would only be used for
scientific research. The cover letter included a network link from which the managers could fill out the
questionnaires online.

3.2. Procedure of Analysis

From October 2016 to February 2018, 16 months were spent collecting the data and 514 completed
questionnaires (263 questionnaires in emerging industries and 251 questionnaires in traditional
industries) were returned. After checking the questionnaires, some were unqualified due to the missing
information and the short filling time less than 5 minutes (43 questionnaires in traditional industries and
43 questionnaires in emerging industries), and thus were eliminated. At last, 428 valid questionnaires
were achieved (220 questionnaires in emerging industries and 208 questionnaires in traditional
industries). The recovery rate was 73.3% (73.3% in emerging industries and 69.3%in traditional
industries). Non-response bias was used to test the differences between early and late responses [58].
Furthermore, a t-test was performed and no significant differences between the two subgroups in
different industries were detected. Table 1 shows the characteristics of the research samples.
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3.3. Scale Development and Measures

The study used standard statistical methods in the literature to test the reliability and validity of
the scale and measure our hypotheses [59]. Each scale of the variables was based on previous scales or
definitions from the literature. The selection and estimation of measurement parameters accord with
international standards [60] and can fully underpin the empirical results.

According to the Atuahene-Gima and Murray’s research [61], six items were used to measure the
variable of organizational learning, including three items about exploratory learning: (1) seek market
information to address high risk; (2) seek potential market demand to develop new projects; (3) seek
access to new areas of product), and three items about exploitative learning: (4) seek information
to disentangle current product issues; (5) seek competitor information to improve product strategy;
and (6) accumulate the new knowledge. The results of reliability and validity analysis of organizational
learning are shown in Table 2.

The measurement of resource integration in academia is based on the scale of Wiklund and
Shepherd [62], and includes six items: (1) accumulating unique resources for future use; (2) using new
resources to pursue new strategic initiatives; (3) developing new resources for use in new operations;
(4) acquiring new resources for future expansion; (5) using existing resources for future expansion;
(6) using new resources to create radically new product. The results of reliability and validity analysis
of resource integration are shown in Table 3.

The measurement of resource reconfiguration can be based on the research of organizational
routines from two aspects: the improvement of resource structure and the creation of resource
structure [63,64]. Improvement of resource structure includes three items: (1) adjust organization
standard process to get more efficiency; (2) use new knowledge to improve process specification;
(3) evaluate the standardization of organizational process regularly. Creation of resource structure
includes three items: (4) encourage employee to trial and error; (5) create new process to cope with the
external changes; (6) provide new training and guidance for employees. The results of reliability and
validity analysis of resource reconfiguration are shown in Table 4.

The independent variable is SCA which is measured by Wu’s [53] research with five items:
(1) maintain a high market reaction speed for a long time; (2) maintain a high-quality product for
a long time; (3) maintain a high production efficiency for a long time; (4) maintain a high innovation
frequency for a long time; (5) maintain a high customer satisfaction for a long time. In order to avoid
being influenced by external factors on the model, three control variables were chosen (size, age,
and sales) [65]. The results of the reliability and validity analysis of SCAs are shown in Table 5.



Sustainability 2019, 11, 551

T
a

b
le

2
.

R
es

ul
ts

of
th

e
re

lia
bi

lit
y

an
d

va
lid

it
y

te
st

of
or

ga
ni

za
ti

on
al

le
ar

ni
ng

.

V
a
ri

a
b

le
s

It
e
m

s

F
a
ct

o
r

L
o

a
d

in
g

C
o

e
ffi

ci
e
n

t
C

u
m

u
la

ti
v

e
V

a
ri

a
n

ce
E

x
p

la
in

e
d

R
a
te

K
a
is

e
r-

M
e
y

e
r-

O
lk

in
K

M
O

C
ro

n
b

a
ch

’s
α

C
o

e
ffi

ci
e
n

t
D

e
le

te
d

C
ro

n
b

a
ch

’s
α

C
o

e
ffi

ci
e
n

t
C

o
n

v
e
rg

e
n

t
V

a
li

d
it

y

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

Ex
pl

or
at

or
y

Le
ar

ni
ng

It
em

(1
)

0.
80

3
0.

81
6

67
.4

6%
66

.0
2%

0.
69

4
p

=
0.

00
0

0.
68

8
p

=
0.

00
0

0.
75

9
0.

74
3

0.
69

1
0.

63
6

0.
86

1
0.

85
4

It
em

(2
)

0.
85

2
0.

79
9

0.
65

4
0.

66
0

It
em

(3
)

0.
80

8
0.

82
3

0.
68

6
0.

67
8

Ex
pl

oi
ta

tiv
e

Le
ar

ni
ng

It
em

(4
)

0.
84

3
0.

82
8

72
.0

5%
70

.1
2%

0.
71

0
p

=
0.

00
0

0.
68

1
p

=
0.

00
0

0.
80

6
0.

78
7

0.
75

6
0.

72
9

0.
88

5
0.

87
6

It
em

(5
)

0.
85

7
0.

88
4

0.
70

7
0.

63
4

It
em

(6
)

0.
84

6
0.

79
8

0.
74

1
0.

76
1

T
a

b
le

3
.

R
es

ul
ts

of
th

e
re

lia
bi

lit
y

an
d

va
lid

it
y

te
st

of
re

so
ur

ce
in

te
gr

at
io

n.

V
a
ri

a
b

le
s

It
e
m

s

F
a
ct

o
r

L
o

a
d

in
g

C
o

e
ffi

ci
e
n

t
C

u
m

u
la

ti
v

e
V

a
ri

a
n

ce
E

x
p

la
in

e
d

R
a
te

K
M

O
C

ro
n

b
a
ch

’s
α

C
o

e
ffi

ci
e
n

t
D

e
le

te
d

C
ro

n
b

a
ch

’s
α

C
o

e
ffi

ci
e
n

t
C

o
m

p
o

si
te

R
e
li

a
b

il
it

y

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

R
es

ou
rc

e
In

te
gr

at
io

n

It
em

(1
)

0.
90

7
0.

65

78
.8

9%
56

.8
9%

0.
89

7
p

=
0.

00
0

0.
83

6
p

=
0.

00
0

0.
94

5
0.

84
8

0.
93

1
0.

84
1

0.
95

7
0.

88
7

It
em

(2
)

0.
90

3
0.

71
9

0.
93

2
0.

82
7

It
em

(3
)

0.
90

4
0.

79
9

0.
93

1
0.

81
2

It
em

(4
)

0.
88

4
0.

79
7

0.
93

4
0.

81
9

It
em

(5
)

0.
86

7
0.

76
8

0.
94

0.
81

9
It

em
(6

)
0.

86
3

0.
78

1
0.

94
1

0.
81

6

T
a

b
le

4
.

R
es

ul
ts

of
th

e
re

lia
bi

lit
y

an
d

va
lid

it
y

te
st

of
re

so
ur

ce
re

co
nfi

gu
ra

ti
on

.

V
a
ri

a
b

le
s

It
e
m

s

F
a
ct

o
r

L
o

a
d

in
g

C
o

e
ffi

ci
e
n

t
C

u
m

u
la

ti
v

e
V

a
ri

a
n

ce
E

x
p

la
in

e
d

R
a
te

K
M

O
C

ro
n

b
a
ch

’s
α

C
o

e
ffi

ci
e
n

t
D

e
le

te
d

C
ro

n
b

a
ch

’s
α

C
o

e
ffi

ci
e
n

t
C

o
m

p
o

si
te

R
e
li

a
b

il
it

y

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

Im
pr

ov
em

en
t

of
R

es
ou

rc
e

St
ru

ct
ur

e

It
em

(1
)

0.
83

9
0.

83
5

72
.5

0%
66

.3
9%

0.
70

2
p

=
0.

00
0

0.
67

p
=

0.
00

0

0.
82

3
0.

75
7

0.
76

7
0.

66
6

0.
89

4
0.

86
1

It
em

(2
)

0.
84

4
0.

84
5

0.
75

4
0.

62
5

It
em

(3
)

0.
89

4
0.

78
0.

74
7

0.
73

1

C
re

at
io

n
of

R
es

ou
rc

e
St

ru
ct

ur
e

It
em

(4
)

0.
76

9
0.

82
9

0.
79

6
0.

73
4

0.
76

6
0.

61
1

0.
87

9
0.

84
9

It
em

(5
)

0.
86

3
0.

79
7

0.
74

3
0.

62
It

em
(6

)
0.

88
7

0.
79

7
0.

64
7

0.
71

2



Sustainability 2019, 11, 551

T
a

b
le

5
.

R
es

ul
ts

of
th

e
re

lia
bi

lit
y

an
d

va
lid

it
y

te
st

of
SC

A
s.

V
a
ri

a
b

le
s

It
e
m

s

F
a
ct

o
r

L
o

a
d

in
g

C
o

e
ffi

ci
e
n

t
C

u
m

u
la

ti
v

e
V

a
ri

a
n

ce
E

x
p

la
in

e
d

R
a
te

K
M

O
C

ro
n

b
a
ch

’s
α

C
o

e
ffi

ci
e
n

t
D

e
le

te
d

C
ro

n
b

a
ch

’s
α

C
o

e
ffi

ci
e
n

t
C

o
m

p
o

si
te

R
e
li

a
b

il
it

y

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

T
ra

d
it

io
n

a
l

In
d

u
st

ri
e
s

E
m

e
rg

in
g

In
d

u
st

ri
e
s

SC
A

It
em

(1
)

0.
81

0.
93

70
.2

7%
84

.0
9%

0.
78

3
p

=
0.

00
0

0.
88

4
p

=
0.

00
0

0.
89

3
0.

95
2

0.
87

4
0.

93
8

0.
92

2
0.

96
4

It
em

(2
)

0.
85

8
0.

93
4

0.
86

0.
93

7
It

em
(3

)
0.

83
7

0.
91

6
0.

87
2

0.
94

1
It

em
(4

)
0.

84
3

0.
90

9
0.

87
1

0.
94

8
It

em
(5

)
0.

84
3

0.
89

6
0.

87
4

0.
94

3



Sustainability 2019, 11, 551

4. Finding of the Research

4.1. Results of General Descriptive Analysis

Before testing the hypothesis, the bivariate correlations of variables need to be tested. Table 6
presents the results in traditional industries. The correlation coefficient matrix shows the correlation
between variables, and the correlation coefficient is less than 0.7 of the critical value.

Table 6. Results of descriptive statistics and correlation coefficients in traditional industries.

Variate 1 2 3 4 5 6 7 8

1. Size 1

2. Year 0.147 * 1

3. Sales −0.017 0.097 1

4. Exploratory Learning −0.012 −0.025 −0.009 1

5. Exploitative Learning 0.148 * −0.07 0.061 0.234 ** 1

6. Resource Integration 0.085 0.211 ** 0.012 0.283 ** 0.206 ** 1

7. Resource Reconfiguration 0.049 −0.061 −0.054 0.274 ** 0.229 ** 0.131 1

8. SCA 0.083 0.028 −0.137 * 0.062 −0.002 0.196 ** 0.213 ** 1

Mean value 3.060 3.060 3.080 3.788 3.694 3.989 3.583 3.807

Standard deviation 1.394 1.397 1.431 0.908 0.976 0.886 0.626 0.774

Note: * Correlation is significant at the 0.05 level (two-tailed). ** Correlation is significant at the 0.01 level (two-tailed).

Table 7 presents the results in emerging industries. Taking the reliability of empirical research
results and the correlation between variables into consideration, mean-centred was used to deal with
all variables in order to reduce research errors.

Table 7. Results of descriptive statistics and correlation coefficients in emerging industries.

Variate 1 2 3 4 5 6 7 8

1. Size 1

2. Year 0.034 1

3. Sales 0.088 0.249 ** 1

4. Exploratory Learning −0.114 −0.08 −0.018 1

5. Exploitative Learning −0.124 −0.104 0.077 0.546 ** 1

6. Resource Integration 0.004 −0.051 0.141 * 0.273 ** 0.310 ** 1

7. Resource Reconfiguration −0.099 −0.115 −0.132 0.291 ** 0.283 ** −0.259 ** 1

8. SCA 0.092 0.087 0.172 * −0.114 −0.138 * 0.341 ** −0.637 ** 1

Mean value 2.950 2.980 3.060 3.383 3.794 3.256 3.663 3.262

Standard deviation 1.431 1.462 1.370 0.691 0.888 0.697 0.559 1.222

Note: * Correlation is significant at the 0.05 level (two-tailed). ** Correlation is significant at the 0.01 level (two-tailed).

4.2. Results of Multivariate Linear Regression Analysis

To test the hypotheses, a moderated hierarchical regression analysis was conducted [66]. In this
process, the interaction or regulation effect requires adjusting variables to avoid multiple co linearity
problems. The multiple collinear ties of the variance expansion factor were also tested.

Since the data were divided into two groups, the research first analyzed it in traditional industries.
The results are shown in Table 8. The independent variables in model 1 contained only control variables,
and the dependent variable was resource integration. Model 2 adds the variables of exploratory
learning and exploitative learning. The results of the empirical analysis show that exploratory learning
and exploitative learning both had a significant positive correlation with resource integration (r = 0.252,
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p < 0.001; r = 0.159, p < 0.05), indicating that hypothesis 1 is supported in traditional industries. In the
same way, the results in model 3 and model 4 shows that exploratory learning and exploitative learning
both had a significant positive correlation with resource reconfiguration, indicating that hypothesis
2 is supported in traditional industries. The dependent variable in model 5 is SCA, and resource
integration and resource reconfiguration were added in model 6. The results show that resource
integration and resource reconfiguration both had a significant positive correlation with SCA (r = 0.168,
p < 0.05; r = 0.181, p < 0.01), indicating that hypothesis 3 and hypothesis 4 are both supported. Model 7
adds an interaction item of resource integration and resource reconfiguration on the basis of model
6. The results show that there was a significant positive correlation between the interaction and SCA
(r = 0.216, p < 0.01), indicating that hypothesis 5 is supported.

Table 8. Results of logistics regression analysis in traditional industries.

Dependent Variable: SCA

Resource Integration
Resource

Reconfiguration
SCA

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7

Constant −0.490 −0.467 0.074 0.093 0.050 0.105 0.020

Control Variables

Size 0.055 0.031 0.057 0.031 0.076 0.056 0.057

Year 0.204 ** 0.226 ** −0.065 −0.042 0.03 0.008 0.02

Sales −0.007 −0.016 −0.047 −0.058 −0.138 * −0.129 −0.102

Main Research Variable

Exploratory Learning 0.252 *** 0.233 **

Exploitative Learning 0.159 * 0.171 *

Resource Integration 0.168 * 0.185 **

Resource Reconfiguration 0.181 ** 0.221 **

Resource Integration×
Resource Reconfiguration 0.216 **

Adjusted R2 0.034 0.133 −0.005 0.088 0.012 0.072 0.112

�R2 0.048 0.106 0.009 0.101 0.026 0.068 0.044

F change 3.403 * 12.705 *** 0.640 11.439 *** 1.819 7.580 ** 10.165 **

Note: * Correlation is significant at the 0.05 level (two-tailed). ** Correlation is significant at the 0.01 level (two-tailed).
*** Correlation is significant at the 0.001 level.

Then, the research tested the hypotheses in the emerging industries. The results areshown
in Table 9. In model 9, the results of the empirical analysis show that exploratory learning and
exploitative learning both had a significant positive correlation with resource integration (r = 0.160,
p < 0.05; r = 0.211, p < 0.01), indicating that hypothesis 1 is supported in emerging industries. Combined
with the results of traditional industries, hypothesis 1 is supported. In model 11, the results of the
empirical analysis show that exploratory learning and exploitative learning both had a significant
positive correlation with resource reconfiguration (r = 0.179, p < 0.05; r = 0.185, p < 0.05), suggesting
that hypothesis 2 is supported in emerging industries. Combined with the resultants of traditional
industries, hypothesis 2 is supported. In model 13, resource integration had a significant positive
correlation with SCA (r = 0.182, p < 0.01), indicating that hypothesis 6 is supported. However, in model
14, the interaction item of resource integration and resource reconfiguration was added, and the
research also adds the interaction item of resource reconfiguration and resource reconfiguration.
The results show that there was no significant correlation between the interaction item of resource
integration and resource reconfiguration and SCA (r = 0.07, p > 0.05), demonstrating that hypothesis 8
is supported. Other results show that the square of resource reconfiguration and SCA were negatively
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correlated (r = 0.119, p < 0.05), indicating that hypothesis 7 is not supported completely, and there is
an inverted U relation between resource reconfiguration and SCA.

Table 9. Results of logistics regression analysis in emerging industries.

Dependent Variable: SCA

Resource Integration
Resource

Reconfiguration
SCA

Model 8 Model 9 Model 10 Model 11 Model 12 Model 13 Model 14

Constant −0.115 −0.195 0.327 0.263 −0.727 −0.278 −0.143

Control Variables

Size −0.008 0.038 −0.087 −0.043 0.077 0.028 0.027

Year −0.092 −0.052 −0.086 −0.048 0.046 0.013 −0.003

Sales 0.165 * 0.138 * −0.103 −0.127 0.153 * 0.064 0.078

Main Research Variable

Exploratory Learning 0.160 * 0.179 *

Exploitative Learning 0.211** 0.185 *

Resource Integration 0.182 ** 0.171 **

Resource Reconfiguration −0.577 *** 0.596 ***

Resource Integration×Resource
Reconfiguration 0.070

Resource Reconfiguration×Resource
Reconfiguration −0.119 *

Adjusted R2 0.015 0.111 0.019 0.111 0.024 0.432 0.448

ΔR2 0.028 0.103 0.032 0.099 0.037 0.407 0.021

F change 2.079 12.732 *** 2.385 12.195 *** 2.795 * 78.473 *** 4.261 *

Note: * Correlation is significant at the 0.05 level (two-tailed). ** Correlation is significant at the 0.01 level (two-tailed).
*** Correlation is significant at the 0.001 level.

A summary of the results for all hypotheses is shown in Table 10.

Table 10. Summary of the results for all hypotheses.

Hypotheses Results

Hypothesis 1. Organizational learning has a positive effect on resource integration. supported

Hypothesis 1a. Exploratory learning has a positive effect on resource integration supported

Hypothesis 1b. Exploitative learning has a positive effect on resource integration. supported

Hypothesis 2. Organizational learning has a positive effect on resource reconfiguration. supported

Hypothesis 2a. Exploratory learning has a positive effect on resource reconfiguration. supported

Hypothesis 2b. Exploitative learning has a positive effect on resource reconfiguration. supported

Hypothesis 3. In the traditional industry, resource integration has a positive effect on SCAs. supported

Hypothesis 4. In the traditional industry, resource reconfiguration has a positive effect on SCAs. supported

Hypothesis 5. In the traditional industry, there is a “concerto effect” between resource
integration and resource reconfiguration on SCAs. supported

Hypothesis 6. In the emerging industry, resource integration has a positive effect on SCAs. supported

Hypothesis 7. In the emerging industry, resource reconfiguration has a negative effect on SCAs. partial supported

Hypothesis 8. In the emerging industry, there is no “concerto effect” between resource
integration and resource reconfiguration on SCAs. supported

5. Discussion

Since the literature began to focus on resource management theory, it is critical to explain the
complex interaction mechanism between different resource management methods. Based on existing
research, this study reveals the differences between resource integration and resource reconfiguration
and explores the interaction of them on SCAs under different industries (empirical results are shown
in Figure 3). In this context, our study contributes to both theory and practice.
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Figure 3. Results of the empirical analysis.

5.1. Theoretical Contributions

This study makes three central contributions to the literature. First, we find that resource
integration and resource reconfiguration (two core ways in resource management) are both the results
of organizational learning. The conclusion emphasizes the process of understanding organizational
learning before engaging in resource management activities. As far as resource integration is concerned,
exploratory learning can help enterprises timely recognise and obtain the necessary information,
technical, and human resources in the market, and provide an effective approach for companies
to master the method of utilising new resources, while the company identifies scarce and essential
resources with the aid of exploitative learning, thereby looking for and obtaining these resources
pertinently. Besides, exploitative learning enables the company to perfect resource allocation and
improves resource utilization. As the premise of resource reconfiguration, exploratory learning will
be meaningful for organizations only by exploring opportunities or threats. Otherwise changing the
original resource structure will impair the overall efficiency. Meanwhile, exploitative learning can help
the companies avoid the vulnerability and timeliness of new resource structures by making constant
attempts and error feedback to amend and improve innovation and reform.

Second, our research offers a better understanding of the influences of resource integration and
resource reconfiguration on SCAs in traditional industries. In traditional industries, the result of
organizational learning is assured and convincible. Thus, strategic decision based on organizational
learning is the outcome of the high probability decision. Moreover, the organization can not only
find the accurate direction on the resource integration, but also get well-directed resource allocation.
Therefore, it is essential for an organization to keep continually learning and undergoing purposeful
resource integration to obtain enduring competitive advantages. At the same time, due to the high
reliability of strategic decision-making, upgrading and recombination can be made in the original
resource structure. In such a situation, there is no vulnerability in the new resource structure caused
by uncertain risk. Resource reconfiguration can promote enterprise to cultivate more dynamic and
adaptive organizational routines. In a word, resource integration and resource reconfiguration can be
well coordinated in such conditions.

The third contribution reveals the differences between resource integration and resource
reconfiguration in emerging industries. In emerging industries, companies will encounter enormous
risk in business investment and operating decisions, and organizational learning is of great significance.
Meanwhile, resource integration brings about positive influence on sustainable competitive
advantages. Hence, theory fracture of “organizing learning–resource integration–sustainable
competitive advantages” can be drawn. However, there is an inverted U-shaped relationship between
resource reconfiguration and SCAs, which produced some differences and distinctiveness. Resource
reconfiguration is not suitable for long-term implementation in the organization due to the impact and
limitation caused by the emerging industries. Appropriate amendment of the resource is acceptable
by the organization but over adjustment will bring vulnerability to the new resource structure.
Consequently, the negative side of resource structure and organizational routines leads to the
invalidation of new resource structures. In emerging industries, if resource integration and resource
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reconfiguration are launched at the same time, a positive effect would not be achieved on SCAs,
the positive effect of resource integration will be neutralised.

5.2. Managerial Contributions

Combined with the research result, practical meanings are produced as the following.
First of all, through the research on the derivation mechanisms of resource integration and resource

reconfiguration, the findings reveal that organising study affects these two elements positively, which is
essential for resource management. Managers need to manage resources from both sides, namely
exploratory learning and exploitative learning, including exploring and digging precious resources
actively and discovering the potential information and trends, especially through the processes of
exploring, absorbing, transferring, and utilising knowledge. Furthermore, managers should focus
on the evolution of the knowledge during organising, which impacts the formation and results of
resource integration and resource reconfiguration directly.

Second, the research unveils the impact of resource integration and resource reconfiguration on
SCAs in traditional industries, finding that there is the “concerto effect” between them. This conclusion
encourages managers of the enterprises to implement resource integration and resource reconfiguration
actively in traditional industries, including recognising and obtaining the resource, allocating and
utilising the resource effectively, and attempting to upgrade the resource structure such as incremental
upgrading and radical upgrading.

Finally, the result discloses that instead of over resource reconfiguration, resource integration
plays a more important basic role in enterprises due to the high dynamics of the market in emerging
industries such as artificial intelligence and the internet of things. In such a situation, the relationship
between resource reconfiguration and SCAs is a non-linear inverted U-shaped relationship, and the
“concerto effect” between resource integration and resource reconfiguration is neutralised. At this time,
companies should continue to learn and accumulate new knowledge to form a resource library in case
of need. However, the existing resource structure should not be changed rashly in that the upgrade
at this time is built on an uncertain analysis. Therefore, wait and see prudently is what a wise man
should do.

6. Conclusions

Unlike previous resource management theory that pays more attention to the development
of diversified resource management methods and how to improve the efficiency of resource
allocation, this study emphasizes that there may be differences and conflicts among different resource
management methods, and the interaction effect between different resource management methods
is decisively affected by the external environment (such as the industry). Based on the theories of
RBV, organizational learning and industry analysis, this paper systematically reveals the derivative
sources and essential differences between the two resource management methods (resource integration
and resource reconfiguration), and explores the impact of the two resource management methods on
SCAs under different industries. The conclusion shows that both resource integration and resource
reconfiguration are the results of organizational learning, but the two resource management methods
have different impacts on SCAs in different industries. This paper expands the applied boundaries
of RBV theory in different industries and provides a new understanding of the combination of
organizational learning theory and resource management theory.

Our research has clarified the differences between the two approaches of resource management
and provides the conclusion and improvement in applying these two management theories in different
situations, but there remains some limitations. First, we selected resource integration and resource
reconfiguration as the research variables, though the core position of these two resource management
approaches has been acknowledged in existing literature, other management approaches of resource
management should be the chief object of study in the future. Second, the data we chose were
limited in a narrow range of China and cannot represent all countries in the world, though artificial
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intelligence and internet of things have been developed prosperously in China and possesses many
typical characteristics. A broader range of data should be collected to ratify the effectiveness of the
experiment. At last, SCA is the dependable variable in this study which is a portrait and long-term
competitive advantage, but its short-term advantage may also be demonstrated in different resource
management approaches. Researching on the impact of different resource management approaches
on long-term and short-term advantages can make up for the deficiencies of this study, and it is also
an essential direction in the future research.
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Abstract: In the modern world, the terms enterprise value and valuation are of great importance.
Knowledge about how much an enterprise is worth is of fundamental importance for both the owner
of that company and investors when negotiating the price of an enterprise at the time of conducting a
commercial transaction. The article presents the goals of the company’s valuation and characteristic
stages of the company’s life at which such valuation is necessary. The article classifies the methods of
enterprise valuation used today. On this basis, the valuation methodology is presented according
to the MDI-R concept (Assets, Income, Intellectual Capital-Market), which in a broad spectrum
measures the effectiveness of the company’s operations and, in accordance with the current features
of good valuation, aims to determine the fair value of the company. The purpose of the article is
to demonstrate the need to improve the code of conduct and valuation standards. As part of the
implementation of the objective, multi-faceted and complex valuation issues are presented, as well
as factors that may distort the determination of fair value. The methodology of the study is based
on inferences about the methodology of business valuation, and verification is based on practical
examples, by which a hypothesis on the existence of critical elements of valuation is verified that
allows the use of broad subjectivity in estimating the value of assets. At the same time, the factors
that determine the possibility of the existence of too wide a subjectivity in estimating assets, which is
in contradiction with the features of good valuation, are presented. The attempt is made to draw
attention to the threats arising from modern business valuation methodologies and their challenges
in the future. Additionally, this article offers the authors’ proposed hybrid method MDI-R, which
draws from existing solutions to improve their functionality and applicability.

Keywords: corporate finance; creating value; valuation of the company; management; financial market

1. Introduction

The term “enterprise” or “company” can be understood as a separate economic entity, an economic
entity producing and selling on its own account goods and services with the goal to maximize profits.
Modern enterprise financial management is about maximizing its value. An enterprise is a special
form of investment. The owners, by investing in their own capital resources, expect to obtain certain
benefits resulting from the multiplication of capital invested in this way, which leads directly to the
increase in the value of the enterprise they own. Recognizing at the same time that the economic
essence of ownership issues is closely related to issues of utility and the problem of the monetary value
of the object of ownership, the issues relating to enterprise value, its specifics, various conditions, as
well as methods and training procedures, are invariably important.

Business valuation is a complex process that requires the application of the vast knowledge of
many fields of science, and there are many scientific and practical problems associated with this [1].
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Despite the fact that a group of specialists has already done much in terms of efforts to standardize
the valuation process, there are still many unsolved problems or controversial solutions adopted.
Methods of the valuation of enterprises and their organized parts have not been regulated legally as
strictly binding [2]. Also, there is no closed and complementary set of rules applicable to this process.
The lack of uniform regulations is primarily due to the fact that it is not possible to fully codify a
process that may relate to entities with different specificities, legal forms, assets or ownership structures.
However, there are standards that allow for its partial structuring. Therefore, in many countries of
the world, for many years, there have been standards for business valuation [3]. They relate to the
methodology of valuation and the range of expertise that the valuator must have. They were developed
by professional organizations that contain specialists in dealing with valuations. Experts are bound by
codified procedures and standards of conduct, which guarantee the comparability of valuations and
ease of their verification. Such a situation contributes to the security of business transactions.

The need for business valuation results from economic development. Along with the globalization
of the economy, which is accompanied by an intense flow of capital to a growing number of countries,
valuation becomes necessary to the sale, privatization, mergers and acquisitions or creation of joint
ventures and many other processes relating to enterprises [4]. Determination of the final value of the
entity is difficult due to the subjectivity of the concept of “value” itself. The problem is also the fact that
business valuation is the combination of both theory and practice. It also depends on the capabilities
of the business model used by the specific economic entity. It should be remembered, though, that the
actual market value of the enterprise is very rarely exclusively determined by the assets taken into
account in the balance sheet. The actual valuation is determined by a number of variable factors,
such as the economic situation of the country, attractiveness of the market, the company’s development
strategy, human resources, the nature and manner of the use of assets owned [5]. Therefore, it can be
stated that business valuation is the process of estimation of the price for assets and benefits achieved by
the company as a result of their effective management. It is carried out in the moment, since the market
is like a living organism and new information affecting the condition and operations of enterprises
occurs over and over again.

Therefore, because of the complicated, constantly changing processes of business valuation, it is
important to establish certain norms and legal standards. The International Valuation Standards
Council developed a document including international norms in this field [6]. It contains the guidelines
recommended in the process of assessment of the company’s value, as well as appraisal reports and
recommendations concerning their application. Obviously, these rules are not strictly binding, however,
they constitute a set of good practices and guidelines specifying certain generally accepted principles,
both ethical and methodological. This aims at the elimination of significant disparities in relation to
the results of the valuation made, e.g., with respect to the assets of the same type. These rules may be
also applicable in the case of court disputes concerning the outcome of the valuation, as well as doubts
about the valuation for tax purposes. In the countries where a certain framework and standards for
estimating the value of assets have been determined, there is separate certification of experts in the
field of valuation.

The objective of the article is to demonstrate the need to improve the code of conduct
and valuation standards. Within the framework of the accomplishment of the objective,
the multidimensionality as well as the complex issues of valuation are presented along with the
factors that could distort the establishment of fair value.

2. Methodology

The research methodology was based on a review of scientific literature and conclusions drawn
from business valuation methodology. As part of this methodology a detailed analysis was performed
of the subsequent stages of business valuation methods used in business practice. Also in the article
practical examples were verified. On their basis, the hypothesis about the existence of key valuation
elements was verified, which allows the use of broad subjectivity when estimating the value of
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assets. The research methodology used demonstrated the need to improve the code of conduct
and valuation standards. Additionally, as part of the critical analysis, factors that may distort the
determination of fair value were presented. Therefore, the original concept of MDI-R was presented
to improve practical valuation methods. At the same time, the necessity of further development of
valuation methods and the search for objective methods of fair value measurement for the conducted
business was shown, which require further detailed research based on the analysis of numerical data
on practical examples.

3. Literature Review

Business valuation is a set of procedures, analyses and assessments leading to the estimation of the
company’s value in monetary units for the specific moment [7]. Contemporary realities of the market
economy and the globalization process have determined that business valuation is of fundamental
importance for economic processes. Contemporary management of corporate finance consists in
maximizing its value. Business valuation is the process of estimating the price of assets (fixed and
current assets, as well as different intangible assets and characteristics) and benefits achieved due to
their effective management [8]. Generally, the objective of business valuation is always to facilitate
strategic decision-making in terms of organization, shares or investments. Valuation enables the
selection of both ownership and financial options in assets and liabilities. It is actually the opinion of the
value prepared by specialized experts, analysts and valuators on the basis of the collected and properly
utilized information about the company considered and the environment of its operations [9]. At the
same time, it can be acknowledged that the company’s value is the market measure of the effectiveness
and efficiency of actions taken by the enterprise. Despite such a crucial function performed by business
valuation in the economy, its specificity and essence pose many problems. These are related to a
variety of conditions and numerous procedures and methods serving business valuation. Another
component resulting in problems in the valuation of fair value is the growing importance of intellectual
capital. This is due to global technological and organizational transformations, which have led to the
knowledge-based economy. Intellectual capital, among others, consists of legal assets, technology and
relationships with customers. At the same time, among the issues of intellectual capital, there are many
ambiguous and various solutions for both theory and practice. Due to difficulties in the valuation
of intangible and legal assets, which primarily determine the contemporary value of enterprises,
in particular highly developed ones, in terms of technology, one deals with difficulties in achieving the
so-called fair business valuation [10]. The methodology of the valuation of intangible and legal assets
is subject to constant changes in search of a universal method. Therefore, at present, in the subject
literature, the conclusion is that, in order to make the best possible valuation, it is necessary to valuate
individual components affecting the value of the company with separate methods that best reflect the
nature of their value.

The existence of many subjective factors affecting the valuation may lead to abuse, pressure and the
desire to influence the experts’ decisions, which result in the distortion of fair value. Therefore, in order
to streamline business valuation, there is the need to develop a synthetic and universal, yet consistent,
methodology for the valuation of basic parameters. This also requires the implementation of appropriate
regulations or standards concerning the generally accepted methods of business valuation since,
depending on the subjective choice of the method by the appraiser, significant differences in the final
valuation may be observed, resulting in low values of the company [11]. Therefore, the objective should
be to develop standards that will determine acceptable methods (patterns) for specific industries or
cases. All practitioners carrying out business valuations must accept certain fundamental principles.
The appropriate model for the estimation of the value of the economic entity should not only inform
about the total value but also indicate the structure of the sources of its creation. Therefore, business
valuation methods should take into account as many components of the company affecting its value as
possible. Nowadays, the valuation process is already moving in this direction, the example of which is
a simultaneous use of, most frequently, asset-based, income-based and comparable company methods
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to determine the final value of the company. The use of several valuation methods in the course of
the applied procedure provides an opportunity to make rational decisions as to the final value of the
enterprise [12]. In this paper, the problem areas are analyzed and indicated, which can be useful when
building Polish business valuation standards. Undoubtedly, standardization will lead to a reduction in
a certain degree of subjectivity, present in valuations. Moreover, valuations made on the basis of the
same requirements will become comparable and more easily verifiable in terms of their correctness.

Contemporary realities of the market economy along with the globalization process have
caused business valuation to become of fundamental importance for economic processes [13].
Additionally, growing information needs have led to the development of numerous methods of
valuation. The enterprise (company) is an economic entity producing and selling goods or services
for its own account and at its own risk, an objective of which is to maximize profits. Contemporary
management of corporate finance consists in maximizing its value. This is due to the fact that the
enterprise, as a separate economic and legal entity, is a particular form of investment. Owners,
investing their own capital resources in its economic activities, expect to obtain certain benefits, mainly
to multiply the capital invested in this way, which directly leads to an increase in the value of the
enterprise they own. At the same time, when recognizing that the economic essence of the issue of
ownership is closely linked to the issues of usability and the problem of the monetary value of an
object of property, the issue relating to the category of the company’s value appears to be invariably
important. Business valuation is the process of estimating the price of assets (fixed and current assets,
as well as different intangible assets and characteristics) and benefits achieved due to their effective
management [14].

The need for business valuation results from economic development. Along with the globalization
of the economy, which is accompanied by an intense flow of capital to a growing number of countries,
valuation becomes necessary to the sale, privatization, mergers and acquisitions or creation of joint
ventures and many other processes relating to enterprises. It is also important for value management
of subsidiaries located in the developing countries. Generally, the objective of business valuation is
always to facilitate strategic decision-making in terms of organization, shares or investments. Valuation
enables the selection of both ownership and financial options in assets and liabilities. It is actually the
opinion concerning the value, prepared by specialized experts, analysts and valuators on the basis
of the collected and properly utilized information about the company and the environment of its
operations [15]. At the same time, it can be acknowledged that the company’s value is the market
measure of the effectiveness and efficiency of actions taken by the enterprise.

The process that aims to determine the value of the company is valuation. The term “enterprise
valuation” means that the subject of the valuation is the economically and legally isolated organizational
unit, with specific potential in the form of fixed and current assets, as well as different intangible assets
and characteristics. Valuation can be treated as the opinion, judgment, estimation of the preciousness
of something. According to Miles, valuation is an opinion concerning the value, usually made in
writing and, at the same time, it is the process of estimating the value of the cost of the asset, a group of
assets or all the assets belonging to the business or the specific investment [7]. However, despite such a
crucial function performed by business valuation in the economy, its specificity and essence pose many
problems as measures of effective operations, among others. This is related to a variety of conditions
and numerous procedures and methods serving business valuation. At the same time, the reasons for
the contemporary crisis of confidence in the methodology of business valuation are presented and the
directions of future development are indicated, which is of fundamental importance for the operations
and opportunities of the conducted business. The essence of the valuation of the company is to give its
value as expressed in the specific monetary units using set prices, rules and analyses.

The research methodology is based on reasoning on the basis of the methodology of asset-based
methods of business valuation and the analysis of practical examples in order to verify the hypothesis
about the existence of critical components of valuation that enable wide subjectivity in estimating the
value of assets.



Sustainability 2020, 12, 2699

The Process of Business Valuation–The Essence and Classification of Methods

In the contemporary world, the value of the company and its valuation are of crucial importance.
The value of the enterprise

• is an invariably important issue of the economic essence of ownership, which is closely linked to
issues of usability and the problem of the monetary value of an object of property,

• is the market measure of the effectiveness and efficiency of actions taken by the enterprise.

The process of the valuation of the company, its specificity and essence pose many problems and
controversies. This is connected with the essence of monetary valuation, which is a subjective measure.
Then, there are various conditions and numerous procedures and methods for business valuation.
The knowledge of the company’s value is of great importance for making strategic decisions concerning
characteristic stages of the company’s operation [16]. The essence of the business valuation of the
company is to give its value expressed in the specific monetary units using set prices, rules and analyses.
Table 1 contains the objectives of business valuation under different conditions, which indicate
fundamental importance for the conducted business.

Table 1. The objectives of business valuation.

Internal External Internal–External

- Ability to control the capital invested by
the owner to multiply value
- Measurement of the value of shares for the
purposes of their presentation
- Acceptance of new shareholders or
exclusion of some of the existing ones
- Change in the legal form of the business
- Management contracts, remuneration
systems based on value creation
- Identification of value determinants
- Strategic planning
- Division of the company

- Dimension of taxes
- Determination of the amount of stamp
duty, notarial fees, etc.
- Determination of the amount of insurance
premiums
- Public offers
- Determination of the amount of
compensation arising from insurance

- Purchase or sale of the company
- Ownership transformations
- Privatization and re-privatization
- Transfer of the company under the rent,
franchise or lease
- Merger of enterprises
- Valuation of listed companies for the
comparison with the stock market valuation
- Sale of newly issued shares
- Loan and credit collateral

Source: Own study based on: [7,17].

Accurate preparation of the business valuation helps in achieving better trading terms since, in
the course of negotiations, it allows for relying on facts and not intuition, feelings and emotions [18].
At the same time, it enables avoiding the situation where the owner’s idea significantly exceeds the
actual value of the company or, on the contrary, where this idea definitely does not estimate the
company’s value. Therefore, the situation in which the transaction under objective conditions might
fail is avoided. There are five functions of valuation resulting from the reasons for carrying it out [19]:

• Advisory (decision-making) function

The essence of the advisory function (also known as decision-making) is to provide the necessary
information on the value of the company in relation to the intended execution of certain transactions.

• Argumentative (justifying) function

The implementation of this function consists in the skillful use of information obtained in the
course of valuation. This is about the selection of information that will strengthen the bargaining
power of the party to the transaction.

•Mediation function

The mediation function, also known as negotiating, refers to situations where the opinions of
parties to the transaction as to the value are significantly divergent.

• Security function
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Its essence is to provide information on the value of the company for the purposes of protection
against the adverse effects of disputes arising in connection with the value.

• Information function

Its essence is to provide information obtained in the process of valuation for the purposes of
enterprise management. The recipients of this information are investors, banks, trading partners,
customers, financial analysts, authorities at different levels, etc.

After conducting the preliminary analysis of the subject and purpose of the business valuation, it
is necessary to choose the method that is the most adequate to the situation of the enterprise and the
specificity of its industry. Contemporary realities of the market economy and the globalization process
have determined that business valuation is of fundamental importance for economic processes [5].
Additionally, growing information needs have led to the development of numerous methods of
valuation. The determinants of the selection of the business valuation method include [20]:

• Valuation objective;
• Who orders (recipient);
• Type of the company due to usability;
• Economic condition of the company and the condition of the environment (economy, industry,

region);
• Type, scale and diversity of business;
• Type and number of assets;
• Operation and development prospects of the company;
• Type and quality of information about the company and the market that it is possible to obtain;
• Approaches and types of value in business valuation.

A wide range of practitioners carry out business valuation on a daily basis. Therefore, valuation
should be perceived as a practical activity and defined as a way of value (monetary) measurement of
the enterprise, i.e., its resources and economic effects of decisions taken.

Fair value is the amount for which an asset can be exchanged if the transaction takes place
under market conditions between interested parties who are not related to each other and possess
the information that allows for full assessment of the value of the subject of the transaction. At the
same time, business valuation is a complex process that is able to illustrate the actual and fair value of
the company only if it is carried out in accordance with the so-called characteristics of good (reliable)
valuation, which include [21]:

• Compliance of the valuation with the facts;
• Timeliness of data, transparency and relative simplicity;
• Clearly defined purpose of its preparation;
• Being based on the financial data of the company;
• Not being made exclusively on the basis of the value of the company’s assets unless it concerns

the so-called liquidation method;
• Taking into account income and intangible factors;
• Taking into account the company’s development forecasts and risk factors;
• Taking into account all relevant information which affects the valuation and is available in the

process of its preparation;
• Being objective and reliable.

On the other hand, the selection of the valuation method itself constitutes the most important part
of the process of estimating the actual fair value of the company and must be adjusted to the subject of
the valuation. Despite the fact that a wide range of practitioners carry out business valuation on a
daily basis, this process still requires improvement. Table 2 presents the methods of business valuation
the most frequently applied in practice.
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Table 2. The classification of business valuation methods.

Business Valuation Methods

Asset-Based Income-Based Mixed Comparable Company Unconven-tional

- Book value method
- Adjusted net assets
method
- Replacement method
- Liquidation method

- Discounted dividend
method
- Discounted cash flow
method
- Discounted future
earnings method

- Average cost method
- Swiss method
- Berlin method
- Excess earnings method
- Stuttgart method
- UEC1 method

- Multiples method
- Method of comparable
transactions

- Option theory-based
methods
- Time lag methods
- Others

1 The name of the method comes from the commission called by Union Europeene des Experts Comptables
Economiques et Financiers. Source: Own study based on: [22].

Another component resulting in problems in the valuation of fair value is the growing importance
of intellectual capital. This is due to global technological and organizational transformations that
led to the knowledge-based economy [23]. Intellectual capital, among others, consists of legal assets,
technology and relationships with customers, etc. At the same time, among the issues of intellectual
capital, there are many ambiguous and various solutions for both theory and practice. Figure 1
illustrates the changes in the significance of assets of enterprises for their valuation.

 

Figure 1. The significance of the values of tangible and intangible assets over the years. Source: Own
study based on the data: [24].

Therefore, due to difficulties in the valuation of intangible and legal assets, which primarily
determine the contemporary value of enterprises, in particular, highly developed ones, in terms
of technology, one deals with difficulties in achieving the so-called fair business valuation.
The methodology of the valuation of intangible and legal assets is subject to constant changes
in search of a universal method. Therefore, along with the aforementioned components, these are
the main reasons for the contemporary crisis of confidence in the methodology of business valuation.
Therefore, at present, in the subject literature, the conclusion is that in order to make the best possible
valuation it is necessary to valuate individual components affecting the value of the company with
separate methods, which best reflect the nature of their value.

4. Results

An extremely important factor in the business valuation process is the appropriate selection
of methods. This choice is determined not only by the objective of valuation and the situation of
the valuated entity but also by the nature of the business and the specificity of areas of its business
activity. The economic situation of enterprises, i.e., their market position, status of assets, ability to
generate income, are some of the determinants having an impact on the selection of the valuation



Sustainability 2020, 12, 2699

method. Additionally, in the course of analyses of information concerning the valuated entity and
also within the framework of the application of the same method, one deals with the so-called critical
points of valuation, i.e., components subjected to the subjective selection. The proper determination of
the financial condition of the company can also be a source of differences, depending on the person
carrying out the valuation and availability of information [25]. Additionally, it should be noted that
each industry is characterized by a certain specificity, which has a large impact on many components
that determine the valuation process. The existence of many subjective factors affecting the valuation
may lead to abuse, pressure and the desire to influence the experts’ decisions, which results in the
distortion of fair value. Therefore, the following should be mentioned as risks and problems to solve
in the future:

• Freedom of selection of input data,
• Use of wide subjectivity in the common valuation procedure,
• Subjectivity of selection of valuation methods and internal parameters,
• Lack of coherence in estimation of parameters,
• Lack of legal regulations and standards of valuation.

Therefore, in order to streamline business valuation, there is a need to develop a synthetic and
universal yet consistent methodology for the valuation of basic parameters. This also requires the
implementation of appropriate regulations or standards concerning the generally accepted methods of
business valuation since, depending on the subjective choice of the method by the appraiser, significant
differences in the final valuation may be observed with low values of the company [26]. The related
works appeared due to the association of a group of specialists and practitioners. One of the tangible
results of efforts to eliminate a number of risks is the announced New Interpretative Note No 5—General
Principles of Business Valuation [27]. Despite a large number of ways of carrying out valuations and
with the high quality of analytical work at the valuation, it should be remembered that a business is
worth as much as someone is willing to pay for it. On the other hand, good and factual valuation is
essential for preparing oneself for substantive discussions with the buyer. Within the framework of
this paper, the essence, objectives and functions of business valuation were determined and the overall
classification of valuation methods applied in the practice of economic life was made.

4.1. The Examples of Business Valuation Using the Adjusted Net Assets Method–Case Study

4.1.1. The Practice Example No. 1—Valuations Using the Adjusted Net Assets Method

Under ideal conditions, business valuation would consist in estimating the value of each asset
individually and then subtracting all liabilities. The net asset value is then received, i.e., the value
less liabilities, adjusted for the book value. For example, such a procedure occurs when valuating
enterprises under court cases for division of assets or repayment of some of shares, which is illustrated
by the example in the table below (Table 3).
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Table 3. The listing of the values of fixed assets adjusted for the market values in relation to the
book values.

No. The Name of the Fixed Asset Book Value [PLN]
Market Value on the

Valuation Date [PLN]

1. A fiscal printer—Viking 1.499 800

2. A printer—Canon 250 0 210

3. A computer set 3.200 1.200

4. A car—Toyota Avensis 14.500 9.500

5. Cell phones—Motorola M3588—2
pieces 1.350 250

6. A fax machine 0 200

7. Software—WF-MAG 658.25 658.25

8. A computer upgrade—HDD 4GB 340 0

9. A truck—Citroen Berlingo OP15937 15.100 12.000

10. Etc. till the inclusion of all the assets . . . . . .

Source: Own study based on the opinion of the court expert on behalf of the District Court of Katowice—Wschód
in Katowice.

However, for practical reasons, only the most important balance sheet items are often subjected
to adjustment, which are also different depending on the valuation objective. Due to the fact that
the starting point of the valuation of the company is its net assets, there are many drawbacks to
this method, which, to an extent dependent on the resources designed for valuation (mainly cash
and time), are adjusted in the course of the valuation. The largest discrepancies between actual and
balance sheet values are mostly caused by referring the balance sheet valuation to historical costs
and the difficulty in clear classification of some items as equity or foreign capital (reserves, special
funds, accruals). Therefore, in order to obtain the real value of the company, it is necessary to make
adjustments to balance sheet items. When making adjustments, one should take into account the
valuation objective. Other adjustments will be made when the company is purchased for resale, merger
or significant reorganization. Adjustments of individual items are also dependent on the type of the
conducted activity. The significance of balance sheet items is also assessed in order to reduce the costs
of adjustments of less important items. Valuation should start with the determination if all the items
are properly reflected in the balance sheet and if the items included in the balance sheet are not just
empty records. Obviously, the balance sheet that is the basis for the valuation should be up to date.

The first item is intangible and legal assets. They are usually valuated under the market
value; however, when they are unsellable they are valuated at zero. However, there are exceptions,
e.g., non-transferable software licenses. In the case of business continuation, they will present
measurable value. It should be taken into account that most development costs cannot be activated.
Therefore, e.g., in research companies, the relevant adjustment may be essential. Another group is
tangible fixed assets. If there is a secondary market for tangible fixed assets, the market price should
be taken into account, since depreciation write-offs illustrate formal and not actual consumption of
these assets. It is also possible to consider the price of a new fixed asset, taking into account a range
of adjustments (due to technological underdevelopment, wear, expert opinion, market conditions,
liquidity of the secondary market, etc.). It is also important to include, in the valuation, the fact
that market prices may significantly vary depending on the stage of the business cycle [28]. The
possessed land is usually underestimated, and making its value realistic results in an increased value
of the company valuated. In the case of the right to perpetual usufruct over land, under the item of
tangible fixed assets the difference can be found between the first (higher) and subsequent (lower)
charges. This difference will be subjected to depreciation write-offs in accordance with the general
rules. Therefore, the possession of the right for perpetual usufruct over land will increase the value of
the company valuated.



Sustainability 2020, 12, 2699

When valuating receivables, despite the existing reserves, lowering adjustments are additionally
made, which result from insufficient reserves. It is also necessary to indicate receivables that are not
due to specific, already conducted transactions but agreements that cannot be included in the balance
sheet on the day of its production [29]. It should be verified if the stocks included in the balance sheet
actually exist and if the way of their valuation corresponds to the market value. It is also essential to
determine whether the stocks owned by the company are not obsolete, broken or damaged. In the
case of receivables, first of all, it should be checked if they are not underestimated and if there are
not off-balance sheet obligations and what is the probability of their maturity. Such liabilities will
additionally decrease the value of the company valuated. Also, tax liabilities may require adjustments.

While valuating financial assets, the market price of shares and/or stocks should be taken
into account. Valuation ought to include the valuation of units in which the specific company has
shares/stocks, as long as their value justifies such a way of conduct. When valuating cash, one should
pay attention to whether it is cash or whether, under this item, there are also promissory notes
and cheques that are associated with risk, which should be considered in appropriate adjustments.
Prepayments and accrued income may also require adjustments. Most of all, it is necessary to determine
if their allocation over time is correct. In the case of inappropriate estimation, accruals and deferred
income may also require adjustments. A typical example would be not taking into account delayed
invoices for external services that increase the costs of the specific period. Additionally, when business
valuation is made with the intention to merge two entities, there are adjustments to harmonize the
accounting approach used in each of the merged enterprises. Also, the need to pay dividends in the
future or to recapitalize one of the merging enterprises by the third party will require adjustments
increasing or decreasing the entity valuation.

Despite the fact that valuation is carried out on the basis of data resulting from the balance sheet,
legal regulations or concluded agreements, this method is also not without a certain dose of subjectivity,
since the valuator makes the decision on what adjustments and in relation to what assets they will
be applied. Each business valuation should be approached individually, since it may turn out that
each item in the balance sheet may require adjustments adapting it to the market value. The adjusted
net assets method, due to less complicated assumptions necessary for its conduct and adjustment
of prices to current net prices, is the most frequently applied asset-based method when making
business valuations.

4.1.2. The Practice Example No. 2

The objective of the valuation in the Example 2 (Table 4) is to inform about the value of equity for
the previous owner, who is interested in selling his or her block of shares and is planning to use the
valuation as a starting point in negotiations.

Downward adjustments adopted in the valuation related to the following assets:

- Intangible and legal assets—this is an integral part of computer hardware. In this case,
the equipment along with the software was included under the item of technical equipment
and machinery;

- Means of transport—the market value of the means of transport was lower than their balance
sheet value by 11.7%. One of the three vehicles had had an accident; therefore, its value was
reduced, which resulted in a lower value of the whole item;

- Fixed assets under construction—these were repair expenditures in the company’s main office;
the liquidation value of 0 PLN was accepted for the balance sheet after adjustment;

- Long-term receivables—20% was assumed, considering the failure in getting back all the deposits;
- Long-term investments—revaluation of the B2X Ltd. company, in which the Service company

has 51% of shares, lowered the value by 24.5% from the balance sheet value;
- Goods and receivables on account of supplies and services—the adjustment indicator of 20%

was adopted.
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Upward adjustments on the asset side are the following components:

- Real estate (buildings, premises)—revaluation prepared by valuators increased the value by
23.7%, to PLN 5125 thousand and this amount was accepted for the adjusted balance sheet;

- Technical equipment and machinery—were subjected to adjustment on the basis of current market
prices and the total value increased;

- Other fixed assets—the appraisal reports produced by valuators indicated a higher value than
the balance sheet value.

Table 4. The assets of the Service S.A. company prior to and after adjustments.

(PLN Thousand) Prior to Adjustment Adjustment % Adjustment After Adjustment

A. Fixed Assets 9453.39 10,303.05

I. Intangible and Legal Assets 81.54 0

1. Other intangible and legal assets
(software) 81.54 −81.54 0

II. Tangible Fixed Assets 6550.52 7825.00

1. Fixed assets 6539.09 7825.00

a) Buildings, premises and civil
engineering facilities 4144.62 23.7% 980.38 5125.00

b) Technical equipment and
machinery 1076.26 23.7% 255.29 1331.54

c) Means of transport 169.79 −11.7% −19.79 150.00

d) Other fixed assets 1148.42 13.2% 151.58 1300.00

2. Fixed assets under construction 11.43 −100.0% −11.43 0.00

III. Long-term Receivables 583.01 −20.0% −116.60 466.41

IV. Long-terms Investments 1258.22 950.00

1. Long-term financial assets 1258.22 950.00

a) in affiliated entities

Shares in B2X Ltd. 1258.22 −24.5% −308.22 950.00

V. Long-term Accruals 980.10 980.10

1. Deferred tax assets 964.47 964.47

2. Other accruals 15.63 15.63

B. Current Assets 3939.26 3692.45

I. Stocks 1234.05 987.24

1. Goods 1234.05 −20.0% −246.81 987.24

II. Short-term Receivables 461.54 390.26

2. Receivables for the other entities 461.54 390.26

a)
On account of supplies and
services, in the repayment period
of up to 12 months

356.39 −20.0% −71.28 285.11

b)
Due to taxes, subsidies, custom
duties, social and health
insurances and other benefits

79.60 79.60

c) Others 25.55 25.55

III. Short-term Investments 2000.00 2000.00

1. Short-term financial assets 2000.00 2000.00

a) Cash and other monetary assets 2000.00 2000.00

- cash in hand and at bank 1000.00 1000.00

- other cash 900.00 900,00

- other monetary assets 100.00 100.00

IV. Short-term Accruals 243.68 243.68

Total assets 13,392.65 13,924.22

Source: [30].
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No adjustments were made to foreign liabilities; therefore, their balance sheet value was assumed
in the amount of PLN 7980.28 thousand. The adjusted assets in the amount of PLN 13,924.22
thousand—the adjusted liabilities in the amount of PLN 7980.28 thousand equals the value of PLN
5943.95 thousand. A lot of professionals in the field of business valuation usually end the valuation with
the adjusted net assets method at this stage. However, within the framework of the development of the
method, it is worth taking into account other components, which may have an impact on the value of the
company (value sources), e.g., trademark (brand), know-how, own patents or licenses. In the business
practice, the adjusted net assets method usually indicates a lower value of the operating enterprise
since it does not include, for example, the value of the company’s contacts or knowledge of employees.
Therefore, in the process of business valuation, the value determined by the asset-based valuation
method was considered as the minimum value for the seller, which constitutes the company’s assets.

4.1.3. The Practice Example No. 3

The ABC company, among its assets, has:

• The office building worth (according to the appraisal report of 2009) PLN 3 million,
• The production building worth (according to the appraisal report of 2009) PLN 5 million,
• The assembly line of 2003 worth (in the valuator’s opinion) PLN 0.5 million,
• Stocks of materials and products worth PLN 4 million,
• Receivables worth PLN 3 million, PLN 0.5 million of which is uncollectible.

The total value of assets amounts to PLN 15 million (the market value of assets, which may
significantly vary from the book value). At the same time, the value of liabilities of the company is two
investment loans for a total value of PLN 8 million and liabilities to suppliers worth PLN 3 million.
The value of liabilities amounts to a total of PLN 11 million. On the basis of the above, the adjusted net
assets value amounts to PLN 15 − 11 = 4 million.

The advantages of the valuation using the adjusted net assets method include:

• Objectivity and ease in carrying out by oneself,
• Access only to basic data,
• Taking into account the condition and usability of assets for operation,
• Possibility to compare with the value determined using other methods,
• Possibility to determine the lower range of values in negotiations.
• On the other hand, the primary disadvantages include:
• Not taking into account important components of the company’s value not recorded in the balance

sheet, e.g., contracts of the company, knowledge of employees, possessed brands and value
of trademarks;

• Possibility to determine only the value of assets in the categories of the so-called material substance,
which usually underestimates the value of the operating enterprise.

Undoubtedly, the adjusted net assets method offers the greatest usability in the case of enterprises
with a high share of fixed assets in the value of the whole company, i.e., traditional production
companies. This is confirmed by the evolutionary history of business valuation methods. At the
same time, despite the increasing importance of income-based and comparable company methods,
nowadays asset-based methods are still the basis for the estimation of business value.

4.1.4. The Practice Example No. 4

Practical Example number 4 (Table 5) shows the valuation of the enterprise using the income
method. This is one of the most popular methods of this type used in practice, namely, Discounted
Cash Flows (DCF). For the calculation, the available econometric software used in business valuation
practice in the market was applied.
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Table 5. Example of valuation with the method of income (Discounted Cash Flows).

XYZ S.A. 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2026+

Model DCF (Discounted
Cash Flows)

Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast

1. Operating result (EBIT) 1531 1607 1688.1 1772.5 1861.1 1861 1861 1861 1861 1861 1861

2. Tax rate % 19% 19% 19% 19% 19% 19% 19% 19% 19% 19% 19%

3. Tax on EBIT 290.9 305.5 320.7 336.8 353.6 353.6 353.6 353.6 353.6 353.6 353.6

4. Tax-adjusted operating
result (NOPLAT) 1240 1302 1367.4 1435.7 1507.5 1507 1507 1507 1507 1507 1507

5. Depreciation 1317 1445 1597.6 1764.9 1949 2154 2384 2643 2936 3268 3644

6. Investment outlays
(CAPEX) 1310 1517 1646,5 1788.6 1945.5 2154 2384 2643 2936 3268 3644

7. Change in working capital 180.0 171.8 180.3 189.4 198.8 0.0 0.0 0.0 0.0 0.0 0.0

8. FCF–free cash flow 1067 1058 1138.1 1222.7 1312.8 1507 1507 1507 1507 1507 1507

9. Risk-free rate% 5% 5% 5% 5% 5% 5% 5% 5% 5% 5%

10. Beta indicator 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2

11. Market premium % 2% 2% 2% 2% 2% 2% 2% 2% 2% 2%

12. Cost of equity % 7.4% 7.4% 7.4% 7.4% 7.4% 7.4% 7.4% 7.4% 7.4% 7.4%

13. Cost of debt % 8% 8% 8% 8% 8% 8% 8% 8% 8% 8%

14. Tax rate % 19% 19% 19% 19% 19% 19% 19% 19% 19% 19% 19%

15. Cost of debt after tax % 6.5% 6.5% 6.5% 6.5% 6.5% 6.5% 6.5% 6.5% 6.5% 6.5%

16. Value of equity (resulting
from the valuation) 14092.6 14092.6 14092.6 14092.6 14092.6 14092.6 14092.6 14092.6 14092.6 14092.6

17. Value of debt 7075 7075 7075 7075 7075 7075 7075 7075 7075 7075

18. Share of equity 66.6% 66.6% 66.6% 66.6% 66.6% 66.6% 66.6% 66.6% 66.6% 66.6%

19. Share of debt 33.4% 33.4% 33.4% 33.4% 33.4% 33.4% 33.4% 33.4% 33.4% 33.4%

20. Weighted Cost of
Capital (WACC) 7.09% 7.09% 7.09% 7.09% 7.09% 7.09% 7.09% 7.09% 7.09% 7.09% 7.09%

21. Discount indicator 0.933 0.871 0.8142 0.7603 0.709 0.662 0.619 0.578 0.539 0.504 0.504

22. FCF growth rate after
2026 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

23. Residual value after 2026 - - - - - - - - - 21,255

24. Discounted FCF–Free
Cash Flow

996.9 923.2 926.6 929.6 932.0 999.3 933.1 871.3 813.6 759.8 10,712

25. Discounted Free Cash
Flow Ascending

996.9 1920.1 2846.7 3776.3 4708 5707 6640 7512 8325 9085 19,797

1. Value of the
Company from
the Valuation

19,797.6

2. Net debt at
the end of 2018 5705.0

3. Value of
Equity from the
Valuation

14,092.6

4. Number of
shares in the
company

1000

5. Value of 1
share

14.09

Source: [31].

The most common methods currently used in valuation practice are the adjusted net asset method
and the discounted cash flow method [32]. They form the basis for determining the explanatory
variables regarding assets and income options. To combine the advantages of both methods, mixed
methods were created that look for optimal structural parameters.

4.2. The Analysis of Methods and the Valuation Process to Establish the Determinants of Value Subjectivity

Asset-based methods are historically the oldest concept of business valuation, adopting assets
as the bases for determining the value. Therefore, the value of enterprises, being the effect of this
valuation, is known as the asset value. This means that the company is worth as much as its valuated
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assets. However, due to the fact that many companies are in debt, one may talk about the gross and
net assets value, i.e., the value reduced by the value of debt. In these methods, the market value of the
company, understood as the sum of the value of business asset liquidation, is subjected to valuation.
The first and simultaneously the simplest valuation of assets is carried out using the net book value
method (recordkeeping). The information included in the balance sheet is directly used. The formula
for business valuation using the recordkeeping net assets value method:

WP = A− Po = KW,

WP—business value (net book value),
A—total balance sheet value of assets,
Po—balance sheet value of foreign liabilities,
KW—balance sheet value of equity.

However, the book value of assets and liabilities does not usually equal their market value,
which, in the current rapidly changing market conditions—in particular, in the segment of high
technologies—may result in significant differences in value, which become unacceptable in order to
determine the current fair value. The valuation based on the market value of the possessed assets and
liabilities is known as the adjusted net assets method. The formula for business valuation using the
adjusted net assets value [33]:

WP = AW− POW = KWW

AW—total adjusted assets value,
POW—value of adjusted foreign liabilities,
KWW—value of adjusted equity.

It is the most common method of valuation of business assets applied nowadays.
The objective of the replacement method is to estimate the total financial outlay that would be

needed to restore individual assets of the valuated company. This method is often used by entrepreneurs
making a decision on whether it is more profitable to buy a company or build it on one’s own from
the ground up [34]. The formula for business valuation using the replacement method (valuation of
infrastructural enterprises—the main asset is infrastructure, e.g., power distribution companies) [8]:

WON= WOB (1− Zf)(1− Zm),

WON—net replacement value (the value of the fixed asset, taking into account its physical and moral
wear),
WOB—gross replacement value (the value of the new fixed asset),
Zf—physical (technical) wear indicator, 0 ≤ Z f ,

Zm—moral wear indicator (technological change, aging), Zm ≤ 1.

A specific case is business valuation using the liquidation method (for the purposes of insolvency
proceedings), but then fair value is being dealt with.

Income-based methods consist in estimating the market value of the company understood as
the sum of net income obtainable from the company in the future. The general formula of business
valuation using the income-based method [10]:

WP =
n∑

i=1

at∗ Dt,

t—year of the analysis,
at—discount rate for the year t,
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Dt—income in the year t.

In practice, the most frequently applied method is referring valuation to discounted cash flows.
The formula for business valuation using the discounted cash flow method [9]:

Wd =
∑

at∗NCFt + RV,

Wd—income value,
at—discount rate for the year t,
NCFt—net cash flows for the year t,
RV—residual value.

There are many types of valuations using the DCF (Discounted Cash Flow) method, varying both
in the level of detail and the structure of cash flows, as well as the determination of the discount rate.
According to the DCF method, the value of the company equals the sum of cash flows discounted at an
appropriate rate, which, after cumulation and summing, creates the total cash flow at the disposal of
the owners [1].

Asset-based methods, as the oldest concept of the valuation of assets, contemporarily also using
the practice of comparable company methods, seem to be to the greatest extent objective and compliant
with the intention to determine fair value. On the other hand, income-based methods still require
improvement in creating good practices and standards, at least in terms of defining discount rates and
the number of years accepted for valuation since, among others, these factors allow for the excessive
subjectivity of valuation. Comparable company methods consist in estimating the market value, which
is established on the basis of the known sale and purchase transactions. The principle of this method
is applied when valuating assets, the prices of which are adjusted to market values. However, the
method of comparable company valuation is also the method based on market multiples, which is
based on the assumption that the financial market provides the best information for business valuation.
The selection of multiples and their use is complicated and causes a lot of controversies, particularly
in pursuit of fair value. Therefore, the choice of multiples undoubtedly belongs to the subjective
determinants of business valuation.

Mixed valuation methods combine the methods of the valuation of assets with income-based
methods. This is due to the assumption that the value of the company is affected not only by its
assets but also by the ability to generate income. However, these methods may be unreliable, and this
is associated with the possibility of overestimation or underestimation in valuation due to different
proportions in the value of assets and profitability in the formulas proposed. Table 6 contains examples
of valuation for various mixed methods using the example of actual data presented in the court reports
in Katowice and Cracow. The examples were selected because of the same assumptions concerning the
valuation using the income-based method. The valuators chose the methods in the following order:
the Swiss, German and Stuttgart methods.

Table 6. The examples of valuation for various mixed methods.

Method Assets and Income

Stuttgart
Formula:

W =M + (5r/1 + 5r)
(D −M)

Anglo-Saxon
Formula:

W =M + [1 − 1/(1 +
r)n] (D −M)

German
Formula:

W = (M +D)/2

Swiss Formula:
W = (2D +M)/3

Valuation
(in PLN Thousand)

M = 120
D = 410 216 230 265 313

M = 98
D = 546 247 268 322 397

M = 290
D = 110 230 221.5 200 170

Source: Own study based on the valuations by appraisers at the District Court in Katowice and Cracow.
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Depending on the subjective choice of the method by the valuator, significant differences in the
final valuation may be observed, with low values of the company. Therefore, the objective should be to
develop standards that will determine acceptable methods (patterns) for specific industries or cases.

In the above example, it can be seen that the Swiss method prefers (valuates higher) companies
that bring higher income with fewer assets, and therefore prefers companies in which assets are less
important, e.g., modern IT companies. While the Stuttgart method will price companies higher having
a high value of assets with less importance assigned to income possibilities. In this case, it is possible to
choose a method that is more favorable to one of the valuation stakeholders of the company. Most often
it is a contradictory interest, because one party wants a higher and the other wants a lower valuation.
However, as part of the standard and certain norms, objective valuation of the business should be
sought: the so-called fair value price. That is why it is so important to define norms and standards
even for specific industries. There are also possibilities to create econometric models that, depending
on the changing values of determinants, will create a valuation tailored to specific conditions and
types of companies. This is an interesting research direction in this field, which requires numerous
numerical calculations to develop appropriate patterns. This clearly shows the need for development
and the need to come up with new proposals for business valuation methods, which can be seen today.

4.3. The Methodology of Business Valuation According to the MDI-R Concept

The contemporary methodology of business valuation according to the authors’ concept takes
place in accordance with MDI–R (assets, income, intellectual capital and all these components
embedded in the market) [35]. Changes in the economic realities of the world (globalization and
rapid technological development) have resulted in alterations in valuation methods according to
the change in the significance of the components affecting the company’s value. Nowadays, the
so-called intangible and legal assets are the most important for the total valuation, which has resulted
in the natural development and changes in the concepts of business valuation. Additionally, due to
the complexity of issues and the share of all historically known components in the total valuation,
undoubtedly, one should look for synthetic and universal calculation models. Mixed methods combine
asset-based and income-based calculations. The methodology of MDI–R additionally takes into account
comparable company methods, as well as the intangible assets and legal valuation. This results from
the assumption that the value of the company is affected not only by its assets, including intangible
and legal assets, but also by the ability to generate income and the current market (economic) situation
of the environment. The company’s assets are valuated using the following general formula [36]:

M = A − Po,

where:

M—the company’s assets,
A—assets,
Po—foreign liabilities,

where the value of fixed assets can be calculated according to the following formula:

Wst = Wn(1−Z f ),

where:

Wst—value of the fixed asset,
Wn—value of a new fixed asset,
Zf—wear rate of the fixed physical asset, in the range of 0 <= Zf <= 1,

or using the market comparable company method, i.e., the current price of the worn fixed asset in
the market.



Sustainability 2020, 12, 2699

Income is calculated according to the general concept adopted in income-based methods,
in particular, using widely known and utilized indicators, for example:

D =
NOPAT
WACC

,

where:

NOPAT—projected annual net operating profit after tax,
WACC—discount rate, reflecting weighted average cost of capital of the valuated company.

The DCF method is the most popular income-based method. According to the DCF method,
business value equals the sum of discounted cash flows generated by the enterprise, which,
after cumulation and summing, create the total cash flow at the disposal of the owners [31].

The MDI–R calculation model takes into account the so-called intangible and legal assets, i.e.,
human potential, know-how, reputation, the company’s market position, etc. These assets are not
subjected to the objective valuation since the assets of this type depend on the subjective behavior
of market entities, which decide how much they are able to offer for intangible and legal assets.
Therefore, these values are considered (valuated) using the comparable company method, consisting
in comparisons with transactions of similar companies in the same industry [34]. Depending on the
quantity of available transactions, the formula is the following:

WNiP =
(W1 + W2 + . . .+ Wn)

n
,

where:

WNiP—market value of single, specific intangible and legal assets,
w1, w2—known market prices of similar intangible and legal assets,
n—number of transactions of the specific value.

The importance of intellectual capital has increased substantially in recent years since business
value is less and less dependent on tangible factors. This is caused by global technological, organizational
changes, etc., which have led to the knowledge-based economy [35]. Intellectual capital, among others,
consists of:

- Specific knowledge, experience, technology,
- Legal assets (brand, know-how, reputation, etc.),
- Relationships with customers and professional skills.

At the same time, the issues associated with intellectual capital are still not well-known and there
are many ambiguous and various solutions for both theory and practice in this field [37].

Undoubtedly, due to difficulties in the valuation of the so-called intangible and legal assets,
which primarily determine the value of enterprises, in particular highly developed ones, in terms of
technology, one deals with difficulties in achieving the so-called fair business valuation. Nowadays,
the conclusion is that, in order to make the best possible valuation, it is necessary to valuate individual
components affecting the value of the company with separate methods that best reflect the nature of
their value. This rule is obeyed by the MDI–R model, which allows the estimation of the total business
value, i.e., takes into account all the components affecting business value while assuming that human
capital (knowledge, skills) remains unchanged. Business valuation, in accordance with the MDI–R
concept, will present the overall image of changes in the company’s value, as well as the ones resulting
from changes in the business environment. Such valuation will be a good measure of the effectiveness
of operations conducted in the enterprise. The characteristics of the MDI–R methodology include:

- Taking into account both tangible and intangible assets (WNiP),
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- Taking into account the abilities to generate income,
- Taking into account the current situation in the market in which the company operates,
- Taking into account the company’s financing method,
- Taking into account future investment needs,
- Universality—variability of the applied methods in the valuation of specific components,

taking into account the conditions for the specific industry.

Therefore, it can be concluded that the MDI–R methodology presents the overall image of
changes in the value of the company, as well as the ones that result from changes in the business
environment and have an impact on its value. The vast amount of frequently contradictory information
concerning economic processes is a characteristic feature of the contemporary knowledge-based
economy. Therefore, it is very important to include intangible assets in the valuation, which is an
extremely complicated challenge.

The econometric model using an equation (system of equations) helps to explain the mechanism of
changes occurring in the studied area. It describes the relationships between given economic quantities.
This is a formal mathematical record of existing economic regularities.

Yi = α0 + α1Xi1 + α2Xi2 + εi.

A basic example of a linear model is also used in the valuation model, although the actual
relationship can be more complicated, which evolves through a number of practical studies. Building
an econometric model requires not only good knowledge of economic theory and mathematical and
economic knowledge, but also knowledge of economic practice. The econometric model should not
only have a cognitive value from the point of view of economic theory, but also a practical value, which
means that it can serve as a tool of inference in the future.

In the valuation model, the explained value is the business value. The main explanatory variables
are the value of company assets and the value of income brought. The random component contains,
among others, all variables omitted or errors in measurements and calculations. This property is
closer to real variables, to what is happening in the real world. After all, we can never determine
perfectly straightforward functional dependencies. The function of such a component is performed
by the comparative method, which is used to calculate the explanatory variables MR and DR. That is
why the comparative method often appears as a peculiar random component in the econometric
model regarding the valuation of enterprises. It allows comparison with transactions (of individual
components and also of the most similar companies) that have already taken place on the market. Such
a synthetic and universal calculation model is a way to eliminate many risks and problems in business
valuation that need to be faced in the future.

As part of the available valuations made by appraisers in the District Court in Katowice and
Krakow, a linear regression was performed to estimate structural parameters in the valuation model
based on the MDI-R methodology. The companies valued belong to the IT industry. The first row in
Table 7 contains estimates of structural parameters, the second row contains standard errors of these
estimates. The coefficient of determination (determination) informs about how much of the variability
(variance) of the variable explained in the sample coincides with the correlations with the variables
contained in the model. It is therefore a measure of the extent to which the model matches the sample.
The bigger the regression line, the better suited the data. If the value is between 80% and 90%, then the
match is considered good, as in the following example.
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Table 7. Linear regression model in MDI-R methodology for known valuations at the District Court in
Katowice and Krakow for the IT industry.

α0 α1 α2

−0.864 0.379 0.621

S (α0) S (α1) S (α2)

4.791 0.119 0.252

R2 = 0.8065 = 80.65%

Source: own study.

MR = (WNiP + A) − Po,

DR =
n∑

i=1

at∗ NCFt + RV,

WP = 0.379 ∗MR + 0.621 ∗DR − 0.864.

Undoubtedly, structural variables require further practical research. For example, the search for
more complex relationships than the linear relationship and the values of the structural variables
themselves should be assumed. Nowadays, due to the knowledge-based economy (the greater
significance of intangible assets and the smaller value of tangible assets), income value is more
important in valuation. This allows for practical calculations in the proposed model, as shown in
Table 8. However, there are still and will continue to be industries where the high value of material
assets will be necessary for business operation. Therefore, estimating structural variables for these
differences will require different equations. This will allow a search for the optimal method of business
valuation. Currently, it can be concluded that due to differences in industries (resulting from differences
in the value of owned assets), a system of equations will most likely be required that will allow tailoring
of the selected equation to a particular industry or type of company.

Table 8. The examples of valuation for MDI-R methods.

Method Assets and Income MDI-R

Valuation
(in PLN thousand)

M = 120
D = 410 299

M = 98
D = 546 375

M = 290
D = 110 177

Source: own study.

Summing up the business valuation methods, it can be concluded that the appropriate model for
the valuation of the economic entity should not only inform about the total value but also indicate the
structure of the sources of its creation. Therefore, business valuation methods should take into account
as many components as possible of the company affecting its value, which was proposed in the MDI-R
concept. Additionally, the proper valuation should be adjusted to the nature of the company and the
specific areas of its business activity.

5. Discussion and Conclusions

Within the framework of this article, the essence and manner of business valuation using
asset-based methods, which constitute the basic and historically first approach to the monetary
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business valuation, were determined. Within the framework of the conducted analysis, in terms of the
new approach, the reasons for the contemporary crisis of confidence in the business valuation process
were presented, including problems and risks occurring in asset-based methods, which, according to
the subject literature, are the oldest and most objective foundations for the valuation of a company’s
assets. While aimed at solving the existing problems and risks, the possibilities of implementing new
rules that will restore the quality and confidence in standards for determining the monetary value
of a company were determined. Within the framework of determining the direction towards the
accomplishment of the objective, which is the most objective valuation of enterprises, the authors’
proposals of changes were depicted, which at least related to the need to specify certain valuation
methods that can be used in relation to specific industries of the economy and categories of components
creating the valuated assets. Nowadays, intangible assets and the ways of their use are more important
than the category of so-called material substances, which determine the abilities of the company to
multiply the invested capital (including, among others, human potential, brand, know-how, etc.).
In the study, through the prism of the analysis and classification of asset-based business valuation
methods used in practice, it was shown that the adjusted net assets valuation method is currently the
best (objective and the closest to the model fair value) solution, which is confirmed by the fact that it
is the basis for all valuations in economic practice. On the other hand, within the framework of the
accomplishment of the authors’ objective, through the analysis of the literature and practical examples,
the need for improvement in the code of conduct and valuation standards was indicated, both in
the overall process and within the framework of individual principles applied under asset-based
methods, since there is a serious problem in the application of these methods to intangible and legal
assets. At the same time, in the study, the factors that can distort the establishment of fair value were
presented, while attention was paid to the multidimensionality and complexity of issues of valuation,
due to which the pursuit of optimal solutions requires a number of studies of both scientists and
practitioners of the discussed subject matter. The research methodology in this study was based on
reasoning regarding the methodology of asset-based methods of business valuation and the analysis of
practical examples in order to verify the hypothesis of the existence of critical components of valuation,
which enable the use of wide subjectivity in estimating the value of assets. The process of valuation of
the company, its specificity and essence pose many problems and controversies. This is connected with
the essence of monetary valuation, which is a subjective measure. Then, there are various conditions
and numerous procedures and methods for business valuation, presented in the study. At the same
time, the reasons for the contemporary crisis of confidence in the methodology of business valuation
were presented and the directions of future development were indicated, which are of fundamental
importance for the operations and opportunities of the conducted business. The study is a part of the
discussion concerning the future and development of subsequent solutions aimed at determining,
as far as possible, the most objective patterns and standards of business valuation implemented in the
practice of economic life.

Summing up, it can be concluded that the appropriate model for the valuation of the economic
entity should not only inform about the total value, but also indicate the structure of the sources of its
creation. Therefore, business valuation methods should take into account as many components of the
company affecting its value as possible. Nowadays, the valuation process is already moving in this
direction, the example of which is a simultaneous use of, most frequently, asset-based, income-based
and comparable company methods to determine the final value of the company. The use of several
methods of valuation in the course of the applied procedure provides an opportunity to make rational
decisions as to the final value of the enterprise. Such a tool will lead to the desired harmonization of
the methodology for estimation of the basic parameters serving valuation with such a degree of quality,
which will provide the recipients of this information with a selection of accurate decision-making
options in the future.

In accordance with the literature on the subject, it was found necessary to search for more perfect
methods for optimal valuations of fair value for enterprises. An undoubted contribution is the authors’
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proposed hybrid method MDI-R, which draws from existing solutions to improve their functionality
and applicability. In addition, the article indicates the possible directions of development of valuation
methods and the use of existing valuation models to identify companies threatened with bankruptcy.
However, in the case of valuation, it is much more complicated and probably should determine the
system of equations that will take into account various industries and economic situations.
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Department of Management, Czestochowa University of Technology, 42-201 Częstochowa, Poland;
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Abstract: Collecting of natural souvenirs causes destruction of the natural environment as well as
social and economic problems. The article shows that the next generation will have a tendency to
aggravate such problems by collecting natural souvenirs. To discover the preferences of young people
related to collecting natural souvenirs, the authors performed a survey in Poland on a sample of 426
persons aged 21–30. The survey has shown that 80.7% of young people participating in tourist trips
bring souvenirs to their places of residence. As much as 61.4% collect natural souvenirs. Most people
bring shells (53.9%), rocks (22.7%), and sand from seaside beaches (18.0%). Natural souvenirs are
important to young Poles. This is confirmed by the following major motivations for collection: natural
souvenirs are unique (26.2%), genuine (23.8%), bring back the best memories (22.6%), and cannot be
bought in stores (14.5%). Only 9.8% of those surveyed oppose bringing of natural souvenirs, 5.2%
deem such practices unlawful, and 11.2% recognize their detrimental effect on local tourist attractions.
The article presents demarketing actions, which can largely stem the negative phenomenon of
collection of natural souvenirs.

Keywords: sustainability; sustainable tourism; natural souvenirs; demarketing

1. Introduction

Sustainable development cannot keep up with the pace and scale of accumulation of ecological
problems. The natural potential of the Earth is quickly running low. The aggravating unsustainability
is evidenced by the deteriorating indicators presented in subsequent editions of the Living Planet
Report. The global equilibrium between the Earth’s ecosystems, which have developed for millions of
years, and the human world of production and consumption, becomes disrupted. Not only do these
ecosystems provide humans with food, water, and fresh air, but they also create the conditions for
relax needed by every tourist.

The concept of sustainability has entered the sector of tourism, initiating the development of
sustainable tourism, also known as soft tourism or environmentally sensible tourism. Today, sustainable
tourism is regarded as a broadly understood concept of environmentally-friendly tourist development
in rural areas and in cities, in small tourist centres, as well as great entertainment and leisure centres.
It means respect to cultural, social, and natural values of the area visited by the tourists; protection of
natural and cultural resources; respect to the identity, tradition, and lifestyle of local communities, with
simultaneous utilization (primarily by the local community, to a smaller extent by external investors) of
an economic opportunity provided by tourism for the economic development of the region. Sustainable
tourism relies on the model of sustainable development, which was first defined in a declaration of the
UN convention (1972), and finally clarified in 1987 by the World Commission on Environment and
Development in the report “Our Common Future”.

Although the interest in sustainable tourism among both researchers and tourism organizers is
on the rise, the same cannot be said about travel agency customers. The behaviours of many tourists
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are still contrary to this idea. An example can be taking of natural souvenirs, i.e., various elements of
natural environment, fauna, flora, urban, and rural architecture, such as sand, stones, shells, parts of
walls, from places of leisure. Tourists from all around the world appropriate different objects during
their holidays, including sand, gravel, stones, shells, parts of volcanic rocks, parts of plants, or even
small animals. During a single summer season, customs services at the Cagliari airport can confiscate
as much as five tons of sand from the tourists. Azulejo tiles disappear from Portugal. In St. Petersburg,
in the city centre alone, 12,000 cobblestones vanish from the Palace Square each year. There are willing
buyers for pieces of the Berlin Wall as well [1]. Unfortunately, in the age of mass travelling, such
practices are contrary to the principles of sustainable development. They exemplify activities from the
area of warped tourism, characterized by a destructive effect on all three spheres of the system, i.e., the
natural environment, the socio-cultural environment and the economy itself.

Tourists collect natural souvenirs during domestic and foreign trips and then bring them to
their places of residence. Such practices result in emergence of research problems regarding the
attitude of young people to bringing natural souvenirs and the legality of such practices in their
opinion, the consequences for the natural and cultural environment as well as for the society and the
economy, the kinds of natural souvenirs brought by young tourists, the tendency by young generation
to aggravate or eliminate ecological problems arising from acquisition of natural souvenirs.

In order to explain these problems, the authors of the article performed a questionnaire survey
on a representative group of 420 persons aged 21–30, participating in tourist trips. The goal of the
article is to present the survey results together with conclusions, as well as to formulate marketing
recommendations the implementation of which may largely reduce the damage caused by bringing of
natural souvenirs. This will have a favourable effect on the condition of the natural environment, and
will protect cultural heritage, including monuments of history, from destruction, largely contributing
to sustainable development.

The problem of collecting natural souvenirs is very important and should be investigated in
various aspects. Modern tourism is a mass phenomenon. Most tourists bring souvenirs (natural ones
as well) from their trips. Therefore, collecting natural souvenirs is becoming a mass phenomenon
as well. This means mass depletion and destruction, primarily of the natural environment of which
humans are a part. It also causes social and economic problems. In this context, the preferences and
behaviors of the young people are important. The young generation takes over responsibility of the
Earth and will influence the future of the world.

2. Literature Review

Many scholars have studied the subject matter of tourist souvenirs, identifying them with
messengers of meaning and tradable commodities (historical perspectives on souvenirs research,
souvenirs as messengers of meaning, souvenirs as tradable commodities and the commodification
of souvenirs and handicrafts) [2]. Researchers agree that every souvenir is a thing representing the
environment of a destination, affecting a person. In the age of mass consumption, travel souvenirs
usually function as a part of supply of the tourist market, comprising products of the souvenir industry
or craft with exchange and utility value. The most popular tourist souvenirs are objects specially
made for sale, including different utility objects, toys, local and regional products, foods, signs and
symbols, presenting the culture of the destination. An important group of souvenirs is comprised by
photographs and videos made by tourists themselves. Yet another group includes objects which gain
the status of souvenirs by decision of the tourists. This means products which have not been made for
tourist purposes but in order to satisfy the needs of local purchasers, e.g., beer coasters [3–5]. From a
sociological perspective, it is important to define souvenirs as commodities with specific values, such
as Marx’s use and exchange value and Baudrillard’s sign-value, as well as introducing an additional
one, the spiritual-value, as well as functions the tourist expects to obtain by purchasing them [6].

Souvenirs are perceived not only by their utility, but also by their meaningfulness [7]. They fit
into the duality of the sphere of cultural meanings, pointed out by C. Geertz. They speak of something,
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constitute a model of something, and invoke something at the same time (adapting the reality to
themselves), thus constituting the so-called model for themselves. This fact is confirmed by the research
of Michael Haldrup who has pointed out the roles they take as material and embodied cohabitants
in domestic space, living and communicating with their owners. Therefore, a souvenir is not only
a tourist marker or a personal object of memory but it has many faces as a utility item, mediator,
fetish, tuner, and artwork [8]. The attitude of people to souvenirs is identical as to things in Löfgren’s
approach. People do not only look at them but also get addicted to them, use them, wear them, destroy
them, repair them, get bored with them, discard them, sometimes to recover them at a later point [9].

A souvenir also expresses the wish to search for authenticity. This is not just about the reality
of its appearance but also the authenticity of origin. Noga Collins-Kreiner, Yael Zins [10] point
out that souvenirs which have not been purchased at a store or stall remind tourists of their travel.
They are objects of idealized reality, substituting for places visited by the tourists during their trip.
As research in Laos has shown that authentic souvenirs need to integrate culture and history to
represent place identity of the destination, to be handmade, to have a unique, attractive presentation
and to require local-specific skills of local artisans [11]. Criteria used by tourists from Midwestern
US to define authenticity included craft uniqueness, workmanship, aesthetics and use, cultural and
historical integrity, and genuineness; characteristics of the craftperson and the shopping experience
also contributed to authenticity [12].

A recent study on souvenirs is a book edited by M. Hitchcock and K. Teague [13]. Authors begin
from explanation of the concept of souvenirs and clarification of the essential conceptual framework
in this regard. Simultaneously, they define this term in rather general, broad categories: “souvenirs,
broadly conceived, are generally thought to be the material counterpart of travels, events, relationships
and memories of all kind”. Furthermore, they do not focus on physical aspects connected with objects
of memory: “do not necessarily focus on material souvenirs in their memorial function as souvenirs”.
In the next subchapters of the study, they rather utilize case studies as an introduction to discussions of
the meaning of souvenirs to those who bring them: “a key focus of many of these chapters, indeed of
any discussion of souvenirs, is the question of meaning: what is the meaning of any particular souvenir
or collection, and for whom does it bear the meaning?” They recapitulate the results of their discussion
with an observation that “for the individual owner, the importance of the souvenir is the memorial link
with some occasion, usually an occasion centring on a person or place. The meaning of a souvenir
object may be more than just its souvenir function. The owner may value it for some other reason, e.g.,
home décor, monetary value, or class or status maker”. They draw such conclusions based on analysis
of experiences connected with acquisition of souvenir objects from destinations as diverse as Santiago
de Compostela, the Japanese island of Hokkaido, or Kambot (Papua New Guinea). A completely
different approach is represented by D. L. Hume in Tourism Art and Souvenirs [14]. Unlike the authors
quoted before, D. L. Hume focuses on physical aspects of souvenirs, and specifically, broadly discusses
the issues related to their artistic advantages: “this book examines the relationship between art and
tourism through the study of the material culture of tourism: tourist art and souvenirs. It thoroughly
examines how to categorise the material culture of tourism within the discourses of contemporary
art and cultural anthropology, and demonstrates that tourist art is a unique expression of place and
genuine artistic style”.

The researches also investigated issues with regard to sustainable attitudes of young tourists.
Han, Heesup; Kiatkowskin, Kiattipoom; Ryu, Hyungseo Bobby; Jung, Heekyoung; Kim, Wansoo [15]
discovered that environmental values, concern, and awareness contribute to the generation of young
vacationers’ intention to engage in recycling and to conserve water, energy, and local resources at
a destination. Heesup Han, Jongsik Yu, Hyeon-Cheol Kim, and Wansoo Kim [16] investigated the
associations among social norms (descriptive and injunctive), willingness to sacrifice, and personal
norm by developing a theoretical framework for young vacationers’ waste reduction and recycling
intentions. According to Heesup Han, Wansoo Kim, and Kiattipoom Kiatkawsin [17], greening is
one of the most important issues faced by the tourism industry today. Their study developed a



Sustainability 2020, 12, 514

conceptual framework involving biospheric value, environmental concern, environmental awareness,
ascribed responsibility, and moral norm in order to better explain young travelers’ pro-environmental
decision-making process. Bo Meng, Hyungseo Bobby Ryu, Bee-Lia Chua, and Heesup Han [18] write
that volunteer tourism (VT) is an emerging tourism paradigm especially for young tourists. Trust,
attitude, and subjective norm played important roles in this sphere.

Despite the presence of books on souvenirs as such on the publishing market, there is a lack
of studies strictly focused on so-called natural souvenirs. There are no studies dedicated strictly to
natural souvenirs, i.e., those not purchased, but comprising a part of the landscape. Some vestigial
information, e.g., on shell products as souvenirs, may be found not so much in literature on tourism
as in literature connected with issues of ecology and environmental protection, such as the annual
report: Solomon Islands. Ecology, Nature Protection Laws and Regulations Handbook, International Business
Publications, Washington 2011. Therefore, it is necessary to fill the observed research gap. The authors
devote the following chapters of the study to this subject matter.

Regardless of whether they are mass-produced commodities, goods manufactured elsewhere or
local handicrafts, souvenirs are static objects, unable to intermediate or to generate co-created, active
or absorbing experiences wanted by tourists. The development of additive production (3D printing)
and open digital production devices create possibilities for customization, creativity, and prosumption,
which could alter the consumption of souvenirs [19]. They could also eliminate the phenomenon of
acquisition of natural souvenirs regarded as authentic and creative. Similarly, this phenomenon could
be eliminated by appropriately supplied souvenir stores that should provide the customers with a
unique, broad assortment of souvenirs [20]. In addition to the attributes of the souvenirs and attributes
of the store, the kind of souvenirs brought is affected by motivations for travel. Therefore, the goal
is to provide a pleasant and profitable sales environment, to the benefit of both the tourist and the
economy [21].

3. Research Method

In the light of the previous discussion, a research problem emerges concerning whether the
young generation of tourists has a tendency for aggravation or for mitigation of ecological, social, and
economic problems caused by acquisition of natural souvenirs. From the scientific perspective, it is
relevant not just to describe the phenomenon but, above all, to interpret it in the prognostic aspect
(indication how the young generation to follow us will affect the state of unsustainability through their
practices concerning natural souvenirs) and in the utilitarian aspect, i.e., explanation what benefits to
the natural environment, society, and economy will be brought by elimination of this phenomenon.

Before proceeding with the research, the main goal and specific research goals were formulated.
The main goal was to identify the existing trends with regard to bringing of natural souvenirs by the
young generation of tourists in the aspect of sustainable development and sustainable tourism, and to
determine on this basis how such practices may affect sustainable development. The specific goals
were formulated as follows:

1. determination of the scale of the phenomenon of bringing of natural souvenirs by young tourists;
2. identification of motivations for bringing of natural souvenirs;
3. determination of what natural souvenirs are most preferably brought by young tourists from

their trips;
4. determination of what happens to natural souvenirs after young tourists return to their place

of residence;
5. collection of opinions concerning bringing of natural souvenirs, the lawfulness of such practices,

and the environmental damage;
6. determination of the kinds of damages to the natural, social, and economic environment, resulting

from acquisition of natural souvenirs;
7. determination of manners of elimination of hazards caused by acquisition of natural souvenirs.
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Before proceeding with the survey, its project was developed. The first phase of the survey was
the method of analysis and criticism of literature, which proved the purposefulness and originality of
the examined research problems (bibliographic query, at-desk research). For the purpose of survey,
a research tool in the form of a questionnaire was developed, the minimum sample size was determined,
and the manner of communication with the respondents was specified. Having conducted the field
study, its results were listed and analysed and conclusions were formulated.

Achievement of the determined research goal was possible thanks to a study conducted using
a representational method, which had been considered the most proper form of partial research.
Random selection of individuals enabled obtaining of a sample as similar as possible to the population.
This procedure became a basis for estimation of population property based on sample property.

Four hundred and twenty-six people were subject to the survey process. Such a number of
respondents meets the assumptions of a minimum sample size. The minimum sample size was
determined in order to draw conclusions about the surveyed population, characterized by specific
accuracy and degree of certainty, on the basis of the conducted measurements. When determining the
necessary sample size, the following steps were taken:

• estimation accuracy was determined, assuming a specific maximum error of estimate;
• a high confidence level was assumed;
• assumptions concerning the proportion of the surveyed population were made.

Assuming that the success probability order of magnitude p is unknown, the minimum number
of individuals was 385 at the following assumptions: significance level α = 0.05, maximum error of
estimate d = 5% (uα = 1.959964).

The survey was conducted among 426 persons. Since the bringing of natural souvenirs is
inseparably connected with tourist trips, only those respondents who participate in tourist trips had
to be selected from this group. In order to implement this task, the following question was included
in the beginning of the questionnaire: How often do you travel for tourist purposes? There were answer
variants: several times per year, once per year, once per several years, I do not travel. The analysis of answers
to this question enabled people who do not travel as tourists, so they cannot bring any souvenirs,
including natural ones, to be excluded from the further research. Six respondents (3 women and
3 men) turned out not to travel as tourists. Ultimately, the survey covered 420 people, i.e., only
those who had participated in tourist trips. They included 291 women and 129 men. The research
tool was a survey questionnaire. The survey form consisted of two parts. The first part contained
questions aimed at solving the research problem regarding collecting natural souvenirs by young
tourists. The questions included in the survey were both closed-response questions and open-response
questions. It was important to make sure that the questionnaire met the researchers’ expectations in
terms of the information needed. Therefore, a questionnaire pretest was made. The second part of the
questionnaire explained how old the respondent was and what gender he represented. The survey
was anonymous. The respondents were contacted personally.

4. Empirical Results

All participants of the survey had participated in tourist trips. The frequency of tourist trips of
the surveyed group was as follows: 48.8% of respondents engage in tourist trips several times per year,
42.8% leave once per year, whereas 8.4% participate in tourist trips once per several years.

The survey has shown that most people (47.6%) engage in both domestic and foreign tourism;
43.1% of respondents focus exclusively on domestic tourism. Foreign tourism alone is preferred by
9.3% of the surveyed.

The further part of the study has explained the attitude of the respondents to bringing of souvenirs
from tourist trips. 80.7% of tourists turned out to bring souvenirs from their trips. 19.3% of the
surveyed do not do this.



Sustainability 2020, 12, 514

The following three issues addressed in the study concerned the opinion on bringing of natural
souvenirs, lawfulness of such practices or harmfulness thereof to local tourist attractions (Table 1).
As shown in Table 1, only 9.8% respondents are opposed to bringing of natural souvenirs. Even fewer
persons (5.2%) claim such practices are unlawful, whereas 11.2% recognize their harmful effect on local
tourist attractions.

Table 1. Natural souvenirs in the opinion of young tourists.

Questions and Percentage Structure of Answers

What is your opinion on bringing of natural souvenirs?

I support such practices 19.0%
I partially support such practices 48.8%
I do not support such practices 9.8%
I have no opinion 22.4%

Is acquisition of natural souvenirs lawful?

Certainly yes 10.7%
Depending on the kind of natural souvenir 71.2%
Certainly not 5.2%
I have no opinion 12.9%

Does acquisition of natural souvenirs by tourists cause any damage to local tourist attractions?

Certainly yes 11.2%
Rather yes 30.0%
Rather not 36.7%
Certainly not 2.4%
I have no opinion 19.7%

Source: Own study.

Subsequently, the study focused on the tourists who bring souvenirs, asking them whether these
souvenirs include natural ones, i.e., ones originating from local nature, urban or rural architecture
(e.g., shells, stones, parts of buildings, beach sand, volcano rocks, plants, animals, etc.): 61.4% of those
surveyed were found to bring natural souvenirs from their trips. On the other hand, 38.6% respondents
do not do it.

The following issue concerned the share of natural souvenirs among all souvenirs brought by
tourists. For the highest percentage of tourists (77.9%), they constitute a 1

4 of all souvenirs. A greater
share, amounting to 1

2 , was confirmed by 16.3% of the respondents. Few people (2.9%) bring natural
souvenirs only. An identical percentage (2.9%) is comprised by tourists whose share natural souvenirs
in the total number of souvenirs; it is found to be lower than 1

4 .
Moreover, it should have been explained what kind of natural souvenirs were preferred and taken

by young tourists. Therefore, they were asked a question: “What kinds of natural souvenirs are you
particularly interested in and which ones do you bring the most?” The structure of answers to this
question was shown in Figure 1. It demonstrates that most tourists bring shells (53.9%), stones (22.7%),
and seaside beach sand (18.0%). Other kinds of natural souvenirs garnered less interest.

The motivation behind bringing natural souvenirs by young tourists are important as well.
Figure 2 details the motivations and percentages of respondents who have invoked them. The sequence
of major motivations for bringing of natural souvenirs is as follows: they are unique (26.2%); genuine
(23.8%); bring back the best memories (22.6%); and cannot be bought at a store (14.5%).
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Figure 1. Kinds of natural souvenirs brought by tourists. Source: Own study.

Figure 2. Reasons for bringing natural souvenirs. Source: Own study.

The final issue referred to the duration of storage of natural souvenirs. Most of the people
surveyed (76.4%) keep them for very long (never discarding such objects). Some respondents (18.3%)
discard natural souvenirs after several years. A small percentage does so after several months (3.4%)
or weeks (1.9%).

5. Demarketing of Natural Souvenirs

The conducted research has shown that practices of acquisition and bringing of natural souvenirs
are highly widespread among young tourists. Not only do they adversely affect the natural environment
but they also cause dysfunctions in the social, cultural, and economic sphere. Therefore, curtailing of
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acquisition of such souvenirs is very important from the viewpoint of sustainability. Demarketing may
play an important role in this process.

Demarketing of natural souvenirs is intended to discourage tourists from purchasing them and
from acquiring them directly from the environment in which they find themselves. Natural souvenirs
constitute parts of the nature and man-made buildings, but they can also be purchased in different
points of sale, located in tourist destinations. Examples include numerous souvenir shops and stalls
in the Mediterranean region. A considerable part of their assortment of commodities offered for
sale include maritime fauna and flora in the form of shells, starfishes, sponges, seahorses, and many
other products.

Demarketing of natural souvenirs should mainly be based on emotional messages inciting the
feeling of fear, as well as factual messages. The feeling of fear will be caused by messages indicating
the following issues connected with acquisition and bringing of such souvenirs:

(a) violation of the law and the related penalties;
(b) hazards to life and health, which may be caused by bacteria, viruses, fungi, and parasites found

on natural souvenirs; they cause numerous diseases the symptoms of which manifest themselves
either in the tourist’s destination country or upon returning home.

Moreover, people need to be discouraged from bringing and collecting natural souvenirs through
use of factual messages. They include figures and facts illustrating the deteriorating condition of
the natural environment as well as losses in the area of material heritage of mankind. Acquisition
of natural souvenirs comprising parts of the fauna or flora means extinction of many animal and
plant species, which may, over time, cause disruptions in the functioning of ecosystems and threaten
the existence of humans. Misappropriation of even minor parts of historic ruins, walls, or structures
deprives them of their historic construction material, thus causing devastation of cultural heritage the
originality of which cannot be restored using modern materials.

Messages discouraging tourists from acquisition of natural souvenirs may be disseminated in the
following places:

(a) on websites and at offices of travel agencies;
(b) in tourist guides and offer catalogues of travel agencies;
(c) on websites and at offices of companies involved in booking of hotels and sale of tickets for

different means of tourist transport, including airline tickets;
(d) at tourist accommodation sites (hotels, motels, boarding houses, guest houses, hostels,

camping sites);
(e) in means of tourist transport (aeroplanes, coaches, trains);
(f) at border crossings;
(g) in media occupied with the subject matter of tourism (tourist magazines, tourist programmes,

and channels on the television, radio shows, tourism in the Internet);
(h) at tourist sightseeing or leisure sites (boards placed at beach entrances, mountain trails,

historic structures).

Natural souvenir demarketing messages may take different forms, typical of press, television,
radio, and online advertising, as well as outdoor and indoor.

Implementation of demarketing of natural souvenirs is difficult for several reasons. First is the
natural character and uniqueness of such goods. Many tourists prefer natural souvenirs over products
of questionable aesthetic and quality, mass-produced, made of plastic materials, that dominate the
offer of souvenir shops and stalls. Another serious barrier reducing the efficiency of demarketing of
natural souvenirs is the fact they can be acquired free of charge, as well as emotional connection with
the place of stay.

Utilization of demarketing of natural souvenirs requires creation and dissemination of messages
with different content and forms. Such undertakings should be financed from two main sources: from
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the state budget as well as by owners of tourist attractions and leisure areas threatened by acquisition
of natural souvenirs, since the goals of a state include protection of the natural environment and
cultural heritage of the nation. On the other hand, it is in the interest of owners to maintain the value
and attractiveness of leisure areas and historic objects managed by them.

6. Conclusions

The goal of this study was to identify the existing tendencies concerning bringing of natural
souvenirs by the young generation of tourists in relation to the idea of sustainable development
and sustainable tourism, as well as motivation, later utilization, and the state of awareness of the
young generation concerning the scope of damage young people cause in the natural, socio-cultural
and economic environment through this practice. The study was intended to explain whether the
generation to follow has a tendency to aggravate or to mitigate ecological, social, and economic
problems caused by acquisition of such souvenirs. An additional goal of the article was to indicate the
essence and basic measures in the area of demarketing of natural souvenirs, which may discourage
tourists from collecting them to a large extent.

The performed study has demonstrated that the practices concerning acquisition and bringing of
natural souvenirs are very widespread among young tourists. Of 80.7% tourists who bring souvenirs
from their trips, more than 60% own natural souvenirs. Moreover, 67.8% of tourists support or partially
support bringing of such souvenirs, and 39.1% claim that these souvenirs are rather or definitely
not harmful to local tourist attractions. It is also worth paying attention to a considerable number
of persons with no attitude to such issues as: the opinion on bringing of natural souvenirs (22.4%),
the lawfulness of such practices (12.9%), and the damage such souvenirs bring (19.7%). The lack of
opinion on these issues results from the unfamiliarity with legal regulations, as well as lack of or
insufficient knowledge on the idea of sustainable development.

As the study has shown, the most popular among the brought natural souvenirs are shells (53.9%),
followed by stones (22.7%), and sand from seaside beaches (18.0%). This means that the natural
environment, rather than historic objects, suffers most due to acquisition of such souvenirs.

Most tourists (76.4%) keep their natural souvenirs for a very long time. However, even after a
long time, regardless of their owner and place of storage, souvenirs always end up in landfills, causing
other ecological problems.

The conducted research serves as a basis for formulation of final conclusions presented below:

• With regard to the natural environment, acquisition of natural souvenirs leads to depletion or
even devastation thereof.

• With regard to the society, bringing of natural souvenirs also causes dysfunctions in the social
sphere. Transport of such souvenirs from one end of the world to another also means transport
of microorganisms or insects, which can lead to incidence and spread of diseases or, in extreme
cases, to epidemics.

• In the cultural aspect, removal of parts of monuments of history, such as the Berlin Wall or azulejo
tiles, causes losses in the material heritage of different countries.

• Taking of natural souvenirs also results in losses in the economic sphere of countries. The souvenir,
crafts and manufacturing sector suffers losses. A loss is also caused to regions of tourist reception
(places of stay of tourists) and tourist emission (places of origin of tourists). For instance, customs
services can confiscate several tons of sand from tourists over one summer season. Constant
depletion of sand necessitates replenishment, which is connected with financial outlays. On the
other hand, costs of removal of natural souvenirs which are discarded and wasted over time are
incurred in places of origin of tourists.

• In the ethical aspect, bringing of natural souvenirs constitutes a breach of the binding values,
violation of the law, and of moral principles. Persons who bring natural souvenirs set a bad
example to other tourists.
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To stem such negative trends, it is worth utilizing demarketing, based on emotional and factual
messages. They should be disseminated in places with which a tourist comes into contact during
preparations for the travel and during the travel itself. They may take diverse forms typical of press,
television, radio, and online advertising, as well as outdoor and indoor.

Discouragement of tourists from bringing of natural souvenirs is a very difficult task for
governments, tourist organizations, and tourism organizers. As the study has demonstrated, the
following motivations prompt tourists to bring such souvenirs: natural souvenirs are unique (26.2%),
they are genuine (23.8%), and they bring back the best memories (22.6%). These are strong incentives,
confirming the researchers’ findings that a souvenir is connected with emotions and expresses the
desire of search for authenticity. This is not just about the authenticity of appearance but also the
authenticity of origin. Tourist also collect natural souvenirs because they are free. They do not have
to be paid for, unlike souvenir products available at shops and stalls. Due to all of the above, many
tourists may ignore appeals for abandonment of acquisition of natural souvenirs.

The present article examines the relevant and understudied subject matter of natural souvenirs in
the aspects of sustainability, which is worth developing further by conducting research and discussions.

7. Discussion

The subject matter examined in the article prompts discussion concerning various aspects of
collection of natural souvenirs and the directions of further research. The first issue is the significance of
the problem of collection of natural souvenirs in the aspect of sustainability. At first glance, this problem
may seem unimportant, since every tourist usually acquires small amounts of natural souvenirs, so the
resulting ecological, socio-cultural, and economic damage is not large. We believe such perception of the
problem is wrong. In our opinion, the problem is significant because modern tourism is characterized
by mass nature and global scale, so collection of natural souvenirs is becoming a mass phenomenon as
well. As shown by the research, more than 60% of tourists are aged 21–30 collect natural souvenirs.
If we assume that such souvenirs are brought by a similar percentage of tourists from other age groups,
we surely face a mass phenomenon here. A small amount of souvenirs per one tourist, multiplied
by millions of people, gives enormous amounts, which results in serious damage. Therefore, it is
advisable to conduct research concerning the share of the remaining age groups in bringing of natural
souvenirs, as well as quantitative estimation of the scale of this negative phenomenon.

The phenomenon of acquisition of natural souvenirs contributes to devastation of the natural
environment, thus bearing the attributes of a pathology in tourism. It also causes damage of
social, cultural, and economic nature. Therefore, collection of natural souvenirs hinders sustainable
development. Further research should explain in more detail what damage in the social, cultural and
economic aspect is caused by collection of natural souvenirs. The authors of the present article claim
that bringing of natural souvenirs causes exclusively damage in these aspects. This is the following
subject to be discussed.

The problem of elimination of the phenomenon of acquisition and bringing of natural souvenirs
requires further detailed research and analysis. The discussion should be focused on such issues as:
how to influence tourists to make them renounce bringing of natural souvenirs? Is tightening of the law
sufficient for this purpose? If it is, how to enforce legal prohibitions in practice? What other extra-legal
means and forms of influence can be applied to discourage people from bringing of natural souvenirs?

An important problem, requiring discussion and further research, is consideration of the
phenomenon of collection of natural souvenirs in the aspect of cultural, social, and economic differences
between nations. In the opinion of the authors, the behaviour of tourists depends on their origin,
i.e., on the cultural, social, and economic conditioning in their country. Further research should
explain whether cultural, social, and economic differences impact the quantity and kind of acquired
natural souvenirs.

Conducting of discussions and continuation of the research concerning acquisition, collection,
and discarding of natural souvenirs will enable better understanding of the phenomena occurring in
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this area, including the behaviour of tourists. This will allow creation of increasingly sophisticated
solutions for the purpose of limitation and, over time, complete elimination of such practices.
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Abstract: There are more and more talks in the community of scientists and business practitioners
about new challenges for industry in connection with the fourth industrial revolution. Industry 4.0 is
the result of the development of cyber-physical generation systems as part of the fourth industrial
revolution. Industry 4.0 sets new areas of change in the sphere of production and management but also
exerts an impact on various aspects of society’s life. It is a transformational challenge for enterprises
of the present age. Industry 4.0 is present in economic studies at the macroeconomic level and
business at the microeconomic level. Scientists discuss the essence of change, and specialized research
centers and consulting companies carry out research on various aspects of this industrial revolution.
The article presents the range of expectations and changes in society towards the development of the
concept of Industry 4.0. The work was based on a literature study and direct research in the field
of social change in the Industry 4.0 era. The aim of the article is to identify social expectations of
development changes related to the implementation of the Industry 4.0 concept. The article devotes a
lot of attention to customization because it is one of the keys of Industry 4.0, leading to a change of the
paradigm from mass production to personalized production. This simple change will affect customers,
producers, and employees. Based on the synthesis of literature and secondary research, authors
identify opportunities and threats to the broadly understood society functioning in the Industry 4.0
environment. Social conditions were analyzed from the point of view of the consumer, producer,
and employee. In the cited direct studies, the basic area of analysis was product personalization
and pre-recognition of the opinions of potential consumers about customization in Industry 4.0.
The limitation of the research area to the consumer segment resulted from the importance of product
personalization in Industry 4.0 and its impact on producer behavior and effects for employees.

Keywords: Industry 4.0; customization; smart factory; expectations of modern consumers; customer and
producer challenges

1. Introduction

Along with economic and social changes resulting from technical progress, new levels of civilization
develop. If the extent of the change is radical, then there is talk of a revolution. In the case of industrial
development, four industrial revolutions were recorded. The latter, the Fourth Industrial Revolution,
results in a strong connection between two worlds: Real (physical) and virtual (IT) in Cyber Physical
Systems (CPS). The new industry concept, referred to as Industry 4.0, means the integration of IT
devices and solutions in production processes that are designed to increase production efficiency and
increase production flexibility [1–4].

Sustainability 2020, 12, 1362; doi:10.3390/su12041362 www.mdpi.com/journal/sustainability



Sustainability 2020, 12, 1362

The concept of Industry 4.0 was initiated in Germany in 2011. Its essence lies in the combination
of a real and virtual work organization system as well as networking and integration of people with
digitally controlled intelligent machines that make extensive use of the Internet and information
technology. Production is characterized by automation, computerization, and robotization. All devices
in the technological line communicate with each other, creating an intelligent production system [5–8].
The production technique implemented using computers and microelectronics was already implemented
in the second half of the 20th century, but Industry 4.0 is about increasing the share of industrial robots
and manipulators in the manufacture of products using the Internet to control devices in integrated
processes inside and outside the enterprise within the supply chain. This creates new opportunities for
the development of the economy and modern society [9,10].

A paradigm Industry 4.0 will be a step forward towards more sustainable industrial value creation.
In the current literature, this step is mainly characterized as a contribution to the environmental dimension
of sustainability. The allocation of resources, i.e., products, materials, energy, and water, can be realized
in a more efficient way on the basis of intelligent cross-linked value creation modules. Besides these
environmental contributions, Industry 4.0 holds a great opportunity for realizing sustainable industrial
value creation on all three sustainability dimensions: Economic, social, and environmental [11].

There are more and more economic initiatives related to Industry 4.0. The popularization of
Industry 4.0 results in changes in many areas of society and economy. The scope of changes is very wide
and it is impossible to list them all and even fully identify them. In light of the changes taking place,
the question arises: What are the social expectations of the Fourth Industrial Revolution? Selected
expectations from the perspectives of: customers and consumers of products, producers and employees
in relation to the environment of Industry 4.0 constitute the content of this publication [12–16].
The article is of a review nature and undertakes considerations in the scope of characterization and
assessment of the approach, which is flexible production focused on customization, as well as indicating
directions of evaluation of expectations of producers, employees, and consumers. To this end, the
literature on the subject was analyzed, and case studies, as well as the results of surveys carried out,
were used.

2. Review of the Subject Literature

2.1. Industry 4.0 Pillars Set

Industry 4.0 means the integration of intelligent machines and systems and the introduction
of changes in production processes aimed at increasing production efficiency and introducing the
possibility of flexible changes in the range. Industry 4.0 is not only about technology, but also about
new ways of working and the role of people in Industry [17–19].

Industry 4.0 is another technological leap, using the potential of connected machines and devices
via the Internet [20–23]. Industry 4.0 is the subset of the fourth industrial revolution that concerns
the industry. The term “Industry 4.0”, shortened to I4.0 or simply I4, originated in 2011 from a
project in the high-tech strategy of the German government, which promotes the computerization
of manufacturing [24–27]. The project of changes created in Germany was aimed at preparing the
German industry for smart production. The changes are characterized by strong individualization of
products in the conditions of very flexible production [28–31]. Customers and business partners are
directly involved in business processes and value creation. Production is combined with high quality
services. In the future, thanks to intelligent monitoring and decision making processes, companies and
entire networks should be able to control and optimize their operations almost in real time [32–34].

In essence, Industry 4.0 is the trend towards automation and data exchange in manufacturing
technologies and processes, which include Cyber Physical Systems (CPS), the Internet of Things
(IoT), Industrial Internet of Things (IIOT), Cloud Computing, Cognitive Computing, and Artificial
Intelligence Recommendations for implementing the strategic initiative Industry 4.0: Final report of
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the Industry 4.0. Also known as SMART manufacturing or Manufacturing 4.0, Industry 4.0 is marked
by a shift toward a physical-to-digital-to-physical connection [35–39].

There are several basic pillars of Industry 4.0. Individual authors of scientific publications,
consultants, advisors, employees of scientific institutes, and consulting companies specify various
systems of features describing Industry 4.0 [40–43]. In order to avoid duplication of information
already contained in many available publications, the basic pillars of Industry 4.0 have been compiled
and presented in Table 1. The compilation was based on searching for information using a web
browser (Google) with the password: “Pillars of Industry 4.0”. Also used was a list of keywords
for Industry 4.0 prepared by the Hermann team, which at the beginning of 2015 analyzed 51
publications [44]. The results from this study were IoT, smart factory, IoS, smart product, M2M,
Big Data, and Cloud Computing. The basic pillars of Industry 4.0 were Smart Solutions, Smart
Innovations, Smart Supply Chain, and Smart Factory. Smart Solutions is constituted of Smart
Products and Smart Services [45]. A further search of databases resulted in the repeatability of nine
pillars of Industry 4.0 proposed by Boston CG (selected scientific publications are listed in Table 1).
The basic pillars according to BCG include [46]:

1. Big Data and Big Data Analytics,
2. Augmented Reality,
3. Printing 3D,
4. Cloud Computing,
5. Cyber Security,
6. Autonomous Robots,
7. Simulation,
8. Horizontal/Vertical Software Integration,
9. IoT.
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Table 1. Pillars of Industry 4.0.

Source Pillars of I 4.0 Accessed

Pillars identified in scientific works

G. Erboz

• Cyber-Physical Systems
• IoT
• Cloud Computing
• Cognitive Computing

https://www.researchgate.net/
publication/326557388_How_To_

Define_Industry_40_Main_
Pillars_Of_Industry_40

D. Burrell

• IoT
• Big Data
• Cloud Computing
• Advanced Simulation
• Autonomous Systems
• Universal Integration
• Augmented Reality
• Additive Manufacture
• Cyber Security

https://www.plextek.com/
insights/insights-insights/

industry-4-0-and-the-9-pillars/

C. Senn

• IoT
• Augmented Reality (Safety Training by using AR,

Streamlined Logistics, Maintenance by using AR)
• Simulation
• Additive Manufacture (Design 3D, Prototyping: 3D,

Low-Volume Production)
• System Integration
• Cloud Computing
• Autonomous System
• Cyber Security
• Big Data Analytics

https://www.idashboards.com/
blog/2019/07/31/the-pillars-of-

industry-4-0/
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Table 1. Cont.

H. Fatorachian and
H. Kazemi

• Industrial Internet
• IoT
• CPSs
• Information Network
• Software Systems
• Cloud Computing and Big Data Analytics

Online: Taylor and Francis (11
January 2019)

V. Pilloni

• Internet and new industrial technology
• Machine-to-Machine Communication
• Big Data and Advanced Analytics

www.mdpi.com/journal/
futureinternet

K. Santos et al.

• Smart Solutions,
• Smart Innovations,
• Smart Supply Chain
• Smart Factory
• Smart Products
• Smart Services

Procedia Manufacturing 11 (2017)
1358–1365

Pillars identified in industrial reports

BCG

• Big data and Big Data Analytics
• Augmented reality
• Printing 3D
• Cloud computing,
• Cyber Security
• autonomous robots
• Simulation
• horizontal/vertical software integration
• IoT

https://napedzamyprzyszlosc.pl/
files/Zeszyt_10_PL.PDF

Booth Welsh

• IoT
• Systems Integration
• Simulation
• Augmented Reality
• Big Data
• Additive Manufacture
• Autonomous System
• Cloud computing
• Cyber Security

https://boothwelsh.co.uk/
defining-pillars-industry-4-0/

Deloitte

• Industrial Internet
• Connected Enterprise
• Smart Manufacturing
• Smart Factory
• Manufacturing 4.0
• Internet of Everything
• Internet of Things for Manufacturing

https://www2.deloitte.com/
content/dam/insights/us/articles/

manufacturing-ecosystems-
exploring-world-connected-

enterprises/DUP_2898_Industry4.
0ManufacturingEcosystems.pdf

The pillars of Industry 4.0 listed in Table 1 interpenetrate each other and enter into logical interactions
that will be controlled by artificial intelligence in the long run. The common denominator of the above
solutions is “digital”, which is the foundation for the development of Industry 4.0. The Internet itself has
acquired two meanings. In a narrow sense, it is about the Internet with social networks and applications
on mobile devices. In a broad sense, it is about the role of the Internet in creating new opportunities
for producers, employees, and customers [47–51]. There are customers, producers, competitors, and
suppliers in the network, and their cooperation creates a global space of possibilities. The changes are
all-encompassing across various areas of cooperation and are unlimited in time and space [52–55].
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2.2. Industry 4.0 from the Perspective of: Customer, Producer and Employee

The Fourth Industrial Revolution refers to the production and demand; that is, of how customers
and consumers enjoy the products and how they are involved in their creation. The development
of Industry 4.0 technology opens new opportunities for customers who overcome time and space
constraints, which may result in a decrease in internal demand in consumption and an increase in
external demand. In individual product markets, technological changes take place at different rates
and depend on the product life cycle. In sectors such as energy and metallurgy, where the life cycle
of devices counts in decades, changes are slower than in the sector of everyday goods and services
(clothing, shoes, cars, household appliances, electronics) [56–60].

Companies that are becoming digital (Boeing, General Electric, Adidas) are growing dynamically,
deepening the distance of efficiency and earnings between them and companies still existing in the
“analogue reality”. In turn, the companies that offered innovative solutions become benchmarks for
other companies. Examples include:

• Uber-drivers providing passenger transport services do not belong to the traditional group of
taxi drivers,

• Adidas-Salomon with intelligent footwear that has a built-in computer and is created for an
individual customer,

• H&M network, based on information collected in the cloud about the tastes and behavior of its
customers, designing entire collections for specific customer,

• BMW Individual Manufactory offering its customers a car configuration up to the third power,
without any restrictions. The BMW Individual Manufactory is a factory enabling its customers to
realize their own car fantasies.

The aspirations and aspirations of enterprises in shaping the field of their market activity in the
environment of Industry 4.0 are manifested in the creation of highly personalized products. The results
achieved in this field are to be determined by the customer’s involvement at the product manufacturing
stage (the shapes and dimensions of typical product components are modified and changed to meet
the specific needs of a specific customer), as well as through standardized customization, where the
customer is involved at the product distribution or assembly stage [61–65]. This enhances the scope of
changes in the functioning of product manufacturers, manifesting itself, among others, in the forms
of design, ordering, communication, sale of products, and the way they are delivered. In the era of
Industry 4.0, mass customization of products and services is to become more beneficial than mass
production. The changes introduced in the production processes are to enable the implementation of
activities in the design and manufacture of the product initiated by the customer [48,61–68].

However, the new reality raises many questions of strategic importance for customers, producers,
and employees. To respond to new challenges, a bibliometric analysis of publications included in the
Web of Science, Google Scholar, and other publicly available sources was performed. The obtained
publications were selected by searching their content in terms of customization, social responsibility,
sustainable development, problems or concerns of consumers, producers, and employees in view of
changes in the perspective of developing the concept of industry 4.0. Industrial reports (consulting
companies) PWC [15], ASTOR [69], Deloitte [70], and McKinsey [39] dominate in this category. Creating
a list of opportunities and threats, scientific publications were also used: Fatorachian H., Kazemi H. [71];
Kagermann H., et al. [72]; Helo P., Hao Y. [73]; Öberg C., Graham G. [74]; Hu B., Kostamis D. [75], Chen
Y. J., Deng M. [76]; Lang M., et al. [77], Shamsuzzoha A., et al. [78]; Bechtold, J., et al. [79]; Li F., et al. [80];
Brecher C., et al. [81]; Zhong R. Y., et al. [82], Brettel M., et al. [36], Brousell D. R., et al. [83], Schmidt R.,
et al. [84]. Based on reports and publications, the authors created their own list of key questions about
Industry 4.0 from the perspective of the customer/consumer, producer, and employees (Table 2). On the
other hand, Table 3, on the basis of reports and publications of other authors, lists the opportunities and
threats in relation to the examined segments. The three-segment system is our own study.
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An example list of questions was developed by the authors of this publication and summarized in
Table 2.

Table 2. The list of question about Industry 4.0.

Customer

How to do How to directly communicate, trade, exchange goods and services without system, communication,
logistics or language barriers on a large scale in Industry 4.0?

About
cooperation

Do you want to resign from owning the resources only for personal use for paid sharing?
What resources are available for personal use only to be used for paid sharing (car, room in the

apartment, capital or time)?
Do I have the appropriate competences and skills to share resources in accordance with the principles

of sharing economy?

About model of
life

What mobile devices should equip your work and life environment?
How do you balance life and high technology?

Will big data and artificial intelligence analytics that examine our consumption, communication,
nutrition or health behaviors and habits, and guess our needs, suggest the right solutions for us?

How to buy and use products to be responsible towards the world/planet?

About cyber
security

How to be secure online without restrictions?
Will autonomous devices, e.g., cars, take us safely to where we want to, or will they guarantee us

safety and fulfillment of goals/tasks?

Producer

About customer
and demand

What are the new (personalized) customer expectations?
What needs of an increasingly demanding customer will develop in the future?

How to identify them, how to satisfy them?
How will production on demand change consumer behavior?

How to reach the customer when he needs it?
To what extent will consumer preferences affect the demand for manufactured products?

Will automated factories using artificial intelligence anticipate customers’ needs well?
Which elements of the offer should be personalized and which in the same offer should be customized?
To what extent should the company implement personalization and should it be played at individual,

segment level or between them?

About flexibility
business

Does business, by offering new solutions, provide consumers with the opportunity to personalize
products and services?

Is the leading party in production the consumer and his behavior discovered through Big Data and
data analytics?

How does business tolerate digitization?
By reducing production line control, will manufacturers provide what customers need at the right

time?
How to build an effective production system enabling cooperation of millions of consumers creating

products and services in the model of direct consumer-to-consumer interaction?

About business
model

How should a company from country A “digital company” cooperate with company country B
“analogue company”?

How do new business models - based on digital platforms and integrating with real business - affect
competition?

About market
and regulations

How to regulate markets so as not to interrupt development?
How to accelerate the transformation of business models?

What challenges does digitization pose to regulators in terms of safety and consumer protection
against the unfair competition?

How ethical is it to use information about you and track your online activity?
How to ensure safe and socially beneficial long-term development during a period of radical changes?

How to design dynamic pre-emptive regulations that allow you to scale new business models?

Employee

About
employment

reduction
Will Industry 4.0 change the employment structure/will low-skilled employees be needed?

About new jobs Will artificial intelligence completely eliminate a person from the workplace?

About education What technical competencies are required in cooperation with the new technology?

About work
place

Does the existing education system in your country allow you to acquire new qualifications required
in Industry 4.0?
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Like any change, changes in the pursuit of societies and economies up to level 4.0 favor the
emergence of opportunities and threats. Based on the publications: Fatorachian H., Kazemi H [71];
Helo P., Hao Y. [73]; Wamba S. F., et al. [7] and other the industrial reports: BCG [46], PWC [85],
ASTOR [69], Deloitte [70], McKinsey [49].

The opportunities and threats were compared in a three-segment system: customer-producer-
employee and presented in Table 3.

Tables 2 and 3 summarize the many opportunities, threats, questions, and concerns that are the
voice of business representatives and customers. Emerging opportunities, however, are to lead to the
creation of modern factories (Smart Factory), in which it is possible to flexibly produce increasingly
shorter product series, implemented under a specific personalized customer order in a one-piece-flow
arrangement [86–89]; where customers get broad access to the Internet of Things (IoT) and activities
related to information processing and creating a virtual version of the product ordered at his request.
The recipient of the product can view and check it in the virtual world before making the final purchase,
avoiding (or minimizing the risk) the same purchase of the unnecessary product, which becomes a
dangerous waste for the environment [90–93].

Table 3. Opportunities and threats for customer/consumer–producer–employee in Industry 4.0.

Opportunities Threats

Customer

- Personalized satisfaction of consumption
needs individualization manufacturing
processes (generation of high-quality and
highly customized products),

- Including individual customer-specific
criteria in the process of production,

- Rapid transferring of customer
requirements into production processes,

- Individual, customer-specific criteria will
be included in the design, configuration,
ordering, planning, manufacturing and
operation phases, also incorporating
last-minute changes, indeed enabling
mass customization to be implemented,

- A sense of uniqueness from the process of
purchasing a co-designed product,

- Enabling high level of flexibility,
- Higher usability of personalized products

(best-suited product) Enabling
last-minute changes into the
production process,

- Enabling last-minute changes into the
production process,

- The possibility of additional earnings by
renting free resources, e.g., cars,
designer clothing,

- Being a socially responsible consumer.

- Increase in external demand by
increasing the competitive
advantage of foreign solution
providers I 4.0,

- Uncontrolled disclosure of
preferences by the customer may
threaten his anonymity,

- Crossing the border between sales
persuasion and surveillance,

- Customization may make it difficult
for the customer to make a purchase
decision (because companies
compete with each other in the
scope of the offer, hence the
selection of a specific product may
be difficult),

- The customer may not see his needs,
which will not generate demand,

- The need to overcome hardware
and language barriers in new
communication systems and
ordering products,

- The customer may feel cornered by
receiving continuous information
about products as part of marketing
one to one.
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Table 3. Cont.

Opportunities Threats

Producer

- Creating new products with high
added value,

- Dynamic and flexible configuration of
various elements of business processes,

- Accurate responding to the needs of
consumers due to product design for
individual orders and shortening of
production series,

- Creation of agile engineering and
manufacturing processes,

- On time verification of design decisions
and quick incorporation of decisions into
engineering and production processes,

- Easy access to real-time information and
effective cooperation between different
machinery and manufacturing systems

- Monitoring operations in real time and
improved information sharing
and collaboration,

- Increase in productivity by shortening the
production time of products, a decrease in
equipment failure rate, limitation of
product storage, etc. (improved resource
productivity—the lowest amount of
resources will be used to produce the
highest volume of products, while
minimizing emissions),

- Continuous optimization of
manufacturing processes and production
systems, creating cost effective
measurement systems and performance
management tools, automation of
environmental control tools,

- Improved responsiveness and
decision-making (enabling proactive
approach towards problem solving),
improved performance and production
quality, improved product development,

- Improved integration and collaboration,
- A decrease in labor costs with a

significant reduction in employment.

- High costs of new investments and
an increase in production costs (at
Adidas costs increased by up to 30%
compared to standard production),

- Loss of existing outlets (companies
do not gain by adaptation of mass
customization because it reduces
product differentiation in a
competitive context),

- Loss of control over autonomous
factories and loss of control over
business information in
Cyber Space,

- The need to identify products, e.g.,
in block chain,

- The need to search for new
cooperation opportunities in cyber
networks—entering into new
strategic alliances, agreements, and
other forms of cooperation,

- The increased level of integration
and data exchange will lead to an
increase in the complexity of
business processes,

- Difficulties in maintaining a balance
between business and life, between
high technology and life,

- Customer expectations are
constantly rising (the customer’s
own designed product model may
not be implemented due to the high
level of unreality of its features in
relation to the possibilities of
producers),

- The need to reduce employs along
with full automation and
robotization of production lines
(additional social costs may appear
on companies dismissing
employees),

- A significant increase in
remuneration for employees with
unique competencies.

- A large gap in knowledge of
sustainable development models in
Industry 4.0.
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Table 3. Cont.

Opportunities Threats

Employee

- Possibility to improve work and life
balance through remote work,

- The new flexibility will enable more
flexible work organization models, which
will gradually meet the growing need of
employees to strike a better balance
between their work and private lives,

- New opportunities to train and acquire
new skills and new knowledge,

- New jobs with high added value focused
around automation, IT and
human–machine interfaces,

- Improvement of work safety (resignation
from work in conditions harmful to
employees’ health, dangerous work will
be done by devices/machines/robots),

- Overcoming barriers to the physical
accessibility of an employee
simultaneously in many places through
the possibility of providing work at a
distance (virtual work).

- Risk of losing a job (especially in the
case of performing physical work or
not requiring many
operations—simple operation of
devices),

- Risk of inadequate adjustment of
employees’ qualifications to new
jobs due to lack of access to new
forms and directions of education,

- Temporary employment forms for
the duration of projects,
intensification of employment in the
systems: virtual work, teleworking,
etc. Which, in turn, can lead to
loosening of the bonds in the
employer–employee system,

- strong polarization of workplaces,
manifesting itself in an almost
complete elimination of positions
requiring a medium level of
competence (machine operators,
maintenance).

Some threats, such as consumer safety in cyberspace, are still under investigation [94]. The progress
of computer technology and the development of the Internet, as well as the vitalization of life, are
conducive to the emergence of many threats related to data loss and privacy. Industry 4.0 is characterized
by the ease of obtaining information. Each consumer wants to receive information quickly but also does
not want all information about him to be publicly available (without his informed consent) [95]. In the
new cyber reality created, technological and spatial barriers in circulation, processing, documenting
(archiving) and access to information have been broken. IoT and IoS with a blockchain system is not only
access to information, but it is also more than just entering information into everyday life for 24 h [96].
In relation to the market, wide access to information gives customers the opportunity to quickly choose a
product, and even participate in its creation (customization); on the other, it creates new opportunities to
manipulate the expectations of the customer and other market participants [97].

Industry 4.0 with flexible production systems is expected to change the operating conditions
of societies that are better at dealing with cyber technology and are very aware of their needs and
expectations. Implemented cyber technological solutions (remote robots) for production change the
employment structure [98,99]. Low-skilled occupations disappear on the labor market, and new
ones with special skills of cooperation with robots appear, e.g., robot coacher. In the coming years
(2–3 years), the group of candidates for whom there is demand mainly includes people with experience
in implementing and/or managing systems based on Industry 4.0 pillars [14,24,47,61,85].

3. Research Methods

The main goal of the research was to identify opportunities and threats to the wider society in
the Industry 4.0—with particular emphasis on customization, which initiates many changes in the
functioning of the market (including changes for producers and employees). The three-segment system
adopted in the literature part was limited to the consumer segment in the study. To achieve this goal,
the literature synthesis and survey methods ’Industry 4.0—perception and expectations’ were used.
Selected research results carried out by the authors in 2019 are presented.
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The study was conducted using the CAWI method (standardized computer-based internet
interview). The research tool was a questionnaire consisting of 25 questions (closed, complex, filtering,
conditional, and tabular). The survey questionnaire consisted of 3 parts and specifications. The first
part contained questions in the field of customization, the second part regarded concerns about
the implementation of the concept of Industry 4.0 in Poland, while the third part—the benefits of
Industry 4.0. The questionnaire was validated, and a pilot study was conducted among 15 experts with
knowledge of Industry 4.0. The questionnaire was corrected for their comments. The respondents were
potential customers representing the Silesian, Lower Silesia, Greater Poland, and Lubuskie voivodships,
so it can be assumed that it was an infinite population.

Assuming a confidence level of 0.99 and an error of 10%, it was determined that the minimum
size of the general population should be 166 customers. Therefore, the information contained in the
surveys received can be treated as representative—504 opinions were obtained.

Most customers came from large and medium-sized cities (59%). It is worth noting that the
majority of respondents assessed their financial situation as good (64.1%) and sufficient (23.24%). About
13.9% of respondents declared a very good financial (material) situation. Only 1.8% of respondents
declared poor financial situation. Selected results of the selection of costumer are presented in Table 4.

Table 4. Gender, age, place of residence, and subjective assessment of the material situation of
the customer.

Sex Place of Residence Material Situation

Age W M Village Small Town Medium City Big City Very Good Good Not Bad Bad

below 18 16 34 3 3 26 18 13 26 10 1

19–25 122 118 56 50 66 68 23 164 49 4

26–35 30 34 10 11 22 21 10 37 14 3

36–45 34 30 14 15 21 14 12 43 9 0

46–55 19 28 11 9 14 13 4 33 9 1

56–67 15 16 12 5 5 9 6 18 7 0

over 67 4 4 4 2 1 1 2 2 4 0

/sum 240 264 110 95 155 144 70 323 102 9

The main objective of the survey was to determine the actual needs of customers associated with
the products offered on the market, as well as the assessment of the level required by the customer
customization. The study looked for answers to the following questions:

1. What are the expectations and preferences of consumers in the area of personalized production in
the context of the development of the Industry 4.0 concept?

2. How do they perceive their commitment to the process of creating personalized products?
3. What threats and benefits respondents identify in the perspective of implementing the concept of

Industry 4.0?

The following hypothesis was adopted in the research—customization is a key element in changing
the mass production paradigm to individual production, as a result of which there are changes in the
relations between consumer-producer-employee.

4. Results of Direct Research

Surveys on a selected group of potential consumers showed expectations of modern customers.
Over half of the respondents from the total number of respondents declared interest in personalized
products. The largest group of respondents was interested in personalizing clothes and footwear (62.5%
of respondents), electronic devices in (39.5%), ordering personalized dishes in restaurants (37.2%),
personalized various types of accessories (31.2% of respondents), jewellery (24.9%), and home and
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garden equipment including furniture (23.7% of respondents). Detailed data of customer’s preferences
are presented in Figure 1.

40%

63%

25%

24%

16%

5%

15%

37%

31%

12%

0% 10% 20% 30% 40% 50% 60% 70%

electronics

clothes and shoes

jewellery

house and garden

beauty / cosmetics

toys

motorization / passenger vehicles

catering services

personalized accessories (logo on case, pens, etc.)

software (computer, telephone)

Figure 1. Consumer preferences regarding the type of personalized products.

Only 21% of respondents were willing to pay more for personalized products, while 47% of
respondents made decisions dependent on the level of price difference between the standard and
personalized product and the type of product (Figure 2).

Yes 21%

No 31%

It depens 
on the 

product
47%

Figure 2. Acceptance of a high price level for personalized products.

Studies show a great interest in personalized products created in various customization strategies.
Respondents most often indicated the uniqueness of the product as a reason for purchasing personalized
products, and emphasized the impact on its final shape/appearance, greater satisfaction, and comfort
of use. As many as 55.5% of respondents believed that personalized products are unique (Figure 3).
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56%

34%

29%

46%

33%

25%

39%

42%

12%

0% 20% 40% 60%

personalized products are unique

influence on the final effect of the product

personalized product better reflects my personality

personalized product guarantees that I feel special

personalized product can guarantee greater comfort of…

personalized products guarantee the increase their value…

personalized products guarantee higher product quality

personalized products are great for a gift that reflects the…

collecting personalized products

Figure 3. Reasons to buy personalized products.

Direct contact with the manufacturer’s representative (81.8% of respondents) was most often
indicated as the preferred channel of contact with the producer, the use of e-commerce channels
(89.15% of respondents), and more than 79% of respondents expected specialized design programs for
personalized integrated products with the manufacturer’s system. The less preferred channels were
questionnaire, telephone, or live broadcast, and various types of messengers (Figure 4).

89%
82% 79% 76% 71% 67%

49%

0.00%
10.00%
20.00%
30.00%
40.00%
50.00%
60.00%
70.00%
80.00%
90.00%

100.00%

Figure 4. Preferred communication channels producer/seller-customer/consumer.

It is worth noting that as much as 21.8% of people always pay attention to the country in which
the product was made, and 47.5% depended on the type of product (Figure 5). These results positively
testify to the modern consumer, his social responsibility, and the expectations of social responsibility
towards the producer (as an employer, user of natural resources, an entity having an influence on the
market, competition, socio-economic environment).
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I am only 
interested in 

Polish 
products 22%

the producer 
country does 

not matter 31%

it depends on 
the product

48%

Figure 5. Answers to the question: Does it matter to you whether the personalized product will be
made in Poland?

As shown in the study, the Fourth Industrial Revolution was also of great concern (Figure 6).
Respondents could choose from a list of five answers that they believed best described their subjective
concerns. The most frequently indicated (53.3%) risk was related to a decrease in competitiveness,
especially of small and medium-sized production enterprises, which could not afford investment in new
technologies and fear of changing the employment structure, including higher requirements (required
qualifications) in relation to employees employed in industry (59.3%). The risk of technological
unemployment emerging was also strongly emphasized, resulting in a decline in consumer demand
(48.1%); the possibility of a change in the social structure, especially due to the exclusion of people with
low professional qualifications (42.5%); as well as increased interest in foreign products manufactured
by companies that will quickly implement the Industry 4.0 concept and offer highly personalized
products (42.3%). However, addiction to the purchase of personalized products was perceived as a
threat only by 19.8% of respondents.

0.00% 10.00% 20.00% 30.00% 40.00% 50.00% 60.00%
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1.

20%

22%

28%

30%

31%

32%

34%

35%

42%

43%

48%

49%

53%

Figure 6. Threats related to the implementation of the Industry 4.0 concept.

Legend (Figure 6):

1. The decline in the competitiveness, especially small and medium-sized manufacturing enterprises,
which cannot afford to invest in new technologies;

2. Change in the employment structure including higher requirements (required qualifications) in
relation to employees employed in industry;
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3. Technological unemployment, which will affect the decline in consumer demand;
4. Changes in the social structure, especially due to the exclusion of people with low

professional qualifications;
5. Interest in foreign products produced by companies that will implement the Industry 4.0 concept

faster and will offer highly personalized products;
6. Problems with returning personalized products to the point of sale (return logistics);
7. Excessive increase in the level of consumption for personalized products and thus the risk of

increased demand for energy and environmental pollution;
8. Ecological problems, e.g., the need to withdraw products from the market more often;
9. The decrease in the number of stationary sales points and an increase in electronic sales

(e-commerce);
10. Difficulties with the service of personalized products (e.g., lack of availability of spare parts);
11. An increase in the level of stress caused by the desire to have new, personalized products;
12. The danger of theft of “intellectual capital” in the case of own designs of personalized products;
13. Addiction to the purchase of personalized products.

The study also attempted to identify the benefits of Industry 4.0 (Figure 7). The respondents
could choose five answers. According to the respondents, the greatest benefit was the increase in the
level of adaptation of the product offer to the current needs of the customer (66.6%); reducing the
number of intermediaries in the supply chain (55%); increasing the availability of a wide range of
products (53.8%); production of highly personalized products at a low purchase price (53.6%); and the
possibility of active participation in the design of new products (46.4%).

39%

40.0%

43%

45%

46%

54%

53%

55.0%

67%

0.0% 10.0% 20.0% 30.0% 40.0% 50.0% 60.0% 70.0%
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8.

7.

6.

5.

4.

3.

2.

1.

Figure 7. Benefits of implementing the Industry 4.0 concept.

Legend (Figure 7):

1. A higher level of adjustment of the product offer to the current client’s needs;
2. Reducing the number of elements of the supply chain;
3. Increasing the availability of a wide range of products;
4. Production of highly personalized products at a low purchase price;
5. The possibility of active involvement in the design of new products;
6. A higher level of on-time delivery of orders (products);
7. Industry 4.0 can solve the problem of the lack of employees with basic qualifications;
8. Increase in the quality of life through the opportunity to purchase personalized products;
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9. The possibility of developing new business models based on the products of own design produced
by enterprises of Industry 4.0.

5. Discussion and Conclusions

Industry 4.0 is a change in the production paradigm from mass production to personalized
production—it is a key element of Industry 4.0, which is why so much attention was paid to
customization in research. On the other hand, the pillars of Industry 4.0 described in the literature are
fundamentals enabling substantive transformation of the production system. The research focused
on the consumer, because it generates demand for personalized products, and as a consequence, the
manufacturer introduces a number of changes to ensure the gift. Changing the way of working,
technology implemented innovative production impact on employees.

The research confirmed the importance of customization for the modern consumer, thus confirming
the correctness of the hypothesis. Modern consumers are interested in personalizing products, expecting
much more than just the best-quality product at the lowest price. Consumers expect the possibility of
personalizing products, and this phenomenon is already clearly visible in many industries, especially
in the clothing and footwear, consumer electronics, and automotive industries. Consumers increasingly
expect products that will reflect their tastes, needs, adapt to their lifestyle, will be unique, and at
the price of a mass-produced product. The supply of personalized products can guarantee benefits
for both parties to the consumer–producer transaction. Active customer participation in the design
and production of products reduces the risk of producing unsuccessful products and contributes
to improving the adaptation of the market offer to the current needs of consumers. A higher level
of satisfaction with purchased, personalized products can contribute to an increase in the quality
of life, which is emphasized by respondents in their responses. Increased satisfaction with having
unique products may directly reduce the overall consumption, which will have a positive impact
on sustainable development (e.g., zero waste). Nowadays, excessive consumption can be observed
for products that are purchased only because of the desire to have a new model or only to a small
extent improving the functionality of the product used so far—which results in problems related to, for
example, an excess of generated waste by consumers. The possibility of active customer involvement
in product design (full customization) eliminates the problem of the need for frequent product changes
and thus reduces excessive consumption, waste of resources, or the need to dispose of discontinued
standard products. In addition, the satisfied customer will be more loyal, which in turn can translate
into the stability of the manufacturer’s revenues.

Manufacturers should recognize that customers are increasingly assessing them in many ways,
noting whether they are a socially responsible company.

Based on the research and literature studies, it can be determined that a modern consumer
wants to buy personalized products. This results in threats to companies. Many entrepreneurs
will not be able to afford investments in new technologies that are able to cope with the automized
production remaining at the price level of mass production. There will also be threats related to
technological unemployment and a change in the employment structure and required qualifications,
because manufacturing companies most often employ people with basic qualifications. This raises
concerns about changes in the social structure caused by the exclusion of people with low qualifications
when the concept of Industry 4.0 is introduced. This means the emergence of a series of problems of a
social and economic nature resulting from technological unemployment.

Also noteworthy is the danger of consumers becoming addicted to personalized production,
which is manifested in an increase in stress levels caused by the desire to have unique products
(especially observed among young people).

Summing up the social expectations and market changes in the era of Industry 4.0, it should be
noted that it is difficult to predict now how the concept of Industry 4.0 will evolve and the industrial
revolution that is under way. With the development of Industry 4.0, new opportunities and threats to
enterprises appear, as well as social opportunities and threats. Building a new industry is not easy
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because it requires building new resources of enterprises. Formulating and adapting to changes is a
long-term activity that requires a lot of material and financial expenses. This increases the need for
future research into the problems of developing new business models, especially focused on network
forms of cooperation between customer-oriented enterprises operating in the era of the Industry
4.0 concept.
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Abstract: The purpose of this paper is to identify the financial risk factors of excessive indebtedness
of Polish rural communes. The objective of this research task is to verify the following research
hypothesis: the main determinant of the risk of excessive indebtedness is the rural communes’
own income potential. To meet the objective of this research, an empirical study was carried out
in three steps. The first step of the research procedure was the analysis of the operation of Polish
rural communes in the context of financial management. In the second step was the analysis of
indebtedness of rural communes compared to other types of Polish administrative units in 2007–2017.
The evolution of the level and share of total debt in total incomes of entities studied was analyzed, and
the share of overindebted rural communes was identified. In the third step, a discriminatory analysis
was performed to build a model able to forecast the financial risk factors of excessive indebtedness
for Polish rural communes. The problem of increasing indebtedness can be observed in a growing
number of communes and on an increasing scale in Poland. The discriminant analysis showed that
the share of the operating surplus and own income in total income, as well as the amount of the EU
funds per capita (in zlotys), are particularly significant. The study reveals that the smaller the share
of the operating surplus in total income is as well as the greater the share of own income in total
income and the amount of the EU funds in zlotys per capita are, the lower the value of the estimated
discriminatory function is and the higher the risk of excessive indebtedness of a rural commune is.

Keywords: communes; excessive indebtedness; financial risk; Poland; discriminant analysis

1. Introduction

Along the lines of what is in place in other European countries, Polish government entities handle
only a part of local and regional tasks. In accordance with the principle of subsidiarity, the essential
part of tasks having no relevance from the countrywide perspective is performed by local government
units, namely, local authorities which are subordinate to, and represent the interests of, a local or regional
community. Since 1999, a three-level local government model has been in place in Poland, comprising
communes, districts, and voivodeships. As basic local government units (LGUs), the communes carry
out tasks of importance in the local context while the districts represent an intermediate level in charge of
supra-communal tasks. In turn, voivodeships, the largest entities in the country’s territorial division, carry
out regional tasks.

To perform their tasks and functions, Polish local government entities access defined sources
of incomes, i.e., own incomes (including fiscal and non-fiscal income and property income) and
transferred incomes (targeted grants and state budget subsidies). The sources and structure of
LGU incomes are highly important for the implementation of their financial management tasks and
policies. LGUs with certain own incomes from precisely defined sources are more autonomous and
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better positioned to perform their tasks and functions, especially including expensive infrastructural
investments. Conversely, a considerable share of transferred incomes (grants, subsidies), largely based
on a discretionary allocation of funds by central authorities, restricts the LGUs’ financial autonomy. To
perform their own tasks, and, in particular, to implement infrastructure investments, local government
entities may access repayable sources of finance (including credit and loans).

When considering the basic entities of the Polish local government sector, attention should be paid to
rural communes, which represent the largest population of communes (1548 as at 1 November 2018, i.e.,
over 60% of all communes). In 2018, over 15 million people lived in rural areas in Poland. Rural communes
were inhabited by nearly 11 million people, i.e., as much as 30% of the total population [1]. The increase in
the total number of people inhabiting these areas results from the phenomenon of suburbanisation, which
has been observed in recent years. In view of this fact, local communities have growing needs, especially
for technical and social infrastructure. According to research carried out by many scientists, including
Kozera and Głowicka-Wołoszyn [2], the functional type of many rural communes is transforming from the
one characterised by the traditional agricultural function to the type with residential and service-providing
functions. At the local level, it is communes that are chiefly burdened with the financial costs of inhabitants’
growing needs. In order to implement different projects, rural communes often need to rely on EU funds
as their own income is limited. In Poland, the communes’ own income potential strictly depends on the
functional type they represent. Even though the own income potential of Polish rural communes becomes
increasingly higher, it still is the composite result of the demographic potential, local entrepreneurship, and
local economic conditions, especially the location rent. As regards many rural communes, low levels of
own income potential may be a barrier to socioeconomic development. This is because insufficient incomes
make it more difficult to access external funds, whether repayable or non-repayable (including from the
EU), which are determinant for the scope of communal investments and local development [3]. As a
result, they use repayable sources of financing. By using these funds, rural communes can function under
conditions where their income does not correspond to the costs of tasks implemented. Simultaneously, they
can maintain high standards of these tasks [4]. The difficult financial situation of local governments has a
negative influence on all citizens [5] and economic development in general [6–8]. Excessive indebtedness
of local government units, especially the rural communes whose financial independence is below the
average level in other administrative types of communes, may lead to the loss of financial liquidity or, in
extreme cases, it may even result in falling into a debt spiral [9]. Although according to Polish law, this
situation does not result in the bankruptcy of a local government unit, the state takes responsibility for
local finance. In view of this fact, it is necessary to apply different measures to prevent the occurrence of
this situation. For example, it is necessary to manage the debt adequately and identify the financial risk
factors of excessive indebtedness of local government units. Although these actions are not enforced by
law, they are the most important aspects of financial management [10]. In international literature, different
approaches to debt management procedures are presented, which would be worth looking into. Special
attention is paid to the need for a long-term approach to debt management [11–13].

However, a budget deficit cannot be regarded as a purely negative development. Its scale
(usually, the relative figures calculated in relation to budget incomes) and, first of all, its reasons
must be considered when assessing it [14]. Debt incurred by local government units to finance
ongoing expenditure should definitively be judged negatively and is a prohibited practice in certain
countries [15]. In accordance with the golden rule for a balanced budget, local government should not
undertake liabilities to finance their current tasks.

The risk of indebtedness is affected by factors related with administration, government, law, the
economic base of local government units, their general financial situation as well as the amount and
character of debt [16]. Kosak-Wojnar and Surówka [17] indicate that the activity of local government
units is characterised by the occurrence of different risks, including financial ones, which are related
with the methods of financing of the tasks implemented. One of them is the risk of excessive debt.
According to Filipiak [18], at present, it is caused not only by the fact that local government units
implement an increasingly broad spectrum of tasks but also by the consequences of the economic
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and financial crisis, the decreasing amount of own income. According to Standar [19], the risk is also
caused by the implementation of numerous projects co-financed from EU funds.

It should be noted that in the literature worldwide, especially in America, financial risks are
understood as economic distress [20], sometimes as fiscal health [21] and fiscal or financial stress [22].
A solution to this problem is greatly influenced by [23,24]. First, the problem is that local authorities
show little interest in this process. According to Kolha et al. [23], of the 50 states covered by their
study, only 15 rely on indicators to monitor the local financial conditions. Many of them use indicators
that fail to identify local problems before they become important. The above is related to the next
major issue involved in this research topic: the selection of indicators. During her research in
264 municipalities of the Chicago metropolitan area, Handrick [25] found that the analysis of fiscal
health is a complex concept whose dimensions, though interlinked, affect each other in an indirect
or non-linear manner. This means they must be measured separately rather than being combined
into a comprehensive indicator of fiscal standing. Another view is presented by Wang et al. [26] who
defined four dimensions of financial condition: dimensions in cash, budget, long-run and service-level
solvencies, and 11 financial condition indicators. In turn, Jones and Walker [24] proved the existence of
a relationship between incomes and population, on one side, and the emergence of fiscal hazards, on
the other. In the relevant literature, the third important aspect is tackled by Rivenbark and Roenigk [27].
They noted the importance of the decision to analyze, interpret, and present the financial condition to
selected officials and to see what management practices help in the analysis of financial conditions.
The recent interest in the issue of the financial risk of communes has increased, as evidenced by recent
research in all the world, e.g., in China—[28], in Hungary—[29], in Spain—[30], in Poland—[31].

The purpose of this paper is to identify the financial risk factors of excessive indebtedness of Polish
rural communes. The objective of this research task is to verify the following research hypothesis: the
main determinant of the risk of excessive indebtedness is the rural communes’ own income potential.
To meet the objective of this research, the empirical study was carried out in three steps. The first step
of the research procedure was the analysis of the operation of Polish rural communes in the context
of financial management. In the second step was the analysis of indebtedness of rural communes
compared to other types of Polish administrative units in 2007–2017. The evolution of the level and
share of total debt in total incomes of entities studied was analysed, and the share of overindebted
rural communes was identified. In the third step, a discriminatory analysis was performed to build a
model able to forecast the financial risk factors of excessive indebtedness for Polish rural communes.

This paper addresses the issues of public debt, which, in the theoretical sense, are a part of general
economic and public finance theories. Generally, there are two conflicting doctrines regarding debt.
According to the orthodox doctrine, debt is the consequence of defective financial management. In
turn, the interventionist doctrine claims that debt should be viewed as a positive development which
stimulates economic growth and makes investments financially feasible [16].

2. Materials and Methods

The empirical research was based on the database published by the Ministry of Finance [32] and
the Central Statistical Office of Poland [1]. The results are presented in Polish currency (the key data
was converted to euro as per the weighted average exchange rate of the National Bank of Poland,
which was from 3.52 EUR/PLN to 4.36 EUR/PLN [33]). In the first part of the research, basic methods
of descriptive statistics were used to process the empirical data collected from the database so as to
analyse the indebtedness of rural communes in Poland. The results were shown in boxplots. Tukey [34]
introduced the boxplot to exploratory data analysis. In the third part of the research, discriminant
analysis was used to build a model enabling prediction of excessive indebtedness of rural communes
and identification of chief financial factors causing the risk of excessive indebtedness of these entities.
This method was selected following a literature study and an attempt to build other models, e.g., a
logit model, which, however, failed to deliver satisfactory results for the discriminant analysis.
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Discriminant analysis is a classification method that is categorised as both a method of multidimensional
statistical analysis and as a taxonomic method [35]. It is used for ordering and classification of economic
and financial phenomena according to many explanatory variables at the same time [36–38]. Several
assumptions needed to be verified in order to use this analysis. While the variables should follow a normal
distribution, the discriminatory analysis is tolerant to a moderate violation of this assumption in the case
of large samples. The model was built using Statistica software which checks the tolerance value [39,40].
Should that principle be violated, a wrong matrix message will be displayed, making it impossible to
continue the analysis. The next assumption is about the sample size. In this case, the number of variables
is adequate for the number of cases [40]. Because the discriminatory analysis is highly sensitive to outliers,
the variables were scanned for outlying observations, which were subsequently removed.

There are different methods for undertaking discriminant analysis. The most common linear
function was used to estimate the form of the discriminant model [41]:

Zlj = βo + β1X1 + . . . + βkXk (1)
where:
Zlj—dependent variable for j-th item (j = 1, 2, . . . , n) in l-th class (excessive debt—yes/no);
βo—discriminant function constant;
β1, . . . , βk—discriminant function coefficients (i = 1, 2, . . . , k);
X1, . . . , Xk—explanatory variables (i = 1, 2, . . . , k).

The objects under study are classified according to the estimated function value, which is usually
a combination of several financial indicators (cf. [40,42,43], which clearly differentiate (discriminate)
the collection of items. In order to allocate an item under study to a particular group, the discriminant
function value of the total value of products of variables and function parameters (i.e., the indicators’
weights) is compared with the limit value [44,45].

The discriminant function is a basic tool used in discriminant analysis. When adequate explanatory
variables are selected, the function can be used to allocate an item (e.g., a commune) to a particular group
of items [44,46]. As far as the prediction of financial factors causing the risk excessive indebtedness of
local government units is concerned, discriminant analysis can be used to divide the rural communes
under study into two separate classes: 0 and 1, referring to the communes unthreatened or threatened
by the risk of excessive debt (dependent variable). The main period covered by the discriminatory
model is 2012 to 2014. It was selected purposely because a large number of rural communes experienced
debt problems at that time. This situation was preceded by the public finance crisis, which had reduced
their incomes while intensifying pressure on the communes to make investments co-financed with
available EU funds. Two subsequent discriminative models for the periods 2007–2009 and 2015–2017
were developed in order to carry out a comparative analysis of the main financial factors behind
excessive indebtedness of Polish rural communes.

In our research, the rural communes, during the three years, where the average share of the total
debt in the total income was greater than 50%, were classified as the communes with excessive debt.
The authors of this paper defined the excessive indebtedness threshold as a situation where the ratio of
total liabilities to total income is 50%. Until the end of 2013, the total liabilities/total income ratio was
the official indebtedness indicator, and could not exceed 60% [47]. The authors set a more restrictive
level because even a ratio of 50% meant financial problems for local government units. First of all,
communes with such a high ratio of debt to total income had a poor credit rating, restricting their
ability to access repayable instruments (loans). Secondly, local government authorities with a lower
financial rating often relied on shadow-banking loans whose high interest rates posed a considerable
risk of sending them into a debt spiral in the next years. What also needs to be emphasized is that even
at the same level of debt (numerator), the ratio can vary in function of fluctuations in total income
(denominator), which could drive a further several percentage point increase in the ratio, resulting in
the commune going beyond the defined threshold.

A set of 18 financial indicators was used as explanatory variables showing the financial situation
and functioning of the local government units under study. They served as predictors of the risk
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of excessive indebtedness of local government units. The indicators recommended by the Ministry
of Finance and by experts in local finance [48] were selected (later in this paper, you may find
the characteristics of indicators taken into consideration when building the discriminatory model).
The selection was also based on an overview of the literature and previous studies concerning the
forecasting of the financial threat of local government units (cf. [43]). The variables were calculated
as average values (medians) for three-year periods and they characterised the financial condition
of local government units, especially referring to the financial independence and attractiveness of
these entities. The time frames of this study were selected purposely because, as mentioned earlier,
the communes considered reported the highest levels of debt at that time, translating into a risk of
excessive indebtedness. Having made the substantive selection of discriminant variables, they were
statistically verified. As a result of conducted statistical verification, due to a high correlation with the
other variables, eight variables were eliminated from further analysis. In consequence, the model was
based on the following ten variables (financial indicators) characterised by high discriminatory power:

— share of own incomes in total incomes (%, OI/TI) which reflects the financial independence from
the state budget and financial autonomy (the higher the ratio, the greater the local government’s
financial autonomy);

— the share of property (investment) expenditures in total incomes (%, PE/TI) showing the scale of
investments in relation to the entity’s income potential (the higher the ratio, the greater the focus
on development);

— share of remunerations and related expenditure in current expenditure (%, R/CE), a ratio which
shows the proportion between personnel costs and in-kind expenses, and therefore tells whether
the incomes are distributed properly;

— the level of property (investment) expenditure per capita in PLN (PE/M) showing the LGU’s
investment potential per inhabitant;

— fiscal wealth indicator per capita (in zlotys, FWI)—the indicator shows the commune’s income
potential, which is decisive to the economic power of local government units (The expenditure
capacity is determined especially by the amount of income from local taxes received by the
commune (agricultural tax, forest tax, property tax, vehicle tax, tax on civil law transactions,
tax from the tax card income, income from the exploitation fee), which indicates the scale of an
entity’s fiscal wealth [49]);

— the level of income from income taxes which are state budget incomes in PLN per capita (IT/M),
reflecting the residential and economic attractiveness of the LGU (the higher the ratio, the greater
the financial autonomy of the local government);

— the amount of EU funds accessed in PLN per capita (EU/M), showing the activity and effectiveness
of local authorities in accessing additional investment funds;

— the operating surplus in PLN per capita (OS/M), reflecting the financial standing of the commune:
its capacity to invest and incur debt;

— the share of operating surplus in total incomes (%, OS/TI), showing the part of the total income
potential accounted for by investment funds obtained primarily in the form of investment grants
and savings from the current part of the budget;

— self-financing ratio (SFR)—the ratio refers to the share of operating surplus and property income
in property expenditures. It indicates the extent to which a local government unit finances
investments with its own funds, i.e., the financing capacity. The higher the ratio is, the lesser is
the risk of losing financial liquidity due to excessive debt service costs. However, on the other
hand, if the ratio is high, it may also indicate a low implementation of investments in relation to
the potential of a particular local government unit.

Afterwards, the selected explanatory variables were standardized. Outliers (extreme values) were
eliminated from the data set, as they could considerably affect the results of research. As a consequence,
upon removal of outliers, 140 rural communes were found to be overindebted in 2012–2014. Thus, the main
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discriminant model was based on 280 rural communes split into two equal groups. Group 1 consisted
of 140 communes with a ratio of total debt to total incomes beyond 50%; Group 2 was composed of 140
randomly selected communes which did not exhibit overindebtedness in the study period.

3. Results and Discussion

3.1. Functioning of Polish Rural Communes

Ever since Poland joined the European structures, much attention has been paid to rural
development [49–51], also in the context of assessing the financial condition of rural areas, including
excessive indebtedness [52–55]. Research carried out under the Socioeconomic Development of Rural Areas
in Poland project by the Institute of Rural and Agriculture Development [56] and by the Foundation for
the Development of Polish Agriculture [57] is of particular importance in this regard. The role of rural
areas in the national economy is reflected by their area and population (as they make up over 90% of
the national territory and are home to over 30% of the total population) [1].

Three administrative types of Polish basic local government units can be identified: urban communes
(whose borders coincide with the limits of the commune capital city), rural communes (which do not
include any cities) and urban-rural communes (which include both cities within their administrative
boundaries and territories located beyond city limits). In 2017, there were 2478 communes, of which rural
units (over 60% of the total number) and urban units (barely 13%) formed the largest and the smallest group,
respectively [1]. The basic functions of rural communes continue to be related to agriculture. However, the
ongoing processes and developments, including the increasing demographic and economic potential of
rural areas (especially those located near big cities, i.e., metropolitan areas), contribute to changing the
nature of functions fulfilled by rural areas. Indeed, many of them shift from a typical agricultural function
towards a residential and service functional type [2]. At the same time, the needs of the local community
keep growing, including in the area of technical and social infrastructure; and it is largely the responsibility
of local government units to implement the relevant investments.

In Poland, the operational framework for financial management of local government units is
provided in several documents, including the Constitution of the Republic of Poland [58], the Public
Finance Act [59] and the Act on Incomes of Local Government Units [60]. In turn, the scope of
municipal government activities is set forth in the Municipal Government Act [61] and the European
Charter of Local Self-Government [62]. The foundation for municipal operations is the capacity to
generate income and the ability and possibility to obtain revenue in an amount necessary to finance the
needs of the local community. The European Charter of Local Self-Government (Article 9) [62] grants
the right to sufficient own financial resources and the freedom to allocate them. Also, it specifies that
the financial resources of local communities should be proportional to their competence, i.e., to the
extent of tasks carried out by the local government. What matters from the perspective of communes is
the guarantee that any changes in their tasks and competencies shall be accompanied by corresponding
changes in the delivery and redistribution of dedicated funds [63].

Own income potential of municipal government units (which includes most sources of own
incomes) is one of the drivers of stable local development. Own incomes of entities active in the local
government sector are incomes that involve fiscal sovereignty and ownership of specific sources of
income or the authority to introduce and develop specific incomes. In turn, as provided for in the
Constitution of the Republic of Poland, own incomes of LGUs are incomes other than general subsidies
and targeted grants from the state budget. In this sense, own incomes of LGUs also include incomes
derived from their share in collected income taxes (personal income and corporate income taxes) which
are state budgetary income. This is the very category of income which puts the LGUs in a position
to make changes, including improving the development level of the socioeconomic infrastructure,
enhancing innovativeness, and providing the local community with better conditions and standards
of living. Own incomes of Polish communes mainly include local taxes and fees (e.g., property tax,
agricultural tax, forestry tax), income taxes and funds derived from the sale and lease of property. At
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the same time, the amount of own incomes per capita and their share in total incomes are among the
main indicators of these units’ financial autonomy [63–67].

In Poland, urban communes have by far the highest level of own incomes, which amounted to
PLN 96.4 billion (EUR 22.6 billion) in 2017, i.e., PLN 320 million per commune (EUR 75.2 million).
Because of their high demographic and economic potential, urban communes, especially big cities
(metropolises), accumulate a large part of the total own incomes of communes. In absolute terms, rural
communes have a distinctively small own income potential. In 2017, their total own income totaled
barely PLN 18 billion (EUR 4.2 billion), which is only PLN 12 million per commune (EUR 2.8 million).
Between 2007 and 2017, an enhancement was observed in the own income potential of basic Polish
LGUs. The greatest increase in own incomes (by more than 95%) was found in rural communes; this
could have been caused by the benefits they derive from suburbanization. Indeed, this process drives
an increase in the demographic and economic potential of rural communes. As a consequence, many of
them shift to another functional type which, in turn, translates into much greater tax revenues (Table 1).

Table 1. Selected indicators of financial management in Polish communes in 2007–2017.
Specification 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Level of own income in million PLN

total 57,337.3 65,063.2 63,284.0 66,548.2 70,441.7 73,930.5 78,604.8 84,604.7 88,347.0 91,003.8 96,388.9
urban 39,188.2 43,932.8 42,461.0 43,988.7 46,112.3 47,945.2 50,868.8 54,535.7 56,702.7 58,383.3 61,543.6

urban-rural 9019.1 10,514.6 10,348.0 11,130.6 11,982.2 12,717.5 13,468.9 14,534.9 15,192.1 15,835.1 16,965.6
rural 9130.0 10,615.9 10,475.0 11,428.9 12,347.2 13,267.9 14,267.1 15,534.1 16,452.2 16,785.5 17,879.7

Level of own income level in PLN per capita

total 1504.3 1707.0 1658.7 1727.8 1828.4 1918.6 2041.6 2198.4 2297.4 2368.3 2508.7
urban 2074.7 2332.8 2258.1 2333.1 2450.4 2552.8 2716.5 2920.5 3043.4 3142.8 3317.6

urban-rural 1063.2 1234.1 1205.7 1271.0 1361.7 1444.3 1530.1 1643.7 1713.7 1779.5 1898.0
rural 849.7 986.3 972.9 1048.1 1131.9 1212.1 1300.1 1416.3 1501.4 1532.7 1635.4

Share of own income in total income (%)

total 55.2 58.2 54.9 52.7 53.1 52.9 54.5 55.4 55.8 51.6 50.8
urban 64.8 68.5 65.1 62.5 62.2 60.8 62.0 62.5 62.9 60.1 59.7

urban-rural 48.1 51.0 48.0 46.5 47.4 48.3 50.1 51.1 51.3 45.7 44.6
rural 37.1 39.3 36.8 35.9 37.1 38.5 40.3 41.9 42.7 37.8 36.8

Level of investment expenditure in PLN per capita

total 530.7 621.2 729.9 840.6 785.9 673.7 631.6 747.7 687.4 477.8 662.8
urban 654.0 754.2 839.1 893.3 856.0 800.5 743.9 888.9 806.3 536.8 685.0

urban-rural 388.8 480.0 597.8 718.1 666.0 528.0 476.8 559.3 528.1 400.4 598.4
rural 426.7 500.8 644.8 848.0 761.9 573.9 564.9 659.6 614.4 440.7 677.8

Financial result in million PLN (surplus / budget deficit)

total 1925.3 −2303.4 −1,0994.1 −1,2498.7 −8506.9 −2567.7 −135.1 −1922.8 2458.8 6098.4 −769.7
urban 1366.9 −1915.1 −7484.0 −6544.8 −5372.8 −2701.5 −567.6 −1349.5 1014.8 3266.5 −179.8

urban-rural 207.8 −323.9 −1791.0 −2517.6 −1399.1 −122.6 93.6 −189.7 511.6 1198.2 −298.7
rural 350.6 −64.4 −1719.0 −3436.3 −1735.0 256.4 338.9 −383.5 932.3 1633.7 −291.2

Relation of budget deficit to realised investment expenditure (%)

total × 9.7 39.5 38.6 28.1 9.9 0.6 6.7 × × 3.0
urban × 13.5 47.5 38.9 33.4 18.0 4.1 8.1 × × 1.4

urban-rural × 7.9 34.9 40.0 23.9 2.6 × 3.8 × × 5.6
rural × 1.2 24.7 37.1 20.8 × × 5.3 × × 3.9

×—In the years concerned, the types of communes covered by the analysis did not report a budget deficit (had
a budget surplus instead). Hence, it is impossible to calculate the ratio between budget deficit and investment
expenditure. Source: own study based on data from the Central Statistical Office of Poland [1].

Polish rural communes are characterized by the smallest own income potential per capita. They are
mostly agricultural in nature, which results in low levels of income derived from property tax, personal
income tax and corporate income tax; note that these are the main sources of own incomes for urban units.
In 2017, own incomes collected by rural communes averaged at PLN 1635 per capita (284 EURO), i.e., over
60% less than in urban communes. In addition to having the smallest own income potential per capita,
rural communes also prove to be the most heterogeneous in this regard (Table 1).

Note also that rural communes report the smallest financial autonomy, quantified with the share of
own incomes in total incomes. In 2017, in rural communes, the share of own incomes in total incomes
was barely 37%, compared to over 50% for an average municipality. Irrespective of the administrative
type of territorial units covered by this study, a smaller share of own incomes in their total incomes
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may be observed in 2009–2010 and in 2016–2017. In the first period, the reduced share of own incomes
in total incomes (which means a decline in the levels of financial autonomy) resulted from smaller
amounts of taxes being levied to finance the municipal budgets; but in 2016–2017, the tax receipts were
growing. Therefore, the reduction in the contribution of own incomes to total incomes of the LGUs
under consideration was the consequence of larger budgetary incomes drawn from non-fiscal sources.
Indeed, transfer incomes from the state budget (mainly including targeted grants allocated to delegated
tasks) have grown considerably since 2016. This is because the benefits under the Rodzina 500+
program (put in place in Poland in 2016 to support large families) are disbursed through the municipal
budget. The extent of this support measure is so large that it prevents the proper interpretation of the
indicator discussed. Therefore, when analyzing the decreasing level of own incomes in total incomes,
it must be benchmarked against the increasing level of own incomes per capita. The above means that
the financial autonomy of basic Polish LGUs does not decline [67].

LGUs must invest in order to ensure economic development within their territories. In Poland,
local government units make up a considerable part of economic processes. As part of their own tasks,
they take investment measures to improve the conditions and standards of living for the population
through development processes and improvements to technical and social infrastructure. Measures are
also taken to attract capital, which stimulates the creation of new jobs. In relative terms, the biggest
investment expenditure is incurred by urban communes, especially in urban districts and in the largest
ones (metropolises). In 2017, investment expenditure incurred by urban communes was PLN 685 per
capita (EUR 180.9), compared to PLN 678 per capita (EUR 159.2) in rural communes. According to
Dolewka [68] and a number of other researchers, practice demonstrated that big cities allocate greater
financial resources to infrastructural development; this results from a different scale of needs which are
primarily caused by the number of residents. Although rural communes have a smaller investment
potential than other municipality types, they recorded the highest growth in investments over the study
period. However, the increase in investment expenditure resulted in a greater budget deficit; that trend
prevailed in municipal government units practically throughout the period covered by this study (Table 1).

Undoubtedly, the global economic crisis which occurred during the study period had an adverse
effect on the budgetary performance of Polish communes. Indeed, the local finance crisis resulted in
decreasing the level of own income potential of all local government units. A study by Kozera [69]
suggests that over 60% of rural communes experienced a clear reduction in own incomes between 2008
and 2009. The decline in own incomes of rural communes was especially due to income streams, which
depend on the economic situation, primarily including incomes derived from the share in personal
and corporate income taxes. It perpetuated the fiscal imbalance manifested through growing budget
deficits and the deteriorating operational performance (reduction in the operating surplus or increase
in operational deficit). The rapid decline in financial performance in both rural and other types of
communes was observed in 2009–2011. At that time, their total budget deficit reached the peak level.
Rural communes recorded the highest budget deficit (a total of PLN 3436.3 million—EUR 860.2) in
2010. In 2009–2011, a budget deficit was reported by 70% of all rural communes [30]. However, the
way the funds derived from the deficit are spent sometimes fails to comply with that rule. When
analyzing the ratio between the budget deficit and investment expenditure of Polish communes, it
can be noticed that peak levels were recorded in 2009–2011. The average budget deficit/investment
expenditure ratio was nearly 25% in 2009 and went up to over 37% in 2010 (Table 1).

3.2. The Indebtedness in Poland between 2007 and 2017

Today, public debt is a problem faced by most market economy countries. That economic category is
commonly defined as total financial liabilities of public authorities caused by the excess of expenditure
over income. Recently, the world has experienced a sharp increase in public debt levels. In the 1990s,
public debt was also recorded in economies in transition, including Poland. This was the consequence of
public finance disruptions that accompanied the economic transformation. In recent years the financial
and economic crisis resulted in serious challenges being posed to many European governments [70].



Sustainability 2020, 12, 794

In the study period (2007–2017), the average level of public debt expressed as a percentage of GDP
went up from 61.7% to 82.1% in European Union countries. When comparing the 2007 and 2017 figures,
note that only three countries (Malta, Denmark and Bulgaria) recorded a decline in debt levels. It was
the opposite in other countries, especially in Greece, Portugal and Spain which are among the most
indebted economies. In Poland, the debt/GDP ratio in 2007 and 2017 was 45% and 50.6%, respectively.
This is a safe level because, in accordance with national and Union legislation, the state-level public
debt ratio cannot exceed 60% [71].

When comparing the levels of state-level public debt in Poland between 2017 and 2007, note that
it grew by over 82%, from PLN 527.4 billion to PLN 961.9 billion (from EUR 139.4 billion to EUR 225.9
billion). Of the three sectors that generate state-level public debt, the government sector had the greatest
contribution; in the study period, it varied in the range of 94.8% (2007) to 92.8% (2017) of total state debt.
Its decreasing importance in the debt structure results from the fact that local government debt grows at a
faster rate. In 2007, that sector accounted for PLN 24.5 billion (EUR 6.5 billion) of debt (4.9% of state-level
public debt) and reached as much as PLN 69.5 billion (EUR 16.3 billion) (7.8% of state-level public debt)
in 2017. When comparing the growth rates between the sectors considered, it can be noticed that local
government debt grew quickest (and nearly doubled) whereas government debt grew by a half and
social insurance debt decreased by 96% as a result of open pension funds being transferred to the Social
Insurance Institution. It needs to be emphasized that local government debt reached the highest level (PLN
60–70 billion—EUR 14.5–16.7 billion) in 2011–2015, contributing 8–9% to state-level public debt (Table 2).

Table 2. Level and structure of state-level public debt in Poland by sectors in 2007–2017.
Sector 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

The level of public debt (in billion PLN)

Government 500.2 566.9 623.6 692.4 748.8 770.8 813.5 755.0 805.1 895.6 892.3
Local government 24.5 28.1 39.3 53.5 64.3 67.4 68.4 71.7 72.1 69.6 69.5

of which communes 10.0 10.8 14.6 21.9 26.0 26.2 25.8 26.4 25.4 23.9 24.9
Social security 2.7 2.8 7.0 2.0 2.3 2.3 0.4 0.1 0.1 0.1 0.1

Total 527.4 597.8 669.9 747.9 815.4 840.5 882.3 826.8 877.3 965.3 961.9

The structure of public debt (%)

Goverment 94.8 94.8 93.1 92.6 91.8 91.7 92.2 91.3 91.8 92.8 92.8
Local goverment 4.9 5.0 6.3 7.7 8.6 8.7 8.4 9.5 9.0 7.8 7.8

of which communes
as % local goverment 40.8 38.4 37.2 40.9 40.4 38.9 37.7 36.8 35.2 34.3 35.8

as % total 1.9 1.8 2.2 2.9 3.2 3.1 2.9 3.2 2.9 2.5 2.6
Social security 0.5 0.5 1.0 0.3 0.3 0.3 0.0 0.0 0.0 0.0 0.0

Source: The authors’ compilation based on [72–74].

The level and growth of local government debt were heavily impacted by debt generated by
communes, Polish basic LGUs. From 2007 to 2017, municipal debt grew by PLN 14.9 billion (EUR
3.5 billion), i.e., one-and-a-half times. Considering the individual components of local government
debts, municipal debt had the largest share, varying in the range of 40.8% in 2007 to 35.8% in 2017.
Although it moved down in the structure of local government debt (the indebtedness of other LGUs
grew at a faster rate), its share in the structure of total debt increased (Table 2).

3.3. The Indebtedness of Rural Communes in Poland between 2007 and 2017
Polish law imposes restrictions on debt levels. They result not only from decisions made by

national authorities but also from international agreements (Poland signed the fiscal compact in 2013)
and membership in integration groupings (Poland joined the European Union in 2004). Pursuant to a
provision of Chapter X of the Constitution of the Republic of Poland, it is prohibited to raise loans
or to provide guarantees as a consequence of which the government debt would exceed 3/5 (60%) of
GDP (Article 216, Para. 5 [58]). The debt ratios are also regulated under the Public Finance Act. It
primarily imposes some restrictions on the way the LGUs may enter into commitments, and provides
for prudence and recovery procedures applicable to entities of the public finance sector if the ratio
of government debt to GDP (and the ratio to GDP of the amount resulting from the conversion of
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government debt to the Polish currency based on the arithmetic mean of average currency exchange
rates published by the National Bank of Poland within a budget year, in the case of debt expressed in
foreign currencies), less spare funds of the Ministry of Finance, exceeds 55% [75]. Until the end of 2013,
the indebtedness of communes was limited by the ratio of total debt to total incomes (Article 170 [46]).
From 1 January 2014, the debt incurred within a year cannot exceed the average operating surplus
from the last three years (Article 243 [59]). The new debt indicator is an individual restriction for local
government units. It is particularly beneficial to local governments with a large income potential that
translates into a strong collateral for loans. In turn, the indicator previously used as a debt limit (ratio
of total liabilities to total income) offers a very important advantage: it allows us to compare the figures
between different local government units, and therefore the Ministry of Finance continues to present it
as one of key yardsticks of financial condition of LGUs. As a consequence, the total liabilities/total
income ratio is the one used in this paper as an indicator of indebtedness.

Communes are basic local government units. They implement the largest number of public tasks
assigned to the entities of the local government sector in Poland. We can distinguish between three
administrative types of communes: urban, rural and urban-rural communes. Rural communes are the
largest group because they make more than 60% of the total number of communes in Poland and they are
the most diversified group of commune governments among all administrative types. These communes
are characterised not only by their fundamental agricultural function but also, especially in recent years,
they have been losing this function in favour of the service-providing and residential functions, which are
characteristic of other administrative types. Due to the progressing suburbanisation processes, they are the
most convenient places to live and run a business. Thus, they are becoming a residential, production and
logistic base. On the other hand, communes with natural values are often transformed into specialised
centres of tourism and recreation. In communes with natural resources, the development of other than
the industrial function usually does not make sense. The industry often becomes the main source of
income for the local community. The change in the significance and role of rural communes results in
a larger number of investments adjusted to the needs of new inhabitants, investors and tourists. The
implementation of these tasks requires considerable funds. On the one hand, the authorities of communes
feel the competitive pressure of other local governments. On the other hand, they feel that they have
a unique opportunity to use the EU funds and make numerous capital-intensive investments with a
minimal amount of their own funds. In order to create local development and increase the attractiveness
of rural areas for residential and business investments, the authorities of communes use all possible
financial sources. They increasingly tend to use repayable sources.

Rural communes increasingly use repayable funds to implement investments. This fact is proven by
the change in the average amount of total liabilities per capita (Table 3). From one year to another, the
average value (median) of this indicator has been increasing in the local governments under study. It rose
from 268 zlotys (EUR 71) in 2007 to 898 zlotys (EUR 218) per capita in 2011 (i.e., by 227%). Then it slightly
decreased to 751.9 zlotys (EUR 205) per capita in 2017 (i.e., by 4%). It is necessary to note that during the
entire period under study, in rural communes, the median of the total debt per capita in zlotys was lower
than in urban–rural communes or in urban ones. It is noteworthy that there was not only an increase in
the total debt of rural governments but also we could observe increasing differences between entities in
the amount of their debt due to the growing number of communes with excessive amounts of debt. In
2011, when this indicator reached the greatest value, there were 239 communes where the debt per capita
exceeded 1500 zlotys (EUR 264). In the commune of Rewal, the indicator amounted to 6400 zlotys (EUR
1553) per capita. In 2017, 235 communes exceeded the limit of 1500 zlotys. In the commune of Ostrowice,
the debt per capita exceeded 18,000 zlotys (EUR 3106), whereas in the commune of Rewal, it exceeded
14,000 zlotys (EUR 8841) [32].



Sustainability 2020, 12, 794

T
a

b
le

3
.

Th
e

le
ve

lo
ft

ot
al

lia
bi

lit
ie

s
of

co
m

m
un

es
cl

as
si

fie
d

ac
co

rd
in

g
to

th
e

ad
m

in
is

tr
at

iv
e

ty
pe

in
Po

la
nd

be
tw

ee
n

20
07

an
d

20
17

(%
).

S
p

e
ci

fi
ca

ti
o

n
D

e
b

t
p

e
r

C
a
p

it
a

(i
n

Z
lo

ty
s)

2
0
0
7

2
0
0
8

2
0
0
9

2
0
1
0

2
0
1
1

2
0
1
2

2
0
1
3

2
0
1
4

2
0
1
5

2
0
1
6

2
0
1
7

M
ed

ia
n

to
ta

l
31

2.
5

31
1.

6
44

8.
7

79
9.

2
94

8.
9

93
9.

1
92

1.
4

92
9.

7
76

4.
5

70
6.

5
73

4.
7

ur
ba

n
42

6.
9

43
9.

3
62

2.
9

85
9.

9
98

3.
3

99
7.

3
10

12
.0

10
21

.6
93

5.
0

85
5.

5
87

0.
0

ur
ba

n-
ru

ra
l

39
2.

9
40

0.
6

55
9.

9
90

0,
9

10
60

.5
10

49
.7

10
38

.2
10

64
.7

99
4.

5
92

2.
5

96
3.

0
ru

ra
l

26
7.

7
26

7.
7

36
8.

6
73

9.
5

89
7.

8
87

3.
5

84
6.

2
85

9.
1

77
4.

2
70

6.
0

75
1.

9

R
an

ge

to
ta

l
25

70
.3

42
64

.9
71

61
.9

64
08

.5
64

14
.3

79
51

.8
35

,6
03

.7
37

,4
34

.5
36

,9
62

.0
30

,2
41

.1
20

,0
38

.6
ur

ba
n

25
70

.3
18

15
.4

22
69

.3
30

90
.9

40
66

.4
46

10
.3

44
22

.6
55

76
.3

37
67

.9
27

20
.2

39
72

.8
ur

ba
n-

ru
ra

l
24

15
.4

25
66

.5
30

52
.5

31
10

.8
39

98
.5

34
28

.1
42

20
.5

46
88

.0
55

44
.5

53
21

.0
12

,1
30

.5
ru

ra
l

21
36

.2
42

64
.9

71
61

.9
64

08
.5

64
14

.3
79

51
.8

35
,6

03
.7

37
,4

34
.5

36
,2

20
.0

30
,1

72
,5

18
,6

76
.2

C
oe
ffi

ci
en

to
fv

ar
ia

ti
on

*
(%

)

to
ta

l
61

.4
69

.4
61

.7
42

.3
39

.6
40

.8
40

.7
41

.6
55

.9
57

.2
58

.1
ur

ba
n

46
.2

45
.8

38
.8

31
.1

32
.4

33
.7

28
.3

25
.0

30
.3

34
.7

38
.1

ur
ba

n-
ru

ra
l

45
.9

57
.1

47
.9

33
.1

30
.9

32
.6

32
.9

35
.5

40
.2

43
.9

41
.8

ru
ra

l
65

.8
75

.9
74

.0
48

.9
43

.7
45

.9
46

.6
47

.0
52

.3
56

.3
55

.5

N
um

be
r

of
co

m
m

un
es

w
it

h
de

bt
pe

r
ca

pi
ta

ex
ce

ed
in

g
15

00
zl

ot
ys

To
ta

l
15

19
53

21
8

37
9

40
8

35
3

43
3

38
2

33
4

40
4

ur
ba

n
2

3
6

24
33

36
27

39
35

32
36

ur
ba

n-
ru

ra
l

4
5

19
60

10
7

12
4

10
8

13
1

13
1

11
5

13
3

ru
ra

l
9

11
28

13
4

23
9

24
8

21
8

26
3

21
6

18
7

23
5

*:
po

si
ti

on
al

m
ea

su
re

.S
ou

rc
e:

th
e

au
th

or
s’

co
m

pi
la

ti
on

ba
se

d
on

da
ta

pu
bl

is
he

d
by

th
e

M
in

is
tr

y
of

Fi
na

nc
e

[3
2]

.



Sustainability 2020, 12, 794

The overall increase in the amount of communes’ debt resulted in an increase in the average
share of total liabilities in total income. Until the end of 2013, 60% was the maximum limit allowed by
law [32,46]. Until 2011, the median of this indicator was increasing in local government units (Table 3,
Figure 1). Also the range between the maximum and minimum value of the share of total liabilities in
the total income of communes was increasing systematically. In 2007, the maximum amount of debt
exceeded the statutory limit only by 5%, but in 2017, it exceeded the limit by over seven times. It shows
that there is a growing number of communes facing the problem of increasing indebtedness.

Figure 1. A box-plot for total liabilities per capita (in zlotys) and the share of total liabilities in total
income (%) in rural communes in Poland between 2007 and 2017. Source: the authors’ compilation
based on data published by the Ministry of Finance [32].

The comparison of individual groups of administrative units shows that rural communes were
the least indebted group during the whole period under study. The median of the share of total
liabilities in the total income of rural communes was 2–4 p.p. smaller than the median for the other
administrative types. However, it is necessary to note the fact that this group of local government
units was characterised by the greatest increase in the total debt. Simultaneously, this group was
characterised by the greatest coefficient of variation and range in all the communes; it was equal to the
maximum value of the debt indicators. It shows that this group of local government units was the most
diversified in its indebtedness. During the whole period under study, there was high diversification,
reaching the highest level between 2007 and 2009, i.e., nearly 70%. Later it dropped to about 40%. The
increase in the median of the indicator under analysis and the increase in the coefficient of variation
show that the group of rural communes facing the problem of growing indebtedness is becoming
larger. It is noteworthy that regardless of the administrative type, in each group there were entities
which exceeded the limit of the maximum share of the total debt in total income. However, among
rural communes there were local governments with the biggest problems (Table 4).

There was a significant number of communes where the share of liabilities in the total income
exceeded the limit of 50%, which was assumed in this study. In 2017, nearly 5% of rural communes
exceeded this limit. It is noteworthy that it was the largest group among the administrative types
under analysis. It is necessary to note that the number of communes which exceeded the limit of 50%
for the indicator in question was the largest in 2011, when the total debt reached the highest level. It
may have been caused by the fact that at the time many expensive investments were being financed
with a share of EU funds. In 2007, there were only 20 communes in this group. In 2011, there were 252,
whereas in 2017, there were 91 (Table 4).
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There were similar statistics for the debt of urban and urban-rural communes. The debt indicator
increased from 17–18% in 2007 to 35–37% in 2011, and then it dropped to 21–23% in 2017. In 2017,
the most indebted urban communes were Świeradów-Zdrój (69.5%), whereas the most indebted
urban-rural communes were Byczyna (275.9%), Lubsko (84.8%) and Myślenice (77.4%). In comparison
with 2007, in 2017, the average debt of urban communes increased by 103.8%, whereas the average
debt of urban-rural communes increased by 145.1%. It is necessary to add that the group of urban
communes was more homogenous in terms of the indicator value, whereas urban-rural communes
were more diversified. This fact is proved not only by the high coefficient of variation but also by high
maximum values, which also indicate the range (Tables 3 and 4).

3.4. Identifying the Financial Risk Factors of Excessive Indebtedness of Rural Communes by Means of
Discriminant Analysis

The first step in identifying the financial factors behind excessive indebtedness of rural communes
based on the discriminative analysis was to pick the units at excessive debt levels, defined as those
with a liabilities/total income ratio above 50%. That group was by far the largest in 2012–2014, with
140 units (i.e., nearly 9% of all rural communes in Poland). Research suggests that excessive debt levels
are found in rural communes of different functional types. However, typical units affected by excessive
indebtedness are agricultural communes with a tourist function (nearly 17% of all communes of that
type recoded excessive debt levels) and communes with residential and service functions (over 15%
of all communes of that type). Conversely, agricultural communes were less frequently affected by
excessive indebtedness (only 6% of them; the calculations are based on author’s research presented
in [2]). The key investment target for the authorities of tourist communes (located mainly in northern
and southern Poland) was the enhancement of tourist and similar infrastructure. In turn, communes
with residential and service functions (located in main metropolitan centers, in the immediate vicinity
of big cities) mainly invested in the technical and social infrastructure. This was driven, on the one
hand, by the needs of tourists, new residents or entrepreneurs and, on the other, by the capacity to
meet these needs by accessing EU financing instruments. The purpose of investments implemented by
communes (financed or co-financed with repayable funds) is to make the region more attractive (e.g.,
in terms of tourism or residential aspects). As a consequence, local government units derive more
revenue from various types of local taxes (e.g., property tax, personal income tax) and local fees (e.g.,
visitors taxes, resort taxes). Usually, financial problems affecting these local government units resulted
from the implementation of large-scale investments, sending them into a debt spiral. This is because
the banks denied credit to them whereas shadow banks were eager to grant loans at an interest rate
three times that charged by the banks [76].

Table 5 presents a selection of socioeconomic characteristics of rural communes at excessive debt
levels and those with a debt maintained within one-half of their budgets. Heavily indebted communes
demonstrate more favorable socioeconomic indicators than those which do not report excessive debt.
Rural communes at high debt levels witnessed a higher positive net migration rate and a higher share
of councilors with a higher level of education. Also, heavily indebted communes reported rapid
growth of entrepreneurship as the number of operators entered to the REGON register per 10,000
population was much higher than in other rural communes. At the same time, residents of excessively
indebted communes were more socially active as they establish foundations, associations and social
organizations (Table 5).
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Table 5. Socioeconomic characteristics of excessively indebted Polish rural communes in 2012–2014
(average (median) values).

Specification
Rural Communes in Which the Share of

Total Liabilities in Total Revenues t p

Was Less than 50% Was Higher than 50%

Share of arable land in total area (%) 66.92 58.92 5.06 0.00
Population at non-working age per 100 persons

at working age 59.96 58.99 2.20 0.03

Migration balance per 1000 people 0.09 1.76 −3.62 0.00
Percentage of councilors with a high level of

education (%) 28.08 31.66 −2.75 0.01

Percentage of population using the sewage
system (%) 37.03 42.73 −2.49 0.01

Percentage of population using the gas
network (%) 15.56 20.95 −2.41 0.02

Average floor area of the flat per person 28.26 29.21 −2.30 0.02
Entities entered in the REGON register per

10,000 population 687.76 800.16 −4.93 0.00

Newly registered units in the REGON register
per 10,000 population 64.26 75.55 −4.69 0.00

Foundations, associations and social
organizations per 10,000 population 32.38 34.76 −2.38 0.02

Source: the authors’ calculations based on data published by the Central Statistical Office [1].

The discriminant model of the risk of excessive indebtedness of rural communes was built in
four stages. At the first stage, the aim of the study and classification criteria were defined, and a
group of local government units was selected for analysis. The aim of the study was to build a
discriminant model enabling prediction of the danger of excessive indebtedness of rural communes
and identification of the financial factors of excessive indebtedness of these entities. The model includes
ten financial indicators selected based on substantive and statistical criteria (Step 2).

The first step of the research method consisted of entering the share of the operating surplus in
total income (OS/TI) as a variable. It was characterised by the greatest discriminatory power due to the
greatest F statistic value (Table 6). Further steps involved entering the share of own income in total
income (OI/TI) and the amount of the EU funds in zlotys per capita (EU/M) as variables. The third step
was the final one, because the other variables did not have sufficient discriminatory power due to the
low F statistic value. Table 7 shows the data characterising the variables in the model. The critical
significance level p shows that the variables significantly contributed to distinguishing between rural
communes threatened or unthreatened by excessive indebtedness. The value of partial Wilks’ lambda
indicates that the OS/TI variable had the greatest discriminatory contribution.

Table 6. The results of an analysis of the discriminant function (stepwise progressive method).

Step
Number of
Variables

Last Variable
Entered

Wilks’ Lambda F

Step 1 1 OS/TI 0.9742 13.87
Step 2 2 OI/TI 0.9118 3.51

Step 3 (final step) 3 EU/M 0.9028 2.01

Source: the authors’ calculations based on data published by the Ministry of Finance [32] and Central Statistical
Office [1].
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Table 7. A summary of analysis of the discriminant function.

Variable Partial Wilks’ Lambda Toleration p

OS/TI 0.9143 0.9515 0.0003
OI/TI 0.9769 0.9157 0.2310
EU/M 0.9866 0.9451 0.0358

Source: as in Table 2.

Canonical analysis was conducted in order to obtain the discriminant function coefficients. It
resulted in raw and standardised coefficients. Raw coefficients are better suited for classification. The
estimated discriminant function with raw coefficients had the following form:

Z = 0.6524 + 5.5928 OS/TI—0.5843 OI/TI—0.6187 EU/M (2)

In an interpretation of the parameter values in the estimated model, we can say that the smaller
the share of the operating surplus in total income is as well as the greater the share of own income in
total income and the amount of the EU funds in zlotys per capita are, the lower the discriminatory
value of the function and the higher the risk of excessive indebtedness of a local government unit. The
study revealed that the risk of excessive indebtedness is most likely to occur in the rural communes
that are more financially independent and those that make intensive investments in socioeconomic
development by acquiring EU funds for this purpose.

According to the rule of co-financing, the EU funds are supposed to supplement local government
entities’ own funds, but they should not replace them. It is required that the commune should make
its own contribution. Additionally, it is necessary to stress the fact that the funds received from the EU
for a project must be repaid. This solution may also influence the commune’s financial liquidity [77].
Due to the fact that local government entities’ own income is limited, especially in rural communes, it is
increasingly often replaced by repayable instruments received by a local government unit. It is necessary to
remember that although it is possible to finance investments with repayable funds, the resulting excessive
indebtedness causes future instability of public finance. Local authorities should assess the efficiency of
investment expenditure because large amounts of liabilities to be paid by future generations may inhibit
the socioeconomic development of these entities not only on a local but also national scale. Note that the
procedure for calculating the debt ratio of local government entities had changed in recent years. The
debt related to the implementation of EU projects is not taken into account when calculating the debt
ratio [32]. The objective of this amendment was to help the communes finance their own contribution
with debt instruments. Therefore, it drove interest in, and expanded the use of, repayable instruments.

The share of the operating surplus in total income proved to be an important financial risk factor
of excessive indebtedness of rural communes. The lower the ratio is, the higher the risk of excessive
indebtedness of a particular commune. An operating surplus indicates investment capacity, and it is the
source from which a local government unit can pay its liabilities. Since 2014, it has been the parameter
determining the indebtedness threshold according to the algorithm [46]. According to Dylewski [78],
relatively low capacity to generate an operating surplus may be a financial risk factor causing excessive
indebtedness not only in rural communes but also in other entities of the local government sector.
It may also be a barrier blocking the possibility to finance, pre-finance or participate in financing
new investments in the financial perspective of 2014 to 2020. Since 2014, there have been new legal
regulations concerning the maximum debt of local government units. Individual creditworthiness is
determined for each local government unit. It is an individual debt indicator calculated from the mean
operating surplus in the last or three or seven years (the changes take effect gradually).

Having determined the discriminant function, the fourth stage consisted of specifying the limit
according to which a particular local government unit could be classified into the group of rural communes
threatened by the risk of excessive debt or into the group of unthreatened communes. The limit value
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between the groups is 0 because the discriminant function is estimated by means of a sample with the
same number of communes in both groups (cf. [79]). The population of rural communes is classified
according to the values of the discriminant function (Z). Table 8 shows the results of the classification
of the communes under study, where Zlimit = 0. According to Wisniewski, [43] stresses the fact that the
accuracy of classification is the most measurable empirical evaluation of the quality of the estimation
model. The classification matrix shows that the overall accuracy of classification was relatively high and
amounted to more than 60%. In investigations of the risk of bankruptcy of different entities, the so-called
grey zone is also determined. It is an interval of values with both positive and negative results (cf. [37]).

Table 8. The accuracy of classification of rural communes in Poland according to the estimated
discriminant function (Zlimit = 0).

Actual Grouping of Communes
Classification

Correctness (%)

Communes Classified According to Model

Class 1 Class 2

Class 1—communes threatened by
excessive indebtedness 62.1 87 53

Class 2—communes unthreatened
by excessive indebtedness 62.1 53 87

Total 62.1 140 140

Source: as in Table 2.

Rural communes were categorised into one of three groups, according to the following limits:
I (Z < −0.5)—rural communes with high risk of excessive indebtedness, II (−0.5 ≤ Z ≤ 0.5)—grey
zone (rural communes requiring in-depth analysis), III (Z > 0.5)—rural communes unthreatened by
excessive indebtedness (Table 9). The discriminant model based on these limits had a high prognostic
accuracy of near 70.0%. The rural communes with the grey zone value of function Z cannot be allocated
either to the group of local government entities threatened by excessive indebtedness or the group of
unthreatened entities. Their financial situation needs to be given in-depth analysis.

Table 9. The accuracy of classification of rural communes in Poland according to the estimated
discriminant function (class 1: Z < 0.5, class 2: Z > 0.5, grey zone: −0.5 ≤ Z ≤ 0.5).

Actual Grouping of Communes
Classification

Correctness (%)

Communes Classified According to Model

Class 1 Class 2 Grey Zone

Class 1—communes threatened by
excessive indebtedness 69.7 53 23 64

Class 2—communes unthreatened
by excessive indebtedness 69.0 27 60 53

Total 69.3 80 83 117

Source: as in Table 2.

The discriminative model of excessive indebtedness of rural communes in 2012–2014 was compared
to models built based on 2007–2008 and 2015–2017 data (Table 10). The analysis of discriminative
models developed in this study suggests that the main factors of risk of excessive indebtedness facing
rural communes in 2007–2009 were the self-financing capacity, own potential income, and access to
European Union funds. The analysis of signs of the model’s parameters shows that the higher the
self-financing indicator, and the lower the share of own income in total income, and the lower the
share of own incomes in total incomes, and the lower the share of EU funds accessed per capita, the
smaller are the values of function Z and, thus, the greater is the risk of excessive indebtedness facing
the communes. Therefore, in 2007–2009 (i.e., at the beginning of the financial perspective of 2007 to
2013), debt was mainly incurred by communes at lower levels of own income potential which until that
time did not access EU funds. However, the model needs to be interpreted with caution because of the
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poor representativeness of the sample (as only 15 rural communes experienced excessive indebtedness
in the study period). In turn, in 2015–2017, the financial factors of risk of excessive debt facing the
rural communes were similar to those identified in 2012–2014, a period where excessive indebtedness
of communes became most widespread. The analysis of the signs of the model’s parameters shows
that the higher the own income potential (the higher the share of own incomes in total incomes), and
the lower the share of the operating surplus in total incomes, the higher are the values of function
Z and, thus, the greater is the risk of excessive indebtedness facing the communes. Hence, in recent
years, excessive indebtedness was a risk faced mainly by communes at higher levels of own income
potential, mostly including those, which in addition to their agricultural function, also had residential,
service and tourist functions. In order to improve their competitive edge over other communes, they
willingly invested in local development by accessing repayable sources of financing.

Table 10. Estimated discriminatory functions of risk of excessive indebtedness of Polish rural communes.

Specification
Years

2007–2009 2012–2014 2015–2017

Form of estimated
discriminant function (Z)

Z = –0.8463 SFR + 0.5753
OI/TI + 0.5177 EU/M

Z = 0.6524 + 5.5928
OS/TI—0.5843 OI/TI—0.6187

EU/M

Z = –1.3031 OI/TI + 1.2272
OS/TI

Correctness of
classification (%) 80.0% 61.8% 68.8%

Size of sample of
excessively indebted

communes
15 140 61

Source: as in Table 2.

3.5. Discussion

As shown by the analysis of excessive indebtedness or, generally, of the fiscal health of public
entities, there are multiple assessment methods and groups of indicators used in measuring these
developments. This results in considerable disagreements [26,80,81]. In the US alone, several states
have developed their own systems for measuring the fiscal condition of their local governments [82].
An indicator-based analysis is among the proposed measurement methods [83]. Note however that
the selection of indicators is problematic. For instance, Finkler, Smith, Calabrese and Purtell [84]
recommend 19 different indicators while others rely on 29 indicators [85]. One of the most widely used
measurement systems is Brown’s 10-point test [86]. The test consists of 14 indicators, many of which
were also used in the assessment procedure in this paper (with respect to expenditure and income,
including tax income). According to Maher and Nollenberger [80], they are relatively simple to use. In
turn, Wang, Dennis and Tu [26] relied on the solvency test with 11 indicators relating to cash, budget,
long-run, and service. Note that they consider the calculation of surpluses/deficits, which were also
used in this paper.

It needs to be emphasized that the discriminatory analysis can be used in forecasting a
disadvantageous financial situation. Rarely used with respect to public entities, it mostly serves to
forecast business failures. In Poland, E. Mączyńska [45] was the first one to develop a linear model of a
discriminatory function of the risk of business failure. Research was also carried out by D. Hadasik, A.
Hołda, M. Hamrol and many other scientists [87,88].

Considering the variables of the discriminatory model, the studies corroborate the findings by other
authors. Some researchers, including Filipiak [89], believe the insufficient amount of non-repayable
financing and the restricted financial autonomy of communes to be among the reasons behind local
government debt. As noted by Dafflon and Beer-Toth [90], debt is one of the natural ways to fulfill a
unit’s tasks. It provides an alternative way of financing, especially if the LGU does not have enough
own funds, and evidences its efficiency in using all available sources of financing. The importance of
financial autonomy for the risk of excessive indebtedness is also indicated in research by Kata [91]. He
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believes that a dangerous situation occurs if municipal finance is threatened by several risks, e.g., high
indebtedness accompanied by low levels of financial autonomy. Standar and Kozera [52] used such a
discriminatory model in examining one of the Polish regions. Their findings were very much the same.
The regional model covered four variables and the share of investment expenditure per capita. This
formed a basis for drawing conclusions on whether that method is useful in this kind of studies.

3.6. Political Implications

Both the European Union and national legislation imposes restrictions on public debt, including in
the public finance sector. When it comes to European Union law, the Treaty on the Functioning of the
European Union [92] stipulates that the stock of government debt, in addition to deficit restrictions, is the
criterion used by the Commission to examine compliance with budgetary discipline in member states
(Article 126), and defines what is referred to as the Excessive Deficit Procedure (EDP). The Protocol on
the Excessive Deficit Procedure [93], as enclosed to the Treaty on European Union and the Treaty on the
Functioning of the European Union [92], defines debt and sets the baseline for the public debt/GDP ratio
at 60%. Council Regulation (EC) No. 479/2009 of 25 May 2009 [94] specifies the titles of public debt. In
turn, Regulation (EU) No. 549/2013 [95] of the European Parliament and of the Council of 21 May 21 2013
on the European system of national and regional accounts in the European Union (ESA 2010) defines the
categories of financial liabilities and the general government sector. In the Polish legislation, the following
legal acts are of key importance in that respect: Constitution of the Republic of Poland, and Public Finance
Act [96].

The growing debt of the Polish public sector, including at the commune level, resulted in amendments
to legal regulations. First of all, a new solution was introduced for calculating the debt limits. The objective
was to customize the safe debt indicator and make it dependent upon financial standing (the previous
algorithm failed to do so). Also, some other issues were regulated, including the implementation of
resolution measures for local government units at risk of jeopardizing their public tasks. Steps taken in
such circumstances include restricting new investments so as not to generate more debt and restricting
the expenditure on compensation of the management and councilors. At the same time, with a more
stringent debt limit, in order to increase the local government units’ capacity to absorb European Union
funds, the restrictions provided for in the Public Finance Act were eased. The debt ceiling does not apply
to some items any longer, including interest on debt incurred to implement projects co-financed by the
European Union, and the debt incurred to co-finance the expenses under an EU program, project or
task which is more than 60% subsidized by the EU [75]. Also, since 2011, local governments have been
required to establish multiannual financial forecasts. This is how the scope of published forecasts of
debt levels and servicing costs was extended. It is an important aspect of local budget planning. The
significance of changes in that respect is reflected by the fact that in recent years, commune offices have
established separate organizational units to deal with debt issues. According to many experts in this
field, e.g., Hałaburda [97], these changes consist of handing the responsibility for the growing public debt
over to local government units. These solutions give rise to doubts, especially in a situation where the
government focuses its policy on extending the scope of LGUs’ tasks without enhancing their income base.

Currently, the objective of Polish regulations is to rationalise the local government’s ability to
incur debt, make their financial management more flexible and strengthen the legal mechanisms
designed to improve financial security. The key draft amendments are to enable restructuring the debt
of LGUs through the repayment of existing debt with new debt at lower servicing costs, or through
early repayment if own funds are available. The above also strengthens the legal mechanisms designed
to improve the financial security of LGUs, for instance, by calculating the individual debt repayment
indicator so as to take account of liabilities whose economic effects are similar to those of a loan
or credit agreement (including customised financial instruments); this will allow elimination of the
circumvention of the debt indicator and, thus, will improve financial security at LGU level (2019–2022
Debt Management Strategy for the Public Finance Sector, 2018) [96].
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4. Conclusions

Repayable financing allows local government units to function when their income does not
correspond to the costs of tasks implemented. It also enables these entities to maintain high investment
expenditures when their investment potential is low. However, it is necessary to face the problem
of safe indebtedness of local government units and to manage the debt appropriately. Excessive
indebtedness of entities in the local government sector causes dangers. During an economic downturn,
the financial condition is worse and it is a specific barometer indicating local development perspectives.
Excessive indebtedness of local government units is a danger not only to their stability and to local
development, but also to the entire public finance sector.

The problem of increasing indebtedness can be observed in a growing number of communes and on
an increasing scale in Poland. Between 2007 and 2017, rural communes were the least indebted group.
However, the greatest increase in the total amount of debt was observed in this group. Apart from
that, due to the diversified functions of rural communes, this group was characterised by the greatest
diversification both in the amount of debt and the share of total debt in the communes’ budgets. Apart
from that, in this group, there were entities facing the biggest problems caused by excessive indebtedness.
However, typical units affected by excessive indebtedness are agricultural communes with a tourist
function and communes with residential and service functions. In turn, agricultural communes are
affected less frequently. The key investment target for the authorities of tourist communes (located mainly
in northern and southern Poland) was the enhancement of tourist and similar infrastructure. In turn,
communes with residential and service functions (located in main metropolitan centers, in the immediate
vicinity of big cities) mainly invested in technical and social infrastructure.

There is a large number of factors of the total debt of communes and the debt of rural communes
in Poland. Financial factors are one of the causes of indebtedness. The discriminant analysis showed
that in 2012–2014, the share of the operating surplus and own income in total income as well as the
amount of EU funds per capita in zlotys) were particularly significant. The study revealed that the
smaller the share of the operating surplus in total income is as well as the greater the share of own
income in total income and the amount of the EU funds in zlotys per capita are, the lower the value
of the estimated discriminatory function and the higher the risk of excessive indebtedness of a rural
commune. Thus, we can conclude that the risk of excessive indebtedness is most likely to occur in
the rural communes that are more financially independent (characterised by a higher level of own
income potential) and in those that make intensive investments in socioeconomic development by
acquiring the EU funds for this purpose. The discriminative model of excessive indebtedness of rural
communes in 2012–2014 was compared to models built based on 2007–2008 and 2015–2017 data. In
2007–2009 (i.e., at the beginning of the financial perspective of 2007–2013), debt was mainly incurred
by communes at lower levels of own income potential which until that time did not access EU funds.
In turn, in 2015–2017, the financial factors of risk of excessive indebtedness facing the rural communes
were similar to those identified in 2012–2014.

This study allowed us to confirm the research hypothesis that the main determinant of the risk
of excessive indebtedness is the rural communes’ own income potential. Considerable indebtedness
of many rural communes in Poland, low investment capacity and relatively low operating surplus
generated by these entities of the local government sector may become barriers blocking their local
development. In the current financial perspective, the human factor in the entities of the local
government sector seems to be a particularly important element conditioning appropriate debt
management and local development of rural communes. In view of the fact that rural communes’
own funds are limited and these entities have poor capacity to incur new liabilities due to the low
operating surplus generated, in the financial perspective of 2014–2020, it will be particularly important
to consider all investment plans carefully in terms of the costs borne and potential long-term benefits.
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Zwiększonego Ryzyka Utraty Płynności Finansowej (The Rationale for Assessing Local Government Debt Against
the Background of the Research Approach); Denek, E., Dylewski, M., Eds.; Difin: Warszawa, Poland, 2013;
pp. 169–208. (In Polish)



Sustainability 2020, 12, 794

19. Standar, A. The problem of indebtedness of Polish communes. Hradec Econ. Days 2017, 7, 821–828.
20. Wood, L.E. Trends in National and Regional Economic Distress: 1960–2000, Prepared for the Appalachian

Regional Commission. Available online: https://www.arc.gov/research/researchreportdetails.asp?REPORT_
ID=28 (accessed on 20 May 2019).

21. Honadle, B.W.; Costa, J.M.; Cigler, B.A. Fiscal Health for Local Governments; Elsevier: London, UK, 2003.
22. Trussel, J.M.; Patrick, P.A. The Symptoms and Consequences of Fiscal Distress in Municipalities:

An Investigation of Reductions in Public Services. Account. Public Interest 2013, 13, 151–171. [CrossRef]
23. Kloha, P.; Weissert, C.; Kleine, R. Someone to Watch Over Me: State Monitoring of Local Fiscal Conditions.

Am. Rev. Public Adm. 2005, 35, 236–255. [CrossRef]
24. Jones, S.; Walker, R. Explanators of Local Government Distress. Abacus 2007, 63, 396–418. [CrossRef]
25. Hendrick, R. Assessing and Measuring the Fiscal Health of Local Government: Focus on Chicago Suburban

Municipalities. Urban Aff. Rev. 2004, 40, 78–114. [CrossRef]
26. Wang, X.; Dennis, L.; Tu, Y.S.J. Measuring financial condition: A study of US states. Public Budg. Financ.

2007, 27, 1–21. [CrossRef]
27. Rivenbark, W.C.; Roenigk, D.J. Implementation of Financial Condition Analysis in Local Government.

Public Adm. Q. 2011, 35, 241–267. [CrossRef]
28. Ambrose, B.W.; Deng, Y.; Wu, J. Understanding the Risk of China’s Local Government Debts and its Linkage

with Property Markets. Presented at the International Symposium on Housing and Financial Stability in
China, Shenzhen, China, 18–19 December 2015; pp. 1–43. [CrossRef]

29. Aczél, Á.; Homolya, D. Risks of the indebtedness of the Hungarian local government sector from a financial
stability point of via. In Crisis Aftermath: Economic Policy Changes in the EU and Its Member States Conference
Proceedings; Munich Personal RePEc Archive Paper 40345; University Library of Munich: Munich, Germany,
2012; pp. 157–169. Available online: http://mpra.ub.uni-muenchen.de/40345 (accessed on 19 September 2019).

30. Bolívar, M.P.R.; Galera, A.N.; Muñoz, L.A.; Subirés, M.D.L. Risk Factors and Drivers of Financial Sustainability
in Local Government, An Empirical Study. Local Gov. Study 2016, 42, 29–51. [CrossRef]

31. Standar, A. Zagrożenia w gospodarce finansowej samorządów gminnych a wyrównywanie poziomu rozwoju
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33. Archiwalne Średnie Kursy (Archive of Medium Courses); Narodowy Bank Polski: Warsaw, Poland, 2018.
34. Tukey, J.W. Exploratory Data Analysis; Addison-Wesley: Boston, MA, USA, 1977.
35. Wysocki, F. Metody Taksonomiczne W Rozpoznawaniu Typów Ekonomicznych Rolnictwa I Obszarów Wiejskich

(Taxonomic Methods in Recognizing Economic Types of Agriculture and Rural Areas); Wydawnictwo Uniwersytetu
Przyrodniczego w Poznaniu: Poznań, Poland, 2010.
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72. Zadłużenie Sektora Finansów Publicznych W 1 Kwartale 2016 (The Indebtedness of the Public Finance Sector in the

First Quarter of 2016); Ministry of Finance: Warsaw, Poland, 2015. Available online: https://www.cirf.gov.pl/
documents/766655/5853197/zsfp_2016_03.pdf (accessed on 16 January 2019). (In Polish)
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Abstract: Poland is affected not only by a persistent regional differentiation but also by an internal
polarization of regional development levels, particularly in rural areas. Local government authorities,
especially municipalities, play an important role in bridging inequalities in socioeconomic rural
development. This is because the investment capacity depends on the efficiency and effectiveness
of local public finance. Note that the fight against inequalities is related to the issues of sustainable
development. Therefore, the main purpose of this paper is to assess the changes in the level of
socioeconomic inequalities between rural municipalities and the importance of local public finance
in bridging these inequalities, as illustrated by the example of Poland. The objective formulated
above emanates from the research hypothesis advanced by the authors which assumes that a strong
relationship exists between one’s own income and investment potential, on one side, and the
socioeconomic development level of Polish rural municipalities, on the other. In the first stage of
research, the levels of socioeconomic development of the municipalities surveyed were assessed
with a synthetic indicator estimated using the TOPSIS method (Technique for Order Preference by
Similarity to an Ideal Solution). The indicator served as a basis for building the typological classes
of socioeconomic development at the municipal level. Following this, selected descriptive statistics
methods were used to describe the typological classes of socioeconomic development. The second
stage of research consisted of assessing the quantitative relationships between the development
level and the financial situation of entities surveyed. This was done using the Pearson linear
correlation coefficient and the pseudo-test of differences of means. As demonstrated in the analyses,
Polish rural municipalities witnessed an improvement in their socioeconomic development level and
a simultaneous reduction in development disparities. Also identified were the relationships between
local public finance and development levels of rural municipalities. The empirical study also allowed
us to confirm the research hypothesis formulated in this paper.

Keywords: socioeconomic inequalities; convergence; local finance; public sector; rural development;
sustainable development

1. Introduction

Development means positive quantitative and qualitative changes which consist of leveraging
available regional resources to improve the region’s welfare and support the aims of equality [1].
To make this happen, the responsible entity must incur investment expenditure. In Poland, that entity
is the local government, primarily including the municipalities (as the basic authorities in that sector)
Since 1991, a three-level local government model has been in place in Poland. In addition to basic units
(municipalities), it includes districts and voivodeships. Municipalities are charged with the broadest
scope of tasks. The municipal government has a legal personality, owns assets and has the capacity to
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collect incomes allocated to ongoing activities and investments [2,3]. Polish municipalities fulfill tasks
related to (without limitation) technical and social infrastructure, environmental protection and land
use management [3].

Public investments, including local government investments, are usually infrastructural
expenditures with a long lifecycle. These can also be considered capital expenditure used to finance hard
(physical) infrastructure projects and soft infrastructure projects (related to creating and developing
human capital, innovations and R & D) [4,5]. Investment expenditure at the local government unit
(LGU) level not only results in improving the standards and conditions of living for the local community
but also drives local development. Indeed, municipal investments have a remarkably broad extent of
positive effects of importance on both the local community and the entire local economy (including
entrepreneurs based in the municipality). These effects include the demand effect which emerges when
the infrastructure is created, and the supply effect which is manifested in the long term and is equated
with benefits provided by the strengthened competitiveness of LGUs [6,7]. As noted by several authors,
including P. McCann [8], local development policies are usually driven by supply and are focused on
improving the conditions for investments by enhancing the infrastructure. Local government activities
should therefore promote future socioeconomic development of local government communities.

In recent years, Poland has experienced major transformation processes due to the implementation
of multiple investments, including those co-financed by the European Union (for a broader description,
see A. Standar 2018 [9], A. Standar 2018 [10]). However, the development level of all Polish
regions continues to be below the European Community average. The highest level of development
was recorded in the Mazowieckie voivodeship where per capita GDP stood at 65% of the Union
average in 2017. Conversely, the lowest level was found in eastern Poland voivodeships (Lubelskie,
Podkarpackie, Podlaskie) with a per capita GDP not in excess of 30% of the Union average [11].
What also needs to be emphasized is that Poland demonstrates considerable intra-regional disparities,
especially at the lowest (municipal) administrative level (NUTS 5). As noted by M. Stanny et al. [12],
Poland is affected not only by a persistent regional differentiation but also by an internal polarization
of regional development levels. Extremely large inequalities continue to be observed in the levels of
socioeconomic development of rural municipalities (cf. [13]) which make up more than 60% of the
total number of basic units of the Polish local government sector. As shown in a number of studies,
including those by A. Kozera and R. Głowicka-Wołoszyn [14] and A. Rosner and M. Stanny [13],
their primary functions continue to be related to agriculture. However, as the socioeconomic
development progresses, and as the migration and suburbanization processes emerge, many rural
municipalities shift from a purely agricultural function to residential and service functions [12,15].
Differences between local government units are a natural and obvious phenomenon; the problem is
the scale and the convergent or divergent trends of differences rather than the differences themselves.

Note that the fight against inequalities is related to the issues of sustainable development.
In accordance with the lines of rural development [16], rural areas should become an attractive
place for working, living, relaxing and carrying out an agricultural or non-agricultural business;
at the same time, their unique natural, landscape and cultural values should be preserved for future
generations. Therefore, based on the sustainable development concept, the farming process should
take the needs of future generations into account. Instead of being focused on profit maximization,
businesses should also consider their impacts on the environment which, if degraded, can significantly
affect the economy [17]. In economic terms, the sustainable development concept means meeting
one’s objectives while taking account of the costs of one’s decisions. Sustainable development also
means economic growth that promotes greater cohesion (including reducing social fragmentation,
ensuring equal opportunities, and fighting against marginalization and discrimination).

Local government authorities (in Poland: municipalities, as mentioned earlier) play an important
role in bridging inequalities in socioeconomic rural development. Inequalities are defined as being the
opposite of equality, and involve social, economic, political and other issues. This can be interpreted as
a situation where the largest possible number of municipalities find themselves in a good socioeconomic
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standing. In this paper, socioeconomic development was assumed to be a multifaceted aspect, and was
therefore quantified using a synthetic indicator in which the differences between the levels correspond
to the extent of socioeconomic inequalities. The efficiency and effectiveness of local public finance are
conditions for changes in infrastructural facilities available in rural areas which, in turn, are largely
decisive for the lines of rural development. Hence, from a cognitive and applicative perspective,
it is important to explore the relationships between local government finance and socioeconomic
development level of rural areas.

The main purpose of this paper is to assess the changes in the level of socioeconomic inequalities
between rural municipalities and the importance of local public finance in bridging these inequalities,
as illustrated by the example of Poland. The objective formulated above emanates from the research
hypothesis advanced by the authors which assumes that a strong relationship exists between one’s
own income and investment potential, on one side, and the socioeconomic development level of Polish
rural municipalities, on the other.

The role of local finance in fighting socioeconomic inequalities across rural areas, as illustrated
by the example of Poland, is an extremely important topic because of its cognitive and utilitarian
aspects. Poland is among the largest beneficiaries of the EU cohesion policy. Since joining the European
Community in 2004, Poland has accessed huge amounts of money in support of narrowing the
socioeconomic gaps, especially in rural areas which make up over 90% of the national territory. A large
part of these funds is allocated to local government units, including rural municipalities which account
for 60% of all basic Polish LGUs. Also, Poland implements its national policy for regional development.
In turn, the assumption behind the Polish system of local government financing is to support poorer
units, including rural municipalities. Incomes of rural municipalities are equalized with the use of
subsidies (the compensating and the balancing part); the system for implementing EU projects gives
preference to units at lower development levels. Hence, it is reasonable to assess the changes in the
level of socioeconomic disparities between the smallest territorial units, i.e., municipalities (especially
including rural municipalities), and the role of local finance in fighting inequalities in development
levels in a context of assessing the system for the allocation of Union and national public funds.

2. Materials and Methods

Two-stage empirical research was necessary to verify the research hypothesis and to meet the
defined objective. The first step consisted of assessing the levels of socioeconomic development of
the rural municipalities surveyed in 2005–2007 and 2015–2017. Because of the multidimensionality
of the process considered, the socioeconomic development of municipalities was assessed using
a synthetic indicator estimated based on TOPSIS (Technique for Order Preference by Similarity to an Ideal
Solution) [18]. Three-year median values (calculated for 2005–2007 and 2015–2017) of one-year indicators
(simple characteristics) were used to eliminate fluctuations. Typological classes of socioeconomic
development at the municipal level were built based on the estimated value of the synthetic indicator.
Descriptive statistics methods were also used later in this study; the resulting differences in synthetic
indicator values were presented in a box plot.

The second stage of research consisted of assessing the financial situation of Polish rural
municipalities in typological classes of socioeconomic development levels, as identified earlier.
Also, an assessment was conducted on quantitative relationships between the development level and
the financial situation of these municipalities. The above relationships were explored using the Pearson
linear correlation coefficient. In turn, the pseudo-test of difference of means was used to assess the
importance of particular indicators of the financial situation in typological classes of socioeconomic
development levels of rural municipalities.

Rural municipalities located in one of the Poland’s largest regions, the Wielkopolskie voivodeship,
were selected for the case study (N = 113). The Wielkopolskie voivodeship demonstrates relatively
large disparities between rural municipalities with different typological functions (agricultural,
residential, industrial or tourist), as corroborated in research by numerous authors, including A.
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Kozera and R. Głowicka-Wołoszyn [14] and A. Rosner and M. Stanny [13]. The empirical study
was based on data retrieved from the Local Data Bank (Polish Central Statistical Office) [19],
the Województwo wielkopolskie—podregiony, powiaty, gminy (Wielkopolskie voivodeship: sub-regions,
districts, municipalities) yearbook (Poznań Statistical Office) [20] and Wskaźniki do oceny sytuacji
finansowej jednostek samorządu terytorialnego (Indexes for the assessment of local government units’
financial standing) (Polish Ministry of Finance) [21].

The first step of the research was an assessment of socioeconomic development levels of
Polish rural municipalities in the Wielkopolskie voivodeship, based on synthetic indicators for
2005–2007 and 2015–2017. The socioeconomic development level can be regarded as a complex
multi-criterion hierarchical structure. It includes the primary criterion (socioeconomic development
level) and secondary criteria extending over different aspects of development (e.g., social conditions,
infrastructural development level, economic development level). Particular criteria are based on simple
characteristics of the objects concerned (Table 1).

Table 1. Simple characteristics used for the construction of the synthetic indicator of socioeconomic
development of municipalities.

Item Designation Secondary Criterion Name of the Characteristic

1 x1 Demographic
situation

Population density (per km2)
2 x2 Population growth rate per 1000 population
3 x3 Net migration rate per 1000 population

4 x4

Social situation

Percentage of unemployed people in the total
working-age population (%)

5 x5 Share of councilors at tertiary education levels (%)

6 x6
Number of foundations, associations and social
organizations per 1000 population

7 x7

People employed in the industrial, construction
and service sectors per 100 working-age
population

8 x8
Share of social assistance beneficiaries in the total
population (%)

9 x9

Local economy

Number of operators entered into the REGON
register per 10,000 population

10 x10
Number of natural persons engaged in a business
per 1000 population

11 x11
Number of operators with 50 or more employees
per 10,000 working-age population

12 x12
Number of beds in accommodation facilities per
1000 population

13 x13 Agriculture Share of farms with an area of 15 ha or more in
the total number of farms (%)

14 x14

Housing conditions
Average usable floor area per person (m2)

15 x15
Share of apartments equipped with central
heating (%)

16 x16 Infrastructure
Share of population served by a sewerage
network (%)

17 x17 Share of population served by a gas network (%)

Source: Own study.

Six steps can be identified in the process of building a synthetic characteristic. The first step, based on
substantive and statistical criteria, includes selecting simple characteristics of the objects (municipalities),
and determining the way they affect the general criterion considered (i.e., socioeconomic development
level). Based on substantive grounds, 17 simple characteristics were selected (Table 1) to reflect the
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demographic and social situation, local economy, infrastructure, agriculture and housing conditions in
rural municipalities covered by this study. Based on statistical grounds, 10 simple characteristics (x2, x3,
x4, x5, x7, x8, x9, x11, x16 and x17) were selected to be used for the construction of the synthetic indicator
of socioeconomic development of rural municipalities in the Wielkopolskie voivodeship (Table 1).

Characteristics considered to have an inhibitory effect were converted into opposite characteristics
with the use of a negative coefficient transformation [22]:

xik = a− b · xD
ik , (1)

where:
xD

ik Value of characteristic k with an inhibitory effect (k ∈ ID) for object (municipality) I (i = 1, . . . , N),
xik Value of characteristic k (k = 1, . . . , K) converted into a variable with a stimulating effect for

object (municipality) i,
a, b: constants set arbitrarily, usually a = 0 and b = 1.
In the next (2nd) step, which was the normalization of simple characteristics, the classic

standardization method was used:

zik =
xik − xk

sk
, (2)

where:
xik Value of characteristic k in object i,
xk, sk Arithmetic mean and standard deviation, respectively, for characteristic k.
The normalization of simple characteristics was performed for the aggregate of average figures

from 2005–2007 and 2015–2017 (referred to as object-years) in order to ensure comparability of results
in the periods considered and to reveal the development trend followed by the complex process
under consideration.

The coordinates of ideal objects are determined in the next (3rd) stage. Usually, they are defined
as the positive ideal solution [22]:

A+ =
(
max

i
(zi1), max

i
(zi2), . . . , max

i
(ziK)

)
=
(
z+1 , z+2 , . . . , z+K

)
(3)

and the negative ideal solution:

A− =
(
min

i
(zi1), min

i
(zi2), . . . , min

i
(ziK)

)
=
(
z−1 , z−2 , . . . , z−K

)
(4)

However, real-world datasets may include unusual values (outliers or extreme characteristics)
resulting from the specifics of the phenomenon under consideration. This is the issue encountered
when assessing the socioeconomic development level of Polish rural municipalities. These observations
may have a significant impact on the results of the analysis (e.g., a typological classification), which is
why they require special attention. In such cases, according to empirical research by F. Wysocki and his
team [23–26], if an assumption is made that the maximum and minimum values of the characteristics
in reference methods for linear ordering (e.g., TOPSIS) are module objects, it results in most objects
being excessively distant from the ideal values of simple characteristics. For instance, if the distribution
of simple characteristics has a strong right-side asymmetry, most objects will be located far away from
the positive ideal solution and very close to the negative ideal solution (in TOPSIS). As a consequence,
the values of the synthetic indicator will be low and concentrated in the bottom part of its range
(<0; 1>). In turn, the reduced range of the synthetic indicator may entail problems with identifying
the development levels of the phenomenon considered. In reference methods for linear ordering,
ideal solutions are set separately for each characteristic. Therefore, the method for the identification of
outliers proposed in this paper relies on a single-dimensional approach: the quartile criterion – used to
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draw box plots introduced by J. W. Tukey [26] (cf. [24]). The values of a single characteristic are found
to be outliers if located outside the following interval [27,28]:

[Q1k − 1.5 · IQRk, Q3k + 1.5 · IQRk], (5)

where:
Q1k, Q3k First and third quartile, respectively, of values of characteristic k,
IQRk Quartile deviation for values of characteristic k.
Based on the quartile criterion (6), the coordinate of the ideal positive solution

(
A+

k

)
for characteristic

k (having a stimulating effect) is defined as [24]:

A+
k =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
max

i=1,...,N
(zik), i f zik ∈ [Q1k − 1.5 · IQRk, Q3k + 1.5 · IQRk] f or i ∈ [1, . . . , N],

Q3k + 1.5 · IQRk, i f max
i=1,...,N

(zik) > Q3k + 1.5 · IQRk,
(6)

and the negative ideal solution A−k is defined as:

A−k =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
min

i=1,...,N
(zik), i f zik ∈ [Q1k − 1.5 · IQRk, Q3k + 1.5 · IQRk] f or i ∈ [1, . . . , N],

Q1k − 1.5 · IQRk, i f min
i=1,...,N

(zik) < Q1k − 1.5 · IQRk.
(7)

Hence, the coordinate of the positive ideal solution A+
k = Q3k + 1.5 · IQRk, and the coordinate of

the negative ideal solution A−k = Q1k − 1.5 · IQRk are assigned to all outliers of characteristic k found in
intervals [Q3k + 1.5 · IQRk, max

i=1,...,N
(zik)] and [ min

i=1,...,N
(zik), Q1k − 1.5 · IQRk], respectively [24].

The coordinates of reference objects provide a basis for calculating the distance of each object
(municipality) under consideration from the positive ideal solution (A+) and the negative ideal solution
(A−) using the Euclidean formula. If the value of characteristic k (having a stimulating effect) of object
i was found to be an outlier, the distance of that object from the positive or negative ideal solution is 0
(step 4) [22]:

d+i =

√√√ K∑
k=1

(
zik − z+k

)2
, d−i =

√√√ K∑
k=1

(
zik − z−k

)2
, (8)

The TOPSIS method [18] was used to create the synthetic indicator (step 5).

Si =
d−i

d−i + d+i
, (i = 1, . . . , N), (9)

with 0 ≤ Si ≤ 1.
Values of the synthetic indicator calculated above provide a basis for linear ordering of rural

municipalities in a non-ascending sequence. In step 6, this was the basis for identifying the typological
classes of socioeconomic development level of Polish rural municipalities in the Wielkopolskie
voivodeship. The quartile approach (dividing the population into four classes) was chosen arbitrarily.
At the same time, the typological classes of rural development levels were also identified based on
substantive grounds.

The second stage of research consisted of assessing the quantitative relationships between the
socioeconomic development level and the financial situation of rural municipalities in the Wielkopolskie
voivodeship. Therefore, the Pearson linear correlation coefficients were estimated between the values
of the synthetic indicator of socioeconomic development levels and the values of indicators used to
assess the financial condition in the entire group of rural municipalities and in the identified typological
classes. The pseudo-test of difference of means was used to identify specific indicators of the financial
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situation in typological classes of socioeconomic development levels of rural municipalities. It is
calculated as follows [22,29,30]:

tck(d) =
xck − xk

sck
. (10)

The test value measures the distance between the class mean (xck) and the general mean (xk) of
characteristic k; the distance unit is the standard error of the class mean;

s2
ck =

N−Nc
N−1 ·

s2
k

Nc
− is the variance of means in the case of sampling of Nc objects of class c (c = 1, . . . , C)

without replacement;
s2

k is the empirical variance of characteristic k in the population,
N−Nc
N−1 is the finite population N correction factor.

The distribution of class means is approximated with the normal distribution (at a 0.95 confidence
level). Therefore, the mean value of a specific characteristic in the class is assumed not to differ from
the general mean within the limits of the standard error of the mean ranging from −1.96 to +1.96.
Such a characteristic is not considered to be specific. The greater is the absolute value of the test for
a characteristic, the more specific it is. The values of the pseudo-test of differences of means were the
basis for identifying the specific characteristics in typological classes with the use of the following
scale [22]:

1. tck(d) ∈ (−∞;−3 > ∨ < 3;+∞) very high intensity of characteristic k in class c; the characteristic is
highly specific (in positive or negative terms);

2. tck(d) ∈ (−3; −2 > ∨ < 2; 3) high intensity of characteristic k in class c; the characteristic is
moderately specific (in positive or negative terms);

3. tck(d) ∈ (−2; 2) average intensity of characteristic k in class c; the characteristic does not stand out
and is not specific.

3. Role of Local Government in Promoting Development and Fighting Against Socioeconomic
Inequalities: A Theoretical Background

Regional development extends over a broad spectrum of economic policy issues related to the need
to use appropriate resources which may either contribute to or constrain regional wealth (in absolute or
relative terms). As a consequence, regional development is related to two priorities: the optimum use of
rare inputs; and social, economic and territorial coherence [1]. Generally, regional development includes
all changes at regional level, especially as regards three components: regional economic potential and
competitive edge and the standards and quality of living for the population [31,32]. Note that regional
and local developments are equally important processes, the terms being used with respect to larger
territorial units (e.g., regions) and smaller ones (e.g., municipalities), respectively [33]. In the context of
a structural socioeconomic shift towards a worldwide/global economy, the interest in regional problems
provides an essential counterbalance [34,35]. According to A. Spellerberg et al. [36], it is important to
strengthen the endogenous potential in order for the regions to remain well-positioned in the national
and international environment because effective regions are believed to fuel economic development.

For a long time now, sustainable regional development has encouraged the researchers to measure
the disparities between regions, identify the reasons for such disparities and assess the impact of
political measures taken to address the undesired inequalities. Table 2 presents a review of key theories
on this matter, grouped by the level at which momentum for development is generated. According to
top-down development theories, regional development should be driven by strong state intervention
measures. Additionally, these theories can be divided into classical approaches and polarization
theories. Conversely, in accordance with the bottom-up concept, development should be driven by
autonomous territorial government authorities based on endogenous factors.

The grounds for an economic analysis of the theory of regional growth were laid by classical
economists, such as Smith and Marshall. The basics of the modern theory of economic growth can be
found in work by R. Solow [36,37], who proved that in the world of neoclassical economics, the regional
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growth rate (measured as income per capita) is inversely proportional to the initial income per capita.
That thesis is an optimistic outlook for poor regions [1].

In turn, Schumpeter and Tinbergen are believed to be the pioneers of the convergence concept
(see [38–42]) which builds on Ricardo’s comparative costs theory. The assumption behind Ricardo’s
concept is that less developed countries may derive benefits from trade based on differences in
labor efficiency and cost. Note, however, that benefits arising from trade require that production
be exports-oriented rather than intended for internal purposes. As noted by Tinbergen, while trade
actually does equalize incomes between both countries (the rich and the poor one), this is
a conditional process. First of all, the poor country must participate in the global market economy.
Secondly, it should own physical capital to create enough jobs to accelerate production growth.
The second condition is what makes the convergence concept stand apart from the theory of comparative
costs. Generally, the essential recommendation of the convergence theory for underdeveloped countries
is to import capital; this is because capital value is low in countries at lower development levels,
and additional capital resources can bring greater effects than in a developed country. In early 1990s,
several scientists, including Barro and Sala-Martin, carried out research on income convergence in
Europe. This was a reply to the dilemmas emerging in the European Union: do the incomes follow
a convergence or a divergence process? The researchers believe that income convergence at regional
level is not common [40,42].

An appropriate allocation of funds (grants, subsidies) by national or European Union authorities
is the instrument designed to narrow the gap between regions. Aid may be allocated evenly or
preferentially (to support less developed/poor municipalities or more effective/rich ones); the selection
of the allocation criterion has long been subject to discussion [43–45]. As noted by Spellerberg et al.
(2007) [36], there was broad consensus in Germany that their government should provide support for
disadvantaged regions. Currently, there is a doctrinal shift based on the conviction that support should
rather be focused on strong regions that are expected to provide momentum for weaker towns through
development diffusion processes. Note, however, that due to limited amounts of public funds, there is
a considerable risk that support for weaker regions would be strongly reduced.

According to G. Henckel [46], regional differences have since long been noticed by the European
Union. The Committee of the Regions and the European Regional Development Fund were established
to provide support for regions. The fight against inequalities is also mentioned in the Maastricht
Treaty which sets it as the main priority for the European Union. Moreover, the largest portion
of funds disbursed under the regional policy is allocated to support for convergence processes.
The issue of converge and its reasons have long been of particular interest for scientists around
the world, including R. Capello and P. Nijkamp [1], R.J. Barro and X. Sala-i-Martin [47] and
K. Dervish [48]. Complex convergence/divergence processes were examined at a global level
(e.g., A.J. Korotayev et al. [49]) or in the context of selected continents or areas (e.g., [50–52]). As regards
developed countries, note that some authors examined the various aspects of convergence processes
in OECD members (e.g., [53,54]), including at a regional (below-national) level, especially in Europe.
Researchers who explored that context include J.P. Elhorst [55], C.M. Aumayr [56], E. Marelli and
M. Signorelli [57], Y. Le Pen [58], M. Bartkowska and A. Riedl [59]. Today, political decision-makers
and economists are also interested in growth and convergence processes to find out whether poor
countries/regions are capable of catching up with rich ones. Many modern-day experts believe that
advanced economies will continue to dominate, which means convergence processes will fail [39].
As noted by D. Quah [39], the global economy entered a new era of convergence around 1990 when
average incomes per capita in emerging and developing markets (considered jointly) started to rise
much faster than in developed economies. The classification into rich and poor countries, which has
been an inherent part of reality since the industrial revolution in early 1800s, now becomes blurred.
The key question is whether the new convergence will continue progressing.

According to G. Nell and M. Signiorelli [60], one of the major reasons for disproportions is the
lack of infrastructure and of the network effect. For instance, areas without telecommunications
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coverage cannot access new technologies. As a consequence, the dependent communication and
information technologies (e.g., Internet) are also unavailable. Development disparities are also driven
by an inadequate (e.g., corrupt) institutional environment, demographic and social aspects and,
finally, financial performance (see [61]). As noted by G. Henckel [46], peripheral areas are affected not
only by economic weaknesses but also by deteriorated social determinants.

Table 2. Main types and authors of development theories.

Main Types of
Development

Theories

Groups of Development
Theories

Development Theories Selected Authors

Top-down
development
(1) Classical

approach

Neoclassical economics

Basic neoclassical model Smith A. (1776)
Theory of comparative
advantage Ricardo D. (1817)

Hecksher–Ohlin theory of
factor proportions

Heckscher E. (1919);
Ohlin B. (1930)

Keynesian model
Basic Keynesian model Keynes J. M. (1936)

Theory of economic base North D. C. (1955);
Rittenbruch K. (1968)

Stage models
Rostow’s stages of growth RostowW. W.(1960)
Kondratiev waves Kondratiew N. D. (1926)
Product lifecycle theories Vernon R. (1966)

Sustainable and
unsustainable development

theories

Sustainable development
Nurkse R. (1953);
Rosenstein-Rodan P.N.
(1961)

Unsustainable development Hirschman A.O. (1958);
Streeten P. (1964)

Top-down
development

(2) Polarization
theories

Growth poles

Sectoral polarization Schumpeter J. A. (1964);
Peroux F. (1964)

Regional polarization Myrdal G. (1957)
Sectoral and regional
polarization

Hirschman A. O. (1958);
Kaldor N. (1970)

Growth poles concept

Peroux F. (1964);
Paelinck J. (1965);
Boudeville J. R. (1956);
Pottier P. (1963)

Growth poles and
hierarchical diffusion

Theory of innovation and of
innovation process phases Schumpeter J. A. (1964)

Theory of sectoral and
regional growth poles Lausen J. M. (1969)

Core-periphery theory

Core-periphery theory
(Prebisch) Prebisch R. (1959)

Core-periphery theory
(Friedmann) Friedmann J. (1973)
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Table 2. Cont.

Main Types of
Development

Theories

Groups of Development
Theories

Development Theories Selected Authors

Bottom-up
development

Historical perspective of
development processes

Theory of long-term
alternation between
development phases

Walter P. P. (1980); Stohr
W. B. (1981)

Theory of basic needs

Redistribution and growth
strategy

Chenery H. H. S. (1974);
ILO/MOP (1979);
Tinbergen J. (1976)

Strategy of alternative
development

Report from Cocoyoc
(1974); Hammarskjold
Fundation (1975); Roman
Club Report (1975); Stohr
W. B. (1974)

Self-centered development
theory and selective

separation

Theory of dependency Frank A. G. (1978)
Theory of self-centered
development and selective
separation

Senghaas D. (1977)

Theory of independent
regional development

Regional policy concept
Stohr W. B. (1981);
Uhahne (1985); Maier G.
(1987)

Concept of independent
regional development

Scheer G. (1981); Glatz H.
(1981)

Concept of regional
development through
activation of sub-sectoral
potential

Hahne U. (1992)

Theory of use of endogenous
potential

Regional self-fulfillment
concept of intraregional flows
of an innovative regional
environment

Maier G. (1987)

Source: [62].

Note that rural transformation results in the emergence of a problem which is how to delimit
urban areas from urbanized areas. In Poland, the scope of mobility and suburbanization processes
becomes increasingly broader. These trends resulted in the urbanization of the rural lifestyle and in the
emergence of “intermediate cities” [63]. As a consequence, the lines between poor rural areas and rich
cities become increasingly blurred. In Poland, rural communities located in the area of impact of big
cities of regional importance are often wealthier than many urban local government units. The group
of polarization theories indicates the importance of location as a determinant of development and
shows how the peripheral environment can derive growth momentum from its backbone.

In turn, bottom-up development theories indicate the important role of endogenous
factors, including the strength of impact of local government authorities. Local government
activities are supposed to include an effective management of public finance and use of local
resources. Local government authorities can stimulate the economy through budgetary instruments,
including earmarked investment expenses [64]. Sustainable Agriculture and Rural Development
(SARD) is an important concept from the perspective of rural development. It emerged due to the need
for an increase in agricultural production; the heterogeneous environmental impacts of agriculture;
and the importance of rural areas for ecosystems and quality of living [65]. These authors [65] believe
that the sustainable rural development shall govern all rural activities. Polish rural areas are strongly
heterogeneous in economic and social terms. In particular, a tremendous gap can clearly be seen
between development levels of the technical infrastructure; appropriate water supply and discharge
of waste water can be regarded as the most urgent problems affecting rural areas [16]. The absence
of the relevant infrastructure can result in the marginalization of the entire region because of the
feedback loop between the infrastructure level and general development level. On the one hand,



Sustainability 2019, 11, 5848

the infrastructure development level is a component of the general development level. On the other
hand, poorly developed municipalities are unlikely to attract investors, tourists and residents; this
translates into their financial condition (e.g., small revenue from the share in PIT and CIT) which,
in turn, is the condition for enhancements. Therefore, there is need for supporting the development of
infrastructure, especially in poorer rural and urban-rural financially disadvantaged municipalities that
are unable to bear such large amounts of investment expenditure [66].

Although addressed in a number of studies, sustainable development continues to attract much
interest. Its definition, main components and their importance are debated between the researchers.
While the concept of sustainable agriculture is broadly discussed and needs to be further explored,
less scientific efforts are dedicated to sustainable rural development which therefore requires even
more attention [17].

In summary, this paper is consistent with the theories of regional development, primarily including
the theory of use of endogenous potential and the polarization theories. From the perspective of
local government processes, the theories of use of endogenous potential are of particular importance.
According to most of these concepts, regions should be self-reliant and need to leverage their own
internal potential. In the context of the financial condition of Polish municipalities, the above means that
the government supports the municipalities with the general subsidy and targeted grants. While this
support is obviously desirable, it is usually spent on ongoing operators. The income potential grows
(and, as a consequence, so does the investment potential) when the unit uses its own inputs, such as
own and organizational capital (including employee experience, adequate skills, activity of local
authorities). In turn, polarization theories are of great importance for the understanding of today’s
regional disparities. These concepts help understand why, although funds have been allocated to
regions at lower levels of socioeconomic development for many years, they continue to lag behind and
the disproportions remain enormous.

4. Results and discussion

4.1. Results of Empirical Research, Part 1—Assessing the Socioeconomic Development Level of Polish Rural
Municipalities Located in the Wielkopolskie Voivodeship

In recent years, especially after Poland’s accession to the European Union, rural areas have
attracted increased interest. Much attention is paid to their problems and outlooks and to threats they
face in their development process. On the one hand, this resulted in an accelerated infrastructural
transformation of many Polish municipalities [67]. On the other hand, the reason why rural areas
attract interest is that according to the methodology for the delimitation of rural areas used by the
Central Statistical Office, they make up over 90% of the national territory and are home to nearly 40%
of the total population [19]. In the Wielkopolskie voivodeship, rural areas represent over two thirds of
the territory, with more than half of basic local government units being rural municipalities. The region
is strongly heterogeneous in terms of functions fulfilled by rural areas [14]. This translated into large
differences in socioeconomic development levels between the LGUs.

The socioeconomic development level of rural municipalities in the Wielkopolskie voivodeship in
the context of the European integration was assessed based on the values of the synthetic indicator
developed using the TOPSIS methods. The results of empirical research are presented in Figure 1,
in Tables 3 and 4 and in Map 1. The finding from empirical research is that the general level of
socioeconomic development of rural municipalities in the region covered by this study was higher
in 2015–2017 than in 2005–2007 (Figure 1). In 2005–2007, the synthetic indicator of socioeconomic
development level varied in the range of 0.172 (municipality of Olszówka) to 0.909 (municipality
of Suchy Las). In 2015–2017, it varied in the range of 0.221 (municipality of Wierzbinek) to 1.000
(municipality of Komorniki). This means an increase in the range of the synthetic indicator (from 0.736
in 2005–2007 to 0.779 in 2015–2017) and in the median of the indicator which provides a picture of the
development level of an average rural municipality in the Wielkopolskie voivodeship (from 0.433 in
2005–2007 to 0.567 in 2015–2017). Hence, the empirical research revealed not only an increase in the
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general development level of rural municipalities surveyed (as reflected by the increase in the average
level of the synthetic indicator) but also a reduction in the socioeconomic development gap between
them. This is evidenced by the declining value of the coefficient of variation for the synthetic indicator
which was 33% in 2005–2007 and went down to 25% in 2015–2017. However, rural municipalities
of the Wielkopolskie voivodeship continue to be relatively strongly heterogeneous in terms of the
socioeconomic development level.

The quartile approach (based on the values of the synthetic indicator) was used to identify four
classes of rural municipalities at different levels of socioeconomic development (high, medium-high,
medium-low and low). As shown by empirical research, the proportion of rural municipalities at high
and medium-high levels of socioeconomic development was higher in 2015–2017 than in 2005–2007 (by
8.8 and 33.6 percentage points, respectively). Also, between these periods, there was a considerable
decline in the share of rural municipalities at a medium-low level of socioeconomic development (by as
much as 38.1 percentage points). In 2005–2007, most rural municipalities (nearly 64%) in the region
surveyed were at a medium-low level, with only every twentieth being at a high development level.
In turn, in 2015–2017 nearly 60% and over 14% of rural municipalities in the Wielkopolskie voivodeship
were at medium-high and high levels of socioeconomic development, respectively (Table 3, Figure 2).
Hence, this study found that Polish rural areas experienced a positive change in their development
levels. Most importantly, note that in addition to improvements in the general level of socioeconomic
development, there was an accelerated progress in narrowing the gap between underdeveloped and
best developed municipalities.

Figure 1. Box-plot of the synthetic indicator of the socioeconomic development level of Polish rural
municipalities located in the Wielkopolskie voivodeship. Source: Own calculations based on [19].

Table 3. Classification of Polish rural municipalities located in the Wielkopolskie voivodeship by
socioeconomic development level.

Typological
Class

Development
Level

Thresholds
for the

Synthetic
Indicator

Number of
Municipalities

Percentage of
Municipalities (%)

Change
(Percentage

Points)

I high <0.75, 1.00 6 16 5.3 14.2 8.8
II medium-high <0.5, 0.75 29 67 25.7 59.3 33.6
III medium-low <0.25, 0.5 72 29 63.7 25.7 −38.1
IV low <0.0, 0.25 6 1 5.3 0.9 −4.4

Source: own calculations based on [19].
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Figure 2. Territorial delimitation of socioeconomic development levels of Polish rural municipalities in
the Wielkopolskie voivodeship in 2005–2007 (left) and 2015–2017 (right). Source: Own study.

Undoubtedly, since the beginning of the economic transformation, rural areas have undergone
a process of socioeconomic change which gained particular momentum after Poland’s accession to
the European Union. The above is consistent with research findings presented in the Rural Poland
report [68]. As the socioeconomic development progresses, many rural municipalities shift from
a purely agricultural function to residential and service functions. This is especially true for those
favorably situated vis-à-vis big cities or busy roads. In the Wielkopolskie voivodeship, rapid rural
development is particularly noticeable in municipalities surrounding the region’s capital city of
Poznań. The functional shift and the increase in the level of socioeconomic development of many
rural municipalities surrounding big cities are largely driven by suburbanization which means people
moving from urban to suburban areas. As a consequence, suburban areas witness a rapid growth
of population and business development. In 2015–2017, as much as 14.2% of all rural municipalities
in the Wielkopolskie voivodeship were at a high level of socioeconomic development, most of them
located in the Poznań Metropolitan Area. The Poznań Agglomeration, i.e., the Poznań Metropolitan
Area, is the term most commonly used to refer (based on various criteria) to the strongly urbanized
region in the central part of Greater Poland. It is one of the main elements of today’s settlement
system, not only nationally but also in Europe. It is considered to be one of the key European
settlement systems according to both ESPON (European Spatial Planning Observation Network) and
to METREX (The Network of Metropolitan Regions and Areas) [69]. An important factor of impact
on the functioning of local government units is the institutional rent, defined as the benefits from the
proximity of regional authorities (especially voivodeship-level authorities) with strong competences or
a large financial capacity. This is an important exogenous factor of development for local government
units [70]. Compared to other rural municipalities, rural municipalities at a high level of socioeconomic
development are distinctively characterized by a high demographic potential (high population density
and positive net migration rate), a high economic potential (large number of economic operators
per 10,000 population, large number of people employed in the industrial, construction and service
sectors per 100 working-age population) and a high share of total population served by sewerage and
gas supply networks. In this context, note that in rural municipalities at a high development level,
nearly half of councilors had a tertiary education (Table 4).

In 2015–2017 compared to 2005–2007, there was a considerable reduction (by as much as
38 percentage points) in the number of rural municipalities at a medium-low level of socioeconomic
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development. As a consequence, in 2015–2017, 25.7% and barely 1.0% of the total number of rural
municipalities were at a medium-low and low level, respectively (Table 3). Compared to other units,
these municipalities demonstrate several distinctive characteristics, including a population density
and economic activity level below the average for rural municipalities, a negative net migration rate
and a high unemployment rate. Their low level of socioeconomic development is reflected by the fact
that approximately each tenth resident is a beneficiary of social aid schemes (Table 4). Municipalities at
medium-low and low levels of development are located mainly in the eastern part of the voivodeship,
relatively far away from the region’s central city of Poznań (Figure 2).

One of the major findings of this research is the confirmation of differences in socioeconomic
development levels and in functions between rural municipalities located in the eastern and western
part of the Wielkopolskie voivodeship. High and medium-high levels dominate in rural municipalities
located in the eastern part of the region. Many rural municipalities, especially those located around the
city of Poznań (regional center) are no longer rural in nature; now, they fulfill residential and service
functions. Conversely, rural municipalities located in the eastern part of the region are generally at
medium-low and low levels of socioeconomic development, and their local economies fulfill only one
function (agriculture) (Table 4).

4.2. Results of Empirical Research, Part 2—Assessing the Quantitative Relationships Between the
Socioeconomic Development Level and Financial Situation of Polish Rural Municipalities Located in the
Wielkopolskie Voivodeship

Interest in local finance is driven by the role played by basic local government units in Poland
(municipalities) in creating local socioeconomic development. Therefore, the second stage of
research was focused on assessing the quantitative relationships between the financial situation
and socioeconomic development of Polish rural municipalities, as illustrated by the example of the
Wielkopolskie voivodeship. Empirical research found that a relationship exists between the general
development level and financial performance of rural municipalities surveyed. The highest positive
correlation was observed between the socioeconomic development level and the share of own incomes
in total municipal incomes and between the development level and the amount of municipal incomes
derived from income taxes (which are state revenue) per capita. In view of the above, it may be
concluded that the higher the rating of the municipalities’ income situation, the higher the level
of socioeconomic development. What matters from the perspective of the ability to freely create
local development is the LGUs’ own income potential. This is because own income collected by
local government units is usually the main source of financing for their own tasks, assigned as
provided for in international and national regulations, primarily including the European Charter of
Local Self-Government (which lays down the framework characteristics of LGU financing) [71] and
the Constitution of the Republic of Poland [2]. Therefore, the municipalities’ own income potential is
the condition for durable local development, and vice versa. As provided for in the Constitution [2],
own incomes of municipalities include any and all incomes of local government units except for general
subsidies and targeted grants. The Act on Incomes of Local Government Units [72] provides a list of all
components thereof, including incomes from: local taxes and fees (e.g., property tax, agricultural tax),
property (sale, lease) and shares in central-level PIT and CIT. The latter category is the second major
factor of municipal development. Note that while the impact of own incomes declined between the
two points in time covered by this study, the importance of incomes from PIT and CIT increased.
This situation was the consequence of changes in functions fulfilled by rural municipalities. Due to
suburbanization, many of them shift from agricultural functions (which are typical of rural areas)
towards developing residential or industrial functions [14]. As a hinterland for cities, rural units become
attractive places to live and run a business in. This is a determinant for the level and structure of
incomes they derive from PIT and CIT. As a result of these transformations, rural areas lose their nature
and collect less money from agricultural tax (of primary importance to them) while earning more from
central-level taxes, especially PIT.
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When analyzing the findings presented in Table 5, note the high negative correlation between
incomes from general subsidies (except for the educational part) and the level of socioeconomic
development of rural municipalities. This should be considered obvious, having in mind that other
parts of the subsidy (compensatory and educational) are an instrument intended to balance the budgets
and support poorer units. The principles for establishing and the principles and procedure for granting
different parts of the general subsidy are detailed in the Act on Incomes of Local Government Units of
13 November 2003 [72].

In turn, a moderate correlation was found between the indicators of the municipalities’ general
financial condition (related to the operating surplus) and property investment expenditure, on one side,
and the socioeconomic development level of rural municipalities surveyed, on the other. The operating
surplus (difference between current incomes and current expenditure) indicates the investment
potential and the ability to meet liabilities, i.e., the general financial condition. Therefore, as a logical
conclusion, local government units cannot develop without these funds. In turn, the relationship
between the development level and investment expenditure is fully justified: it is hard to expect
development processes without investment expenditure. In Poland, local government units make up
a considerable part of economic processes. As part of their own tasks, they take investment measures to
improve the conditions and standards of living for the population through development processes and
improvements to technical and social infrastructure. Indeed, investments made by local government
units have a remarkably broad extent of positive effects which are of importance not only to the local
community but also to the entire local economy (including entrepreneurs based in the municipality).
Usually, two categories of investment effects can be identified: the demand effect which emerges when
the infrastructure is created, and the supply effect which is manifested in the long term and can be
equated with benefits provided by the strengthened competitiveness of the LGU concerned [6].

The relatively weak correlation between the development level and the indebtedness of rural
municipalities can also be regarded as an interesting finding (Table 5). Because of the extensive scope
of tasks performed by LGUs, funds derived from budgetary incomes are often not enough to cover
all expenses planned in the budget. Therefore, to meet social expectations to the fullest possible
extent and maintain a high level of investment expenditure, LGUs rely on refundable financing.
This allows them to operate in a situation where incomes do not match the costs of tasks they fulfill.
Also, this is a way to maintain a high level of investment expenditure for LGUs with a low investment
potential (especially including rural municipalities that are purely agricultural in nature). Over the
study period, many rural municipalities undertook to implement a series of investment projects
(especially infrastructural projects) co-financed by the Union. Refundable financing was used for
that purpose [40]. Note that the investments currently carried out by rural municipalities can create
conditions for their future development. This is because local development is a long-term process of
economic transformation. The absence of a relationship between indebtedness and development level
of rural municipalities can also result from the implementation of unsuccessful investments financed
with refundable funds. When planning investments, local authorities should take account not only of
direct implementation costs but also of future operating expenses. Hence, it is important to analyze
the “costs” and “benefits” of investments planned because if unsuccessful, they often cause financial
problems to the LGU concerned. The benefits from having an increasingly sophisticated infrastructure
should exceed the related costs. As noted by B. Dafflon and K. Beer-Toth [73], debt is one of the natural
ways to fulfill a unit’s tasks. It provides an alternative way of financing, especially if the LGU cannot
deliver its own funds, and evidences its efficiency in using all available sources of financing.
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The empirical research analyzed more than just the quantitative relationships between the
socioeconomic development level and the financial situation indicators for all rural municipalities of
the voivodeship considered. A more in-depth analysis was carried out to explore the quantitative
relationships in four groups of municipalities defined by levels of socioeconomic development.
Empirical research found that the group of municipalities at a high level of development (class 1)
exhibited the greatest number of statistically significant relationships between development levels and
financial situation indicators (except for only one indicator covered by this study) (Table 5). Only one
significant correlation was discovered in municipalities at a medium-high level of development (class 2).
In turn, no correlation was found to exist between development levels and financial situation indicators
in municipalities at a medium-low level of development. Finally, in the group of least developed rural
municipalities (class 4), quantitative relationships were found between their development levels and
two indicators of financial situation (Table 5).

High development levels of rural municipalities are determined by a high level of own incomes;
revenue derived from income taxes which are state revenue; operating surplus; property investment
expenditure; and indebtedness. This means that municipalities can become drivers of development
provided that they have a considerable potential of own incomes derived from their own activities;
take measures to encourage the inflow of new residents and enterprises; and are able to use
diversified financing channels for their investments, including repayable funds. In turn, the
group of rural municipalities at a low development level (class 4) witnessed negative correlation
with the operating surplus indicator and with the investment expenditure indicator. This reflects
their poor general condition which has a direct adverse effect on their investment capacity and,
thus, on development processes.

Rural municipalities grouped in class 1 (at a high level of development) generally demonstrate the
most advantageous and highly specific financial performance (Table 5). First of all, that group of local
government units enjoys the highest level of financial autonomy (i.e., independence from the state
budget and broad discretionary powers) measured with own income indicators. Financial autonomy
is driven by the largest transfers of funds derived both from local taxes and fees and from the share in
central-level PIT and CIT. Their investment capacity and ability to meet liabilities are at the highest
level, as evidenced by the operating surplus indicators. As a consequence, these local governments
report the largest average amounts of investments per capita. Because of the scale of their investment
projects, local authorities use debt instruments to the relatively largest extent (if converted into per
capita figures); in the 2015–2017 period alone, this resulted in a large portion of incomes being diverted
to debt servicing. Note that the amounts of debt were so important that the debt servicing ratio went
beyond the acceptable threshold of 15%. Pursuant to Article 169 of the Public Finance Act of 2005 [73],
that limit was applicable until the end of 2013. However, the Ministry of Finance continues to calculate
it in order to compare the financial situation of Polish local government units.

Rural municipalities grouped in class 2 (at a medium-high level of development) have an average
level of financial autonomy. As another particularity, they allocated a large part of expenditure to
investments in 2005–2007. However, it was only half of the amounts invested by local government units
grouped in class 1. In that period, these municipalities relied on repayable instruments, as evidenced
by large amounts of debt per capita and the highest share of debt in total incomes (Table 5).

Rural municipalities grouped in class 3 (at a medium-low level of development) were also
characterized by the largest amounts of funds derived from state budget. This is related to a low
contribution of own incomes to total municipal income and to its components (Table 5). As also
confirmed by operating surplus indicators, they have a limited investment potential which translates
into low investment expenditure. Moreover, the relatively low operating surplus (which is decisive for
their capacity to incur debt) resulted in a reduced use of alternative sources of finance for investments,
such as repayable instruments.

Similar disadvantageous figures are characteristic of group 4 which demonstrates a low level of
development. Limited own income potential and high indebtedness are of particular importance in
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this class. Hence, this group of rural municipalities is exposed to the strongest business risk in the
entire region under consideration [74]. Under these circumstances, it is difficult to allocate considerable
amounts of funds to investments, although these are the very municipalities who should invest much
more than other ones in order to accelerate changes brought by development. Therefore, it may be
very difficult, if not impossible, to overcome the underdevelopment of these local governments.

The analysis reveals some changes between the 2015–2017 and 2005–2007 sub-periods in average
values of financial situation indicators in the defined classes of municipalities at different levels of
socioeconomic development (Table 6). Considering that Poland enjoyed a favorable economic situation
over the study period, an improvement in per capita figures should be expected. This results not only
from an advantageous internal situation but also from considerable amounts of funds transferred
by the European Union which were used to implement many investment projects. In view of the
above, the decline in the rural municipalities’ own income potential should be considered an important
finding. While the difference was ca. 17% for municipalities at a high level of development (class 1),
those at a medium-low level saw their own income potential decrease by nearly a half. That group had
very little financial autonomy in 2015–2017, considering that as much as 70% of their incomes were
derived from the state budget. What should also be noted is that municipalities at a medium-low level
of development (class 3) allocated more funds to investments in 2015–2017. However, compared to
the most developed LGUs, this was still not enough (even though class 1 local governments reduced
their investment expenditure). It needs to be emphasized that all local government groups considered
increased their indebtedness and the related debt servicing costs which went beyond the safe limit of
15% in representatives of class 3 [75]. This is a very worrying phenomenon because in the long run,
it can result in a reduction of investment expenditure as the authorities will look for additional funds
to repay the debt. As a consequence, this will hamper their already slow development processes.

4.3. Discussion and Political Implications

Development levels vary considerably across European Union countries. For many years, it has
been a topic of interest to both researchers (as mentioned by R. Capello and P. Nijkamp [1]) and political
decision-makers who have developed a framework for regional policy development since the 1950s [76].
With the Lisbon Treaty entering into force in 2009, economic and social cohesion was supplemented with
territorial cohesion. This is documented in Article 3 of the Treaty: The Union shall promote economic,
social and territorial cohesion and solidarity among Member States [77]. Cohesion is a high-profile
issue to the EU, as reflected by subsequent reports on economic, social and territorial cohesion. The last
three were delivered in 2010, 2014 and 2017 [78–80]. The analyses of the European Commission prove
that disproportions exist both between and within countries. Although regional disproportions in
Poland are large, a similar situation exists in other countries. However, the development of all Polish
regions is below the European Union average [80,81]. The empirical research also demonstrated that
regional disparities in the level of socioeconomic development have reduced once again and follow
a convergence trend. Also, Poland is among the countries who report the greatest improvements in that
respect. Researchers who explored the topic of regional disparities and convergence processes include
J.P. Elhorst [55], C.M. Aumayr [57], E. Marelli and M. Signorelli [57], Le Pen [58], M. Bartkowska and
A. Riedl [59].
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In Poland, there is increased interest in local disparities in socioeconomic development
levels [12,13,82–84]. Inequality issues are mentioned in the key legal acts that govern the Polish
regional policy, i.e., the 2007–2015 National Development Strategy [85] and the 2007–2013 National
Strategic Reference Framework [86]. The policy implemented by regional public authorities is consistent
with the Development Strategy for the Wielkopolskie Voivodeship by 2020 (issued in 2005) [87] and
the 2010–2020 National Strategy for Regional Development: Regions, Cities, Rural Areas (issued
in 2010) [87]. Both documents place emphasis on the existence and extent of internal disparities
in the Wielkopolskie voivodeship. Authors who analyzed the disparities in development levels,
incomes and economic situation within the Wielkopolskie voivodeship include M.W. Gaczek [88],
P. Motek [89] as well as M. Dolata and T. Czyż [90]. At the lowest (municipality, NUTS 5) level, including
in rural municipalities, these disproportions were examined and confirmed to exist by A. Rosner
and M. Stanny [13], M. Stanny and her team [12] and A. Kozera and R. Głowicka-Wołoszyn [14].
Moreover, in her research [12,13], Stanny proved the existence of a positive correlation between the
development level of territorial units and financial aspects. Also, empirical research by Satoła and his
team [91] suggests that a relationship exists between the level of own income potential, on one side,
and the development level and functional type of Polish rural municipalities. Therefore, in order to
enhance their financial autonomy, the authorities of these municipalities must take measures to attract
new residents or stimulate entrepreneurship. In turn, to do so, they must invest (mainly including their
own funds). Thus, the dependence between development and own revenues is obviously a closed-loop
relationship. Note that a low own potential also reduces access to external funds, whether repayable
(such as debt instruments) or non-repayable (e.g., EU subsidies). As can be seen, the inability to
additionally tap into these sources restricts the development; this is how a vicious circle is triggered
which can only be stopped by an effective policy implemented at the local government level.

The literature hardly provides any clues as to the impact of local finance on socioeconomic
instability. Instead, the analyses focus on assessing the determinants of the financial situation of local
government units [92]. Research by E. Wibbels and J. Rodden [93] and H. Wolman [94] also suggests
that a relationship exists between own incomes and GDP per capita (which is considered to be the
basic indicator of development levels). In turn, research by H. Blochliger and her team [95] suggest
that the municipality’s expenditure policy is related to its development level.

5. Conclusions

An increase in the level of socioeconomic development of rural municipalities was observed
in Poland in the context of European integration (see Stanny [12]), as confirmed by empirical
research carried out in the Wielkopolskie voivodeship. The research found that in addition to
an increase in the average level of socioeconomic development (measured with the synthetic indicator),
rural municipalities also became more homogeneous in this respect. This suggests that positive
convergence processes took place. This is evidenced by the fact that the coefficient of variation for
the synthetic measure of socioeconomic development level decreased over the study period in the
municipalities surveyed, and by some municipalities moving from lower development classes to
higher ones. The proportion of rural municipalities at high and medium-high levels of socioeconomic
development was higher in 2015–2017 than in 2005–2007 (by 8.8 and 33.6 percentage points, respectively).
Also, between these periods, there was a decline in the share of units at a medium-low level of
socioeconomic development (by as much as 38.1 percentage points). Most importantly, note that
in addition to improvements in the general level of socioeconomic development of Polish rural
areas, there was an accelerated progress in narrowing the gap between underdeveloped and best
developed municipalities.

The highest levels of development are characteristic of rural municipalities located in the immediate
vicinity of the region’s central city of Poznań. The study period witnessed the emergence of new
clusters of rural municipalities at high and medium-high levels of development, mostly located in the
western part of the voivodeship, especially in the vicinity of Leszno, Kościan, Kępno, Wolsztyn and
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Piła. When comparing these research findings with the conclusions made by other Polish (e.g., [70,96])
and international [97,98] researchers, it can be noted that a relationship existed between the location
and the general financial condition of municipalities. It is a great advantage for rural municipalities
to be located close to a city (especially to a regional center) because it enables the development of
non-agricultural functions. Such municipalities become urban dormitories or production and logistics
centers. On the one hand, the inflow of new residents and entrepreneurs drives revenue from local taxes
and fees which are determinant for the income potential and the (extremely important) investment
capacity. On the other hand, such units report greater demand for investments, and the construction
of the required infrastructure is a capital-intensive project. Therefore, these municipalities have the
greatest financial autonomy and the largest investment capacity; as a consequence, they implement the
biggest investments.

In turn, municipalities at a low level of development are located in peripheral regions. They have
a low level of own incomes while facing high levels of indebtedness, resulting in a high business risk,
as indicated by many authors, including R. Kata [74]. Under these circumstances, it is difficult to
allocate considerable amounts of funds to investments, and it may be very tough, if not impossible,
to overcome the underdevelopment of these local governments.

The increase in the level of socioeconomic development of rural municipalities is the combined
result of many factors. Local development is also strongly impacted by local government finance.
Indeed, empirical research found that a relatively strong correlation exists between the financial
situation of the total group of rural municipalities and their development level in the region considered
(Wielkopolskie voivodeship). The development level is particularly strongly correlated with the rural
municipalities’ own income potential and with their investment potential. In view of the above, it may
be concluded that the higher the rating of the municipalities’ income situation, the higher the level
of socioeconomic development. What matters from the perspective of the ability to freely create
local development is the LGUs’ own income potential. In this context, it is particularly important
for the municipalities to have their own income potential in order to be able to freely drive local
development. This is because for the municipalities, own income is usually the main source of
financing for their own tasks. In turn, a moderate correlation was found between the indicators of the
municipalities’ general financial condition (related to the operating surplus) and property investment
expenditure, on one side, and the socioeconomic development level of rural municipalities surveyed,
on the other. The operating surplus (difference between current incomes and current expenditure)
indicates the investment potential and the ability to meet liabilities, i.e., the general financial condition.
Therefore, as a logical conclusion, local government units cannot develop without these funds. In turn,
the relationship between the development level and investment expenditure is fully justified: it is
hard to expect development processes without investment expenditure. Hence, the empirical study
allowed us to confirm the research hypothesis advanced by the authors which assumes that a strong
relationship exists between the level of own income and investment potential and the socioeconomic
development level of Polish rural municipalities.

We need to note the high negative correlation between incomes from general subsidies (except for
the educational part) and the level of socioeconomic development of rural municipalities. This should
be considered obvious, having in mind that other parts of the subsidy (compensatory and educational)
are an instrument intended to balance the budgets and support poorer units.

In the future, if the strong relationship between the financial situation and development level of
rural municipalities persists, it may bring growing divergence processes and may result in discontinuing
the implementation of the sustainable development concept. Today, the Polish law provides support for
weaker units (including through subsidies, soft loans and pre-financing for EU grants). The European
Union, too, has for many years, allocated the largest amounts of funds to meet the convergence objective
as part of its policy for reducing regional disparities [76]. Polish beneficiaries, including municipalities,
have accessed a considerable part of these funds. As a consequence, certain natural differences
in true income potential between the municipalities become blurred. However, the question
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arises about what will happen after a restriction or discontinuation of these preferential measures.
In such a situation, own funds earned by the municipalities will become the basis for investments.
Therefore, measures taken to enhance their own income potential should be regarded as the key
challenge faced by Polish rural municipalities. With greater own incomes, local government authorities
will enjoy more discretionary powers and greater financial autonomy when implementing investments
to reduce disparities in the levels of socioeconomic and promote sustainable development. The empirical
research and analyses conducted by the authors do not fully exhaust the issue of the role of local
finance in fighting socioeconomic inequalities in rural municipalities. However, they provide a basis
for further analyses of the extent and conditions of this phenomenon.
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88. Gaczek, M.W. Zróżnicowanie wewnętrzne województwa wielkopolskiego (Internal diversity of the
Wielkopolskie voivodship). Biul. KPZK PAN 2001, 197, 37–58. (In Polish)
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Abstract: The purpose of the study is to identify a sustainability development measure. The United
Nations announced 17 development objectives in Agenda 2030. This research attempts to identify
a measurement which captures all of the UN objectives. It uses the Baltic Sea Region as a natural
laboratory for the sustainability discussion. This paper provides an analysis of a sample from the
population of 159 research papers, published between 1990 and 2019. With the application of
citation count regression, the population of papers is reduced to a sample of the heterogenic papers.
These papers were then analysed for the existence of an integrated sustainability development
measurement. The results indicate that there is no available applied or theoretical model for an
integrated measurement of sustainable development across all of the United Nation’s goals. The study
provides the framework for a further matrix in reference to gross domestic product. The results are
robust in terms of different sample specifications. The identified research gap has a policy implication.
There is a need to develop a universal and comprehensive sustainable value measure to support
policymakers and their public choices.

Keywords: sustainability management; creating value; synthesis; review; regression of citation count;
2030 agenda; 17 objectives; Baltic Sea Region; individual transaction sustainability value; ODS ONU;
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1. Introduction

This study asks whether a common measurement of all the United Nation’s sustainable goals exists.
The purpose of the study is to identify a sustainability development measure which captures

the widest range of the United Nation’s goals. The specific objective is to identify the basic results of
diversity studies. The study is important for policymakers since without a common measurement, we
are unable to compare the values created in different sustainable areas.

In order to achieve both objectives, different research approaches have been used; in the case
of the basic objective, research populations have been identified based on a sociometric database.
A purpose-driven sample of various studies was identified, with the application of citation count
regression. The worldwide sustainable literature is vast, thus the geographic scope was narrowed to
the Baltic Sea Region (BSR), as it is a natural laboratory for research on sustainable development.

This paper contributes to the literature in two areas, namely on sustainable development and
synthesis, and on meta-analysis of scientific research. In the area of research on sustainable development,
the results indicate tendencies towards an atomic rather than a holistic perception of problems and
processes in the area of the BSR. In the area of meta-analysis and research synthesis, the results confirm
the effectiveness of using citation count regression not only for population reduction in the area of
auditing studies [1] but also in the area of sustainable development.

The remainder of the paper is organised as follows: section two discusses the literature and
develops the testing hypothesis, section three outlines the methodological approach, section four is
devoted to the data sets, section five discusses the findings, and the last section concludes the paper.

Sustainability 2019, 11, 6640; doi:10.3390/su11236640 www.mdpi.com/journal/sustainability
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2. Literature Review

Sustainable development has attracted attention in numerous fields, e.g. risk management [2],
resource management [3], economic development [4], and corporate responsibilities [5] to name a few.

The 2030 Agenda for Sustainable Development presented by the United Nations included
17 development objectives [6–9]. The United Nation’s proposals do not include measures that would
imply the level of achievement of the objectives [10]. Hence, different approaches have emerged
in the literature concerning potential measures of sustainable development (e.g., reference [11])
and the need to integrate measurements [12]. The core discussion focus on the integration of the
various aspects of economic, social, and environmental indications into a composite index [13,14].
The integration is applied at different levels of the potential cross section of the UN goal, for example,
in city management [15,16], farming [17], waste management [18], and harbour traffic impacts on air
quality [15]. The proposals apply different approaches, including correlation analysis and a transaction
driven approach.

There is a lack of measures like the gross national product that aggregates results for all 17 objectives
and offers policymakers an easy tool for allocating resources. A measure that integrates the 17 objectives
would be extremely helpful in developing and implementing sustainable development policies. In this
study, a synthesis of the literature on the BSR was used to search for such a measure. The synthesis
allows for capturing research trends and directions of potential development, while the BSR is a
natural laboratory concentrating on global problems. Therefore, the following working hypothesis has
been formulated.

Hypothesis 1. In the area of research on the BSR, a measure integrating all 17 objectives of Agenda 2030
was applied.

While performing an initial review of the literature on sustainable development in the area of
the BSR, synthetic works aimed at integrating research from various areas have not been identified.
Although a literature review in reference [19] was used, no studies aimed at indicating a unified way of
measuring sustainable development were identified. This research, however, tends to present a wider
approach and draw the landscape of the entire spectrum of sustainable issues potential measurement.
The existence of the uniform matrix is probably the key milestone for sustainable value management.
Therefore, this study fills this gap and determines areas for further research.

3. Outline of the Test Method

The global discussion on the sustainability development is vast and comprehensive, thus this
study’s scope focused on studies relating to the Baltic region.

The BSR is a natural laboratory for research and sustainable development (see Figure 1). In addition
to the countries with direct access to the Baltic Sea, the BSR also includes Norway, the Czech Republic,
Slovakia, Belarus, and Ukraine. This is an area affected by two groups of countries: the first group is
the European Community and Norway, and the second group is Russia, Belarus, and Ukraine. This is
where the interests of individual municipalities, countries, international communities, and various
social and economic systems clash. In view of the above, addressing transnational problems relating
to sustainable development requires local, national, transnational, and intergovernmental consensus.
Hence, the solutions developed in the area of the BSR may be generalised to global issues.
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Figure 1. Baltic region countries.

The aggregation of the research results can be done with the application of various methods.
The most common is a narrative discussion of selected papers. The narrative discussion is subject to
the author selection bias. The alternative approach is a metanalysis, which allows the verification of the
hypothesis by calculating the overall effect of all studies in a given literature. The metanalysis however
requires a common hypothesis. The citation count regression avoids both methodological limitations.
The citation count regression identifies a select number of important papers for a narrative literature
review. It is not affected by researcher bias and does not require a common hypothesis among the
literature in discussion. Since the synthesis method used was developed at the beginning of 2019, the
papers that were published were not identified and would use the method of regression of the number
of citations to reduce the population dimension. Hence, the presented study fills a research gap both in
terms of the subject matter of the study and in terms of the research method. Next, the idea of using
the regression of citation numbers as a supplement to meta-analysis and synthesis of literature will
be presented.

The method allows the reduction of a large group of articles to a smaller sample. The selection of
the sample is not of a random nature, and selected articles should be characterised by a large substantive
diversity. It applies the properties of linear regression and the number of citation count regression.
It applies to the group of articles metadata, for example, the year of publication, an affiliation of the
authors, etc. In the model, the number of citations is a dependent variable. The idea of selection is to
choose such articles as leverage observations.

The analysis of a fit regression model utilised the fact that one observation (atypical) can
significantly change the model parameter estimation. Figure 2 presents three situations: a lack
of atypical observation (panel A), and two specific cases. Atypical observations can be leverage
observations (panel B) or outliers (panel C). A combination of an outlier and the leverage can affect the
accuracy of the model. Hence, during modelling, influential observations are not identified based on
Diffts tests, Cook distances, or other measure.
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Figure 2. Panel A – The regression line for a uniform set of observations. Panel B - The regression line
for leverage observations. Panel C - The regression line for outlier observations.

In the discussed method, the scenario indicated in Figure 1 Panel B is used to reduce the group of
articles for narrative description, such observations (articles) are selected from the regression of the
number of citations, which have the character of leverage rather than influential citations. The choice
is less dependent on the model’s matching.

This study applies the following design: firstly, the population of the literature is defined with
application of the key words research. Secondly, the entire population is coded with the citation count
regression variables. Thirdly, the high leverage observation (the paper) estimated with the citation
count regression constitutes the narrative sample. Finally, the sample is analysed against the null
hypothesis. Based on the narrative review, the hypothesis is either rejected or accepted.
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4. Dataset

Based on the Web of Science Clarivate Analytics sociometric database, research populations were
identified. The database was searched according to the keyword "Baltic" and then "sustainability"
covered the period from 1990 to 2019. Population identification was carried out in June 2019.
The identified population of 159 scientific articles met the selection criteria. A list of articles making up
the general population is available electronically (see Appendix A). Based on the analysis of article
abstracts, metadata in the form of detailed variables were extracted. The list of variables and their
definitions are presented in Table 1.

Table 1. Variables names and definitions.

Variable Definition

TC/Year The number of citations divided by the number of years (in the
denominator the year of publication - one value)

Publication_Year 2019 + 1 minus year of publication natural number

Method Binary variable value 1 for the survey when regression methods are
used, 0 in other cases

Time_Span The time range in the years of the sample
Sample Size of the test sample in units of measurement

Agriculture Binary variable value 1 for the agricultural survey, 0 in other cases
Transport Binary variable value 1 for the transport survey, 0 in other cases

Fishing Binary variable value 1 for the fishing survey, 0 in other cases
Energy Binary variable value 1 for the energy survey, 0 in other cases

Pollution_Control Binary variable value 1 for pollution damages, 0 in other cases

Business_Finance_Mgt Binary variable value 1 for the finance business or economy survey,
0 in other cases

In contrast to the original study presenting the methodology used [1], the AngloSaxon variables
(identifying whether the authors of the study have roots in the English-speaking culture) BigSample
(identifying studies with more than 1000 observations in the sample) were not used, as well as the
type of financing due to the fact that these variables had low discriminatory power and introduced
approximate collinearity of the model. Extensions of meta-variables related to research fields were
introduced due to the heterogeneity, contrary to the original proposal, of the subject of the study.
A time-weighted number of citations was used as a dependent variable. The variables: Agriculture,
Transport, Fishing, Energy, Pollution_Control, Business_Finance_Mgt define fields of research.

The following regression equation was applied:

TC_Year = β0 + β1Publication_Year + β2Method + β3TimeSpan + β4Sample +
β5Agriculture + β6Transport + β7Fishing + β8Energy + β9Pollution_Control +

β10Business_Finance_Mgt + ε

(1)

where
βi is the coefficient of the variable i and ε is the error term.
Estimations were carried out using the classical method of the smallest squares (OLS) with the

correction of heteroskedasticity.

5. Results

Table 2. presents the distribution of the population by the research area.
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Table 2. Number of papers by areas.

Area Number of Papers

Agriculture 7
Transport 6

Fishing 28
Energy 12

Pollution_Control 16
Business_Finance_Mgt 16

Unallocated 74
Sum 159

Of the total population there are only three articles that comprise more than one field, namely
works V. Bobinaite [20] - energy and management, A. Sundkvist, A.M. Jansson, P. Larsson [21]
- energy and pollution, and finally M. Hammer, A. Jansson, B.O. Jansson [22] - Governance and
Fisheries. An important part of the population is the items that cannot be clearly attributed to the area.
Descriptive statistics of the population are presented in Table 3.

Table 3. Descriptive statistics.

Variable Mean Med. Min. Max. . Std. Dev. Skew. Kurt. 5% Perc. 95% Perc.

TC_Year 1.8 0.6 0.0 19.2 3.2 3.1 10.2 0.0 11.0
Publication_Year 9.1 7.0 1.0 27.0 5.9 0.9 0.1 1.0 23.0

Method 0.1 0.0 0.0 1.0 0.3 3.2 8.3 0.0 1.0
Time_Span 8.0 0.0 0.0 1000.0 79.4 12.4 152.1 0.0 14.0

Sample 113.5 0.0 0.0 18,000.0 1427.5 12.5 154.0 0.0 0.0
Agriculture 0.0 0.0 0.0 1.0 0.2 4.4 17.8 0.0 0.0
Transport 0.0 0.0 0.0 1.0 0.2 4.9 21.5 0.0 0.0

Fishing 0.2 0.0 0.0 1.0 0.4 1.7 0.9 0.0 1.0
Energy 0.1 0.0 0.0 1.0 0.3 3.2 8.3 0.0 1.0

Pollution_Control 0.1 0.0 0.0 1.0 0.3 2.7 5.0 0.0 1.0
Business_Finance_Mgt 0.1 0.0 0.0 1.0 0.3 2.7 5.0 0.0 1.0

The population is characterised by relatively high variability within the sample size range.
Table 4 presents the estimated model of citation regression count together with model diagnostics.

Table 4. Model estimation results.

Coefficient Std. Error t-ratio p-Value

Const. 1.65278 0.548219 3.0148 0.0030 ***
Publication_Year 0.0240776 0.0463692 0.5193 0.6044

Method −0.49815 0.481207 −1.0352 0.3023
Time_Span −0.00156831 0.000483838 −3.2414 0.0015 ***

Sample −0.000111668 3.92137 × 10−5 −2.8477 0.0050 ***
Agriculture −0.869443 0.719052 −1.2092 0.2285
Transport 0.236317 1.2931 0.1828 0.8552

Fishing 0.828027 0.790064 1.0481 0.2963
Energy −0.984779 0.469697 −2.0966 0.0377 **

Pollution_Control 0.181339 1.0242 0.1771 0.8597
Business_Finance_Mgt −1.07773 0.452412 −2.3822 0.0185 **

Model diagnostics
Mean dependent var 1.760225 S.D. dependent var. 3.205253
Sum squared resid. 1553.164 S.E. of regression 3.239499

R-squared 0.043168 Adjusted
R-squared

−0.021483

F(10, 148) 5.052342 P-value(F) 2.56 × 10−6

Log-likelihood −406.8033 Akaike criterion 835.6065
Schwarz criterion 869.3645 Hannan-Quinn 849.3153

*** p < 0.01, ** p < 0.05, * p < 0.1. Model: OLS, using observations 1–159. Dependent variable: TC_Year.
Heteroskedasticity-robust standard errors, variant HC1.
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The model fit rates are low but this is not an obstacle to sample identification because the method
is robust and depends primarily on the difference in the directional coefficients of the original model
and the reduced model. Table 5 shows the leverage points (papers) for which the value of the test
statistic exceeded the reference level, while Table 6 shows distribution by areas.

Table 5. Leverage papers.

No First author error leverage Year Ref.

u 0 < = h < = 1

1 Svanback, A −0.79016 0.161 * 2019 [23]
2 Yatskiv, I −1.9613 0.167 * 2017 [24]
3 Reidla, K −0.85557 0.154 * 2017 [25]
4 Schroder, M −1.2354 0.167 * 2016 [26]
5 Boonstra, WJ 3.3704 0.151 * 2016 [27]
6 Beifert, A −0.62965 0.151 * 2016 [28]
7 Brankovic, N −1.9854 0.167 * 2016 [29]
8 Proskurina, S 1.3984 0.167 * 2015 [30]
9 Streimikiene, D −0.09024 0.161 * 2007 [31]
10 Urboniene, R −1.2375 0.157 * 2015 [32]
11 Bobinaite, V 2.2094 0.189 * 2015 [20]
12 Lotz, C −2.0095 0.167 * 2015 [33]
13 Dekker, W 0.001682 1.000 * 2013 [34]
14 Lindholm, M 5.7933 0.169 * 2012 [35]
15 Taagepera, R 0.14328 0.995 * 2011 [36]
16 Deutsch, L −0.21117 0.147 * 2005 [37]
17 Sundkvist, A −0.25419 0.170 * 2001 [21]
18 Valpasvuo-Jaatinen, P 0.45333 0.174 * 1997 [38]
19 Libert, B −1.3371 0.174 * 1997 [39]
20 Hammer, M −0.53465 0.148 * 1993 [22]

* Leverage observation.

Table 6. Distribution of the leverage papers by areas.

First author Agriculture Transport Fishing Energy Pollution Business finance

Svanback, A 1 0 0 0 0 0
Yatskiv, I 0 1 0 0 0 0
Reidla, K 1 0 0 0 0 0

Schroder, M 0 1 0 0 0 0
Boonstra, WJ 1 0 0 0 0 0

Beifert, A 0 1 0 0 0 0
Brankovic, N 0 1 0 0 0 0
Proskurina, S 0 1 0 0 0 0
Urboniene, R 0 0 0 0 1 0
Bobinaite, V 0 0 0 1 0 1

Lotz, C 0 1 0 0 0 0
Dekker, W 0 0 1 0 0 0

Lindholm, M 0 1 0 0 0 0
Taagepera, R 0 0 0 0 0 0

Streimikiene, D 0 0 0 0 0 0
Deutsch, L 1 0 0 0 0 0

Sundkvist, A 0 0 0 1 1 0
Valpasvuo-Jaatinen, P 1 0 0 0 0 0

Libert, B 1 0 0 0 0 0
Hammer, M 0 0 1 0 0 1

The selected sample includes all the articles in multiple domains and all the control variables are
represented, including articles not assigned to domains.
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6. Discussion

Descriptive statistics show a low degree of article differentiation between domains. Indeed, only
three articles focused on more than one domain, namely V. Bobinaite [20], A. Sundkvist, A. Jansson
and P. Larsson, [21], and M. Hammer et al. [22]. The result indicates tendencies for detailed analyses
and silage of research within one or two fields. At the same time, a high percentage of articles not
assigned to any of the fields suggests a strong development of the subject and scope of research. By far
the most widely represented articles in the population are ones that are not assigned to a specific field,
followed by articles on fishing, economics and management, environmental protection (pollution) and
energy, agriculture, and transport.

The selected target sample does not reflect the population structure, because the broadest
represented domain is transport (seven articles); followed by agriculture (six articles); other (i.e.,
fisheries, energy, and environmental protection (pollution), economics, and management); and not
allocated (two articles each). While the thematic structure is not reproduced, the time range of
the sample extends from 1993 to 2019 and almost coincides with the general population period,
i.e., 1990–2019.

Agriculture

Reidla and Nurmet [25] analysed dairy farms and studied economic and social conditions of
production, concluding that in comparison to other regions, dairy farms in the BSR do not differ
significantly from other regions. Svanbäck et al. [23] addressed the links between animal production
and the number of nutrients flowing into the Baltic Sea. They pointed to the relation between the
concentration of animal production in the case of nitrogen and phosphate fertilisers applied in areas
with a high concentration of animal production. The authors stated that the application of the EU
common agricultural policy resulted in a decrease in the inflow of nutrients to the Baltic Sea in the
period from 2000 to 2010. Boonstra et al. [27] conceptualised additional social-ecological traps beyond
lack of adaptative capacity. They constructed a typology of human responses. Deutsch and Folke [37]
noticed that the ecosystem areas appropriated (ArEAs) for agricultural production in Sweden have
decreased from 1962 to 1994. The authors attributed the results to the fact that production in Sweden is
supplied by ecosystems of other nations. Valpasvuo-Jaatinen et al. [38] called, in 1997, for a common
standardised system for assessing the present and future sustainability of agriculture for the BSR, while
Libert [39] showed the paths for agricultural transition towards sustainability in the western countries
of the Baltic region. All of the mentioned papers in agriculture were dedicated to a specific issue, while
Valpasvuo-Jaatinen et al. [38] tend to present the common standards, but limited to agriculture, thus in
the agriculture subsample, the common universal value measurement for sustainable development
was not identified.

Transport

Yatskiv and Budilovich [24] based on the study case of planning decisions for the passenger network
in Riga City, showed the need for multi-modal passenger transportation sustainable development.
Schroder and Prause analysed the economic, ecological, and social risks appearing in the context of
handling and transportation of dangerous goods in a Green Transport Corridor, while Beifert [28]
showed the different limitations of air-cargo transport for the local Baltic Sea airports. Brankovic,
Salketic, and Ferizovic [29] described how Baltic-Adriatic transport flows could be affected by a single
railway line. Proskurina et al. [30] identified an inherent limitation within the Russian pellet business,
which faces constraints due to an oligopolistic market structure, inadequate infrastructure, and a lack
of foreign investments. Lotz [33] showed the spatial interconnection between the railway network
and accessible forest resources, and its trade-off for the forest sustainable management. Lindholm and
Behrends [35] pointed out the lack of a methodology for analysing freight transport on the urban areas.
The papers within the transport area touched on a number of different aspects of transportation. owever
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similarly to for agriculture, there were no instances noted that proposed and unified measurement
methods to determine a sustainability value.

Fishing, Energy, Pollution, Business, and others

Dekker and Sjoberg [29] examined the factors affecting stocks of European eel and concluded that
the fishing impact on the eel population was less than 10%. Hammer et al. [22] claimed to conserve
biodiversity in the fishing industry we need the resource-management systems, placing themselves at
the edge of both the fishing and business areas. A similar linkage between business and energy can be
observed in Bobinaite’s research [20]. With the application of the Altman-like insolvency prediction
model [40,41], Bobinaite identified the bankruptcy risk among the electricity producers in the BSR.
This leads to the concern of energy security and need for cross-country cooperation. Sundkvist et
al. [21] identified a problem on the intersection between energy and pollution. They contrast the local
small-scale and centralised large-scale bread production. In doing so, they identified contradictory
forces. Due to inefficient technology production, the local bakeries require more total energy input
per kilogram of bread than an industrial bakery. Concurrently, the emissions of CO2, SO2, and
NOx are smaller from the local bakeries than from big bakeries. This is because the transportation
routes are shorter in local bakeries and the oil is more frequently used for heating the ovens in large
bakeries. Urboniene et al. [32] discussed the projection coverage of vegetation and morphometric
parameters of the beach. The unallocated papers to the specific area represent Taagepera [36] and
Streimikiene [31]. Taagepera shows the historical precondition for the national sustainable development,
while Streimikiene points out the knowledge spill over in terms of energy cooperation across Baltic
States. All of the studies mentioned above do not offer an integrated measurement of sustainable
development across all of the United Nation’s goals.

The findings of this study lead to the rejection of the initial hypothesis that in the area of research on
the BSR, a measure integrating all 17 objectives of Agenda 2030 was applied. Consequently, it shows the
discrepancy between the goals and the way we measure them. There is no one integrated sustainability
goal value, thus policymakers must cope with the different aspects of sustainable development.
Suppose there was one integrated measurement, meaning at the applied research and policy level,
we would be able to compare different policy actions and their results. As per an analogy to gross
domestic product, the desired measurement would integrate different levels of sustainability activity
(goals) into one measurable indicator. We might expect that to provide such a measurement, we need
to record all of the sustainable transactions (human interactions with the global environment) and
assign to them a common measurement, then aggregate them to the country, region, or continent
values. Let us call this desired measurement the Gross Sustainable Impact (GSI). Possession of such an
aggregated and general indicator would support the policymakers and society with their decision.
The GSI constitutes a precondition for general value measurement. In particular it might be subject
to a reliability issue, (e.g., in sustainable reporting studies, Waniak-Michalak et al. [5] showed that
entities may treat sustainability reports as a tool for legitimising their actions) which indicates a space
for influence. A search for the concrete concept of the GSI and its practical application might be a goal
for further studies.

Robustness of Results and Limitations

The above-stated results are conditioned on the sample selection methods and its stability as well
as being subject to the metadata selected for regression analysis. Thus, a selection might be subject both
to the sampling bias and the model variables selection bias. The original procedure [1] was proven
to be stable, however, it was tested on other types of papers. Therefore, to test the stability of the
results, an additional 11 papers were randomly sampled from the general population. The random
sample consists of the following papers: Holma et al. [42], Siksnelyte et al. [43], Oleinikova et al. [44],
Holmgren et al. [45], Jokikokko and Huhmarniemi [46], Zhang [47], Larsson and Granstedt [48],
Orru and Orru [49], Hallemaa et al. [50], Heikinheimo et al. [51], and Raukas and Tavast [52]. Within
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the random sample, there was no identified paper which applies or proposes the method to integrate
all the United Nations goals. Thus, the primary results tend to be stable.

It is important to add a disclaimer here. As this article is written based on the Baltic region, it is
not fully legitimate to claim that there is a lack of GSI measurements within all sustainable research
areas globally. Nevertheless, if we accept the unique characteristic of the BSR as being representative
of global issues, then the entire analysis of this research area becomes more plausible, however is not
fully convincing.

7. Conclusions

The study focused on the search of the studies which would apply a common measurement to all
of the United Nation’s sustainability goals. It failed to present such a measurement in respect of the
BSR, which is likely to hold true in terms of the global discussion. Without a common measurement
method, we are unable to compare the values created across the different sustainable areas, thus the
steering of the global human activities is subject to decision biases.

This study provides robust evidence on the sustainable development discussion on the BSR, which
might be a starting point for discussion on the practical application of an index driven measurement.

This study proposes to develop an aggregated measurement based on the individual transaction
sustainability value. The aggregation of the value of each transaction would inherit some characteristics
of the gross domestic product concept and support policymakers with their social choices. The concept
of the Gross Sustainable Impact and its practical application could be developed with further studies.
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Abstract: Acquisition processes are aimed at achieving value based on synergistic effects. One of
the most important obstacles in achieving value is the manner of conducting post-transaction
integration—a risk area often ignored. This study assumes that a factor that may be important for
the course of integration after the acquisition of enterprises may be the fact of personal connections
through interlocking directorates between transaction partners of acquisitions. The research was
carried out in two stages. The first was to identify the scope of connections by interlocking between
WSE-listed companies participating in acquisition transactions. This stage was implemented using
the social network analysis method (SNA) and covered 188 companies. In the second stage, research
was conducted using semi-structured interview techniques with the CEOs of the acquiring companies.
The aim of the study was to identify the relationship between personal relations and the course
of post-transaction integration. The analysis focused primarily on two factors: the dynamics of
integration activities and their centralization. The research covered 38 companies that were included
in the sample in the first stage of the research (including 19 personally related companies and, for
comparison, in 19 unrelated companies). Studies have shown that the fact of connecting through
interlocking affects the post-transaction integration model in the analyzed group. The dynamically
centralized model dominates in enterprises related by particular persons. Many integration activities
are carried out in the first 100 days. The factor affecting the implemented integration model is
the durability of connections between participants before and after the transaction is conducted
and the position in the network of connections determined by such sociometric measures as the
centrality of proximity and own vector. Enterprises connected with long-term relationships usually
demonstrate high dynamics of integration activities, which are conducted by joint teams whose group
employees represent each of the merging enterprises. In addition, the CEOs surveyed from this group
of companies declare having an integration plan with different levels of detail in each case.

Keywords: company acquisitions in Poland; personal relations; model of post-transaction integration

1. Introduction

The goal of the acquisition processes of enterprises is to achieve value thanks to synergy effects
as its source. In economics, the concept of synergy appears in connection with the improvement of
work and production processes [1] and it is assumed to be a consequence of combining resources.
The need to search for synergistic effects implies recommendations for shaping the acquisition process
in such a manner so that it entails increasing the value of the company. The analyses performed
so far regarding the impact of mergers on the value of enterprises and that have participated in
transactions indicate that the shareholders of target companies always benefit from acquisitions, while
the profit of the shareholders of the acquiring companies is small or such companies even incur
losses due to the aforementioned transactions [2,3]. The researchers, who, among other authors,

Sustainability 2019, 11, 6955; doi:10.3390/su11246955 www.mdpi.com/journal/sustainability



Sustainability 2019, 11, 6955

noticed the loss of value of the acquiring companies in the several years after the transaction were
Mitchell and Stafford [4], Rosen [5], Czerwonka [6]. As a result of the acquisition, the acquiring
enterprise obtains two value chains—its own and the one of the acquired company. Therefore, there
is a need to decide on their modification or integration. Effective post-transaction integration is the
most ignored risk area and, at the same time, one of the most important obstacles to the full value
of the transaction. The most common causes of failure include a slow pace of integration [7], no
integration plans or other integration problems [8]. Decisions regarding the course of integration
activities are usually taken in the post-transaction stage. It is particularly important to determine which
processes are the source of value and to what extent and dynamics they should be integrated. In this
study, it is assumed that a factor that may be relevant to the acquisition process is possibly the fact of
personal relationships through interlocking directorate between the companies involved in transactions.
Continuous interaction and long-term relationships between management boards which require a
strategic and tactical-operational approach contribute to achieving better financial and non-financial
results for the company and affect their long-term value. This approach fits perfectly in the sustainable
business model [9]. The concept of networking between enterprises through interlocking directorates
is of interest to many modern researchers. It is an indicator of the functioning of enterprises in a
network of social relations that enable related organizations to implement a certain shared strategic
idea which increases their overall effectiveness. Networking mechanisms are explained as part of
transaction cost theory [10] and also within resource theory [11] agency theory [12], stakeholder
theory [13], network theory [14], as well as game theory [15]. This problem is also analyzed as part of
embeddedness theory [16], in which it is emphasized that the behavior of economic entities always
occurs in a specific social context. Quick access to relevant information on the strategy of other
enterprises, planned investments or data illustrating the real economic situation is of particular value
for companies who base their strategy on exogenous development implemented through acquisitions
of other companies. The problem of connections through interlocking and its impact on the course
of integration is rarely addressed both from the theoretical and cognitive viewpoint as well as from
the empirical side or the field of its implications. In the studies of the problem of acquisition of
enterprises, the emphasis is placed primarily on strategic or financial issues. There are no analyses
of the relationships between enterprises participating in acquisitions at the time of concluding the
transaction and the course of the post-transnational integration process. A failure to recognize the
issue of the impact of personal relationships between the management boards of merging enterprises
on the implemented post-transaction model of integration thus constitutes a visible research gap and
has become the motivation for addressing this matter. This article attempts to fill this gap and its
purpose is to present the results of the analysis of the relationship between the linking of enterprises
participating in acquisitions through interlocking directorates and the post-transaction integration
model. These studies are of an exploratory nature and concern companies operating in Poland,
which is an additionally new research context. The vast majority of previous work on interlocking
directorates in acquisition processes concerns companies operating in developed western markets.
For the purpose of this study, a two-stage methodology was adopted. The first involved identifying
relationships between enterprises listed on the Warsaw Stock Exchange (WSE). The study covered 188
listed companies that participated in acquisitions between 2012 and 2014 implemented on the Polish
capital market. The research applied the social network analysis (SNA) method. In the second stage,
the research was carried out using the semi-structured interviews with Polish CEOs from acquiring
companies—the purpose of which was to identify the model of post-transaction integration which
was used in both related and unrelated enterprises. The integration model was developed as a result
of a desk-research type of examination. The model focuses on two selected parameters significant
from the point of view of the integration process in the context of achieving the assumed transaction
objectives i.e., the dynamics and centralization of integration activities. In the studies on the subject,
these parameters are indicated as key success factors in acquisition transactions [17–19]. The research
system designed in such a way is the first empirical and cognitive analysis of the acquisition processes
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which take place between companies listed on the Polish capital market. In order to determine the
course of post-transaction integration, an original model—used in the conducted empirical studies—
was built. At the stage of research conceptualization, attention was also paid to determinants that may
affect the implemented model. In the examined group of 188 listed companies, a transaction took place
between enterprises connected through interlocking directorate (which accounts for 17%) in the case of
32 acquisitions. In the group of personally related enterprises, it was possible to conduct research in
the second stage in 19 enterprises that participated in the acquisition transaction between the years
2012 and 2014. To compare the relationship between the connection and the integration process, a
study was also conducted on a group of 19 companies included in the sample of WSE-listed companies
participating in transactions not related through interlocking directorates. A time perspective of
three years was adopted from the date of the acquisition transaction for the assessment of integration
activities, hence the second stage of the study was conducted between 2015 and 2017. The research was
carried out to find answers to the following questions: What is the scope of interlocking directorates in
WSE-listed companies participating in acquisitions? How does the relationship through interlocking
directorates between transaction partners affect the implemented model of post-acquisition integration?
How does the stability of the relationship through interlocking directorates affect the implemented
model of post-transaction integration? How does interlocking directorates affect the assessment of a
completed transaction?

This article contributes to the literature on strategic management from a relational perspective
by identifying the correlation between the personal relationships of management board members
of companies involved in takeover transactions and the implemented post-transaction integration
model. The course of post-transaction integration is a key factor in achieving synergy and creating
value. It extends the current state of knowledge by describing the importance of interlocking in the
processes of acquisition of enterprises. However, the scope of reasoning is limited due to the small
research sample.

2. Literature Review

2.1. Interlocking Directorates in Acquisition Processes

Interlocking directorates is a situation where the same person or a group of persons appearing
on the board of one company sits on the board of directors or the supervisory board of another
company [20]. In recent years, interlocking directorates has become a widespread phenomenon across
the world. Research shows that around 72.13% of companies listed on the Shanghai Stock Exchange
and the Shenzhen Stock Exchange have at least one joint member of the board of directors [21].
In Poland, the scope of interconnection through interlocking is definitely smaller. Research conducted
by Zdziarski [22] among companies listed on the Warsaw Stock Exchange showed that 42% of the
surveyed population do not have a single relationship established by any member of their management
board or supervisory board. One of the basic functions of interlocking is to reduce uncertainty and
mitigate the risk of business activities thanks to accessing information by connecting with the boards
of other companies [23,24]. Serving on the supervisory board or management board of another
company is treated as a way of dealing with uncertainty in the environment [25], as an element of risk
mitigation providing access to the relevant strategic information [26] but also facilitating obtaining the
necessary funds [27]. Studies show that the relations with the management board affect the financial
arrangements between the parties in the acquisition processes [28,29].

The subject of analysis under this article is inter-organizational interlocking, which primarily
allows access and an exchange of information enabling each party to formulate and effectively apply an
appropriate competition strategy [30]. Corporate social relationships (i.e., the relations of management
board members presented by related managements) influence business decision making and the
value of the company, including decisions on acquisitions. Interlocking directorates in acquisition
processes is treated primarily as a risk-mitigating factor. This approach is in line with the views
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developed within the theory of resource dependence, which assumes that management boards and
supervisory boards control the external environment and perform a kind of scanning of the strategy
of other companies by persons serving on the management boards or supervisory boards of other
companies [31]. Cukurova [32] conducted a study among American listed companies and found that,
compared to other companies, companies linked through interlocking with the acquiring company
demonstrate a higher probability of being acquired. The study of the impact of the relational network
on the acquisition decisions made was the subject of Wu’s analysis [33], which proves the hypothesis
that relation-based connections create communication channels and, as a consequence, enable the
acquisition of a company on more favorable terms. Other studies show that they allow hostile takeovers
to be made [34]. The companies that were located in the center of the inter-organizational network
more often acted as the acquiring company [35]. Cai and Sevilir [16] note that purchasers operating
in a network of connections incur significantly lower costs associated with investment consulting.
In addition, they stated that relations with management play an important positive role in creating
value for mergers and acquisitions.

2.2. Determinants of Post-Transaction Integration

Schnlau and Singh [36] draw attention to the relationship between personal connections
between transaction partners and the course and dynamics of the post-transaction integration process.
The post-merger integration is a process that develops after closing a transaction to reconfigure merging
companies by reimplementing, adding, or disposing of resources, product lines, or entire companies
to achieve the expected benefits of merging [37]. Integration is one of the most risky and expensive
stages of the entire acquisition transaction. Its course is a critical factor in the success of post-acquisition
processes [38]. A common mistake at the stage of making a decision about entering into a transaction is
valuing the acquired resources without taking into account the real costs of their integration. Pablo [39]
asserts that integration is associated with the introduction of changes in all areas of functional activity,
organizational structures, as well as systems and cultures of merging organizations in order to facilitate
their consolidation into one functioning entity. It is a “continuous, interactive process in which people
with the two merging organizations are learning to work together and cooperate in the transfer of
strategic capabilities” [40]. It is assumed that the success of integration is determined by two key
factors: the time in the field of speed of action to obtain benefits and the added value resulting from the
acquisition and prudence that underlies taking rational, planned actions implemented without undue
haste also taking into account the interests of the transaction partner [17]. For the purposes of this study,
it was assumed—based on the research of Cording, Christman, King [18]—that the integration pace is
defined as the time from closing the transaction to the completion of the integration process. The issues
of integration dynamics have been the subject of studies of, among others, Chase [41]; Schlaepfer et
al. [42]; Bauer, Degischer, and Matzler [43]. However, the research conducted so far has not brought a
clear position on the optimal pace of integration. Angwin [44]; Homburg and Bucerius [45]; Cording,
Christman, and King [18] point out that the impact of high dynamics of integration on the success of the
transaction is positive. Bijlsm-Frankema [8] and Olie [46] studies demonstrated the negative influence
and studies by Bauer and Matzler [47] indicate that this parameter has no significant impact. The
optimal pace of integration depends on the similarity of internal and external conditions in which the
companies participating in the transactions operate. If companies were characterized by a significant
level of similarity in the area of such internal factors (e.g., management style, strategic orientation,
performance) but the similarity of external connections was low (e.g., sales markets and serviced
customers), then the high pace had a positive impact on the success of integration. If the similarity in
the area of internal factors was low, then the high pace of integration had negative effects [48]. The pace
should be primarily determined by the nature of the transaction. If the essence of the discussed process
is the transfer of material resources, then quick action is beneficial. If the transfer is to be carried out at
the level of people’s know-how, then it is slow integration that gives time for learning. The acquiring
company’s experience in conducting acquisition processes, the good or bad condition of the acquired
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company, as well as the financial and human resources at the disposal of the transaction partners are
also important. A significant factor influencing the course of integration is the level of centralization of
the discussed process. The key task from the point of view of effective integration is the appointment
of an integration manager for a limited period of time. Typically, such a manager sets up a team that
should consist of representatives of both combined units and has project management experience [49]
in the field of acquisition and operational skills. In a situation where such employees cannot be found
in the organization, it should be decided to employ external specialists. The establishment of one
joint integration team results in the centralization of the integration process. The integration team
should not be too large as it hinders, among others, effective work during meetings and slows down
the decision-making process. On the other hand, however, its composition should be constant. Team
members should have knowledge regarding the motives of the transaction and their relationship
with the company’s strategy, key success factors and potential threats, their place in the team, and
importance in the process of achieving goals, the role of other team members and possible bonuses for
completed tasks [48]. In the present study, many factors that may have an impact on the course of
post-acquisition integration have highlighted two parameters that constitute the author’s model: i.e.,
the dynamics of integration activities and their level of centralization. Taking into account the fact that
the dynamics of operations can be high, moderate, or low and the level of centralization may be high
or low, six different models can be distinguished. They are presented in Figure 1.

 

Figure 1. Post-trade integration models verified in the surveyed enterprises.

The inertial-centralized (IC) model assumes the conduct of integration activities stretched in the
long term. After three years of functioning in the post-merger structure, the scope of integration
is small. For the purpose of conducting slow integration activities, a common team consisting of
employees joining the organization is established. In the inertial-decentralized (IZD) model, integration
activities are implemented with low dynamics in each of the merged enterprises separately. At the
other extreme are dynamic models. These assume a high scope of integration activities, which had
already been introduced in the first 100 days and subsequently throughout the year. These activities
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can be described in the form of a centralized dynamic model (DC) which describes the high pace of
integration activities implemented by one joint team grouping representatives of each of the transaction
partners or a decentralized one (DZD) which assumes great freedom for integration activities conducted
separately within each of the entities of the acquisition. The dynamics of integration activities can
also be moderate but are conducted by the integration team (DDC model) or separately in each of the
enterprises participating in the transaction (MDZD model). In models assuming moderate dynamics
of activities, integration activities are usually spread over a period of three years.

3. Methodology

3.1. Sample

In the first stage, the subject of examination was the relationship through director interlocking
between companies listed on the stock exchange that took part in the acquisitions carried out between
2012 and 2014. The research was conducted using the Euromoney Institutional Investor Company
(EMIS) DealWatch database, out of which transactions that meet the adopted criteria were selected.
Data on members of management boards and supervisory boards was obtained from the INOFERITI
database. The research was conducted using the method of SNA (social network analysis) and covered
188 companies. The examined group included 43 companies participating in the acquisition transaction
in 2012, 84 companies that participated in acquisitions in 2013, and 61 companies in 2014. Enterprises
surveyed in the first stage were contacted during the second stage—implemented three years after
the transaction was carried out—based on the adopted methodology adopted. It was assumed that
such a time perspective is necessary to evaluate the integration process. The research was, therefore,
retrospective. The discussed stage of the study was conducted between 2015 and 2017. It was assumed
that in the study group all enterprises associated personally through interlocking and, for comparison
in the same number, unrelated enterprises will be included. The difficulties that arose during the
implementation of the second stage research meant that the final analysis of stock exchange transactions
made for the purposes of this study concerns 38 acquisitions. In this group, half (i.e., 19 companies)
were related through interlocking directorates. Initially, it was assumed that the research would be
treated as a whole and would cover all companies analyzed in the first stage of the research. However,
as attempts to contact potential respondents were usually unsuccessful, it was decided to verify
this assumption. Ultimately, the selection for the sample was purposeful, taking into account the
criterion of availability of respondents. The research was carried out using a semi-structured interview
technique. The adopted methodology, therefore, assumed triangulation of methods (the multiple,
heterogeneous approach including the SNA quantitative method as well as the qualitative method).
The characteristics of the surveyed enterprises are presented in Table 1.

Table 1. Characteristics of enterprises of participants of the acquisition transaction examined in the
second stage.

Characteristics of the Examined Transaction
Enterprises Related through

Interlocking (N = 19)
Unrelated Enterprises

(N = 19)

Company ownership form:

• national private enterprise 10 12
• international company 2 -
• state-owned company 7 7

Total 19 19
Organizational form:

• single-site company 3 6
• multi-site company 7 9
• capital group 9 4
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Table 1. Cont.

Characteristics of the Examined Transaction
Enterprises Related through

Interlocking (N = 19)
Unrelated Enterprises

(N = 19)

Total 19 19
Employment volume before acquisition:

• 50–249 employees 8 9
• 250–500 employees 9 8
• over 500 employees 2 2

Total 19 19
Business profile:

Industrial processing 17 17
Construction industry 2 2

Total 19 19

According to the Polish Classification of Activities (PKD), the surveyed enterprises belonged to
two branches: industrial manufacturing (35) and construction (4). All transactions analyzed were
industry-related and were an example of horizontal concentration.

To identify the organizational model of post-acquisition integration, semi-structured interviews
with the CEOs of the acquiring companies were carried out (presidents, vice presidents, general
directors, managing directors). The job profile of the respondents is presented in Table 2.

Table 2. Job profile of respondents.

Job Categories
Number of Respondents

Related Enterprises Unrelated Enterprises

President/Vice-President of the
Board 3 2

Managing Director 10 9
General Director—CEO 6 8

Total 19 19

The surveyed group of respondents representing personally related enterprises included two
presidents and one vice president of the management board, ten managing directors and six general
directors. The sample of unrelated enterprises examined included one president and one vice president
of the management board, nine managing directors, and eight general directors.

3.2. Method of Research

The process of researching acquisitions was complex and prolonged. It was conducted in two
stages using the triangulation of research methods. In the first stage of the research, the method applied
was SNA (Social Network Analysis). SNA is a set of research methods belonging to the category of
quantitative methods, which—in a uniform and comprehensive manner—deals with many issues of
varying degrees of complexity in the network [49]. SNA is distinguished from conventional social
research tools by the fact that the focus of this method is the so-called relational data, not attributes [50].
This tool allows both internal and external inter-organizational relationships to be analyzed,
including capital connections or personal connections of enterprises through interlocking directorate.
The method also allows knowledge that facilitates the identification of organizations that create the
greatest value to be obtained as well as comparing the potential of this type of relationships between
major competitors [51]. As a result, an easier task is to identify companies—potential acquisition
targets and partners to form business associations. SNA allows inter-organizational relationships
as well as personal relationships between companies that are created to be measured, for example
by managerial interlocking, i.e., sitting on the management boards or supervisory boards of other
companies. Research on the impact of the relational network on the acquisition decisions made was the
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subject of Yang’s analysis [32]. Studies show that relational connections create a communication channel
and, as a consequence, enable a company to be taken over on more favorable terms or enable hostile
takeovers [35]. Knowledge brought about by the use of SNA also brings the answer to the question, ‘at
which level of the organizational structure should post-transactional integration be conducted?’, and
allows the types of networks that are the easiest to undergo the integration process to be determined.
It also allows key people for work coordination and the flow of information and knowledge as well as
the opportunity to properly use their potential when merging organizations after the transaction to be
identified. This is important, among others, from the point of view of identifying people who could be
entrusted with the role of integration manager. As a result of the SNA study, it is possible to identify
relationships that increase work efficiency—the activation of which may support both the transition
process and permanently increase the company’s resources after the merger. The second stage of the
study was carried out based on the qualitative method. The second stage of the research was carried
out based on the qualitative method using semi-structured interviews. The implementation of this
stage was preceded by the assumption that a specific time perspective is necessary for the assessment
of the integration process. As a result of the literature research, it was concluded that the optimal time
horizon was 36 months after the transaction was closed. Although quantitative analyses predominate
among methods of testing acquisition processes in various areas, there is a clearly outlined group of
supporters of qualitative analyses among researchers. Miles and Huberman [52] ought to be mentioned
here as an example of researchers who suggested that, in the case of examination of acquisitions, there
is a need for deep understanding and contextualization; therefore, qualitative research methods are
optimal. A similar position is represented by Larson and Lubatkin [53], who stress that qualitative
research is especially dedicated to testing acquisitions and integration due to the need for detailed
descriptions of sensitive contextual data. In the second stage of the study, a semi-structured interview
technique was applied, which was conducted with managerial staff from the CEO level. This form of
interview makes it possible to understand the complex combination of the factors that accompany
integration processes and to capture their multidimensionality. The analyzed post-trade integration
processes are approached in retrospective categories which are primarily based on the questions
of “how” and “why” [54]. The choice of such a research technique resulted from the exploratory
character of the examination—the subject of which is a problem that has not been clearly defined so
far. The advantage of semi-structured interviews is the possibility of using open-ended questions to
obtain more information and a deeper ‘insight’ into the problem. Providing respondents with the
possibility of free answers allows the views of respondents to be identified without forcing them
into the researcher’s train of thought. The disadvantage of semi-structured interviews is primarily
the subjectivity of respondents in the perception of the described phenomenon [54]. This technique
provided information on the course of post-transactional integration, its scope, dynamics, and the
level of centralization of activities. The collection of this information was based on open-ended
questions. The interview also included closed questions, presented in the form of a five-point Likert
scale. This concerned the personal assessment, by the staff of the CEO of acquiring companies, of
the effectiveness of integration activities and the importance of selected factors affecting the course
of integration such as the integration plan, dynamics of activities and the level of centralization for
achieving the original goals determined by the acquisition transaction. Collecting the opinions of staff
from the CEO level is one way to evaluate the effectiveness of acquisitions in merger and acquisition
processes [19]. Interviews were conducted in the offices of companies and were preceded by a letter
of invitation to the study. Additionally, contact by phone was made to determine the details of the
meeting. Due to the very low interest from potential respondents, personal contacts were also used to
reach respondents. The choice of a semi-structured interview as a research technique was conditioned
by the advantage of this form of interview, i.e., the ability to deepen one’s knowledge about the issue
studied. It gives the researcher quite a lot of freedom in distributing accents during the interview.
The respondents had a deep knowledge of the subject of the study. Interviews were conducted with
38 top-level managers. In this group, 22 people represented enterprises with Polish private capital,
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14 respondents the State Treasury Company. Only two CEOs represented international corporations.
Given that the research sample was small, the key issue remains the number of interviews enabling
knowledge saturation and meeting the requirement of methodological rigor. The source literature on
the subject lacks clarity regarding the number of interviews that must be carried out to meet these
requirements. Some authors indicate 15 respondents [54], while others mention the number of 12
interviews with a homogeneous group in order to achieve knowledge saturation [55]. It should be
emphasized that the examination of processes that are carried out in the post-transaction phase is
complicated in the field of methodology. It is difficult to separate actions and their effects, being only the
effect of post-transaction integration, and to separate them from actions resulting from other conditions.
Acquisition processes are extremely complex and multi-layered and are, therefore, accompanied by
methodological dilemmas.

4. Methods of Data Analysis

Quantitative and qualitative research was used to meet the assumed goal. Quantitative research
based on SNA allowed the scope of connections through interlocking directorates, relationship
durability and network position—determined by such sociometric measures as a measure of closeness
centrality and a measure of eigenvector centrality—to be determined. The first measure indicates the
position of the node in the network and indicates the possibility of information inflow transmitted on
short paths, which is important from the point of view of information transfer time. The second of
the analyzed sociometric measures determines the ability to transmit information by connecting to
nodes with a large number of relationships. In business networks, an enterprise with a high intrinsic
value of eigenvector has relationships with nodes (other entities) that perform an important function
in the network (e.g., have key resources, are a source of innovation, or have a large market share).
The analyzed measures in each case account to values in the range <0–1>. In the case of the measure of
centrality of closeness of relations, values close to zero mean a low position of the closeness of the node
in the network. The value ‘1’ means that a given node is in the closest distance from all nodes in the
network. In the first stage, the respondents were looking for answers to:

• Research Question 1: What is the scope of interlocking directorates in the acquisition processes
of companies listed on the stock exchange? In the second stage of the study, the model of own
authorship was built, dedicated to identifying the process of post-transaction integration in the
time perspective of three years after the acquisition was conducted.

The following further research questions were the focus of this stage of the study:

• Research Question 2: How does the relationship through interlocking directorates between
transaction partners affect the implemented model of post-acquisition integration?

• Research Question 3: How does the stability of the relationship through interlocking directorates
affect the implemented model of post-transaction integration?

• Research Question 4: How does interlocking directorates affect the assessment of a
completed transaction?

5. Analysis of the Approach to Post-Transaction Integration and Its Determinants

5.1. Scope of Relationships through Interlocking Directorates

In the audited period from 2012–2014, 188 acquisitions of companies listed on the Warsaw Stock
Exchange took place. In this group, 37 enterprises were related through interlocking directorates.
The level of cross-linking was 19.7%. The essential sociometric measures subjected to analysis were
closeness centrality of relations and eigenvector centrality. The measure of closeness centrality of
relations reached an average value of 0.42 (the minimum value was 0.02 while the maximum value was
0.66). This means a moderate position of the node’s closeness in the network. A detailed analysis of the
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paths between pairs of enterprises in the network demonstrated a moderate level of centrality, which
may mean access to information sent by other nodes in the network to a moderate extent. The second of
the measures analyzed also achieved a low average value of 0.36 (minimum value 0.08, maximum 0.54),
which indicates a moderate level of connections between the surveyed enterprises with companies
holding central positions in the network. This situation can potentially result in moderate access to
information resources on the network. They are presented in Table 3.

Table 3. Selected sociometric measures describing the network of relationships between companies
participating in acquisitions on the WSE in 2012–2014.

Selected Sociometric Measures
Describing the Network

Average Value Minimum Maximum

Closeness centrality 0.42 0.02 0.66
Eigenvector centrality 0.36 0.08 0.54

Source: own research.

In a group of 19 companies connected through interlocking directorates, the second stage of the
survey was carried out (and, for the purpose of comparison, also in 19 unrelated companies). In the
research, it was important to identify the areas in which integration activities were carried out. Studies
have shown that after 36 months from the date of the transaction, full integration usually only took
place in the so-called ‘hard’ areas such as IT systems, budgeting, marketing, and sales. Integration
was less common in the introduction of new products. In 12 cases, it was noted that before the formal
conclusion of the transaction in the company being acquired, adjustment activities were carried out.
This allowed significant acceleration of the integration after acquisitions in the area of budgeting and
IT systems. They are presented in Figure 2.

 

Figure 2. Areas subjected to post-acquisition integration in related and unrelated companies. They are
presented in Figure 2. * = the results do not add up because the respondents had the opportunity to
indicate several variants of the answer.

Conducting an overall assessment of the scope of integration after three years of functioning in
the structure—after mergers—in companies related through interlocking directorates. In 10 cases, it
was described as high, in 6 as moderate, and in 3 transactions indicated as low. In the case of unrelated
enterprises, in the CEO’s assessment, a high scope was indicated in seven cases, moderate in eight,
while a low scope of integration activities was indicated in four cases. Detailed lists of the assessment
of the scope of integration activities in individual areas are presented in the Table 4.
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Table 4. Declared scope of integration in selected functional areas three years after the acquisition in
enterprises in interlocking related and unrelated enterprises.

The Area in Which Integration
Activities Were Carried Out

Declared Scope of Integration

Related Enterprises (N = 19) Unrelated enterprises (N = 19)

Low Moderate High Low Moderate High

Marketing and sales - 7 12 - 8 11
IT systems - - 19 - - 19

Accounting procedures - 1 18 1 18
Suppliers and distribution channels 6 5 8 5 6 8

Human resources management 4 10 5 10 6 3
Brands 3 8 8 3 10 6

Technologies 6 5 8 6 7 6
Organisational culture 12 5 2 17 2 -

Studies have shown that the highest scope of integration occurred in the case of IT systems and
accounting procedures. They are intended to secure core operations. In the 28 transactions analyzed,
they were carried out within the first 100 days after the merger. A very important area—from the
point of view of integration priorities—in almost every transaction examined is marketing and sales.
This is justified by the respondents’ assumed integration motives. In acquisition transactions, it is
important to conduct changes in this area at an early stage of the integration project to reduce the
period of uncertainty for both external and internal clients. However, it should be emphasized that
the sales area contains elements that may be beyond the purchaser’s control. This may include issues
such as customer loyalty, market dynamics, and competitive responses [56]. It is important to analyze
integration priorities in the area of marketing and sales in connection with the motives of an acquisition
transaction. In 12 cases, the acquisition caused a problem of partial or total overlap of the product
portfolio of the acquiring and acquired company. As a result, in each case a marketing plan, which
assumed the integration of the portfolio of transaction partners’ offers, was prepared. In seven cases,
the prepared marketing strategy assumed the creation of a completely new portfolio of offers. This was
in line with the transaction motive, i.e., expansion into new markets and reaching a new group of
customers. The integration in the area of marketing and sales in many companies results in the
necessity of adopting a multi-brand strategy and enforces competence in managing the portfolio of
offers of combined organizations. In 14 cases, no changes were planned to the product on offer. It
should be emphasized that the decision on the brand strategy after the acquisition is conditioned by the
company adopting the market strategy. When a market gap is identified and it is possible to fill it in, a
new brand is often created together. However, in the case of developed markets, for a new company
created after the merger, the existing brands that have their established position are usually left. The
strategy of integrating the portfolio of offers after the merger should be prepared in the pre-transaction
phase—especially if the acquiring company assumes expansion into new markets and reaching a new
group of customers. In the analyzed transactions, full integration of brands took place in 14 cases
(in 8 interlock-related and 6 unrelated companies). Integration in this area was associated with such
transaction motives as the increase in goodwill after the merger (nine indications including five in
related companies and three in unrelated companies), increasing the entry barrier (eight indications
including four in related companies and four in unrelated companies) or increasing market share
(10 responses, 6 in related companies and 4 in unrelated companies). The largest differences in
integration between related and unrelated companies concerned ‘soft’ areas such as organizational
culture and human resources management. In each case, in the study conducted among the CEOs it
was emphasized that cultural integration is a very complex problem—an emotional one which raises
the question of whether it should actually be conducted. G. Schweiger and J. Walsh [57] note that from
the point of view of acquisition efficiency, the decisive problem describing integration issues in the
cultural area is not how diverse the cultures of the merged enterprises are, but whether maintaining
these differences in the long run will prove beneficial. The problem of cultural integration is particularly
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complex, among others, due to the fact that there may be several subcultures within one enterprise.
This way of thinking about the multilevel of organizational subcultures is also found in the sociological
concept of Cuche [58]. In the research on acquisitions in the area of cultural considerations, the
paradigm based on the traditional approach assuming the ‘uniformity’ and ‘monolithism’ of corporate
culture dominates, apart from the fact that organizations may consist of fragmented cultures [59].
In the cultural aspect, it is assumed that “the greater the cultural discrepancy between the organizations
involved, the worse the performance of the terms of the contract” [60]. Meanwhile, in the literature on
the subject, there is no clarity regarding the impact of cultural differences between transaction partners
on acquisition efficiency. Whilst Datta [61], Chatterjee et al. [62], and Weber and Camerer [63] build the
conclusion that this influence is negative, Krishnan et al. [64] demonstrated a positive relationship
between the differences and the financial result of the acquisition. In the absence of a clear conclusion,
it seems that the issue of ‘depth of integration’ must be treated with extreme caution. At this point
one should stop at the methodology of conducting research on the relationship between the depth
of integration in the cultural dimension and the effectiveness of this process. Usually, the subject of
analyses is the inter-cultural differences between management teams. This shows the difficulties in
capturing cultural differences in the acquisition processes. In this regard, Teerikangas and Vera [65]
pose the question: “In the final analysis, the question arises - whether the research really touched
upon the essence of organizational culture; what are the researchers actually measuring? How is
organizational culture conceptualized: as differences in the management team’s culture?” Riad [66]
criticizes existing research on culture in takeover processes and emphasizes the need to force what he
describes as a “binary opposition” between the coherence of culture on the one hand and the pluralism
of cultures on the other. Riad warns against tradition in the literature on acquisitions to categorize
cultures into certain types or to focus on ‘differences’ between cultures. He asks whether cultures
and their potential differences cannot simply be taken into account as such in times of mergers and
acquisitions as they are in multicultural societies.

5.2. The Model of Post-Transaction Integration and Its Determinants

Identifying the dynamics of integration was a key issue from the point of view of the research
goal. In the literature on the subject, there is no unequivocal view on the most favorable dynamics
of the integration process. It is usually emphasized that pace is important from the point of view
of behavioral psychology because rapid integration reduces uncertainty among employees. Quick
integration also allows the initial enthusiasm associated with mergers to be used, which is usually
short-lived. The high dynamics of integration is also important for the marketing and sales area because
it helps reduce customer uncertainty. The advantage of slow integration is, above all, minimizing
conflicts between partners and building trust between transaction partners. Low integration dynamics
also allow potential disruptions in the processes carried out with each of the transaction partners to
be limited. An overall assessment of the dynamics of integration indicated in 13 cases that it was
high and in 13 cases that it was moderately dynamic. In 12 transactions, the integration dynamics
after acquisition was assessed as low. Studies have shown that dynamics is conditioned by the fact
of personal connections between transaction partners. In the case of enterprises related through
interlocking directorates, in 9 cases out of 19, respondents declared high dynamics of integration
activities (in the group of unrelated enterprises high integration dynamics was declared in four cases).
The second parameter describing the research model was the centralization of integration activities.
They are presented in Figure 3.



Sustainability 2019, 11, 6955

 
Figure 3. Dynamics and scope of centralization of the post-acquisition integration process in enterprises
related through interlocking directorates and in unrelated enterprises.

Analysis of the two parameters constituting the adopted working model of post-transaction
integration, i.e., the dynamics and centralization of integration activities showed that the surveyed
companies carried out integration activities in line with the following models:

• Dynamic-centralized (DC) is the dominant model in persons linked by direct interlocking (nine
cases analyzed). In unrelated enterprises, the model stated occurred in four cases.

• Moderately dynamic-decentralized (MDDZ) occurred in six examined interlocking-related
companies and seven unrelated companies.

• Inertial-decentralized (IDZ) describes integration activities implemented in four companies related
through interlocking and in eight unrelated companies.

Research has shown that the dominant model of post-transaction integration in related enterprises
is the dynamic-centralized (DC) model. It occurred in nine transactions. For comparison, the discussed
model occurred in the case of four transactions in the surveyed unrelated enterprises. Integration
activities were entrusted to an operational team, grouping representatives of each of the combined
organizations. The study additionally showed that in 13 transactions out of 38 respondents, integration
activities were decentralized and were carried out separately.

The research pointed to several factors that may affect the implemented integration model.
They are presented in the Figure 4.

 

Figure 4. Determinants of the post-transaction integration model included in the study.
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An important factor, from the point of view of the course of integration, is the stability of
the relationship between transaction participants. Stahl, Kremershof and Larsson [67] note that
inter-organizational relationships between partners build trust before concluding transactions and this
element is treated as a critical success factor in post-acquisition integration processes. The analysis shows
how long before and after the transaction the relationship between companies takes place through
interlocking directorates. For the purposes of these studies, it was assumed that the short-term
relationship lasts less than one year. Relationships over one year are long-term relationships.
To determine the length of the relationship, both the duration of the relationship before and after the
transaction was analyzed in the case of the tested connections, the average length of the relationship
was 496 days. They are presented in Figure 5.

 
Figure 5. Relationship persistence through interlocking directorates between companies, acquisition
partners and the implemented model of post-transaction integration.

The research demonstrated that enterprises connected with long-term relationships usually
demonstrate high dynamics of integration activities which are conducted by teams grouping employees
representing each of the merging enterprises. In addition, the CEOs surveyed from this group of
companies declare having an integration plan with different levels of detail in each case. An important
parameter analyzed was also the period of occurrence of relationships. The study sought the answer to
the question: how long before the conclusion of the acquisition transaction and after its completion
did personal connections occur through interlocking directorates? In the analyzed transactions, if the
durability of connections after the merger was low, then the decentralization of the integration process
took place more often. They are presented in Figure 6.
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Figure 6. Pre-and post-acquisition relationships and the integration model implemented.

From the point of view of the efficiency of the post-acquisition stage, previous experience in
conducting acquisition transactions may be relevant. Despite a significant number of studies on this
subject, there is no clear evidence of a link between experience in acquisition and achievement of
effects [68]. Studies have shown that this is an insignificant factor [69] with a negative impact [70]
or a positive impact [71]. In the presented research, the experience in the area of acquisitions was
declared in the case of 15 companies whose representatives emphasized that the acquisitions were part
of the adopted and implemented development strategy of the enterprise. At the same time, 18 CEO
respondents declared personal experience in acquisition transactions. Each of the respondents who
declared previous experience in takeover processes emphasized that this is a factor that translates
positively into the efficiency of the post-transaction integration process and the effectiveness of the
takeover process. The summary of declared enterprise experience and the level of centralization and
dynamics of integration activities are presented in Table 5.

Table 5. Experience in acquisitions and implemented integration model in personally related and
unrelated enterprises.

Experience in Acquisition Transactions

Model of Post-Transaction Integration

Personally Related Enterprises

DC (N = 9) MDDZ (N = 6) IDZ (N = 4)

Yes (N = 11) 7 3 1

No (N = 8) 2 3 3

Enterprises not related personally

DC (N = 4) MDDZ (N = 7) IDZ (N = 8)

Yes (N = 4) 2 1 1

No (N = 15) 2 6 7

The marginalization of post-transaction integration issues is visible at the stage of preparing the
plan on the basis of which integration will be carried out. In the examined group, the integration
plan was prepared in one-third of transactions. Typically, the plan was prepared after the transaction
(10 cases) and was characterized by a high level of generality (7 cases). The preparation of a detailed
plan was declared in only one case and in four cases a detailed plan was prepared for selected functional
areas that were directly related to the motives of conducting a takeover transaction. The identified
trend is very worrying. It seems that integration planning already at the stage of due diligence is
associated with a reduction in business risk that accompanies these transactions. The relationship
between the integration process and having a plan is presented in Table 6.
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Table 6. The integration plan and its characteristics and the model of post-transaction integration.

Integration Plan and Its Characteristics
Integration Model in Related

Enterprises
Integration Model in Unrelated

Enterprises

DC [9] MDDZ [6] IDZ [4] DC [4] MDDZ [7] IDZ [8]

Possession of an integration plan (N = 12) 5 1 - 4 2 -
Prepared before transaction (N = 2) 2 - - - - -
Prepared after transaction (N = 10) 3 1 - 4 2 -

No integration plan (N = 26) 4 5 4 - 5 8

Plan characteristics

General plan (N = 7) 2 1 2 1 -
Detailed plan (N = 1) 1 - - - - -

Plan only for selected functional areas (N = 4) 2 - - 2 1 -

Studies have shown that having an integration plan translates into higher dynamics and
centralization of integration activities. The relationship between the implemented integration model
and the circumstances in which the transaction was concluded remains interesting. The question was
asked whether the acquisition was a tool for implementing the company’s development strategy or for
seizing the opportunity. In 26 cases, it was declared that the transaction was included in the strategy.
In five cases, that the opportunity was used, while in seven it was confirmed that the acquisition was
included in the company’s growth strategy but the opportunity was taken and carried out at the right
time. The relationship between the integration model used in related and unrelated companies and the
circumstances of the transaction are presented in Table 7.

Table 7. Model of post-transaction integration and circumstances of concluding acquisition transactions.

Implemented
Integration

Model

Circumstances of Concluding the Acquisition Transaction

Related Enterprises (N = 19) Unrelated Enterprises (N = 19)

Strategy Opportunity

Included in
Strategy but

Using the
Opportunity

Strategy Opportunity

Included in
Strategy but

Using the
Opportunity

DC (N = 13) 6 - 3 3 - 1
MDDZ (N = 13) 6 - 1 6 - -

IZD (N = 12) 2 4 2 3 1 -
Total 14 4 6 12 1 1

Including the acquisition into the company’s development strategy translates into the dynamics
of the discussed process in the case of the examined transactions. In the static model, acquisition was
often the result of using an emerging opportunity or included in the strategy, but using the opportunity.
An opportunity-based approach that results in high-level dynamics on the level of due diligence and in
the transaction phase raises the risk of a lack of preparation of internal processes that justifies, to some
extent, the low dynamics of integration activities. Another element analyzed was the relationship
between the fact of having an integration strategy and the moment when it was created and the
implemented integration model. The obtained results are presented in Table 8.

Possession of an integration strategy in the form of a document was declared in eight surveyed
enterprises. They contained sub-strategies for selected functional areas in which the potential to achieve
synergies was recognized. In 18 cases, attention was drawn to the fact that the strategy was functioning
but was not prepared in the form of a document. It was emphasized that during the three years
analyzed since the transaction, the integration strategy was subject to many modifications. For the
remaining 12 transactions, no integration strategy was prepared and if there was a need for integration
activities, they were implemented on an ongoing basis. In the case of implementing integration based
on the DC model (dynamic-centralized), the strategy—in the form of a framework document—was
prepared during the pre-transactional stage.
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Table 8. Integration model applied and the phase of preparation of the integration strategy.

Possession of an Integration Strategy
Implemented Post-Transaction Integration Model

DC (N = 13) UDZD (N = 13) IZD (N = 12)

Yes, in the form of a document (N = 8) 3 4 1
Yes, but not in the form of a document (18) 10 4 4

No (N = 12) - 5 7

The stage of the acquisition process at which the integration strategy was created

Pre-transaction phase (N = 1) 1 - -
Transaction phase (N = 0) - - -

Post-transaction phase (N = 25) 12 8 5

The last area subjected to analysis was the assessment of the effectiveness of the integration process
and giving importance to individual elements describing its course by respondents. As observed by
Zollo and Meier [72], about 14% of all articles devoted to the effectiveness of mergers and acquisitions
were based on the subjective assessment of the managerial staff. There is also literature confirming the
positive correlation of research results based on interviews with research results based on objective
market and accounting data [73]. The use of CEO staff’s opinions for the purposes of assessing
effectiveness is justified by the problem of obtaining objective, reliable, and current measures of selected
aspects of the acquisition processes [19]. During the interview, participants were asked to assess the
significance of selected elements describing the process of post-transaction integration, which in the
literature are treated as key success factors. The assessment concerned parameters such as integration
dynamics, its scope, level of centralization, integration plan, and the experience of companies in
conducting transactions. The questions also concerned assessing the importance of interlocking for
post-transaction integration. An overall assessment of satisfaction with the completed post-transaction
integration model was attempted to be identified by asking the question, ‘how do you assess the level
of achievement of the goals set for the analyzed transaction in a perspective of three years from the
date of the transaction?’. For 12 evaluated transactions, it was declared that the goals were achieved,
in 19 transactions not all of the assumed goals were achieved but the most important goals were
achieved. In seven cases, no answer was given. It can therefore be assumed that in 12 transactions the
assumed goals were achieved and this translated into a high level of satisfaction with the acquisition
transactions. The level of satisfaction with the acquisition transaction carried out in personally related
and unrelated companies is presented in Table 9.

Table 9. Declared level of satisfaction with the implemented model of post-transaction integration in
enterprises related through interlocking directorates and in unrelated enterprises.

Implemented Post-Transaction
Integration Model

Level of Satisfaction with the Transaction

Enterprises Related through Interlocking Unrelated Enterprises

High Moderate Undetermined High Moderate Undetermined

Dynamic-centralized model (N = 13) 4 3 2 1 3 -

Moderately dynamic decentralized
model (N = 13) 2 3 1 2 4 1

Inertial-decentralized model (N = 12) 1 1 2 3 4 1

Total 7 7 5 5 12 2

A higher level of satisfaction with the achieved transaction goals was observed in personally
related companies (seven responses). In unrelated companies, the level of satisfaction was usually
defined as moderate. This concept hinted at a partial implementation of the assumed acquisition goals.
The parameter that was important for assessing the satisfaction of the transaction was the position in
the network of connections determined by the indicator of closeness centrality and the eigenvector.
Seven companies that declared a high level of achievement of the objectives achieved an average
closeness centrality indicator of 0.6 (with the average for the related companies surveyed 0.42). Also, the
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eigenvector index reached an average higher than the average for the whole group of related companies,
which was 0.58 (the average for the group was 0.36). This may mean better access to information
in this group of companies than for the other surveyed companies related through interlocking.
The research assumed that several factors influence the course of post-transaction integration, which in
the literature are indicated as key success factors in the acquisition processes. The surveyed CEOs were
asked to assess the significance of several selected factors such as experience in acquisition processes,
having an integration plan, dynamics of integration activities and their centralization, their approach to
acquisition in terms of strategy or market opportunity. The obtained results are presented in Table 10.

Table 10. Assessment of the importance of selected elements in the process of post-transaction
integration in personally related and unrelated enterprises.

Criterion for Assessing the
Post-Acquisition Integration Process

Evaluation of the Importance of the Criterion

Personally Related Enterprises Unrelated Enterprises

Experience in acquisition transactions High Moderate
Acquisition approach (strategy/market

opportunity) High Moderate

Transaction motivation High High
Dynamics of integration activities High Moderate
Possession of an integration plan High Moderate

Form of integration
(centralized/decentralized) High High

When assessing these factors, none of the CEOs surveyed indicated their low importance.
The difference in the perception of significance in related and unrelated companies concerned such
factors as the significance of experience in conducting acquisitions which, in unrelated companies, was
defined as moderate. A similar assessment in this group of enterprises also concerned the importance of
the dynamics of integration activities, having an integration plan or the approach to acquisition in terms
of an instrument for implementing the growth strategy or taking advantage of the market opportunity.

6. Conclusions

In this article, attempts were made to determine—based on empirical data—the impact of personal
connections between the management boards of companies involved in the acquisition and the
post-transaction integration model, based on which the process of merging organizations was carried
out in the listed companies under examination. All of the analyzed transactions were carried out
on the Polish capital market, were industry acquisitions and constituted an example of horizontal
concentration. The conducted research, the results of which have been presented as part of this study,
has shown that the scope of personal relationships between companies and acquisition transaction
partners is low. In the analyzed companies, the relationship through interlocking directorates translates
into a higher integration dynamics, a higher level of centralization of activities and a higher declared
satisfaction with the acquisition. An important factor for the process of post-transaction integration is
the durability of relationships between transaction partners and the position held in the network of
connections. If relationships are long-term, it is important for faster integration of business processes.
Also, higher than the average value for the examined group of companies were measures of closeness
centrality and eigenvector. These can mean better access to information, translate into higher dynamics
and centralization of integration activities in personally related companies. As a result of the conducted
research, it is possible to formulate recommendations of directing enterprises towards the exploitation
of personal relations between management boards for those companies which have based their strategic
development on mergers and acquisitions. Since interlocking connections have an impact on the
higher dynamics of integration activities, personal connections would be primarily recommended for
those enterprises which the pace business process integration is important, from the point of view
of rapid achievement of the assumed integration goals. It is important that these relationships are
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long-term (in the presented studies, the average length of relationship was 496 days). The requirement
of a long-term relationship, fulfilled long before the transaction is concluded, builds trust; and this
element is treated as a critical success factor in post-acquisition integration processes. It seems that it
would be worthwhile to continue researching this issue in the future. It would be interesting to identify
trends in interlocking directorates in acquisition processes in Poland in the long term. It would also be
worth expanding the scope of research using the adopted methodology to other countries in Central
and Eastern Europe. Undoubtedly, an interesting direction of further research would be financial
analyses which show the relationship between interlocking and the implemented post-transaction
integration model and the impact on the financial effect of acquisition transactions. An undoubted
limitation for the research conducted was the incompleteness of the Euromoney Institutional Investor
Company (EMIS) database, based on which the analyses were conducted. The dedicated database of
all operations that took place between the years 2012 and 2014 on the Warsaw Stock Exchange and New
Connect, although treated as the most comprehensive source of information on acquisitions carried out
on capital markets, contained many data gaps that hindered the analysis. Restrictions also appeared
during the stage of collecting opinions in studies using semi-structured interviews. Difficulties in
reaching respondents resulted in the need to launch informal channels to reach them. Unfortunately,
achieving representativeness in the analyzed studies turned out to be impossible.
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50. Scott, J. Social Network Analysis. A Handbook; SAGE Publications: London, UK, 2000.
51. Stankiewicz-Mróz, A. Analiza sieci społecznych jako narzędzie optymalizacji przebiegu integracji po
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Abstract: The issues of responsible and sustainable innovations have been attracting the growing
attention of the ranks of scholars in recent years. However, this amassing productivity in the field
has not been mapped and profiled thoroughly, yet. Therefore, the aim of the paper is to map the
research output related to the concepts of responsible and sustainable innovations with the method of
research profiling. The analysis consists of three components: general research profiling, subject area
profiling and topic profiling conducted with the use of Scopus database. The research process
is directed at answering three research questions: (1) who are the main contributors within the
scholarly community? why? so what? (2) how is the research output distributed among subject
areas? why? so what? (3) what are the central topics and issues discussed within the research field?
why? so what? First of all, key contributing countries, research institutions, journals, and authors are
identified in order to characterize the scholarly community working in the field. Secondly, research
output is profiled through the prism of respective subject areas. This type of profiling aims at
discovering varieties among key journals, authors and core references distributed across various
subject areas. Thirdly, topic analysis is conducted in order to point out most crucial aspects studied
in the body of literature in the field. The research sample consists of 1083 publications indexed in
Scopus database, including the phrases ‘responsible innovation’ or ‘sustainable innovation’ within
their titles, keywords, and abstracts (topic search). The findings from the general research profiling
confirm the growing interest of academia in exploring and investigating the issues of responsible and
sustainable innovations. The leading contributors in the field are scholars and research institutions
from the Netherlands, the United Kingdom, and the United States. Dutch universities and research
centers occupy three top three positions in regard to the number of publications. Among them,
Delft University of Technology is the unquestionable leader. Journal of Cleaner Production and Journal of
Responsible Innovation are found to be the most prolific and highly recognized source titles in the field.
Subject area profiling shows a relatively high level of interrelatedness among the four leading subject
areas i.e., Business, Management and Accounting, Engineering, Social Sciences, and Environmental
Science in regard to authors, source titles and core references. Topic profiling indicates two leading
thematic streams in the research field focused on the features and core aspects of responsible
and sustainable innovations, and the relationships of the concept with people (human, humans),
research, ethics, and technology. Discussion of research findings is focused around comparing
and contrasting three overlapping concepts (i.e., responsible research and innovation, responsible
innovation, and sustainable innovation), providing the critical assessment of the reasons for the
scholarly research to have developed along with certain patterns and identifying unexplored aspects
or possible future avenues of research.
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1. Introduction

The discussion on the responsibility of business for the impact on society as well as the environment
has matured over the last few decades, resulting in comprehensive literature across several fields
of study [1–7]. Among others, the issue of business responsibility involves the problems of broadly
understood innovations. Recently, in the above-said literature stream, responsible innovation has
emerged as a new approach that expands on previously proposed concepts related to business
responsibility by drawing on technology assessment, ethics in science and technology studies, and
ethical, legal, as well as social aspects at the start of innovation process [8–13]. The main idea of the
concept is to democratize innovation as well as realize deliberative forms of governance through
stakeholder and public engagement [14–16]. Although generally innovation is perceived as inherently
good, there is always a probability that it may have some unforeseen consequences. Today, there is a
considerable agreement among researchers on the fact that even the most promising innovation can
fail due to ethical and societal concerns that result from the innovation but were not properly taken
into account [14,17,18]. Also, the way people think today about responsibility, from the perspective
of innovations, is changing by reflecting the modern context in which innovations occur [15,19,20].
In consequence, nowadays, the scope of responsibility in regard to innovations goes beyond legal
requirements and business standards and encompasses the expectations of stakeholders and values
related to the society and the natural environment required at the markets, where innovations are
planned to be implemented. In such a context, the literature introduces the ideas of responsible and
sustainable innovations [9,15,21].

The importance of responsible and sustainable innovations refers to the fact that these ideas
are considered as up-to-date holistic and multidisciplinary concepts highlighting the problem of
dynamic capability used to develop a long-term firm sustainable advantage. Focus on responsible and
sustainable innovations forces companies to learn new approaches and let go of old ones around the
search for innovation [15,21]. It entails governing through early ‘upstream’ interventions rather than
‘downstream’ monitoring and ‘correction’ of interventions ex-post. The discussion on responsible and
sustainable innovations is momentous as frequently one can observe significant time lags between the
development of innovations, understanding of their wider impacts as well as subsequent governance.
Therefore, nowadays there is an urgent need for more anticipatory and adaptive approaches that help
to understand the ways in which new technologies and social practices enable societies to become
more sustainable and that help unleash a new era of economic development [15].

The issues of responsible and sustainable innovations have been attracting the growing attention
of the ranks of scholars in recent years. However, this growing research output in the field has not been
mapped and profiled thoroughly, yet. The search in Scopus and Web of Science databases, conducted on
27 May 2018, shows no records for the conjunction of phrases ‘responsible innovation’ OR ‘sustainable
innovation’ AND ‘research profiling’ in titles, keywords and abstracts of indexed publications. Such an
observation reveals the gap in the research field. It allows to state that the assessment of the research
productivity in a quantitative and systematic way is not found in the literature. Thus, there is a need
for a research profiling analysis that studies ‘responsible innovation’ as well as ‘sustainable innovation’
from a global perspective. Filling the identified research gap is a motivation for undertaking the
research. Traditional literature surveys, regardless of whether they are of simple narrative or even
systematic character, are flawed with incompleteness resulting from the limited number of publications
included for qualitative analysis. Employing the method of research profiling gives the opportunity to
conduct the quantitative analysis of a wide body of literature in order to identify research trends and
patterns. Combining this quantitative approach with the qualitative systematic review used to support
discussion and interpretation of collected data ensures the triangulation of research methodology and
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increases quality assurance of the study. As mentioned above, so far there has not been such a research
profiling study in the field. Therefore, using this particular bibliometric method to map the research
field is something that makes this study exceptional and differentiates it from other surveys in the field.
It contributes to the novelty of the study and its potential to become an important publication in light
of all other existing and recent reviews in the field.

Taking into account the identified gap in the body of knowledge and the aforementioned
motivations, the aim of the paper is to map the research output related to the concepts of responsible
and sustainable innovations. The research process is focused on the following research questions:
(1) who are the main contributors (countries, affiliated institutions, source titles, authors) within the
scholarly community? why? so what? (2) how is the research output distributed among subject areas?
why? so what? (3) what are the central topics and issues discussed within the research field? why?
so what?

2. Method and Structure of Study

The method of research profiling is applied to achieve the aforementioned aim and provide
answers to research questions. Research profiling is categorized among the methods of bibliometric
descriptive studies aimed at exploring the features of the body of knowledge in the given research
field [22] (pp. 150–151). The research profiling method shows a high potential to augment traditional
literature reviews by exploring a wide range of literature in order to identify patterns and research
trends [23] (pp. 351–353). Therefore, research profiling may be considered as an effective tool used to
map the research field.

The work by Martinez et al. [24] was used as a benchmark to design the research process and
structure the paper. Moreover, some other publications applying research profiling methodology
provided inspirations and guidelines [25–27]. The structure of the paper follows the pattern of the
research profiling methodology and consists of three components i.e., general research profiling,
subject area profiling, and topic profiling. First of all, key contributing countries, research institutions,
journals, and authors are identified in order to characterize the scholarly community working in the
field. Secondly, research output is profiled through the prism of respective subject areas. This type of
profiling aims at discovering varieties among key journals, authors and core references distributed
across various subject areas. Thirdly, topic analysis is conducted in order to point out the most crucial
aspects studied in the body of literature in the field. Results presentation and analysis is concluded
with the discussion section aimed at interpreting the findings in the context of the existing literature in
the field. The method of a systematic literature review is used to support discussion and interpretation
of the findings.

3. Research Sample

Within the field of study, the variety of concepts combining the ideas of innovations and
corporate social responsibility may be observed. For instance, Lis and Sudolska [28] identify twelve
of such concepts including: responsible innovations (RI), responsible research and innovations
(RRI), socially responsible innovations (SRI), social innovation (SocI), sustainable innovations
(SI), environment innovations (EI), eco-innovations (EcoI), green innovations (GI), inclusive
innovations (II), frugal innovations (FI), grassroots innovation (GRI), and workplace innovations
(WI). The aforementioned concepts vary in scope, some of them refer in general to the ideas of
responsibility or sustainability, the others focus on particular aspects such as the environment, society
or employees. Some of these concepts are stand-alone, while others overlap. Being aware of complexity
and multidimensionality of the concepts in the research field, we decided to focus the mapping process
on responsible innovations and sustainable innovations, which both are comprehensive categories,
their definitions are close to each other and their scopes encompass other concepts mentioned above.
It should be made explicit that such a solution has both advantages and limitations. On the one hand,
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it increases the consistency of the research sample, while on the other hand reduces the number of
items included in the sample.

The process of research sampling was conducted with the use of the Scopus database. As of
27 May 2018, the pair of phrases ‘responsible innovation’ OR ‘sustainable innovation’ was searched
within titles, keywords, and abstracts of publications indexed in Scopus. In total, 1083 records were
retrieved, which were used for research profiling. The majority of the research sample is made up
of articles (593, 54.76%), conference papers (199, 18.37%), and book chapters (104, 9.60%). All the
categories of publications included in the sample are listed in Table 1.

Table 1. The structure of the research sample by document type.

Document Type N %

Article 593 54.76
Conference paper 199 18.37

Book chapter 104 9.60
Review 66 6.09

Editorial 31 2.86
Article in press 25 2.31

Book 24 2.22
Conference review 11 1.02

Note 11 1.02
Short survey 11 1.02

Letter 5 0.46
Erratum 3 0.28

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

The value of the h-index for the research profiling sample is 44. Identification of the most prominent
works within the field was used as the foundation for building up the corpus of publications used for
systematic literature review supporting discussion and interpretation of the research profiling findings.
Then, using abstract analysis, the papers most relevant to the topic and aim of the study were chosen.
The advantage of such an approach is to ensure that all the relevant and, simultaneously, the most
influential (i.e., those receiving the highest number of citations) publications in the field are included.
Nevertheless, this procedure of sampling has some weaknesses as well. For instance, there is a risk of
neglecting some key and important papers published recently which so far have not been cited so
much (which is quite likely) or papers not including searched keywords (‘responsible innovation’ or
‘sustainable innovation’) in their titles, keywords, and abstracts (less likely). Moreover, the Scopus
database is biased towards English language publications, which results in the underrepresentation of
literature in other languages in the sample. Therefore, using the method of snowball sampling, the
body of publications was supplemented with some other works not listed among core references in the
research profiling sample.

4. General Publication Profiling

4.1. Number of Publications and Received Citations

The earliest publication included in the research sample is dated as of 1978. Nevertheless, the main
bulk of research output is very recent. The most dynamic growth of researchers’ interest in the field
has been observed since 2013. The publications making up the research sample have received in
total 10,789 citations. Similarly to the number of publications, a significant increase in the number of
received citations has been noted in very recent years. Yearly distribution of publications within the
sample and citations they received are illustrated in Figure 1.
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Figure 1. Scientific productivity of research on responsible and sustainable innovations. Source: Own
study based on data retrieved from Scopus database (accessed 27 May 2018).

The changes in the scientific productivity (the number of publications) from 2003 to 2017 are best
represented with the 2 degree polynomial function (y = 0.7404x2 − 2964.9x + 3E+06, R2 = 0.9647) or
the exponential function (y = 5E-198e0.2279x, R2 = 0.9308). Similarly, the line of trend for the number
of citations received by the publications included in the sample shows characteristics typical of the
exponential function (y = 0e0.4609x, R2 = 0.9781) or the 2 degree polynomial function (y = 23.342x2

− 93670x + 9E+07, R2 = 0.9758). The analysis of research productivity in the field manifested in the
number of publications and the number of citations received by these works shows the growing interest
of the academia in issues related to responsible and sustainable innovation. Prior to 2003, only single
publications are noticed. Then, there is observed a period of slowly growing attention (2003–2012).
Recently (2013–2018), the acceleration of the rising trend is reported.

4.2. Country Profiling

The research sample includes 84 items of undefined country/territory. The remaining publications
are distributed among 55 countries representing all the continents. Table 2 shows the geographical
distribution of research in the area of responsible and sustainable innovations.

Table 2. Geographical distribution of research on responsible and sustainable innovations.

No. Region

Publications Citations

N
% [1083 =

100%]
% [1430 =

100%]
N

% [10,789 =
100%]

% [15,558 =
100%]

h

1 Europe 714 65.93 49.93 9063 84.00 58.25 41
2 North America 232 21.42 16.22 2314 21.45 14.87 22
3 Asia 173 15.97 12.10 1086 10.07 6.98 17
4 South America 96 8.86 6.71 1432 13.27 9.20 15
5 Australia and Oceania 79 7.29 5.52 746 6.91 4.79 14
6 Africa 52 4.80 3.64 592 5.49 3.81 12
7 Undefined territory 84 7.76 5.87 325 3.01 2.09 6

Total 1430 132.04 100.0 15,558 144.2 100.0

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

The leading position of European countries is noticeable in the published papers regarding
responsible and sustainable innovation. They account for contributing to over 65% of all articles in the
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research sample (nearly 50% if contributions counted separately for each country), and their citation
rate falls at 84% (respectively 58%). North America is in the second position and Asia in the third one.
A significant difference between Europe and other continents in the number of published articles and
received citations should be noticed.

Country profiling can be a reflection of the activity and the academic level in the analyzed field.
Table 3 shows the most productive countries in research on responsible and sustainable innovations.

Table 3. Topmost productive countries/territories in research on responsible and sustainable innovations.

No. Country/Territory
Publications Citations

N % N % h

1. Netherlands 219 20.22 3770 34.94 27
2. United Kingdom 173 15.97 3823 35.43 29
3. United States 168 15.51 1729 16.03 20
4. Germany 75 6.93 1632 15.13 14
5. Italy 59 5.45 323 2.99 11
6. France 54 4.99 306 2.84 10
7. China 51 4.71 176 1.63 7
8. Brazil 47 4.34 883 8.18 10

9–10. Denmark 39 3.60 508 4.71 11
9–10. Spain 39 3.60 525 4.87 10

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

Top 10 most productive countries contribute with 85.32% of all research output in the field.
The group of the most productive countries is made up of representatives of European, North American,
South American, and Asian nations. The regions highly concentrated on the research in the field in
Europe are the Netherlands and the United Kingdom (together 392 articles). What is also of paramount
importance, the research affiliated at institutions in these two countries shows high quality, which is
manifested in a high number of received citations and the value of h-index. Other European countries
ranked among the top 10, i.e., Germany, Italy, France, Denmark, and Spain, contributed in total with
266 articles. The group of the most productive countries is complemented by the representatives of
North America (the United States, N = 168 articles, rank 3), Asia (China, N = 51, rank 7), and South
America (Brazil, N = 47, rank 8). The key contributors from other continents are Australia (N = 31,
rank 13) and South Africa (N = 11, rank 22). Summing up, in regard to quantity of the research output,
the leaders in the field are the Netherlands, the United Kingdom, and the United States. Taking into
account the quality of the research, Germany should be added to the aforementioned countries.

4.3. Institution Profiling

As regards affiliated institutions, there are identified 17 universities that contributed with 10
or more papers. Top 10 most productive universities provided 228 publications (268 if calculated
separately), which received 4941 citations. The h-index for the top 10 institutions is 41. They are listed
in Table 4.

The most productive institutions in the field come mainly from Europe (seven of them from
the Netherlands, two from the United Kingdom) and only one from the United States. The leader
is the Delft University of Technology (67 articles). The second position is occupied by Wageningen
University and Research Center (36 articles) and the third position by Utrecht University (26 articles).
As regards the number of received citations, manifesting the quality of research work, the leaders are
two universities from the United Kingdom, i.e., the University of Sussex and the University of Exeter.
Among the most productive institutions, there are no representatives of other nations found to be
leaders in research on responsible and sustainable innovations such as Germany, Italy, France, China,
Brazil, Denmark, or Spain.
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Table 4. Topmost productive institutions in research on responsible and sustainable innovations.

No. Institution Country
Publications Citations

N % N % h

1. Delft University of Technology Netherlands 67 6.19 718 6.65 13

2. Wageningen University and
Research Center Netherlands 36 3.32 242 2.24 8

3. Utrecht University Netherlands 26 2.40 497 4.61 11
4. Arizona State University United States 25 2.31 421 3.90 8
5. University of Twente Netherlands 23 2.12 356 3.30 8
6. Eindhoven University of Technology Netherlands 21 1.94 751 6.96 9

7–8. University of Sussex United Kingdom 18 1.66 1094 10.14 10
7–8 University of Exeter United Kingdom 18 1.66 951 8.81 11

9–10. Vrije University Amsterdam Netherlands 17 1.57 272 2.52 5
9–10. Maastricht University Netherlands 17 1.57 213 1.97 6

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

4.4. Journal Profiling

Within the sample, there are 10 source titles that issued to 10 or more publications. The threshold
of 5 and more publications is achieved by 28 source titles. Table 5 shows the topmost productive
journals in responsible and sustainable innovations area.

Table 5. Top most productive source titles in research on responsible and sustainable innovations.

No. Journal
Publications Citations

N % N % h

1. Journal of Cleaner Production 64 5.91 1143 10.59 15
2. Journal of Responsible Innovation 59 5.45 410 3.80 11
3. Sustainability Switzerland 17 1.57 63 0.58 4
4. Science and Engineering Ethics 15 1.39 156 1.45 7

5–7. International Journal of Innovation
and Sustainable Development 14 1.29 55 0.51 4

5–7. Responsible Innovation 2: Concepts,
Approaches and Applications 14 1.29 111 1.03 5

5–7.
Responsible Innovation: Managing

the Responsible Emergence of
Science and Innovation in Society

14 1.29 463 4.29 12

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

The most prolific and highly recognized source title in the field is the Journal of Cleaner Production,
which published 64 articles receiving in total 1143 citations. The second place is occupied by the Journal
of Responsible Innovation (59 articles cited 410 times). Other source titles differ significantly from the
two leading ones in terms of the number of publications. It is worth noting that Responsible Innovation:
Managing the Responsible Emergence of Science and Innovation in Society published only 14 articles,
however, the number of their citations is the second in the series (cited 463 times). Noteworthy are
also Science and Engineering Ethics (15 articles) cited 156 times and Responsible Innovation 2: Concepts,
Approaches and Applications (14 articles) cited 111 times.

4.5. Authors Profiling

Only three authors contributed with more than 10 papers on responsible and sustainable
innovations, while 25 researchers produced five publications or more. Topmost productive authors are
listed in Table 6.



Sustainability 2019, 11, 6553

Table 6. Topmost productive authors in research on responsible and sustainable innovations.

No. Author Institution Country
Publications Citations

N % N % h

1. Blok V. Wageningen University and
Research Center Netherlands 15 1.39 164 1.52 7

2–3. Fisher E. Arizona State University United States 14 1.29 277 2.57 7
2–3. Owen R. University of Bristol United Kingdom 14 1.29 993 9.20 10

4–5. Macnaghten P. Wageningen University and
Research Center Netherlands 9 0.83 771 7.15 6

4–5. Özdemir V.
Mary Ann Liebert, Inc.OMICS:
A Journal of Integrative Biology United States 9 0.83 73 0.68 6

6–8. Guston D.H. Arizona State University United States 8 0.74 152 1.41 5
6–8. Smith A. University of Sussex United Kingdom 8 0.74 742 6.88 7
6–8. Swierstra T. Maastricht University Netherlands 8 0.74 51 0.47 4
9–11. Flipse S.M. Delft University of Technology Netherlands 7 0.65 43 0.40 4
9–11. Quist J. Delft University of Technology Netherlands 7 0.65 230 2.13 4
9–11. Stilgoe J. University College London United Kingdom 7 0.65 776 7.19 6

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

In terms of the number of published articles, the most prolific author is V. Blok from Wageningen
University and Research Center (15 articles), then E. Fisher from Arizona State University (14 articles)
and R. Owen from the University of Bristol (14 articles). All of the aforesaid authors in their works
discuss the framework for the responsible innovation concept. In his papers, V. Blok is mainly focused
on providing the framework for responsible research and innovation, with particular stress on the
challenges, insights, and perspectives of this concept. Among his scientific interests one can find
the issues related to socio-ethical factors of innovations and their impact on society as well as the
environment. R. Fisher from Arizona State University studies policy of science and technology,
including the multi-level governance of new emerging technologies. In line with other leading
researchers of responsible innovations, in his papers Fisher provides a conceptual understanding
of changing relationships between science and society. He focuses on public policy demands for
and practitioner responses to interdisciplinary collaborations between science and the humanities in
order to enhance societal responsiveness. Also, R. Owen concentrates on the concept of responsible
innovations. He highlights the necessity to include ethics issues into the governance of innovations
and new technologies, as well as the need to engage society while managing innovation processes
to enhance the ability of innovators to take responsibility for the future of this society. R. Owen is
the most cited author (993 times). The second in terms of the citations number is J. Stilgoe from
University College London, who published seven articles, cited 776 times. Co-working with R. Owen
and P. Macnaghten, J. Stilgoe also explains the idea and complexity of the responsible research and
innovation concept. P. Macnaghten from Wageningen University and Research Center, who is the
next in order with the number of published articles (9), cited 771 times, deals with the issues related
to the governance of science and technology and societal engagement. Noteworthy is also A. Smith
from the University of Sussex, who published eight articles, cited 742 times. In his papers, Smith,
similar to other most productive authors identified in Table 6, considers the politics and governance of
innovation for sustainability. His research is of interdisciplinary character and draws upon theories and
methodologies from sociology, political science, innovation studies, and science and technology studies.
In Smith’s scientific considerations one can find a particular field of interest regarding grassroots
innovation for sustainability. The researcher seeks to understand the processes by which groups in
civil society create and support innovations that seek to transform dominant social, economic and
technological systems.

The most productive institution in the field i.e., the Delft University of Technology is represented
by S. M. Flipse (cited 43 times) and J. Quist (cited 230 times), who published seven papers per
person. Flipse’s works focus mainly on interaction design for responsible innovation management.
In his papers, Flipse stresses that four dimensions of responsible innovations (anticipation, reflection,
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deliberation, and responsiveness) require communication and collaboration of several market players.
He concentrates on exploring how scientists and engineers can collaborate with other actors, in a
functional way, thereby also functionally shaping responsible innovation practices. Also, J. Quist
discusses the sustainable innovation concept. His works refer to the issues of business models for
sustainable innovation, stakeholder inclusion and providing a methodological framework as well as
participatory tools for this issue.

Having identified the key contributors among nations, institutions, source titles and authors,
subject area profiling is the next step to map the research field. Its aim is to discover and
portray the diversity and the multidimensionality of studies related to the issues of responsible
and sustainable innovations.

5. Subject Area Profiling

The research output related to responsible and sustainable innovations is distributed over 26 subject
areas. The highest number of publications is indexed in such areas as: Business, Management and
Accounting (491), Engineering (279), Social Sciences (270), Environmental Science (206), Energy (144),
Decision Sciences (137), Computer Science (129), Economics, Econometrics and Finance (108).
All remaining areas include: Arts and Humanities (84), Medicine (75), Biochemistry, Genetics and
Molecular Biology (46), Agricultural and Biological Sciences (38), Chemistry (38), Materials Science
(36), Psychology (26), Chemical Engineering (23), Nursing (21), Earth and Planetary Sciences (14),
Physics and Astronomy (14), Pharmacology, Toxicology and Pharmaceutics (10), Immunology and
Microbiology (6), Multidisciplinary (6), Neuroscience (3), Veterinary (2), Health Professions (1). In order
to thoroughly explore diversity and multidimensionality of research related to the issues of responsible
and sustainable innovations research output in leading areas will be studied through the lens of key
journals and authors, and core references. These leading areas under the study include Business,
Management and Accounting, Engineering, Social Sciences, and Environmental Science.

5.1. Journal—Subject Area Profiling

Identifying top source titles in each of the leading subject areas is the first step of the subject area
profiling. In Table 7, we present the topmost productive journals distributed by a subject area.

Table 7. Topmost productive journals by subject area.

Subject Area Journals

Business, Management and
Accounting (491)

Journal of Cleaner Production (63)
Journal of Responsible Innovation (59)
Science and Engineering Ethics (15)
International Journal of Innovation and Sustainable Development (14)
Responsible Innovation 2: Concepts, Approaches and Applications (14)

Engineering (279)

Journal of Cleaner Production (63)
Responsible Innovation 1: Innovative Solutions for Global Issues (9)
International Journal of Sustainable Engineering (7)
ASEE Annual Conference and Exposition Proceedings (5)
IEEE International Engineering Management Conference (5)

Social Sciences (270)

Sustainability Switzerland (17)
Science and Engineering Ethics (15)
Responsible Innovation 2: Concepts, Approaches and Applications (14)
Business Strategy and the Environment (11)

Environmental Science (206)

Journal of Cleaner Production (63)
Sustainability Switzerland (17)
Business Strategy and the Environment (11)
Energy Policy (8)

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).
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Journal of Cleaner Production is the most universal and top-ranked journal in terms of the number
of publications in the following three areas: Business, Management and Accounting, Engineering,
and Environmental Science. Journal of Responsible Innovation is the second leading source title as regards
the number of publications. All the publications (59) included in this journal relate to the subject area
of Business, Management and Accounting only. Two other source titles, i.e., Science and Engineering
Ethics and Responsible Innovation 2: Concepts, Approaches and Applications, bridge the areas of Business,
Management and Accounting, and Social Sciences. Social Sciences and Environmental Science have
two journals linking these two areas, i.e., Sustainability Switzerland (3rd position in the ranking of
topmost productive titles) and Business Strategy and the Environment. All other source titles are specific
to relevant areas. Engineering is found to be less interrelated with other subject areas.

5.2. Journal—Subject Area Profiling

Table 8 shows the most prolific authors identified in each of the leading subject areas in the field.

Table 8. Topmost productive authors by subject area.

Subject Area Authors

Business, Management and
Accounting (491)

Blok V. (12), Fisher E. (9), Owen R. (6), Swierstra T. (6), Flipse S.M.
(5), Guston D.H. (5), Huisingh D. (5), Macnaghten P. (5), Quist J. (5)

Engineering (279) Huisingh D. (5), Quist J. (5), Lockton D. (4), Silvester S. (4), Som C. (4)
Social Sciences (270) Blok V. (5), Fisher E. (5), Flipse S.M. (5)

Environmental Science (206) Blok V. (6), Huisingh D. (5), Quist J. (5)

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

In each of these areas, one can come across top-ranked authors conducting research on responsible
and sustainable innovations. Many of the most prolific authors categorized in the area of Business,
Management, and Accounting are found to contribute to other subject areas, too. V. Blok is the
most prolific author in three areas, i.e., Business, Management and Accounting, Social Sciences, and
Environmental Science. Other authors sharing their research between Business, Management and
Accounting, and Social Sciences are E. Fisher and S.M. Flipse. The works by D. Huising and J. Quist
bridge the area of Business, Management and Accounting with Engineering and Environmental Science.
Summing up, a relatively high level of homogeneity is observed as regards the distribution of top
authors through leading subject areas in research on responsible and sustainable innovations.

5.3. Core References—Subject Area Profiling

Core references analysis regards those works that have received the highest number of citations.
Such references in relation to identified subject areas have been presented in Table 9. As shown in Table 9,
we have distinguished four subject areas: Business, Management, and Accounting (BusMan&Acc),
Engineering (Eng), Social Sciences (SocSci), and Environmental Science (EnvSci).

The analysis of core references related to the identified subject areas allows to state that the work
of Boons and Lüdeke-Freund [2] is shared among three areas: Business, Management and Accounting,
Engineering, Social Sciences, and Environmental Science. In their paper, Boons and Lüdeke-Freund [2]
consider how the issues of business models and sustainable innovations interrelate. They explore
these links by proposing a set of normative requirements for a business model to contribute to market
sustainable innovations as well as pointing out some barriers in marketing sustainable innovations.
We assume that due to the fact that the authors take into account technological, organizational, and also
social innovations, their paper is often cited in the three above mentioned subject areas. The conducted
analysis of core references studied by subject areas shows that there are five works shared by two
areas. The most cited of such papers is the work of Smith et al. [30]. It is shared by the areas of
Business, Management and Accounting, and Engineering. Smith et al. [30] provide a review paper
regarding a multi-level perspective on socio-technical transitions within innovation studies. On the
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other hand, the paper by Johnson et al. [31] is often cited both in the literature of Business, Management,
and Accounting as well as Social Sciences. This results from the fact that in their work Johnson et al. [31]
propose a planning model for sustaining innovations within an organization, community, and the state
level. Thus, they highly focus on the social aspects of their research.

Table 9. Core references by a subject area.

Article Citations
Subject Areas

BusMan&Acc Eng SocSci EnvSci

Schot and Geels [29] 465 X
Smith et al. [30] 452 X X
Stilgoe et al. [14] 325 X

Boons and Lüdeke-Freund [2] 310 X X X
Johnson et al. [31] 202 X X

Stirling [32] 300 X
Boons et al. [33] 179 X X

Nill and Kemp [34] 176 X
Owen et al. [35] 254 X X

Bos-Brouwers [36] 164 X X
Larson [37] 123 X
Ozaki [38] 117 X

Ozaki and Sevastyanova [39] 149 X

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

Moreover, as identified and shown in Table 9, Engineering and Environmental Science share
the work of Boons et al. [33], who study the idea and nature of sustainable innovation and offer
a conceptual framework for searching the link between sustainable business models, innovation,
and competitiveness. In their paper, the authors provide an overview of innovation definitions and
categories with a focus on ecological sustainability. Thus, it is not surprising that the paper is often cited
in the field of Engineering and Environmental Science. The authors highlight also that the attributes of
sustainable innovations are systemness and radicalness. Taking this perspective, Engineering seems to
be the area interested in such an approach.

Finally, we have found two papers that are shared by Social Sciences and Environmental Science.
There are works by Owen et al. [35] and Bos-Brouwers [36]. Owen et al. [35] provide a brief historical
overview of the responsible (research and) innovation concept and concentrate on its four dimensions.
Particularly, they stress the inclusive participation of different actors that allows in embedding research
and innovation goals and potential impacts into societal and environmental values. They strongly
focus on the fact that innovations should be generated for society and with society. On the other
hand, Bos-Brouwers paper [36], also shared by Social Sciences and Environmental Science, points out
that sustainable innovations result in positive social and environmental impacts. Presenting the
research outcomes from a sample of small and medium enterprises, he argues that many sustainable
innovations are directed into improvements of technological processes in the field of eco-efficiency,
as well as to lower the cost of production. Thus, one can find here both environmental and social
aspects of innovations.

Among the most often cited papers that belong only to one subject area, a paper of Stilgoe et al. [14]
is worth noticing (325 citations). This work is assigned to the Business, Management and Accounting
subject area. The authors of the paper develop a framework for the responsible (research and)
innovation concept, highlighting the unpredictability of innovations that are inherently linked into
its collective nature. The authors stress the complexity of the responsible (research and) innovation
concept by explaining its dimensions in detail and indicating the techniques and approaches to make
them alive. They also stress that the conception of responsibility should be built on the understanding
that science and technology are socially as well as politically constituted.
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The procedure of research profiling is completed with topic profiling aimed at searching for
predominant themes in the field by analyzing keywords from the perspective of authors, journals,
subject areas, and core references.

6. Topic Profiling

6.1. General Topic Profiling and Author—Topic Profiling

Topic profiling is based on the keywords used by the authors in their papers and informs about
the most important research patterns and points of view of the authors. Table 10 shows the main
keywords used by authors.

First and foremost, the most popular keywords collected in Table 10 relate directly to the issues
associated with responsible and sustainable innovations. The leading keywords here are: ‘innovation’,
‘sustainable development’, ‘sustainable innovation’, ‘sustainability’, and ‘responsible innovation’.
Other keywords show the relationships between responsible and sustainable innovations with people
(human, humans), research, ethics, and technology. Some interesting tendencies may be also observed
while studying the research interests of leading authors. For instance, Owen [15,40] focuses his research
on the issues related to innovations, responsible innovations, and research. Piccinno et al. [41] deal
with sustainable development and sustainable innovations and Flipse et al. [42] are oriented to human
and technological dimensions.

Table 10. Top 10 most often cited keywords.

Keywords Authors

Innovation (281) Owen R. (4), Smith A. (4), Edgeman R. (3), Eskilden J. (3), Kern F. (3),
Raven F. (3), Riel A. (3), Verhees B. (3), Wiek A. (3), Xiang G. (3)

Sustainable development (231) Hischier R. (4), Huisingh D. (4), Piccinno F. (4), Seeger S. (4),
Smith A. (4), Som C. (4)

Sustainable innovation (158) Som C. (5), Hischier R. (4), Piccinno F. (4), Quist J. (4), Seeger S. (4),

Sustainability (143) Foley R.W. (4), Bossink B.A.G. (3), Edgeman R. (3), Eskilden J. (3),
Huisingh D. (3), Wiek A. (3)

Responsible innovation (129) Blok V. (6), Owen R. (5), Fisher E. (5), Macnaghten P. (5), Flipse S.M. (4),
Foley R.W. (4), Stilgoe J. (4), Wiek A. (4), Özdemir V. (4)

Human (73) Özdemir V. (4), Osseweijer P. (5), Dove E.S. (4), Flipse S.M. (4),
Llerena A. (4), Shrivastava S. (4), Warnich L. (4)

Humans (52) Osseweijer P. (4), Bredenoord A.L. (3), Flipse S.M. (3),
van der Sanden M.C.A. (3), Özdemir V. (3)

Research (40) Owen R. (3), Macnaghten P. (2), Stilgoe J. (2)

Ethics (39) Bredenoord A.L. (3), Flipse S.M. (3), Osseweijer P. (3),
van der Sanden M.C.A. (3)

Technology (39) Flipse S.M. (2), Kirna A.H. (2), Osseweijer P. (2), van Berkel R. (2),
van der Sanden M.C.A. (3)

Source: Own study based on data retrieved from Scopus database (accessed 27 May 2018).

6.2. Source Title—Topic Profiling

The topmost prolific source titles are focused on some particular topics. Table 11 shows the most
often cited keywords by source title.

The papers published by the Journal of Cleaner Production are mainly focused on sustainable
development, sustainable innovations, and innovations. Other topics studied in the journal are related
to life-cycle and its assessment, product design and production engineering, and environmental impact.
However, sustainability is a general ‘umbrella’ for all these topics. The leading topics in the Journal
of Responsible Innovation are responsible innovation, responsible research, and general responsibility.
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More specific topics are focused on technology assessment, synthetic biology, governance, and public
engagement. Both the aforementioned source titles combine the issues of technology in specific sectors
with the ideas of responsibility and sustainability. Other journals contributing to the field with a smaller
number of papers show similar tendencies. The most often studied topics in Sustainability Switzerland are
innovation, sustainability, sustainable innovation, responsible research and innovation, and corporate
social responsibility. In Science and Engineering Ethics, ethics is the leading keyword that is linked with
responsible innovation, social innovation, ethics research and human (humans). International Journal of
Innovation and Sustainable Development studies are focused on sustainable innovations, eco-innovations,
environmental innovations, open innovations, and sustainable development. Responsible Innovation
2: Concepts, Approaches and Applications are centered on responsible innovation and responsibility.
Additional research areas are connected with justice, stakeholders, and engagement. Finally, Responsible
Innovation: Managing the Responsible Emergence of Science and Innovation in Society is focused mostly
on responsible innovation. In general, it can be observed that the source titles under the study are
centered on very similar research areas.

Table 11. Topmost often cited keywords by a source title.

Journal/ Source Title Keywords

Journal of Cleaner Production (64)

sustainable development (46), sustainable innovation (28),
innovation (11), life-cycle (10), life cycle assessment (10),
sustainability (10), societies and institutions (9), product design (8),
environment impact (7), production engineering (7), sustainable
business (7)

Journal of Responsible Innovation (59)

responsible innovation (28), technology assessment (10), synthetic
biology (5), governance (4), innovation (4), responsibility (4),
responsible research and innovation (4), public engagement (3),
sustainability (3)

Sustainability Switzerland (17)

innovation (15), sustainability (9), sustainable innovation (6),
corporate social responsibility (5), responsible research and
innovation (5), sustainable development (4), entrepreneur (3),
organizational framework (3), RRI (3), responsible innovation (3)

Science and Engineering Ethics (15)
ethics (11), responsible innovation (10), human (9), humans (9),
science (7), social responsibility (6), technology (6) ethics research
(5), research ethics (5), social behavior (5)

International Journal of Innovation
and Sustainable Development (14)

sustainable innovation (7), innovation (4), eco-innovation (2),
environmental innovation (2), open innovation (2) social systems
theory (2), sustainable development (2)

Responsible Innovation 2: Concepts,
Approaches and Applications (14)

responsible innovation (6), justice (2), responsibility (2),
stakeholder engagement (2)

Responsible Innovation: Managing the
Responsible Emergence of Science and
Innovation in Society (14)

responsible innovation (7)

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

6.3. Subject Area—Topic Profiling

Table 12 presents the most often cited keywords that have been used in the analyzed literature
categorized by a subject area.

Generally, all the subject areas share their interest in such themes as innovation, sustainable
development, sustainable innovation, responsible innovation, and sustainability. However, the analysis
of data collected in Table 12 shows some aspects of research typical of relevant subject areas. For Business,
Management and Accounting it is about technology, societies and institutions, planning and managing
in the industrial context. Engineering is also oriented to product design, life cycle management,
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competition, and environmental impact. Social Sciences balance the focus on humanistic and
technological aspects. Life cycle management, climate changes, and environmental impact are the
issues characteristic of the research categorized within the subject area of Environmental Science.

Table 12. Topmost often cited keywords by a subject area.

Subject Area Keywords

Business, Management and
Accounting (491)

innovation (125), sustainable development (114), sustainable innovation
(87), responsible innovation (74), sustainability (64), technology (21),
competition (20), societies and institutions (18), industry (16), industrial
management (15), planning (15), research (15)

Engineering (279)

sustainable development (119), innovation (73), sustainable innovation
(65), sustainability (27), product design (25), societies and institutions
(22), life cycle (18), competition (17), design (15),
environmental impact (15)

Social Sciences (270)

innovation (90), sustainability (60), sustainable development (47),
responsible innovation (44), sustainable innovation (34), ethics (21),
human (15), humans (15), responsible research and innovation (13),
technology (11)

Environmental Science (206)

sustainable development (84), innovation (78), sustainability (58),
sustainable innovation (52), environmental impact (14), life cycle
assessment (14), life cycle (13), Europe (13), societies and institutions (11),
climate change (10), decision making (10), responsible innovation (10)

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

6.4. Core References—Topic Profiling

As already said, core references analysis regards those works that have received the highest
number of citations. Such references in relation to identified topics are presented in Table 9. As shown
in Table 13, we identified five such topics: innovation, sustainable development, sustainable innovation,
sustainability, and responsible innovation.

Table 13. Top 5 most often cited core references by topic.

Keywords Core References

Innovation (281) Schot and Geels [29], Stilgoe et al. [14], Owen et al. [35],
Johnson et al. [31], Boons et al. [33]

Sustainable development (231) Smith et al. [30], Boons and Lüdeke-Freund [2], Boons et al. [33],
Nill and Kemp [34], Bos-Brouwers [36]

Sustainable innovation (158) Smith et al. [30], Boons and Lüdeke-Freund [2], Boons et al. [33],
Ozaki [38], Leach et al. [43]

Sustainability (143) Schot and Geels [29], Johnson et al. [31], Bos-Brouwers [36], Larson [37],
Hellström [44]

Responsible innovation (129) Stilgoe et al. [14], Owen et al. [15], Guston [45], Owen and Goldberg
[40], Hellström [46]

Source: Own study based on data retrieved from the Scopus database (accessed 27 May 2018).

The findings presented in Table 13 prove that several particular topics share some works.
The papers shared by the three topics are done by Boons et al. [33] and Bos-Brouwers [36]. Also,
there are several papers shared by two topics. These are Schot and Geels [29], Stilgoe et al. [14],
and Johnson et al. [31]. The other core references identified in Table 13 have been assigned just to
one topic.

Thus, in regard to the issue of innovation, already described works of Stilgoe et al. [14] as well
as Owen et al. [35] provide the framework for the responsible (research and) innovation concept,
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pointing out the contemporary context in which innovations occur nowadays. Also mentioned before
Boons et al. [33] present the idea of sustainable innovation linking it with the issue of a business model.
Moreover, Johnson et al. [31], recalled before, discuss the definition of sustainability as well as present a
prevention-focused sustainability-planning model for sustaining innovations highlighting key factors
regarding sustainable innovations and the problems of dealing with them. As said before, the authors
discuss these issues in relation to the organization, community and state level. On the other hand,
Schot and Geels [29] suggest that sustainable innovations might be facilitated by creating technological
niches. Thus, they follow the problem of strategic niche management, presenting how concepts and
ideas have evolved over time.

Among the most often cited papers addressing the topic of sustainable innovation, Smith et al. [30]
contribute by introducing a framework of multi-level perspective on sustainability transitions related
to innovations, particularly stressing further research areas. Boons et al. [33] explain the idea and
the nature of sustainable innovations. Furthermore, Boons and Lüdeke-Freund [2] contribute to the
field by confronting the topic of sustainable innovation with the business model perspective. In their
paper, the aforesaid authors provide a review of the literature on the interrelations between business
models and sustainable innovations. Among the papers concentrating on sustainable innovation,
there are some authors highlighting the issues of the environment as well as other global challenges
of the 21st century. Thus, the problems of Sustainable Development Goals related to climate change,
resource depletion, food production problems and poverty alleviation, aging societies, etc., are the
topics of the paper by Leach et al. [43]. They argue that accomplishing these goals requires a new
approach to innovations that involves different actors and processes within an inclusive, multi-scale
innovation policy. Ozaki [38] deals with environmental innovations, focusing mostly on green electricity.
She analyses the problem from consumers’ point of view by posing a question concerning factors
motivating consumers to adopt and pay for sustainable innovations.

Among the most often cited core references identified in relation to the topic of sustainable
development, again Smith et al. [30], Boons et al. [33], as well as Boons and Lüdeke-Freund [2],
have been found. Additionally, Bos-Brouwers [36] who was already mentioned before, explores
the possibility of generating innovation oriented towards sustainable development. An interesting
problem is discussed by Nill and Kemp [34] who explore the evolutionary approaches for sustainable
innovation policies. They propose a framework integrating the strategic niche management approach,
transition management approach and time strategies approach to contribute to sustainable development,
particularly focusing on their strengths and specific problems.

Among the publications regarding the topic of sustainability, the most often cited again are
the papers of Schot and Geels [29], Johnson et al. [31], Bos-Brouwers [36]. In addition, Larson [37]
presents an interesting example of environmental and sustainability considerations integration into
business strategy. Hellström [44] in his work studies environmentally sustainable innovation from the
perspective of innovation theories in order to establish successful ways forward.

As far as the topic of responsible innovation is concerned, the most often cited works belong
to already mentioned Stilgoe et al. [14] and Owen et al. [15]. Considering the issues of responsible
innovation, some authors point out the problem of anticipatory governance necessary to promote the
emergence of responsible innovations. These aspects are highlighted by Owen and Goldberg [40] who
focus on the necessity of anticipating and understanding the wide potential impacts and associated with
new products and technologies. The aforementioned authors stress the need for continuous reflectivity
and anticipation to support the decisions shaping the trajectory of innovation in time. Also Guston [45]
discusses the issue of anticipatory governance based on reflection of scientists, policymakers and other
public players who share responsibility within the innovation process. In a similar vein, Hellström [46]
raises the problem of the risk associated with systemic innovation. He explores how new complex
technological systems generate risk or negative synergies on several levels of society.
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7. Discussion

7.1. Overlapping Concepts

The analysis of literature on responsible innovation proves that there are different approaches
to explain and define it. Several authors describe this new concept as Responsible Research and
Innovation, responsible innovation, or sustainable innovation. We start our study by following von
Schomberg [47] who provides the commonly used definition of Responsible Research and Innovation
(RRI). According to aforesaid author, RRI is “a transparent, interactive process by which societal actors
and innovators become mutually responsive to each other with a view to the (ethical) acceptability,
sustainability and societal desirability of the innovation process and its marketable products (in order
to allow embedding of scientific and technological advances in our society)” [47] (p. 9). Responsible
Research and Innovation has been also defined in the European Union documents which say that RRI
is “an on-going process of aligning research and innovation to the values, needs and expectations of
society” [48] (p. 1).

In line with the abovementioned, a central point of the RRI idea is that it embeds responsibility at
very early stages of research and innovation by emphasizing research integrity, several institutional
environments, and dynamics with a strong bearing on the societal impact of business [49,50].
The concept points out that research and innovation can be responsible in many ways: environmentally,
ethically, as well as socially or politically. Thus, it highlights the necessity of collaboration of various
market players responsible for research and innovation, such as research founders, policymakers,
business entities, etc., to promote a transition to mutual responsibility [51]. Dove and Özdemir [52]
highlight that the RRI concept is multidimensional and complex, and thus it needs including natural
sciences, social sciences, and humanities as well as political forces that influence the structure
of knowledge-based innovations into collaboration. Moreover, the RRI approach emphasizes the
cooperation of different groups of stakeholders in order to come up with sustainable solutions focused
on ethical acceptability, sustainability and societal desirability of the innovation process and its
marketable outcomes that influence society [9,15,53]. Summing up, RRI focuses on incorporating
responsibility into the DNA of contemporary companies and requires that the products or outcomes of
innovation meet deeply held moral values [54,55].

Following von Schomberg’s explanation of RRI, Owen, Stilgoe, and Macnaghten, provide their
definition of the term ‘responsible innovation’. They highlight that responsible innovation refers to
taking care of the future through collective stewardship of science and innovation in the present [15].
On the other hand, Noorman, Swierstra, and Zandbergen emphasize that responsible innovation
is a normative conception of technology development, which hopes to improve upon prevailing
practices [56]. While considering the analyzed concept, several authors highlight that stakeholder
engagement is the key characteristic of responsible innovation [56–61]. Stakeholders together with
the members of the public are involved upstream in the innovation process and encouraged to
deliberate on the features and uncertainties related to the innovation [14,18]. Stakeholder and public
members’ inclusion are perceived as a strategy to become mutually responsive to each other and
anticipate research and innovation results in the context of serious social and environmental challenges
(climate change, resource depletion, poverty alleviation, aging societies, etc.) for which they share
responsibility [57]. This collective responsibility enables to control and direct innovation into ethically
acceptable, societally desirable, and sustainable direction [9,56]. Blok and Lemmens [58] stress that, in
the concept of responsible innovation, responsibility is perceived as the extension to ‘regular innovation’
pointing out stakeholder involvement particularly regarding ethical and societal aspects of innovation.
They highlight that due to this extension, the innovation process is better enabled to balance economic,
socio-cultural as well as environmental interests.

Burget, Bardone, and Pedaste [62], who analyzed the matter of responsible innovation based on
the review of 235 RRI-related articles, notice that policymakers and scientists define and conceptualize
responsible innovation in different ways. Having reviewed several conceptual approaches, the aforesaid
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authors propose the following definition: “Responsible innovation is essentially an attempt to govern
research and innovation in order to include all the stakeholders and the public in the early stages of
research and development. The inclusion of different actors and the public is, in turn, meant to increase
the possibilities to anticipate and discern how research and innovation can or may benefit society as
well as prevent any negative consequences from happening” [62] (p. 15).

In the relevant literature, the idea of responsible innovation is explained also in terms of four
dimensions, pointing out that to innovate responsively requires to be anticipatory, reflective, inclusively
deliberate, and responsive [14,63]. In this context, responsible innovations, considered as an outcome
of smart planning and actions, are based on motivations related to the company’s influence on the
workplace, society and the environment. Anticipation means describing and analyzing the intended
but also potentially unintended impacts related to economic, social or environmental aspects that may
arise in future related to the innovation that is to be developed [14]. This requires that innovators
understand the dynamics shaping innovation [62]. Thus, anticipation refers to asking questions: ‘What
if . . . ?’ and ‘What else might it do?’. This refers to another responsible innovations’ dimension that
is reflectivity. Being reflective requires analyzing motivations and potential impacts of innovations,
taking into account both what is known but also what is uncertain and unknown. It also refers
to being aware of the limits of knowledge and the fact that one’s reality might not be universally
held [14,64]. Inclusion and deliberation are focused in all works on responsible innovation, as they
are related to other dimensions [62]. Inclusion and deliberation refer to upstream engagement of
stakeholders and public members in the discussions aimed at analyzing social, political, environmental,
as well as ethical implications that the development of the innovation could bring [14,65]. The fourth
dimension of responsible innovation is responsiveness. It is about having the capacity to change the
shape of innovation or its direction responding to values of stakeholders and the wider public [18].
Here, it seems necessary to say that care and responsiveness are two dimensions of prospective
responsibility [20,66–69]. They allow market players to reflect on the purposes and outcomes of science
and innovation. Responsiveness is a key dimension allowing several options to be kept open [32,70].
The company’s responsiveness means being adaptive, responding to the views and perspectives of the
public and stakeholders. In other words, it refers to being deliberative. This means that responsible
innovations are the outcome of continuous dialogue with various groups of stakeholders which shows
the features of the organizational learning process-oriented to dynamic adjustment to changing needs.

An extensive literature review on responsible and sustainable innovation allows to
state that sustainable innovation overlaps conceptually with responsible innovation [71,72].
Sustainable innovations, like responsible innovations, are intended to respond to contemporary
societal and environmental challenges. Furthermore, Lubberink et al. as well as Adams et al. highlight
that both responsible and sustainable innovations are focused on sustainability as a desirable outcome
of innovation [71,72]. Adams et al. also state that sustainable innovations require the collaboration of
a complex network of stakeholders. This enables engagement in dialogue necessary to acquire the
knowledge needed to generate responsive solutions [71]. Moreover, both responsible and sustainable
innovations take into account economic, environmental as well as social dimension while considering
innovation outcomes [18].

An interesting point of view is presented by Dyck and Silvestre who distinguish between
‘sustainable innovation 1.0’ and ‘sustainable innovation 2.0’. According to aforesaid authors, the term
‘sustainable innovation 1.0’ refers to innovations that are aimed at both reducing an organization’s
negative socioecological externalities and enhancing their financial interests. On the contrary, as
‘sustainable innovation 2.0’ they describe innovations that are driven by the social and ecological returns
they will generate. In other words, Dyck and Silvestre highlight that the ultimate goal of ‘sustainable
innovation 2.0’ is to improve overall social and ecological well-being. This type of innovation enables
organizations to enhance positive socio-ecological externalities while remaining financially viable but
not needing to maximize financial returns [73].
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Taking the corresponding perspective in analyzing the idea of sustainable innovation, Boons,
Montalvo, Quist, and Wagner propose a general explanation stating that sustainable innovation is
an innovation that improves sustainability performance in terms of ecological, economic, and social
criteria. They propose a definition of sustainable innovation saying it is “a process where sustainability
considerations (environmental, social, and financial) are integrated into company systems from
idea generation through research and development (R&D) to commercialization. This applies to
products, services, and technologies, as well as to new business and organizational models” [33] (p. 4).
Taking such a point of view, sustainable innovation will have different meanings and characteristics
in different contexts. Additionally, the aforementioned researchers argue that due to the fact that
responsible innovations go beyond regular product and process innovations and are future-oriented,
they are characterized by systemness and radicalness.

In the similar vein, Bos-Brouwers, and Calik and Bardudeen claim that as ‘sustainable’ one may call
an innovation in which the improvement of products, services, technological or organizational processes
commercialized or internally implemented, not only brings in an improved economic performance but
also enhances environmental and social performance. Thus, both in the short and long term, sustainable
innovations have the capacity to generate positive social and environmental impacts [36,74,75].
In addition, Tello and Yoon particularly emphasize the care of resource deployment, pointing out
that sustainable innovation can be defined as new products, processes, services, and technologies
which contribute to the development and well-being of human needs and institutions by respecting
the worlds’ natural resources and regenerative capacity [76].

An interesting approach is proposed by Hargadon [21]. According to him, sustainable innovation
means two things. First, following the definition of Bruntland Commission, he argues that the term
refers to generating, developing and launching new products and processes which “meet the needs
of the present without compromising the ability of future generations to meet their own needs” [77].
In other words, the term ‘sustainable innovation’ refers to the new products and processes that consume
fewer environmental resources, foster people’s health as well as are affordable for both consumers
and producers. Secondly, the aforesaid author claims that sustainable innovation also means building
an organization that is capable of sustaining the pace of innovation over several years (ten or more).
He proposes his second explanation with the comment that a single innovation will neither support a
company nor drive fundamental change within the industry [21]. In other words, the implementation
of sustainable innovations expresses the care of enterprises for the future manifested in making business
decisions based on anticipation and reflection made today.

However, while considering the matter of sustainable innovation, Zeng et al. stress that it is
difficult to achieve within a single organization [78]. The aforementioned authors highlight the necessity
of creating sustainable innovation ecosystems formed by continuous interactions among organizations,
policies, society and the environment. In their considerations, they refer to the open innovation
concept [79,80], pointing out that nowadays most industries adopt an open approach to innovating [78].
This enables identifying future customer needs, as well as scanning for disruptions through foresight
networks [78,81].

Finally, some authors indicate sustainable innovations as a concept consisting of several
approaches to sustainability-related (sustainability-oriented) innovations, like green innovations,
eco-innovations, environmental innovations, grass-root innovations, socially-responsible innovations,
etc. [28,71,82–87]. In the literature the term environmental innovation (short: eco-innovation) is defined
very broadly and regards all measures of relevant actors (firms, politicians, unions, associations,
churches, private households) that develop new ideas, behavior, products, and processes, apply or
introduce them and that contribute to a reduction of environmental burdens or to ecologically
specified sustainability targets [82,88]. On the other hand, the term ‘grassroots innovations’ is used to
describe networks of activists and organizations generating novel bottom-up solutions for sustainable
development. These are the solutions that respond to the local situation and the interests and values
of the communities involved. A highlighted by Seyfang and Smith [83], in contrast to mainstream
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business greening, grassroots initiatives operate in civil society arenas and involve committed activists
experimenting with social innovations as well as using greener technologies. Social innovations
(socially-responsible innovations) seem to be the most multi-dimensional category of abovesaid. It is
characterized by several approaches in the literature. Despite different approaches, the common point
in defining this category refers to the fact that social (socially-responsible) innovations play a significant
role in meeting social needs and solve several social problems both in organizations and society [89–92].

7.2. Research Patterns

Having discussed central ideas of the overlapping concepts of responsible research and innovations,
responsible innovations or sustainable innovations, the next step is to provide the critical assessment
of the reasons for the scholarly research to have developed along with certain patterns. In regard to
research patterns in the field, our particular interest is focused on: (1) the dominant position in the field
occupied by the Netherlands, Dutch universities and researchers, (2) the leading position of Journal of
Cleaner Production and Journal of Responsible Innovation among most productive source titles in the field,
(3) multidimensionality of research perspectives in the field.

The dominant position in the field occupied by the Netherlands, Dutch universities and researchers
imposes the question why is it so? Of course, there are several reasons for such a situation. However,
the first reason for focusing on innovations (also responsible innovations) both in research and practice
seems to be the fact that the Netherlands is a country with low land and flat geography, known as the
safest delta in the world, with 26% of the country area and almost half of its population are located
below the sea level. Moreover, despite its size, it is one of the most densely populated nations in the
world. All circumstances that make the Netherlands a low-lying, flood-prone country caused the
necessity for the Dutch government as well as the citizens to be innovative in protecting the land
against flooding and to secure freshwater supplies [93].

Secondly, as pointed out by Hofstede [94], the Netherlands is a Feminine society which means
that the dominant values in society are caring for others and quality of life. In Feminine countries, it is
important to keep the life/work balance and to make sure that all are included. Conflicts are resolved
by compromise and negotiation and the Dutch are known for their long discussions until consensus
has been reached [95]. Moreover, tough life conditions related to the country situated below the sea
level forced people to work together in order to reclaim the land from the sea. In turn, nowadays the
Netherlands is relatively unique in practicing a strong consensus-driven approach to decision making.
As far as the field of responsible innovation is concerned, it has to be highlighted that in the Netherlands,
there is a long tradition of negotiations: between public organizations, enterprises, trade unions,
consumer pressure groups as well as NGOs [96]. Additionally, the Netherlands has an egalitarian
society which results in thinking that everyone is equal and should be treated accordingly [97].
This virtue directly refers to the issue of stakeholders’ engagement while anticipating innovations’
impact on the society or environment. It also enables firms and citizens to better understand the main
idea of responsible innovation concept.

Another explanation for the dominant position of Dutch researchers and universities in the
field of responsible innovation regards the configuration of the Dutch research eco-system. A strong
Dutch science base, world-class companies combined with government support policies result in
an ecosystem with strong linkages between innovation partners. Dutch research eco-system fosters
the development of innovations (and focuses on responsible innovations) as it involves different
entities such as universities and research institutes, government policymakers, companies, civil society
organizations, and financial institutions. The main cornerstones of Dutch innovation research ecosystem
are: interconnections and networking between participants, sharing and creating of knowledge and
technology, providing diversity in financial sources for partners in innovation, and boosting the
business climate [98]. Thanks to having such a peculiar configuration of the innovation eco-system,
Dutch enterprises are among the world’s leading innovators with strong technological capabilities and
performance [99]. The Netherlands’ innovative top sectors are among the world’s best. The country’s top
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nine sectors include: horticulture and propagation materials, agri-food, water, life sciences and health,
chemicals, high tech, energy, logistics, and creative industries [100]. All the abovementioned sectors
are closely related to the concept of responsible innovations that focuses on providing new products
and processes that generate profits and at the same time are socially and environmentally accepted.

Another reason for the dominant position in the field occupied by the Netherlands, Dutch
universities and researchers, refers to the fact that the country has very strong universities as reflected
in the number and quality of scientific publications. Most Dutch universities do very well in international
rankings [99]. Thus, Dutch researches follow the new concepts and fields of knowledge developing in
the world. The research on responsible innovation issues is so developed in the Netherlands also due
to some special governmental funding for research in this area. The field of responsible innovation
is of particular interest to The Netherlands Organization for Scientific Research, falling under the
responsibility of the Ministry of Education, Culture and Science. The organization implements funding
instruments for several fields, among them for responsible innovation domain. The Netherlands
Organization for Scientific Research frequently opens new registration rounds for the research in
the field of responsible innovation. In addition, the organization has a platform for responsible
innovation to provide information, inspiration, and contacts for researchers, companies, government
bodies, and societal organizations. The platform focuses on providing researchers with outcomes and
experiences from the research programs, that already have been financed. In turn, all participants
interested in exploring the field are able to get knowledge about responsible innovations in various
areas including life sciences and healthcare, energy transition, agriculture, and food. Additionally,
the platform provides guidelines and tools for companies, government bodies, and other stakeholders
to implement insights from projects in responsible innovation processes, models for the design process
of innovations, and new business models [101].

The leading position of the Journal of Cleaner Production and Journal of Responsible Innovation among
the most productive source titles in the field is the next pattern to be noticed while discussing the
development of research on the concepts of responsible and sustainable innovations. What are the
reasons for such achievements? In our opinion, the attention should be given to three following
aspects: high quality and very good matching of the scopes of these source titles with the issues of
responsible and sustainable innovations, openness for research perspectives from various subject areas,
and networking with leading research institutions in the field.

The Journal of Cleaner Production is focused on the concept of cleaner production which “aims at
preventing the production of waste while increasing efficiencies in the uses of energy, water, resources,
and human capital” [102]. The scope of the Journal of Cleaner Production encompasses such aspects as
sustainability, sustainable development, products, services or consumption which can be considered
as the outputs of responsible innovation processes. The high quality of the journal is confirmed by the
value of its impact factor (5.561) in the Journal Citation Report (JCR) 2017 by Clarivate Analytics and the
Scimago Journal Rank (SJR) indicator as of 2017 (1.467). Since 2006, it has been listed in the first quartile
(Q1) of source titles in all four subject areas categories where indexed i.e.,: Environmental Science,
Engineering (Industrial and Manufacturing Engineering), Energy (Renewable Energy, Sustainability
and the Environment), Business, Management and Accounting (Strategy and Management). Therefore,
it seems to be obvious that the Journal of Cleaner Production belongs to priority choices of scholars
searching for a quality source title to submit their papers. This strong position in various subject areas
in the field is confirmed by our study of subject area/journal profiling (cf. Table 7).

Responsible innovation is per se the center of gravity for the Journal of Responsible Innovation,
which is manifested in its source title. What is important the Journal of Responsible Innovation invites
the studies applying various research perspectives and representing diverse subject areas. The scope
of accepted papers ranges from humanities and legal studies through social sciences to science
and engineering [103]. In consequence, direct reference to the issue of responsible innovation in
conjunction with its multidimensionality predestine the journal to become one of the leading platforms
for disseminating research findings in the field. However, what is interesting, in spite of the declared
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scope encompassing a wide range of subject areas, the scientific output published in the Journal of
Responsible Innovation is mainly categorized within the Business, Management and Accounting subject
area. The journal is not found among the most influential source titles of other leading subject areas
in the field i.e., Engineering, Social Sciences or Environmental Science (cf. Table 7). The network of
relations with key actors in the field is another aspect that may be considered among the strengths of the
journal and explaining its competitive position. The Journal of Responsible Innovation is well-linked with
leading research centers in the field. As officially announced on its website, the journal is supported by
four following institutions: Arizona State University, the University of Exeter, Maastricht University,
and Karlsruhe Institute of Technology (JRI, nd). Three of them are found to be among the most
productive organizations in research on responsible and sustainable innovations (cf. Table 4).

Multidimensionality of research perspectives in the field is another feature of scientific production
related to responsible and sustainable innovations. As found, the research output is distributed over
26 subject areas ranging from science through social sciences to humanities. The highest number
of publications is indexed in such areas as Business, Management and Accounting, Engineering,
Social Sciences, Environmental Science, Energy, Decision Sciences, Computer Science, Economics,
Econometrics and Finance. Therefore, the question arises: why is the research output in the field
distributed among so many subject areas? The concepts of responsible and sustainable innovations
respond to up-to-date problems faced by governments, businesses, non-governmental organizations,
and individuals. Due to their multidimensionality, the ideas of responsible innovations match
to research questions considered as central in many subject areas. Generally, as pointed out in
Section 6.3, all the leading subject areas in the field share their interest in such themes as innovation,
sustainable development, sustainable innovation, responsible innovation, and sustainability. However,
some specificity and particular interests of researchers cultivating in various subject areas may be
noticed. For instance, in the areas Business, Management and Accounting it is about technology,
societies and institutions, planning and managing in the industrial context. Engineering is also oriented
to product design, life cycle management, competition, and environmental impact. Social Sciences
balance the focus on humanistic and technological aspects. Life cycle management, climate changes,
and environmental impact are the issues characteristic of the research categorized within the subject
area of Environmental Science. Due to its inclusiveness, the research field encompasses the research
conducted from the perspective of technology (e.g., in subject areas of Engineering and Computer
Science), the environment (studies related to Environmental Science and Energy), humans and society
(Social Sciences) or economy and business (subject areas related to Economics, Econometrics and
Finance as well as Business, Management and Accounting). What are the consequences of this
multidimensionality for conducting research?—which is the next issue to be discussed. Firstly, crossing
the boundaries between subject areas is observed. In consequence, numerous publications are indexed
as referring to more than one subject area. For instance, Business, Management and Accounting shares
its research output with 16 other subject areas, including in particular: Engineering (119 publications),
Decision Sciences (111), Social Sciences (94), Environmental Science (91), Economics, Econometrics and
Finance (83), and Energy (82). Similar tendencies are noticed while analyzing other leading subject
areas. Due to strong interrelatedness with other subject areas and a high number of publications,
Business, Management and Accounting studies seem to have the potential to play an integrating role
in the field. Secondly, diversity of research perspectives due to the extended multidimensionality
may result in combining research methodologies typical of related subject areas leading to search
for synergy in eclectic research approaches. Nevertheless, so far it is challenging to provide strong
evidence to support such an observation, which requires further exploration.

7.3. New Research Avenues

Analyzing and discussing existing research patterns in the field is very important to fully
understand the situation, its antecedents, and circumstances. However, to make the step forward and
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contribute to the development of the field, the identification of unexplored aspects or possible future
avenues of research from the perspective of policy, practice, and theory are needed.

While indicating new directions for further research, first of all, it is necessary to point out that
responsible research and innovation concept is highly predestinated for cross-disciplinary research
and thinking beyond established boundaries. The problem of creating responsible innovations is very
complex so it requires complex research-based dialogue between scholars from different disciplines to
engage with management research. However, to produce positive outcomes, responsible innovations
are to be embedded in the business context. Therefore, one of the new directions for further research
in the field is searching for the business context of responsible innovations. The current discussion
on responsible innovations is not capturing enough attention from the business community [104].
The concept of responsible innovations has been implemented mainly in the context of publicly
funded research with little effort to adapt and operationalize it for the business context [12,104].
Further research requires to focus on drivers of responsible innovation and measures of the outcomes
resulting from implementing the responsible innovation concept. In regard to responsible innovation
drivers, it is interesting to investigate what are these drivers and under what conditions they will
facilitate responsible innovation best. Also the issue regarding the way of measuring responsible
innovation in business is of great importance. Van de Poel et al. highlight that the concept of Responsible
Research and Innovation needs to be translated into business-relevant key performance indicators [49].
The authors provide methodological steps for developing such key performance indicators. However,
the avenue for further research is searching for measuring the returns of responsible research and
innovation in the business context. There is still a lack of the works providing such measures as well
as the research-based on larger-scale quantitative empirical testing. Search for fact-based evidence
in the business context seems to be of high significance for enhancing the managerial practice in
firms. In our opinion quantitative research is essential for further development of the concept and
its implementation in companies. Also, the commercial dynamics related to responsible innovations
are poorly developed in the literature of the field [104]. Thus, this seems to be an interesting path for
researchers to follow in the future.

Another issue regarding further research refers to the industry sector and local specific factors
regarding implementing the concept of responsible research and innovation in the business context.
Sector-specific differences so far have not been taken into account in the research on responsible
innovation and in turn some sectors are underrepresented. The sectors most often mentioned in
the works on responsible innovation are nanotechnology and ICT [12]. However, singular policy
and technological solutions which appear optimal from the global perspective rarely prove viable
or desirable in all industries and localities. The differences in sector specificity or different cultural
and ecological settings require varied approaches [43]. The insights from other industries and
sectors will contribute to developing a better conceptualization of responsible innovation and to
distinguishing sector-specific characteristics of its application [12]. Furthermore, such variables as
governance structure, company size, organizational culture, leadership or team dynamics require
particular attention while conducting research on implementing the responsible innovation concept in
the business context. Investigating how abovementioned aspects contribute to responsible innovation
will add some new valued for theory of management, the practice of firms as well as policies.

Alternating avenue for further research regarding responsible research and innovation refers to the
networked nature of the concept in the business context with a particular focus on value chain issues.
Nowadays, there is a considerable agreement among researchers that most firms innovate in networks,
cooperating with their supply chain partners. While taking such a perspective, further research
should focus on responsibility of individual companies in creating responsible innovations. In our
opinion, further research going beyond the implementation of responsible innovation just in individual
companies would highly enrich the understanding of complexity and interrelations of firms within
their value chains while focusing on responsibility in innovation contexts. This will be a contribution
to the development of the theory of management.
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Also, the role of business in defining as well as enforcing governance mechanisms, that facilitate
responsible innovation, with particular attention on the access and involvement of business in political
processes seems to be an interesting direction for further research contributing in terms of policy
and practice.

The next avenue for further research in the field refers to the distribution of both commercial
and socio-economic benefits of responsible innovation. As there are conflicting interests between
several actors related to the innovation process, it seems important to ask the question: who gains
and who loses from particular policies and innovations? The significant issues here are the following:
what sort of development and responsibility is being pursued, for whom and how what this implies,
how such choices are made in relation to what values in a particular social and political context? Thus,
monitoring the policy and the process of responsible innovation creation requires keeping the issues of
benefits distribution at the center. The research focused on such aspects is of high significance for both
policy and practice.

Also, examining the relationship between disruptive and emerging technologies (e.g., robotics,
artificial intelligence, synthetic biology, etc.) and society seems to be a promising avenue for further
research. An interesting question here regards the challenges for a society that are emerging from
the development of new areas of science. While following this research path it seems important to
concentrate on the ways of accounting for and managing the risks posed by emerging technologies
and building trust towards emerging technologies in the community. Furthermore, while considering
the macro-level, it seems interesting to investigate the implications of recent societal developments,
such as emerging nationalism or fundamentalism, for responsible innovation. The research could try to
provide the answers to the question: how and why can these developments foster or hinder responsible
innovation? Abovesaid areas of research also could contribute in terms of theory and policy.

Taking the consumer perspective on responsible innovation also seems to be an interesting
direction for further research. The inhibitors to the responsible innovation concept adoption in the
industry, such as strong differences among multiple stakeholders, incentives for not sharing information
with competitors, limited human abilities to predict all innovation consequences [58], cause responsible
innovation to be a costly process. From the firms’ perspective, it can be justified only if responsible
innovation creates valued attributes that consumers are willing to pay for [105]. Thus, it seems
necessary to conduct research aimed at recognizing demands from citizens for responsible innovation.
In our opinion, for responsible innovation in order to be financially feasible, further research is required
to understand how credence attributes can be marketed to consumers’ chains that increase returns to
producers and processors.

8. Conclusions

Analysis of research productivity and the number of citations received by publications included
in the sample confirm the growing interest of the academia in research on responsible and sustainable
innovations. Making an attempt to map the key players in the research field, contributions made
by nations, research institutions, journals, and authors have been studied. The representatives of
European, North American, South American and Asian nations are found among the most productive
countries. In regards to quantity of the research output, the leaders in the field are the Netherlands,
the United Kingdom, and the United States. Taking into account quality of the research, Germany
should be added to the aforementioned countries. The ranking of the top 10 most productive research
institutions in the field is dominated by the Netherlands. Dutch universities and research centers
occupy the top three positions in regard to the number of publications. The Delft University of
Technology is the unquestionable leader. However, the highest number of citations is received by two
British institutions i.e., the University of Sussex and the University of Exeter. The most prolific and
highly recognized source title in the field is the Journal of Cleaner Production, which published 64 articles,
receiving a total of 1143 citations.



Sustainability 2019, 11, 6553

The most prolific authors in the field are V. Blok from Wageningen University and Research
Center (Netherlands), E. Fisher from Arizona State University (United States) and R. Owen from the
University of Bristol (United Kingdom). When it comes to the number of received citations, the leaders
are R. Owen, J. Stilgoe from University College London (United Kingdom), P. Macnaghten from
Wageningen University and Research Center (Netherlands), and A. Smith from the University of
Sussex (United Kingdom).

Subject area profiling has aimed at exploring diversity and the multidimensionality of research
related to the issues of responsible and sustainable innovations. The study has been focused on key
journals and authors, and core references representing the four following leading subject areas in
the field: Business, Management and Accounting, Engineering, Social Sciences, and Environmental
Science. The Journal of Cleaner Production is recognized to be the most universal and top-ranked
journal in terms of the number of publications in the following three areas: Business, Management and
Accounting, Engineering, and Environmental Science. Moreover, there are titles shared by Business,
Management and Accounting, and Social Sciences (i.e., Science and Engineering Ethics and Responsible
Innovation 2: Concepts, Approaches and Applications) as well as Social Sciences and Environmental Science
(Sustainability Switzerland, Business Strategy and the Environment). In regard to source titles, Engineering
is found to be less interrelated with other subject areas. A relatively high level of homogeneity is
observed as regards the distribution of the top authors through leading subject areas in research
on responsible and sustainable innovations. V. Blok is recognized to be the most prolific author in
three areas, i.e., Business, Management and Accounting, Social Sciences, and Environmental Science.
Similarly, the profiling for core references shows a lot of links between the subject areas in the field.
Analyzing the top five core references in each of the leading areas, we identified one paper [2] shared
among three areas and five other works shared by at least two subject areas. Summing up, subject area
profiling shows a relatively high level of interrelatedness among the four leading areas under the study
i.e., Business, Management and Accounting, Engineering, Social Sciences, and Environmental Science
in regard to authors, source titles and core references.

Finally, the topic profiling has been completed with the aim of searching for predominant
themes in the field by analyzing keywords from the perspective of authors, journals, subject areas,
and core references. Analyzing the most often cited keywords two interesting thematic streams
may be observed in the field. First of all, the leading keywords such as: ‘innovation’, ‘sustainable
development’, ‘sustainable innovation’, ‘sustainability’ and ‘responsible innovation’ concentrate the
attention on the core aspects of responsible and sustainable innovations. Secondly, the keywords
indicate the relationships of the concept with people (human, humans), research, ethics, and technology.
Topic–subject areas profiling shows that generally all the subject areas share their interest in such
themes as innovation, sustainable development, sustainable innovation, responsible innovation,
and sustainability. However, some aspects of research typical of relevant subject areas may be found e.g.,
product design and life cycle management in Engineering, humanistic and technological issues in Social
Sciences, or life cycle management and environmental impact in the case of Environment Science. Finally,
we have analyzed the core references related to the following leading topics: innovation, sustainable
development, sustainable innovation, sustainability, and responsible innovation. The analysis indicates
that several particular topics share some works. For instance, the publications by Boons et al. [33]
and Bos-Brouwers [36] are shared by three topics, while Schot and Geels [29], Stilgoe et al. [14],
and Johnson et al. [31] contribute with their research to two of leading themes. Similarly to the study
of the research field from the perspective of subject areas, topic profiling indicates links and bridges
between topics analyzed through the prism of authors, source titles, subject areas, and core references.

Discussing the findings of research profiling, overlapping approaches in the literature on
responsible innovation are worth noticing. Several authors describe this new concept as responsible
research and innovation, responsible innovation, or sustainable innovation. Moreover, some other
concepts combining the ideas of innovations and corporate social responsibility and focusing
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on particular aspects may be observed, e.g., environmental innovations, grassroots innovations,
and social innovations.

In regard to research patterns in the field, the discussion has been focused on the reasons for
scholarly research to have developed along certain lines. Making an attempt to explain the dominant
position in the field occupied by the Netherlands, Dutch universities and researchers, geographical and
cultural aspects are to be mentioned first. Being a flood-prone country caused the necessity for the Dutch
government as well as citizens to be innovative in protecting the land against flooding and to secure
freshwater supplies. Moreover, the Netherlands is a Feminine society which means that the dominant
values in society are caring for others and quality of life. Next, it should be noticed that the Dutch
research eco-system fosters the development of innovations (and focus on responsible innovations) as
it involves different entities such as: universities and research institutes, government policymakers,
companies, civil society organizations, and financial institutions. What is also of paramount importance
is the fact that the country has very strong universities as reflected in the number and quality of
scientific publications. Considering the leading position of the Journal of Cleaner Production and Journal
of Responsible Innovation among the most productive source titles in the field, we assume it has been
achieved due to: high quality and very good matching of the scopes of these source titles with the
issues of responsible and sustainable innovations, openness for research perspectives from various
subject areas, and networking with leading research institutions in the field. Multidimensionality of
perspectives is a high feature of research in the field. The concepts of responsible and sustainable
innovations respond to up-to-date problems faced by governments, businesses, non-governmental
organizations, and individuals. Due to their multidimensionality, the ideas of responsible innovations
match to research questions considered as central in many subject areas.

Finally, the discussion has concentrated attention on the identification of unexplored aspects
or possible future avenues of research. Among them, the three following lines are worth noticing:
(1) searching for the business context of responsible innovations, (2) exploring networked nature of
the concept in the business context with particular focus on value chain issues, and (3) examining
the relationship between disruptive and emerging technologies (e.g. robotics, artificial intelligence,
synthetic biology etc.) and society.

The study makes a contribution to the body of knowledge on responsible and sustainable
innovations through mapping the research field, discussing existing research patterns and their
antecedents, and identifying new research avenues. Firstly, the paper identifies key contributors
(nations, research institutions, journals, and authors) providing the answer to the question about
the constituents of the research community [23]. Secondly, the paper explores the interdisciplinarity
of research in the field analyzing outputs in leading subject areas i.e., Business, Management and
Accounting, Engineering, Social Sciences, and Environmental Science. Thirdly, it contributes to topic
profiling, analyzing most often cited keywords, in order to explore thematic boundaries of the field.
Both, the second and third parts of the study make an attempt to identify the most central research
issues in the field [23].

The paper is of theoretical character, so it contributes mainly to the development of the body of
knowledge in management sciences. Nevertheless, some implications it has for business practice are
worth considering, too. As observed by Lis [106], bibliometric studies aimed at mapping research
fields in management sciences may be useful for managers in four ways. Firstly, the identification of
leading research institutions and the most prolific and highly recognized authors enable the companies
interested in cooperation with academia to find out the relevant partners. Secondly, recognition of
the most productive source titles (journals) and core references receiving the attention of the research
community provides an indication for managers searching for valuable sources of information and
knowledge. Thirdly, discovery of leading and emerging study topics may focus the attention of business
practitioners on key and ‘hot’ issues, they should deal with. Fourthly, highlighting some research topics
discussed in literature may catalyze identification of real-life managerial problems and submitting
them as proposals for further studies. In regard to the issue of responsible and sustainable innovation
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explored in our paper, two other aspects should be highlighted. The paper discusses an interesting
case of the Dutch research ecosystem, finding it among the reasons standing behind the strong position
of the Netherlands in the research field focused on responsible innovations. Development of this
ecosystem, combining the efforts of universities and research institutes, government policymakers,
companies, civil society organizations, and financial institutions, could be considered as a good practice
recommended for implementation in other areas in order to strengthen cooperation between academia
and its business environment. Finally, the paper reveals the industries which have been relatively well
studied in regard to developing and implementing responsible innovations as well as those which still
require more investigation embedded in their particular contexts.

Concluding, the limitations of the study and recommendations for further research should be
discussed. Firstly, limitations related to some level of subjectivity associated with the research profiling
methodology need to be pointed out. Therefore in the future, it is suggested to supplement the
mapping of the research field with other bibliometric methods and techniques. Secondly, there are
limitations caused by the research sampling process. Scopus is considered to be one of the largest and
most prestigious bibliometric databases. However, it covers only a part of the research output. What is
more, Scopus is very much biased to publications in English, while neglecting those issued in other
languages, which results in a natural gap while sampling for the bibliometric study. In consequence,
replication of the study with the use of other bibliometric databases is worth considering. Thirdly,
bibliometric studies, as literature quantitative studies, provide a general, but not a very thorough,
analysis of the situation in the research field. That is why they should be supplemented with qualitative
literature surveys. Finally, due to the very dynamic development of the research field, we find a static,
one-time analysis to be insufficient. Therefore, the replication of the study in the future is recommended
to observe changing trends and shifts in the research field over time.
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Abstract: The purpose of the article is to present selected method of risk assessment of railway control
and signaling systems, including current normative and legal bases, such as directives and regulations
that regulate the interoperability and safety of the railway system. Selected methods used at the initial
stage of creating safety requirements and referring to the initial definition of the system defined at a
high level of abstraction are considered. Issues of holistic approach and residual risk management
are also discussed. Risk models are presented as well as individual steps of risk analysis, evaluation,
and assessment, including hazard identification, impact analysis, and selection of the risk acceptance
principle. Selected model based on hazard and operability studies (HAZOP) and an adapted risk
graph was applied to the real signalling equipment. The key aspect undertaken in the article is
the proposal to set quantitative safety objectives based on the safety integrity level/tolerable hazard
rate (SIL/THR) indicator, as an important parameter in further analysis of the system, especially in
computer applications. The result of study showed that application of proposed combination HAZOP
and adapted risk graph method are efficient and suitable for a railway signalling application. The
results and conclusion are presented in Chapters 4 and 6 of the article.

Keywords: risk analysis; risk assessment; THR; railway; transport management; traffic safety

1. Introduction

The most vulnerable part of any system, including railway signalling systems, is human. Not only
humans who use technical equipment, but people who design and manufacture equipment. Railway
signalling systems become more and more complicated and complex. The overarching aim at the
designing stage is to automatize work in order to eliminate human errors in the signalling process [1–4].
Therefore, technical problems are a significant problem of safety and risk analysis. The main problem
now is to apply reasonable and practicable method to perform risk assessment in order to identify the
safety requirements that shall be considered during the signalling system development. It is desired
that the method is no time and resources consuming in the dynamic world with so many changes
occurring so fast. The purpose of the article is to present selected method of risk assessment of railway
control and signaling systems, including current normative and legal bases, such as directives and
regulations that regulate the interoperability and safety of the railway system. These problems differ
because the devices and systems vary significantly. Engineers solve these problems mainly at the stage
of designing. They are legally and morally responsible for the safety of future users of designed devices.
The engineers design and supervise production processes of these devices to maintain the safety level
required by law [5]. It is especially difficult to specify the expected safety level, which is linked to
the social risk acceptance level. In order to specify the safety level, we use the term risk, which is
inextricably linked with the randomness of phenomena and events in the world [6,7]. Risk assessment
is a key part of the safety management strategy [8]. In the article, the authors focus on the initial stage
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of the risk assessment: from defining the system to specifying safety requirements. The goal of the
article was to present the hazard and operability studies (HAZOP) and adapted risk graph method
to perform initial risk assessment process and determine safety integrity level/tolerable hazard rate
(SIL/THR) requirement and as well to meet the requirements of railway regulation especially regulation
402/2013 [9–11]. The SIL and THR in the context of this article is applied interchangeably. The reason
for that is because the used method is qualitative. Authors are aware that the two parameters represent
different requirements, however in authors opinions, it has impact and meaning at further steps of
safety analysis of a given system [12]. The authors propose the combination of HAZOP and adapted
risk graph as practical and comprehensive method to determine the safety targets for the system. There
are many other qualitative and quantitative methods available. However, the goal of the method
selection was to use well proven, but adapted methods, easy to apply at this level of the system
analysis, and easy to understand by railway authorities and/or decision makers. The notations and
abbreviations can be found in Appendix A, Table A2.

This publication is part of the research constituting statutory activity and as part of other
research programs.

2. Literature Review

Risk assessment of the railway system has been specified in the Implementing Regulation of the
European Commission (EU) No 402/2013 of 30 April, 2013 on the common safety method for risk
evaluation and assessment and repealing Regulation (EC) No 352/2009 [9]. If a risk assessment is
required by the relevant technical specification for interoperability (TSI) then the TSI shall, where
necessary, specify which parts of this Regulation apply and, in the case of a railway signalling
system, the Commission Regulation (EU) 2016/919 of 27 May, 2016 on the technical specification for
interoperability relating to the ‘control-command and signalling’ subsystems of the rail system in the
European Union says that CENELEC standards shall apply [10,11]. Currently the SIL investigation
methods in railway signalling is not clearly defined. Most of the standards propose several methods to
perform the analysis without pointing out the one that is the most suitable [10]. The idea of applying
SIL concept is based on the standard PN-EN 61508-1 [12], where also several methods are proposed
for the generic E/E/PE systems including risk graph. Most of the scientific papers related to SIL
determination is outside of the railway signalling domain [13,14].

The HAZOP method has its deficiencies [15–17], however it is commonly used in railway system
for identification of hazards and when carefully applied still provide very good value for the risk
assessment process. In paper [18] authors discuss the new HAZOP method is to be applied for the
Train Control System in the railway environment with modified parameters. The approach in this
article was to use selected guide words to specific functions of the system. It is the typical use of the
HAZOP system with application to signalling domain. The risk graph method is not often used in
main line signalling systems and more often you can see the risk matrices applied [19], however the
risk graph method provides very good values as a qualitative method that does not require huge effort
and provides higher levels of details to consider during the decision making [20,21].

In the new version of the PN-EN 50126 standard [10] and in the regulation [9], the description of
risk assessment is similar and differs mainly in terms of details at the stage of implementation. In the
standard [10], a simplified model has been presented, showing safety activities. It has been named
Hourglass model and it separates the risk analysis process, which is a part of the risk assessment at the
stage of the concept of the system, from hazards analysis, which is a part of the hazards control at
the stage of system implementation. The Hourglass model is well illustrated in the standard PN-EN
50126 [10].

In considerations and analyses regarding safe systems, the concept of a risk model is used because
a real risk is not known and cannot be specified. Therefore, the risk analysis must be preceded by a
risk model that takes into account, in turn, the human being, real risk, description of the risk (concept
mapping), risk model, and risk analysis [11,22,23].
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The risk model adopted in Commission Implementing Regulation (2013) [9] shows relations
between the causes, hazards, and accidents and their consequences. It is especially assumed that: a
single cause can lead to a few hazards, a hazard can consequently lead to a number of accidents of
different types, depending on the context of the operation process and environmental parameters.
Therefore, such an accident can have various consequences. An exemplary risk model has been shown
at Figure 1. It specifies how a hazard at the level of a considered subsystem or system, as a result of
operational or technical factors, can be moved to the railway system level, and can lead to an accident,
taking into account trigger events and availability of external barriers. The risk graph was applied to
consider the below risk model and include evaluation of causes, external barriers, and consequences.

Figure 1. Example of a risk model (source: own work on the basis of [10]).

One of the key and difficult stages of a risk analysis is hazards identification. It is a continuous
stage, which should be conducted on a regular basis, during the whole lifecycle of the system. Here, a
hazards identification process at the initial stage of system development is described. Firstly, parts
of the system are selected, where an unwanted event can take place. Causes and consequences of
these events are specified. This task encompasses many methods which support hazard identification.
FMECA [24] and HAZOP are the most widespread, described in detail by standards [17,25]. It is also
recommended to determine principles and criteria of hazards identification beforehand. The risk
model needs to be supplemented by information about consequences of a potential accident. For this
purpose, induction and deduction methods are applied, or combination thereof, among others the
ones described above and such methods as ETA and FTA [26], described in detail by standards [27,28].
The above activities provide information which is essential in order to classify hazards and estimate
risk. In order to evaluate risk, it is necessary to specify risk acceptance criteria. Each analysis starts
with a qualitative approach, followed by a quantitative one. However, it is not always possible to
estimate risk mathematically. In [9,10], three risk acceptance criteria have been adopted: codes of
practice, a comparison with a reference system, and an explicit risk estimation. Such an approach
provides for an overview of the whole system, not just the part that can be assessed quantitatively.
Proposals regarding the estimation of an explicit risk have been presented in Chapters 3 and 4 of
the publication. By using the code of practice or by comparing with a reference system, hazards can
be controlled. The code of practice can include principles which are recognized and applied in the
railway environment (e.g., standard [5], registers of railway plans). New principles can be applied, but
they need to meet the requirements indicated in [9] and be justified. A comparison with a reference
system consists of applying safety measures already checked in the system with safety acceptance and
is operated. When it comes to residual risk, the process management of the established Safety Related
Application Conditions (SRAC) is very important [10].

3. Materials and Methods

Risk assessment means the overall, multi-stage process comprising: system definition, hazards
identification, risk estimation, and risk evaluation. Risk assessment is linked to the management of
hazards through a hazard record. The system definition should, among others, specify the objective
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of the system, its functions and elements, as well as boundary, interfaces and environment. After
hazards identification, risk acceptance is specified, using the following risk acceptance principles: the
application of codes of practice, a comparison with similar systems and an explicit risk estimation [9].
At the stage of risk estimation, it needs to be shown that the risk acceptance principle has been applied
accordingly. Application of these risk acceptance principles will make it possible to identify possible
safety measures which will make the risk of the assessed system acceptable. Out of the identified
safety measures, measures which serve the purpose of risk control will be selected, which will become
safety requirements that the system needs to meet [4]. The whole process should be documented in the
hazards record, which means the document in which identified hazards, their related measures, their
origin, and the reference to the organization which has to manage them are recorded and referenced.

In order to apply risk estimation as the principle of risk acceptance, it is necessary to specify
an acceptable risk level. Estimating an explicit risk is possible through specifying the frequency of
hazard occurrence and its seriousness. The frequency and seriousness can be specified qualitatively
or quantitatively (e.g., by matrix methods or ratio methods). For the purposes of technical systems,
taking into account the frequency and seriousness, a safety objective will be set in the form of
THR. It determines SIL. This chapter describes the risk graph method as the method chosen for
further consideration.

The risk graph method, in accordance with the recommendations of the standard IEC 61508 [12],
as well as of the standard PN-EN 50126 [4], makes it possible to estimate risk and determine the
required safety integrity level targets or THR, using the following risk elements

SIL = f (S; E; A; O) (1)

The parameters of the equations definition:

S—potential consequences of the event
E—exposure (time/frequency of exposure to the event)
A—possibility to avoid or limit damages
O—probability of the occurrence of the event

The relationship between the elements of the method and the passage through the subsequent
assessment steps is shown in Figure 2.

Figure 2. Risk graph (source: own work on the basis of [19]).
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The method is relatively easy to use and takes into account in explicit way more parameters
then risk matrices methods when specifying the risk level. However, it needs to be adjusted for the
right application.

Other data should be determined using hazards identification methods (such as HAZOP) and
consequences analysis (e.g., ETA). The determined hazard rate constitutes tolerable hazard rate (THR)
for a given system. The adaptation of the method was presented in Section 4 as it is the part of the
HAZOP method and no new approach has been identified.

For each factor, criteria based on quantitative and qualitative values have been adopted. For the
purpose of the analysis it was necessary to adapt the initial parameters/criteria of the graph. They have
been defined in the following way:

START

Set up of initial conditions for the analysis

1. There is a procedure of bidirectional communication between the train dispatcher and the level
crossing attendant (currently in an analogue mode, telephone communication)

2. There is no dependence between track/station side devices and communication devices between
the train dispatcher and the attendant

3. SWI system cannot be worse than the existing communication system.

A risk analysis executed with a risk graph method has been used for the SWI communication system
between the train dispatcher and the level crossing attendant. The system shall support bi-directional
communication based on telegrams and confirmation of messages. The initial conditions are related
with applied system and are referenced for the further steps in the analysis. The authors decided to
establish the initial conditions as reference base for the criteria analysis. The conditions and graduation
have been analyzed at workshop together with railway experts. At the workshop, people responsible
for safety, engineering, maintenance, and operation were invited. At the meeting the method was
explained. The goal of the meeting was to analyze the propose definition of parameters based on the
brainstorming. The parameters have been as well verified by the railway infrastructure manager.

S—potential consequences of the event

S0—event not affecting safety
S1—event affecting safety (no fatalities)
S2—event with a serious consequence (one fatality)
S3—event with catastrophic consequences (more than one fatality)

The potential consequences of the event have been developed in a way to meet the regulation applied
in Poland [5] and represent the 4-step order of magnitude increasing from S0 to S3.

E—exposure (time/frequency of exposure to the event)

E1—possible exposure to the event
E2—frequent exposure to the event

Exposure to the event was selected base on two possible options. In the authors opinion, these two
options actually define if the function is in demand mode or in continuous mode. This was the
assumption made for further analysis.

A—possibility to avoid or limit damages

For technical reasons (the system equipped with existing technical safety measures), human
reasons (skills, awareness, knowledge, psychophysical predispositions), and organizational reasons.

A1—possible avoidance or significant limitation of damages
A2—is not possible
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These two parameters have been designed to draw attention for analysts to external barriers minimizing
the frequency or the consequences of the event. This category considers the external barriers from the
risk model are presented in Figure 1 above. It is important to notice that at the bottom of the graph
there is no difference in resulting SIL (SIL = 4) when selecting A1 or A2. Authors assumed here that
the goal of the analysis was aimed at determining the SIL level for the electronic system. Any other
additional external measures have to be analyzed together with the railway infrastructure manager
and were not considered in the analysis. This assumption is further discussed in Chapter 5.

O—probability of the occurrence of the event

The history of accidents for the same or similar systems.

O1—the event can happen often (more often than once every 10 years; 1 × 10−5)
O2—the event can happen sometimes during the lifecycle of the system
O3—the event can happen rarely (more rarely than once every 20 years; 5 × 10−6).

Probability of the occurrence of the event is established based on the history data. As mentioned at the
start of the analysis, one of the assumption is that the new system cannot be worse than the one used
before. The three-step approach and the ranges were selected in workshop with railway experts. The
main issue with selecting the parameter is to established the contribution level of the system under
consideration to the event scenario. The authors see the possibility to further research in this area.

On the basis of these data, a risk analysis report has been prepared. Results for an exemplary
function have been presented in Chapter 4.

The method has been used in order to calculate the required value of THR/SIL parameters
for specific system functions and in order to verify the parameter SIL4 imposed by the railway
infrastructure manager for the whole SWI system. The SWI system is the system to be used by the
train dispatcher and the level crossing operator to support the communication between them. The
manually operated level crossing is used in the area where there is huge road and railway traffic. At
the moment, in Poland, there are 2415 such operating level crossings (category A), which is 18.9% of all
level crossings in Poland [29,30]. The Figure 3 represents the share of the level crossing categories in
Poland [30].

Figure 3. The share of the level crossing categories in Poland.

Legend for the Figure 3:

Kat. A—means level crossing category A—Manually operated level crossing (by signalman
or gatekeeper)
Kat. B—means level crossing category B—Automatic level crossing equipped with road signals
and barriers
Kat. C—means level crossing category C—Automatic level crossing equipped with road signals only
Kat. D—means level crossing category D—Level crossing not equipped with any LX system
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Kat. E—means level crossing category E—Level crossing for pedestrians equipped with systems like
for cat. A or B
Kat. F—means level crossing category F—Private level crossings equipped like for cat. A or B.

From 2013 to 2018 there was, in average, 12.5 accidents per year [30], which shows clearly the
need to improve the level crossing operation. The SWI system shall improve that at the level of
the communication. The system in principle shall support bi-directional communication based on
telegrams and confirmation of messages and shall be primary mean to communicate between two
operators and the current analogue phone communication will serve as a fallback system.

The SWI system has several components i.e., SWI-BD—database is a recording system, and a
place for his administration and configuration files, SWI-IF—transferring data interface with external
systems, SWI-PI—human machine interface system unit, responsible for exchanging telegrams between
signaler and gatekeeper and SWI-SZ—approach detection unit notifying of the gatekeeper of incoming
railway vehicle to level crossing (optional) [31]. The general decomposition of the system is presented
in Figure 4.
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Figure 4. SWI system decomposition [28].

4. Results

At the first stage of the analysis, railway instruction regulating requirements for SWI has been
analyzed, and a functional analysis has been done in order to identify the necessary functions that will
be performed by the system. The application of the system for railway line no. 7 Warsaw–Lublin at
level crossings category A was taken into consideration. As a result of the latter, system functions have
been determined, for which an identification number has been assigned and a preliminary information
flow has been specified as required in order to perform the function. Below you can find the example
of several functions and its decomposition to information flow. In total, there was 52 functions and
they were further broke down to 81 information. The Table 1 presents the examples of the SWI
system functions.
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Table 1. Examples of the SWI system functions.

No. Functions No. of Inf. Information

F1
Informing the level crossing
attendant that the train has been
sent on track

Inf_1 Sending the message about the train sent
on track

Inf_10 Sending the confirmation of the receipt of
the message about the train sent on track

Inf_12 Confirmation of the closed level crossing
for the train

Inf_23 Confirmation of the train having passed

F2
Revocation of the train
departure from the station

Inf_2 Revocation of the message about the train
departure from the station

Inf_11 Confirmation of the revocation message

F6
Suspension of shunting
movement over the level
crossing

Inf_04 Sending the message about the shunting
suspension

Inf_15 Confirmation of the message about the
shunting suspension

On the basis of the determined functions, system requirements have been developed and in
total there were 81 system requirements. All of the system requirements have been analyzed with
application of HAZOP method, with use of the key words:

• “Loss of function”,
• “Excess of function”,
• “Inverse of intended function”,
• “Function done too early”,
• “Function done too late” and
• “Other than intended function”.

The HAZOP method is commonly used in the railway signalling domain and enables the
identification of critical elements in the system functionality. The Table 2 presents the extract from
HAZOP analysis.

Table 2. Extract from HAZOP analysis.

No.
Part of the

System
ID_SRS Function Sub-Function Guide Word Effect Hazard

1

SWI-PI

SRS_001

F1 Informing the
level crossing
attendant that
the train has
been sent on

track

Inf_1 Sending
the message

about the train
sent on track

Loss of function
In emergency no

possibility to
inform users

Several
possibilities

2 Excess of
function

Lack of
influence

No fully
operated panel

3
Inverse of
intended
function

Lack of
influence -

4 Function done
too early

Lack of
influence -

5 Function done
too late Loss of function

Wrong
operation of

panel can lead
to event at level

crossing

6
Other than
intended
function

Loss of function

Wrong
operation of

panel can lead
to event at level

crossing
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Table 2. Cont.

No.
Part of the

System
ID_SRS Function Sub-Function Guide Word Effect Hazard

7

SRS-011

F2 - Revocation
of the train

departure from
the station

Revocation of
the message

about the train
departure from

the station

Loss of function
Unnecessary
closing of the

barriers

Level crossing
closed.

8 Excess of
function

Unnecessary
opening of the
barriers when

train left

Hazard: the
train with

higher then
20km/h at level

crossing

9
Inverse of
intended
function

See above See above

10 Function done
too early No influence -

11 Function done
too late

Unnecessary
closing of the

barriers

Level crossing
closed.

12
Other than
intended
function

No influence -

13

SRS-020
F6 - Suspension

of shunting
movement over

the level
crossing

Sending the
message about
the shunting
suspension

Loss of function
Unnecessary
closing of the
level crossing

-

14 Excess of
function

Possible
shunting

movement over
the level
crossing

Train movement
with speed

higher than 20
km/h over the
level crossing
which is not

closed

15
Inverse of
intended
function

Unnecessary
closing of the
level crossing

-

16 Function done
too early No influence -

17 Function done
too late

Unnecessary
closing of the
level crossing

-

18
Other than
intended
function

No influence -

19

SRS-021

Confirmation of
the message

about the
shunting

suspension

Loss of function No influence -

20 Excess of
function

Possible
unnecessary

speed limitation
-

21
Inverse of
intended
function

No influence -

22 Function done
too early No influence -

23 Function done
too late No influence -

24
Other than
intended
function

No influence -

As a result of the HAZOP analysis, consequences of incorrect execution of a given function have
been determined and generic hazards have been assigned, which had been identified earlier, as a result
of a preliminary hazards analysis. The PHA was actually to derive the generic hazards in form of the
preliminary hazard lists. It was done based on the brainstorm meeting and analysis of Hazards Log
of the railway infrastructure. The HAZOP was to detail the hazards related with the identified high
level functions.

The next step of the analysis was the application of the risk graph. The risk graph method was
introduced in Chapter 2 and an example for mentioned functions is graphically shown in Figure 5.
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Figure 5. The example of the analysis with risk graph for a given function.

The Table 3 presents exemplary result of the risk analysis for several functions.

Table 3. Exemplary result of the risk analysis for several functions.

ID_SRS SRS_001

Function
Informing the level crossing attendant that the train has been sent on
track

S – potential consequences of the event
In the worst case, if the function breaks down, it is not possible to inform
other users about the situation

S level S3
E – exposure Traffic control procedures entail that the function is performed often
E level E2

A – possibility to avoid or limit damages
If the SWI communication module failed/broke down, users are obliged
to use the level crossing communication (in accordance with Par. 8 p. 4
of the instruction Ie-113 [2]

A Level A1

O – probability of the occurrence of the
event

By analyzing annual PKBWK reports [12], frequency of the occurrence
of dangerous situations has been determined, a railway vehicle running
into a road vehicle at level crossings cat. A accounts for 8 times/7 years,
i.e., around once every year

Level O O1

Designated SIL
4 (on the basis of the table from the standard [5] THR has been
determined at the level of 10E-09≥ THR ≥ 10E-08

ID_SRS SRS-011
Function F2 - Revocation of the train departure from the station

S – potential consequences of the event
The worst case is the train approaching the level crossing and operator
do not close the barriers due to miscommunication

S level S3
E – exposure Rare exposure, because the revocation is not regular procedure
E level E1
A – possibility to avoid or limit damages There is no possibility to avoid
A Level A2

O – probability of the occurrence of the
event

By analyzing annual PKBWK reports [12], frequency of the occurrence
of dangerous situations has been determined, a railway vehicle running
into a road vehicle at level crossings cat. A accounts for 8 times/7 years,
i.e., around once every year

Level O 01



Sustainability 2019, 11, 7062

Table 3. Cont.

ID_SRS SRS_001

Designated SIL
4 (on the basis of the table from the standard [5] THR has been
determined at the level of 10E-09≥ THR ≥ 10E-08

ID_SRS SRS-020
Function Sending the message about the shunting suspension

S – potential consequences of the event
Train movement with speed higher than 20 km/h over the level crossing
which is not closed

S level S1
E – exposure Rare
E level E1

A – possibility to avoid or limit damages
It is not possible to avoid the situation when train is already shunting in
the area of the level crossing

A Level A1

O – probability of the occurrence of the
event

By analyzing annual PKBWK reports [12], frequency of the occurrence
of dangerous situations has been determined, a railway vehicle running
into a road vehicle at level crossings cat. A accounts for 8 times/7 years,
i.e., around once every year

Level O O1
Designated SIL 2
ID_SRS SRS-021
Function Confirmation of the message about the shunting suspension
S – potential consequences of the event Possible unnecessary speed limitation
S level S0
E – exposure -
E level Not applicable
A – possibility to avoid or limit damages -
A Level Not applicable
O – probability of the occurrence of the
event

-

Level O Not applicable
Designated SIL No SIL assigned.

The result of the analysis has provided very good screening of the requirements. The full scope of
the analysis was done in 6 sessions with relatively small team. At the workshop the people responsible
for safety, engineering, maintenance, and operation were invited. There was in total five people
participated with two people experienced in risk assessment (five years’ experience) and three people
experienced in signalling (from five to eight years). The results have been verified by the safety
authority and further by the railway authority at separate meeting. The necessary effort was easy to
consider in the project activities including clarification with the user. For the total of 81 functions, 23
were identified as S3 level, so the worst case scenario, no S2 level parameter have been identified, and
4 S1 level were identified. Other functions were estimated at S0 so no further steps in the analysis were
necessary. In total, there were 16 SIL3/4 functions identified, but the most important point was the
possibility to justify 65 functions at lower safety level i.e., SIL0,1,2, or non SIL.

5. Discussion

The results of the analysis for all performed system functions meet the expectation of the Railway
Authority. The interesting fact related with adaptation of risk graph shows that with the highest severity
(S3) there was only 65% of functions with the highest safety requirements (SIL4). The remaining 35%
of cases, after careful analysis, show that two functions have high exposure and only due to the low
value of parameters A and O, it was possible to limit the achieved requirement.

The results of the analysis have been presented to the railway infrastructure manager and the
next step was to jointly review it. The standard method used by railway infrastructure manager is
based on FMEA and RPN analysis. The method is regulated by the Technical and Operational Risk
Analysis procedure [32]. Therefore, the authors contrasted their own approach to the methods used so
far. As a result of this activity, the value of the parameter “O” has been reduced in some situations,
given the fact that the SWI system can only partly contribute to accidents at level crossings, consisting
in a railway vehicle running into a road vehicle. It further reduced the achieved SIL [13]. Additionally,
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in reference to the initial stage of the analysis, where a set of technical devices performing specific
functions was not clearly defined and was treated like a “black box”, the following principle has been
adopted: “Worst possible scenario”, “Reasonable estimates”, “Reasonable worst case”. Nevertheless it
was not further considered in the article and this approach can be further investigated. Taking into
account the principle introduced in [33], which stipulates that the risk related to technical systems,
with a plausible likelihood of catastrophic consequences as a direct result of a breakdown, does not
need to be further reduced if the frequency of such breakdowns equals or is lower than 10–9 per hour
of the system’s working time. On the basis of the above mentioned activities, the required SIL and THR
have been assigned to every function of the system, instead of, like it was the case in earlier analyses
made by the infrastructure manger, to the system as a whole.

6. Conclusions

The article presents a general description of the risk assessment process and the consequences
of setting safety requirements. Especially, explicit risk estimation methods were presented, based on
the methods used to meet the safety targets in binding standards and norms dedicated for railway
signalling systems. Next, an example has been presented of a risk assessment made with an adapted
risk graph for one of the systems used in railway signalling. The system has been chosen because of its
relatively short period of operation and taking into account the new requirements of the infrastructure
manager. In this light, making a risk assessment was a difficult task. Using the risk graph made it
possible to effectively set safety objectives and was warmly received by the infrastructure manager.
The results of the study showed that good practice is to consider more parameters in the analysis then
only probability and severity. Moreover the semi-qualitative approach was beneficial as well in the
deeper analysis and making a better decision as it was possible to investigate better in the review of
the analysis results and justification. The really interesting conclusion here is that the analysis initially
limit the original requirements of the user, which were done in the more traditional way i.e., based
on the experience. The method, with the proposal of adapted parameters of risk graph can be used
for classifying safety requirements in this area of railway signalling project. The complexity of the
solutions provided in railway environment is getting bigger and bigger and there is strong movement
to adopt newest technology in the operation, which of course results in higher risk [34–36], that is why
more simple methods are needed to follow this trend in the railways.
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Appendix A

Notations and abbreviations

Table A1. Notations.

Notation Explanation

SIL Safety integrity level targets
S Potential consequences of the event
E Exposure (time/frequency of exposure to the event)
A Possibility to avoid or limit damages
O Probability of the occurrence of the event

P the frequency of the occurrence of the event, resulting from the hazard. Letter “P” adopts a total
value between 1 and 10;

W probability of the detection of the hazard when the risk control measures applied so far are used.
Letter “W” adopts a total value between 1 and 10;

S
the numbers specifying the value of the consequences of the event, and if during the period

subject to the assessment more than one event occurs, the average value for the consequences
resulting from the hazard. Letter “S” adopts a total value between 1 and 10;

Table A2. Abbreviations.

Abbreviations Explanation

FMEA Failure Mode and Effect Analysis
FMECA Failure mode, effects and criticality analysis
HAZOP Hazard and Operability study

ETA Event tree analysis
FTA Fault Tree Analysis
THR Tolerable Hazard Rate
SIL Safety Integrity Level
SWI Polish language: System Wymiany Informacji (Bi-directional communication system)
RPN Risk Priority Number

PKBWK Polish language: Panstwowa Komisja Badan Wypadkow Kolejowych (Polish Committee
for Railway Accidents Investigation)

CENELEC European Committee for Electro technical Standardization
PHA Preliminary Hazard Analysis
SRS System Requirements Specification

SRAC Safety Related Application Condition
PN-EN Polish Norms – European Norms
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