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Preface to ”Aero/Hydrodynamics and Symmetry”

The existence of symmetry and its tendency to break in aero/hydrodynamics applications are

two of the most important aspects of many engineering fields, such as mechanical, aerospace,

chemical and process engineering. For instance, the existence of symmetry breaking at a critical

Reynolds number confirmed the existence of a bifurcation in expansion pipe flows. Such a symmetry

breaking mechanism may cause the appearance of turbulence, which in return increases the mixing,

as well as the required pumping power, for several process engineering design applications.

Meanwhile, in aerospace applications, the receptivity of symmetric laminar flow to internal/external

perturbations may cause flow transition and dramatic change in a local drag coefficient, and heat

removal from the surface. The latter needs to be considered in the design step for choosing proper

materials that can also bear the unbalanced thermodynamics loads.

The applications of symmetry and its breaking are usually inter-disciplinary, and prior

knowledge of them is crucial for many real-life applications. Therefore, the current Special

Issue, “Aero/Hydrodynamics and Symmetry”, invites original and review works in the field for

participation. The scope of this Special Issue includes, but is not limited to, the state of the art

computational, theoretical and experimental works that deal with symmetry and its breaking, that

are in line with aero-hydrodynamics applications. Recent advances in numerical, theoretical and

experimental methodologies, as well as finding new physics, new methodological developments and

their limitations, are within the scope of the current Special Issue. Potential topics which are deemed

suitable for publication include, but are not limited to:

• Mathematical models, such as: symmetry method, homotropy perturbation method (HPM),

homotropy analysis method (HAM), lie group, integral transform, etc.

• Equilibrium and out of equilibrium thermodynamics and fluid mechanics

• Hydrodynamics for symmetric exclusion

• Hydrodynamics with multiple higher-form symmetries

• Ideal order and dissipative fluids with q-form symmetry

• Partial and fractional order differential equations

• Finite difference (FDM), finite volume (FVM), and finite element (FEM), smoothed particle

hydrodynamics (SPH), moving particle semi-implicit (MPS), lattice Boltzmann (LBM) methods,

etc.

• Multiphysics phenomena, such as non-Newtonian flows, multiphase flows, phase change,

nanofluidic, magnetohydrodynamics (MHD), electrohydrodynamics (EHD), etc.

• Symmetry and its breakdown in transitional and turbulent flows

Mostafa Safdari Shadloo

Editor
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Abstract: Exploiting wind energy, which is a complex process in urban areas, requires turbines suitable
for unfavorable weather conditions, in order to trap the wind from different directions; Savonius
turbines are suitable for these conditions. In this paper, the effect of overlap ratios and the position
of blades on a vertical axis wind turbine is comprehensively investigated and analyzed. For this
purpose, two positive and negative overlap situations are first defined along the X-axis and examined
at the different tip speed ratios of the blade, while maintaining the size of the external diameter of
the rotor, to find the optimum point; then, the same procedure is done along the Y-axis. The finite
volume method is used to solve the computational fluid dynamics. Two-dimensional numerical
simulations are performed using URANS equations and the sliding mesh method. The turbulence
model employed is a realizable K-ε model. According to the values of the dynamic torque and power
coefficient, while investigating horizontal and vertical overlaps along the X- and Y-axis, the blades
with overlap ratios of HOLR = +0.15 and VOLR = +0.1 show better performances when compared to
other corresponding overlaps. Accordingly, the average Cm and Cp improvements are 16% and 7.5%,
respectively, compared to the base with a zero overlap ratio.

Keywords: Savonius vertical axis wind turbine; horizontal overlap ratio; vertical overlap ratio; torque
coefficient; power coefficient

1. Introduction

The increasing need for energy and the reduction of fossil fuel resources on one hand, and the
strict laws on the environment and global warming on the other hand, draw governments’ attention to
renewable energy resources [1–3]. According to recent reports, the global use of energy by 2015 based
on fossil, nuclear, and renewable energy resources were 78.4%, 2.3%, and 19.3%, respectively [4].

Renewable energy that includes wind, solar, geothermal, marine, biomass, and hydropower
energy, seems to be the best alternative to humankind’s exceedingly growing energy consumption
and replacing of fossil sources [5]. Among others, wind energy is considered the least costly source of
available renewable energy and is growing at a very fast pace. Since 1996, the capacity to generate
energy from wind power has grown significantly as one of the most important renewable energy sources
in the world today. The pioneers of this route are developed countries such as China, the United States,
and Germany. The total wind energy capacity at the end of 2016 was about 487 gigawatts and is
expected to reach 2000 gigawatts by 2030.

Symmetry 2019, 11, 821; doi:10.3390/sym11060821 www.mdpi.com/journal/symmetry1
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In the wind energy industry, there are two main types of wind turbines: horizontal axis wind
turbines (HAWT) and vertical axis wind turbines (VAWT). In general, the efficiency of horizontal axis
turbines is better than that of vertical axis turbines in wind power extraction (Figure 1). Therefore,
most wind turbines in the commercial market today are horizontal axis turbines.

 
Figure 1. The variation curve of the rotor power coefficient (Cp) average to tip speed ratio (TSR) in
different types of wind turbines [6].

Vertical axis wind turbines (VAWTs) represent a much less employed type of wind turbine.
However, new trends in the use of VAWT technologies presented by researchers and manufacturers,
as well as their benefits, have led to significant recent developments [7]. In some cases, these turbines
have advantages over the horizontal ones, including a lack of dependence on the wind direction, easier
maintenance, less visual impact, less noise pollution, and a better performance under skewed wind
conditions. Urban winds include disordered, indirect, and transverse flows due to the existence of
many obstacles (i.e., buildings). For this reason, VAWTs are more suitable than horizontal axis turbines
for urban conditions [8]. VAWTs are made in various shapes. The two main types are lift-type turbines
(Darrieus) and drag-type turbines (Savonius). Lift-type turbines are designed for high speeds and low
torque and require an external or manual force to start working. Drag-type turbines are designed for
low speeds and high torque. For conditions with turbulent flows and storms and whenever reliability
and cost are more important than productivity, the latter turbines are the best option. This is because,
unlike the Darrieus turbine, they do not need external forces to start working.

Numerical studies on renewable energy are very common [9–11]. The purpose of the present
work is to conduct a numerical study of a particular type of drag-type wind turbine, called the
conventional semi-circular Savonius rotor. In simulations, different turbulence models such as DNS,
LES and RANS are used according to the required accuracy. The highest accuracy is expected from
the DNS model [12,13], which has a high computational cost. However, the present article chose
the RANS model due to the available facilities. The airflow around these turbines has a turbulent
and transient nature, for which, in the present paper, the finite volume method is used for analysis.
The general concept of drag-type turbines was established based on the developed principles of the
Feltner model [14]. In recent years, various studies have been done to improve their performance.
In 2015, Fredericks et al. [15] examined the impact of the number of blades on the efficiency of the
Savonius turbine using empirical and numerical studies. They found that a four-blade turbine is more
effective for a low tip speed ratio, while for a high tip speed ratio, a turbine with three blades is more
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efficient. Roy and Saha [16] experimentally compared a turbine with a novel geometry with four
previous models, claiming an increase in its efficiency compared to the standard Savonius turbine.
Tahani et al. [17] simulated five three-dimensional rotor models, including a Savonius with a simple
circular blade, twisted Savonius with a simple circular blade, Savonius with a simple circular blade
and variable cut plane, twisted Savonius with a simple circular blade and variable cut plane, and
Savonius with two or three blades and a conical shaft. They examined the effect of different parameters
such as rotor height and power coefficient to eventually find the optimal conditions for these turbines.
Lee et al. [18] investigated the functional characteristics and shape of the helical Savonius turbine, with
varying twist angles, and calculated the power and torque coefficients for different azimuth angles,
both numerically and experimentally. Additionally, the highest power coefficient was obtained at
a 45 degree twist angle. This value was calculated as 0.13. Roy et al. [19] investigated the height,
diameter, and aspect ratio of the semicircular-bladed Savonius style wind turbine using a differential
evolution-based inverse optimization methodology and performed optimization by reducing the space
occupied by the rotor, and the overall dimensions were reduced by up to 9.8%. Wang and Zhan [20]
compared three models of helical, semi-cylindrical, and semicircular Savonius turbines by investigating
the effect of rotor height and twist angle, with respect to the parameter of the output dynamic torque,
as well as the urban aesthetic theme. The simulations were carried out three-dimensionally by the
sliding mesh method using the RANS equation and turbulence realizable k-ε model via the SIMPLE
algorithm for the pressure-speed coupling. Müller et al. [21] experimentally tested the Persian or Sistan
wind mill, which is the oldest wind energy device. The efficiency of this machine was assumed to be
between 5 and 14%. A series of tests were conducted with a six-bladed model of a 0.6 m diameter
and 0.5 m high runner. Two geometries were investigated: with an open downstream side and with a
closed downstream side. The second geometry showed a better performance. It was found that a gap
between the blades and axis of approximately 1/6 of the blade width is essential and with minimum
torque applied, blade velocities can reach up to 2.5 times the wind speed. Roy and Saha [22] performed
two-dimensional simulations using the k-ε model under the influence of the wall function and the
SIMPLE algorithm in order to investigate the overlap ratios in conventional Savonius wind turbines.
They acknowledged that these turbines would have a better efficiency at the overlap ratio of 0.2.
Mohammad et al. [23] compared the results of a two-dimensional simulation for turbulent models SST
k-ω, RSM, standard k-ε, and realizable k-ε to optimize the conventional Savonius turbines. They found
that the realizable k-ε model exhibited the smallest error when compared to Hayashi’s [24] experimental
data by considering the uncertainty errors. This is an important part of experimental works. A detailed
review of this topic was completed by Rizzo and Caracoglia [25], where wind-tunnel experimental
errors, associated with the measurement of aeroelastic coefficients of bridge decks, was explored, and
expressed no unexpected large irregularity, potentially linked to a systematic error. Tian et al. [26] used
a BANKI wind rotor on the medians of the highway to recover energy from the wake of vehicles on
both sides of the highway. To evaluate the performance of the rotor, 3D computational fluid dynamics
simulations were performed. Five typical situations, including one car on the passing lane, one bus on
the passing lane, two opposite moving cars on the passing lane, one car on the fast main lane, and
one bus on the fast main lane, were considered and studied. The SST k-ω was used to model the
turbulence terms of the RANS equations. The results showed that (1) the highest power coefficient
of 0.00464 occurs from the wake of a bus on the passing lane, (2) the maximum power coefficient of
two opposite moving cars on the passing lane is a little (7.5%) higher than the power coefficient of
one car on the passing lane, (3) the rotor exerts negligible influences on the forces of the vehicles, and
(4) the rotor cannot generate power from vehicles on the fast main lane because of the large distance
between the rotor and the vehicle. Krzysztof Rogowski [27] analyzed the flow around a one-bladed
Darrieus-type wind turbine numerically, by employing a laminar model and two SST k-ω and RNG k-ε
turbulence models, and showed that the RNG k-ε turbulence model has a good precision in computing
aerodynamic blade loads for the up- and downwind parts of the rotor. The laminar model and the
SST k-ω turbulence model a bit more than the tangential aerodynamic blade loads at the downwind
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part of the rotor. Ferrari et al. [28] simulated the dynamic of a conventional Savonius wind turbine
two- and three-dimensionally at different wind speeds and different angular velocities using Open
FOAM software. They calculated the values of lift, drag, power, and torque coefficients, and compared
the error values and differences between them. To do this, they evaluated three models of one and
two equations of Spalart–Allmaras, realizable k-ε, and SST k-ω, among which the highest sensitivity
was determined for SST k-ω; therefore, they applied this method. Jin et al. [29] examined the effect
of different barrier plate parameters on the upstream flow, including the height, width, and distance
of rotors, to evaluate the performance of vertical axis wind turbines. The simulation results were
compared to experimental data with and without using the deflector, which showed a good fit. To do
this, the SST k-ω and realizable k-ε models were compared with the experimental result and they
stated that the SST k-ω model had positive characteristics of the k-ω method for the internal parts of
the boundary layer. Simultaneously, this model operated in a free flow in the same way as the k-ε
model and did not have the problems of the k-ω model. In sum, they stated that the results obtained
by solving the SST k-ω method were more accurate than those of the k-ε model.

As can be seen from the literature, the change in geometry has a significant effect on wind turbine
efficiency. However, the effects of overlap distance between the blades of Savonius-type turbines, in
two directions of the rotor’s cross section, which can be used to achieve the optimal placement of
blades relative to each other, have not yet been considered to the authors’ best knowledge. Therefore,
in the present work, the main parameter that is used to optimize the performance of VAWT of the
Savonius-type is the overlap distance between two blades. The work that has been done in relation to
overlap ratios has presented different results, from 0.15 to 0.25 overlap ratios [22,30,31]. Fujisawa [30]
carried out surveys by measuring the pressure distribution in the blade and monitoring the flow of
fluid in and around the rotating and non-rotating rotors. The experiments were performed on four
rotors with a half-diameter blade and an overlap ratio of 0 to 0.5. Increasing the overlap ratio, especially
in the return mode, showed a better static torque recovery, and the maximum torque and rotor power
were obtained at the overlap ratio of 0.15. Alom et al. [32] performed two-dimensional simulations
using the SST k-ω model in order to investigate the overlap ratios in an elliptical-bladed Savonius
wind turbine. They acknowledged that an elliptical-bladed rotor with a 0.15 overlap ratio exhibited the
highest performance relative to the other overlap ratios, in the range of 0 to 0.3. Kumbernuss et al. [31]
examined the overlap ratios of 0, 0.16, and 0.32, and the angular changes of phases 0, 15, 30, 45, and
60 degrees between two stages in the Savonius turbine. Experiments were carried out at various
wind speeds. The best power coefficients were reported for the overlap ratios of 0 and 0.32 at a phase
change angle equal to 60 degrees, and for the overlap ratio of 0.16, at a phase change angle equal to
30 degrees. In the present work, the geometric parameter of the overlap distance was also investigated.
The difference between this and previous work is that it is employed to examine the overlap ratio as
positive and negative in comparison to the base state without overlap. For this purpose, the overlaps
were performed along both the X- and Y-axes, in both positive and negative directions. To illustrate the
process, a guideline was selected on one of the blades and this point was denoted as the reference.
In the optimal overlapping process, in the first step, the guide point is changed in the X-axis to reach
an optimal point. Then, at the optimum point, the overlaps are checked along the Y-axis to eventually
reach an optimal point.

2. Subject Theory

The overlap distance is the region between the two blades in the Savonius turbine. This distance
is used to compensate for the differential pressures in the concave and convex sections in the leading
blade. The overlap ratio in different papers is sometimes defined slightly differently, but, in general,
it expresses a common concept that Roy and Saha described in their article as the relation (1) [33]:

Overlap Ratio = e/d (1)
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where d is the chord of the blade and e is the overlap distance between the two blades (Figure 2).

 

Figure 2. Schematic diagram of the overlap ratio according to Roy and Saha [33].

The difference between the current study and previous ones in the field of the overlap ratio is that
the overlap ratio is defined as positive and negative values considering the base state with zero overlap.
For this purpose, overlaps are performed along both the X- and Y-axes. To explain the process, a Guide
Point (GP) is defined, which is located on the inner end of one of the blades marked with a cross sign in
Figure 3. The process of achieving optimal overlap is as follows: in the first step, the GP is displaced on
the X-axis, and the coordinates of these displaced points change as GP (x, 0). Here, x is the horizontal
variable while keeping the vertical overlap zero. Then, at the optimal point obtained in the previous
step, the overlaps in the direction of the Y-axis are checked and the GP moves on (C, y), where y is the
vertical variable while keeping C as the optimum constant point obtained in the previous step. In this
way, the optimum position of the blades in a region with a constant swept area is obtained for different
dimensions and positions of the blade. The overlap ratios defined in the present work are as follows:

Horizontal overlap ratio:
HOLR = e1/R (2)

Vertical overlap ratio:
VOLR = e2/R (3)

Depending on the placement of the GP, each of the overlap ratios may get a positive or negative
value. This means that if the GP is located in the negative region of the X-axis, the horizontal overlap is
a negative amount, and if it is located in the positive region of the X-axis, the horizontal overlap is a
positive amount. Similarly, if the GP is located in the negative region of the Y-axis, the vertical overlap
is a negative amount, and if it is located in the positive region of the Y-axis, the vertical overlap is a
positive amount.

Figure 3. Schematic diagram. The overlap ratio is defined separately for the horizontal and vertical
position by transferring the guide point in the Cartesian coordinate in two dimensions.
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The wind speed suitable for the current simulations is considered based on the geographic atlas
of wind speed in Iran (Figure 4). According to Figure 4, for the average altitude of 50 m in 2016,
the appropriate and accessible wind speeds that can be reconstructed based on these simulation
conditions are between 6 and 9 m/s. In the present work, the maximum of this value, i.e., 9 m/s,
is selected and the simulations are carried out accordingly [34]. The swept area in this article is 0.33 m2,
the thickness of the blade is considered to be 2 mm according to the validation work, and the diameter
of the mid-shaft is 15 mm [23]. Simulations begin by examining horizontal overlap ratios. The overlaps
of 0, ±0.1, ±0.25, and ±0.4 are investigated. Then, according to the results and values, the overlap
ratios of ±0.05, ±0.15, and +0.2 are also studied to obtain the best possible ratio (Figure 5).

 

Figure 4. Wind Atlas of Iran for a height of 50 m, 2016, which is used to determine the acceptable wind
speed for simulations [34].

 

Figure 5. 2D schematic of rotors with investigated horizontal overlap ratios along the X-axis.
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It may be mentioned that it is predictable that negative horizontal overlaps probably have a
low efficiency, but they should be studied to check the amount of power difference in all cases.
To understand whether the power reduction can be justified by a reduction in the amount of raw
material consumption and production costs could be useful for future work.

2.1. Governing Equations and the Numerical Solution Method

The URANS equations are used for numerical solutions, in which the mass continuity and
momentum conservation equations for the incompressible flow of Newtonian fluid are used.

A review of previous research revealed that in the examinations of wind turbines, the realizable
K-ε turbulence model and the SST k-ω are preferred to the other turbulence models. This is mainly due
to their satisfactory precision and speed of calculations and their highly precise solutions, respectively.
In this work, the realizable K-ε turbulence model was selected with the following equations [22]:

∂ρ

∂t
(ρk) +

∂
∂xj

(ρkuj) =
∂
∂xj

[(
μ+
μt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM + Sk (4)

∂ρ

∂t
(ρε) +

∂
∂xj

=
∂
∂xj

[(
μ+
μt

σε

)
∂ε
∂xj

]
+ ρC1 − ρC2

ε2

k +
√
νε

+ C1ε
ε
k

C3εGb + Sε (5)

Here, Gk is the turbulence kinetic energy generation due to the gradient of average velocity; Gb is
the turbulent kinetic energy generation due to the gradient of average buoyancy; and σk, and σε are,
respectively, the turbulent Prandtl number for k and ε equations. C1ε, C2ε, C3ε, and Cμ are constants,
and Sk and Sε are source terms. YM is the effect of changing the expansion in compressible turbulence
to a total dissipation rate, which is defined as

YM = 2ρε
k
γRT

(6)

and C1 is defined as

S =
√

2SijSij , η = S k
ε , C1 = max

[
0.43,

η

η+ 5

]
(7)

In a wind turbine, the most important parameters in displaying the output efficiency of the
system are the torque and output power. In the present work, with respect to these two parameters,
the results are compared and analyzed. The non-dimensional results are expressed as torque and
power coefficients. Their equations are as follows:

Cm = T/
[
(1/2)ρARU2

]
(8)

Cp = P/
[
(1/2)ρAU3

]
(9)

T is the produced torque, A is the swept area in front of the wind stream, R is the rotor radius, U is the
free stream velocity, and P is the output power.

Another dimensionless parameter which is used in wind turbine analysis is the tip speed ratio
(TSR) and is defined as (12)

λ =
Rω
U

(10)

where ω is the rotational speed.

2.2. Mesh and Boundary Layers

The sliding mesh method is used to mesh the solution area. This consists of two fixed and rotating
regions. Both areas are divided by triangle meshes (Figure 6). In order to eliminate the effects of walls
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and independence from the solution domain, according to Mohamed et al. [23], the size of the sides of
the constant area needs to be 25 times larger than the diameter of the rotor. Additionally, the diameter
of the rotating zone has to be 1.25 times larger than the diameter of the turbine rotor. The length
of the sides of the constant area was 8250 mm and the diameter of the rotating zone was 412.5 mm.
The element size varied in different parts of the blade, and this value increased at the edges and sharp
angles of 0.4 and on flat surfaces up to about 1 mm. Around the rotor and shaft, an inflation mesh with
15 to 20 layers was used to consider the walls effects. As a result of this fine meshing, the Y+ value on
the rotor blades was always less than 2.5.

 
Figure 6. Triangular grid with 15 layers of inflation for a rotor with a horizontal overlap ratio (HOLR)
of 0 and vertical overlap ratio (VOLR) of 0.

Given the physical conditions of the problem, the inlet boundary was assigned an inlet velocity,
the outlet boundary was assigned an outlet pressure, the slide walls boundary was assigned a non-slip
wall, and the rotor was assigned a non-slip wall.

3. Results and Discussion

In order to investigate the mesh independency, a criterion of overlap ratios is considered. For this
purpose, the size of the elements on the blades and the interface between zones, the number of elements
of cells was changed from 5400 to 730,000 (Figure 7). The mesh independence results showed that as
the number of cells increases by more than 70,000, the gradient of the torque coefficient variation curve
relative to the number of cells reaches approximately zero, so it was considered that a grid with 70,000
of cells would be appropriate. An examination of the results shows that when the number of cells is
between 70,000 and 90,000 for different overlap ratios, acceptable responses will be achieved. It should
be noted that the expression of a range for a mesh is due to the fact that for different geometries,
the number of cells is slightly different. Meanwhile, considering the size of larger negative overlaps,
the number of cells also decreases. Torque coefficients were recorded after two complete revolutions to
ensure that the air flow was stable.

8
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Figure 7. The mesh independency was investigated by changing the number of cells from 5400
to 730,000.

Validation was carried out according to the article by Mohamed et al. [23] at the wind speed
of 10 m/s using the same turbulence models, where the validation diagrams related to the reference
torque and the present work were compared. With a slight error, validation was achieved. The average
error was found to be 3.73% (Figure 8). The difference in results could be because of the differences in
meshing, the constant of the turbulence model, and uncertain environmental conditions, which are
considered in the numerical simulations.

 
Figure 8. Validation of the numerical solution with Mohamed’s results for U = 10 m/s.

After analyzing the horizontal overlap ratios, while the vertical overlap ratio was zero, the torque
and power coefficients were obtained according to Figure 9. This shows that the horizontal overlap has
a significant effect on the rotor performance. In horizontal–positive overlaps, the torque coefficients
have higher values for lower TSRs. At the horizontal overlap ratio of +0.15, the maximum torque
coefficient with the value of 0.4 is obtained at TSR = 0.25.

By increasing the tip speed ratios, in a range of TSR from 0.55 to 0.9, geometries with horizontal
overlaps close to zero produce slightly higher torque coefficients compared to other horizontal overlaps.
At values above a TSR of 0.9, the maximum torque coefficient is obtained at the horizontal overlap ratio
of +0.15. The maximum produced power coefficient with an approximate value of 0.18 is related to zero
overlap at the tip speed ratio of 0.7. However, the problem of the configuration with a slight overlap
is a faster drop than the positive overlaps, due to the increase of the dimensionless TSR parameter.

9
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This is what happens for the positive overlaps at slower rates. The reason for this is the presence of
an overlap distance and steering return flow from the concave section of the backward blade to the
convex section of the forward blade. This reduces the negative pressure produced by the Coanda
flow, i.e., the tendency of a fluid jet to stay attached to a convex surface on the concave section of
the forward blade. At negative overlap ratios, due to the absence of compensation for the negative
pressure behind the forward blade, the torque coefficient and power coefficient show lower values.
Accordingly, among horizontal overlaps, the value of +0.15 is suggested due to the higher efficiency
for the wider range of tip speed ratios.

 
 

(a) (b) 

Figure 9. (a) Torque and (b) power coefficients obtained at different horizontal overlaps for a vertical
overlap ratio (VOLR) of 0.

After choosing the optimal horizontal overlap ratio point, i.e., HOVR = +0.15, the variations of the
vertical overlap ratio were investigated. For this, at first, the vertical overlap intervals ±0.1 and ±0.2
were checked and then, according to the resulting values, the overlaps ±0.05 and −0.15 were checked
(Figure 10).

 
Figure 10. 2D schematic of rotors with investigated vertical overlap ratios along the Y-axis for a constant
horizontal overlap ratio (HOLR) of +0.15.

The torque and power coefficients are shown in Figure 11. According to this figure, the vertical
overlap ratio has a significant effect on the rotor performance. The torque coefficients have better
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performances for lower tip speed ratios in negative vertical overlaps, reaching their optimal point at
the overlap ratio of −0.1. Additionally, the highest drops are related to negative horizontal overlaps
that do not have the ability to use return flow. Furthermore, the shorter the cord length of the blade
becomes, the more effective it can be. The lowest efficiency is related to HOLR = 0 and VOLR = −0.4.

  
(a) (b) 

Figure 11. (a) Torque and (b) power coefficients obtained at different vertical overlap ratios along the
Y-axis when the horizontal overlap ratio (HOLR) is +0.15.

The torque and power coefficient diagrams show that as the blades become farther away from
each other in the vertical direction, the flow steering decreases sharply over the blade overlap, which is
also observed when the blades are located at a very close distance to each other.

The power and torque coefficients of the base state with zero overlap, optimal overlap in the
horizontal state, and the overall optimal overlap diagrams are shown in Figure 12. Only for a TSR
of 0.85 is the zero overlap a little better. At the remaining TSRs, the rotor produces higher torque
and power coefficients with HOLR = +0.15 and VOLR = −0.1 coordinates. For further consideration,
a comparison of the average values is presented in Table 1.

  
(a) (b) 

Figure 12. Variations trend and relative improvement of (a) torque and (b) power coefficients in three
states of zero overlap ratio, optimal overlap ratio in horizontal investigation, and overall optimal
overlap ratio.
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Table 1. Comparison of the zero overlap ratio and optimal mode at horizontal and overall overlap ratios.

HOLR = 0
VOLR = 0

HOLR = +0.15
VOLR = 0

HOLR = +0.15
VOLR = −0.1

% Increase with
Regard to Horizontal

Overlap Ratio
Optimization

% with Regard
to Overall

Overlap Ratio
Optimization

Average Cm 0.264 0.295 0.306 11.5 15.8
Average Cp 0.128 0.133 0.138 3.7 7.5

Regarding the optimization, the improvement percentage of the average Cm in the horizontal
overlap state is 11.5%, and in the vertical overlap state, it is 16%, when compared to the base state with
a zero overlap ratio. The improvement percentage in the average Cp, however, is less pronounced.
Its increment in the most optimized horizontal overlap state is 3.7%, and in the best vertical overlap
state, it is 7.5%, when compared to the same base state.

Given the similarity of the variations of the speed contours at different overlap ratios toward the
TSR and the high number of contours, only the TSR of 0.4 is selected and presented in Figure 13 to
observe the variation trend. The most obvious factor in these contours is the effect of overlaps on the
utilization of the return flow from the concave section. As can be seen, steering the return flow reduces
the pressure difference caused by the Coanda flow behind the forward blade. This, in return, results in
an increase in the turbine efficiency.

 

Figure 13. Cont.
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Figure 13. Velocity contours at different overlap ratios to display the gradient of velocity around the
rotor for U = 9 m/s and the tip speed ratio (TSR) of 0.4.

The velocity contours show a growth of the vortex region independent of the tip speed ratio at
the higher overlap ratios and near the positive overlap section. This indicates a deterioration of the
aerodynamic efficiency at high tip speed ratios. The reason for this is due to the increase in the distance
between the two blades, meaning that the return flow is scattered and does not properly hit the surface
of the driving blade. Furthermore, the Torque coefficient variation graphs with time, during a cycle of
rotor rotation, in the negative horizontal overlap state, indicate an extreme disturbance which results
in system efficiency degradation. In fact, the system cannot achieve a trend with constant periodicity,
which is one of the weak points of these geometries. With regard to the velocity contours, inside the
overlap area, the return flow becomes turbulent by hitting the shaft, preventing the steered flow from
fully colliding with the forward blade, thereby reducing the efficiency to a certain extent. By increasing
the horizontal overlap angle, the effect of the shaft reduces, and this can have a positive effect on
the system, but on the other hand, increasing the overlap distance reduces the efficiency. Therefore,

13



Symmetry 2019, 11, 821

to achieve the optimal state, the outcome of these two parameters must be considered. All things
considered, the rotor with a horizontal overlap of +0.15 and vertical overlap of −0.1 is a suitable option,
especially at low tip speed ratios. Of course, it should be kept in mind that the Savonius rotors often
operate at low tip speed ratios, which also indicates the efficiency of the geometry chosen.

4. Conclusions

In this study, a typical Savonius turbine with a constant diameter of the rotor was studied, where
the variation of the overlap ratios in both horizontal and vertical directions was considered. In this
paper, simulations were carried out by using the computational fluid dynamics (CFD) and solving
the URANS equations and realizable K-ε turbulence model. The results showed that at near zero and
positive horizontal overlap ratios, a relatively higher efficiency than that of the other states could be
achieved. In fact, for lower tip speed ratios, the rotor with an overlap ratio of +0.15 produces a higher
torque ratio and is more efficient in a wider range of tip speed ratios. Therefore, it was selected as the
optimal horizontal overlap. In the next step, at this optimal point, vertical overlaps were investigated.
Among these overlaps, the value of −0.1 showed the best torque and power coefficients. As a result,
a rotor with a horizontal overlap ratio of +0.15 and vertical overlap ratio of −0.1 was selected as
the optimal model. The improvement percentage in the average Cm in the horizontal overlap state,
was 11.5%, and in the vertical overlap state, was 16%, when compared to the base state with zero
overlap. Additionally, the improvement percentage in the average Cp in the horizontal overlap state
was 3.7%, and in the vertical overlap state, was 7.5%, when compared to the same base state.

This article is a part of an ongoing project. In the next step, this optimal blade application will
three-dimensionally examine an oscillating water columns (OWC) system. Finally, the effect of tensile
forces on the rotor’s structure will be investigated by using FSI simulation so that the information
obtained can be used to select the raw materials and manufacture the rotor.
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Nomenclature

TSR (λ) [-] Tip speed ratio
VAWT Vertical axis wind turbine
CFD Computational fluid dynamics
U [m/s] Free stream velocity
A [m2] Rotor swept area (A = DH)
CP Power coefficient
Cm Torque coefficient
HOLR Horizontal overlap ratio
VOLR Vertical overlap ratio
D Rotor diameter
RANS Reynolds Averaged Navier–Stokes
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Abstract: In this paper, the effect of Magneto Hydro-Dynamics (MHD) on a polymer chain in the
micro channel is studied by employing the Dissipative Particle Dynamics simulation (DPD) method.
First, in a simple symmetric micro-channel, the results are evaluated and validated for different values
of Hartmann (Ha) Number. The difference between the simulation and analytical solution is below
10%. Then, two types of polymer chain including short and long polymer chain are examined in the
channel and the effective parameters such as Ha number, the harmony bond coefficient or spring
constant (K), and the length of the polymer chain (N) are studied in the MHD flow. It is shown that
by increasing harmony bond constant to 10 times with Ha = 20, the reduction of about 80% in radius
of gyration squared, and half in polymer length compared to Ha = 1 would occur for both test cases.
For short and long length of polymer, proper transfer of a polymer chain through MHD particles flow
is observed with less perturbations (80%) and faster polymer transfer in the symmetric micro-channel.

Keywords: magneto hydro-dynamics (MHD); dissipative particle dynamics (DPD); Hartmann
number (Ha-value); harmony bond coefficient or spring constant (K)

1. Introduction

Understanding the behavior of polymer chains in micro/nano-scale flows is an important issue,
as it is the gateway to different scientific and technological research activities in different fields of
study such as biology, genetics, etc. The translocation of polymers through nano/micro-scale passages
is encountered in many biological processes in living cells or chemical processes such as DNA
(Deoxyribonucleic acid) motion through narrow pores, protein translocation through cell membranes,
and penetration of viruses into the cell nucleus. Knowledge of such processes can be beneficial in
developing some technical analysis procedures concerning genomic partitioning and rapid DNA
sequencing [1–3]. There are several ways to transfer polymer through narrow pores or micro channel
including electroosmotic micro pump, magneto hydrodynamic method, and pressure driven flow [3].
Due to high controllability on fluid flow using electrical field or magnetic field, they are proper methods
for fluid pumping [3,4].

The difficulties and costs associated with the experimental studies promote the researchers to use
the computational simulation methods as the preliminary design and analysis tools to narrow down the
design parameters’ envelopes before getting into the actual manufacturing process. Regarding the small
scale of simulated systems, molecular simulation methods would be the best choices. Such simulation
methods have been successfully applied to different nano-scale flow problems. Researches have
used different numerical simulation methods such as computational fluid dynamics [5–7], molecular
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dynamics [8], Langevin dynamics [9,10], and Brownian dynamics [11] to study prediction of polymer
chains behavior in fluid flows. Based on the Lagrangian methods such as Molecular Dynamics [12–15],
lattice Boltzmann method [16,17] or smoothed particle hydrodynamics method [18–21], the dissipative
particle dynamics (DPD) method is a mesoscopic method [12,13,22] which has been vastly used
in micro/nano-scale simulations. It benefits from the lower computational cost compared with the
molecular dynamics method via using the clusters of molecules, known as beads, instead of considering
all actual molecules.

There are several studies in relation of DPD and polymer chain motion in nano/micro flows.
Zhang and Manke [23] used the DPD method to study the motion of polymers and polymer solutions
rheology in the spherical particles with adsorbed polymers. They found that Newtonian behavior is
governing on polymer solutions or polymer in sphere suspensions at low shear rates, but shear-thinning
behavior is formed at higher shear rates. Willemsen et al. [24] used the DPD method to investigate
the motion of a polymer within a square capillary and the effect of polymers on melting process in
a shear flow. Pastorino et al. [25] compared the dynamics of Langevin and DPD as a thermostat term
in non-equilibrium simulations of polymeric systems. They studied polymer brushes in different
systems including the relative sliding motion, Poiseuille and Couette flows of polymeric liquids,
and brush-melt interfaces to compare these two different thermostats. Based on the DPD method,
Duong-Hong et al. [26] introduced an electrophoresis model for DNA, which they simulated the
coupled DNA electro-osmotic and electrophoretic motion in micro/nano-scale passages. Using this
model, they were able to capture the free-draining mobility of DNA while avoiding the expensive
electrostatic interactions in the molecular simulations. They also computed DNA mobilities in realistic
geometries with a good accuracy. Their results indicated that the Ti-channel has a better separating
performance than the Tp-channel. Pan et al. [27] used the DPD method to study the DNA separation
in a micro-device using an entropic trapping mechanism. They showed that longer DNA strands
have a higher speed than shorter ones. They concluded that the entropic trapping is the consequence
of delayed entrance. Moreover, they concluded that corner trapping does not contribute to DNA
separation. Masoud and Alexeev [28] used the DPD method to design nano-structured surfaces capable
of selective regulation of collision between microchannel walls and polymer, which is suspended in
fluid though the microchannel. By utilizing different geometries for nanoscopic posts attached to
the internal channel surfaces, they could attract the suspended nanoparticles and polymeric chains
to the walls or repel them. Guo et al. [29] studied the translocation of polymers in fluid through
a microchannel using the DPD method. They predicted the relation between shear stress and length of
polymer chain for the average translocation time. Moreover, they observed two different mechanisms
for translocation including single-file and double-folded translocation. They also mentioned the
possibility of clogging at the entrance of the channel for polymers longer than a critical length.

All of the mentioned studies used pressure driven flow for transfer of polymer through
microchannel. However, lack of studies in the area of different body forces are observed. Yang et al. [30]
studied the motion of a polymer chain through a hole using DPD method. They considered two
different driving forces, namely the uniform hydrostatic force implemented to whole solvent particles
and polymer chains, and also uniform electrostatic force which is employed as a body force, applied to
selected charged particles in the chain and some ions in the solvent which were charged oppositely.
They found that the power-law correlations should be used for coil-like chains and it is not proper
for globular chains. Ranjith et al. [31] used the DPD method to investigate the effect of finite slip
at hydrophobic microchannel walls on the hydrodynamics and the dynamics of the DNA chain.
They showed that an asymmetric velocity profile caused by hydrophobic and hydrophilic walls can
affect the location of the DNA molecules. They used this effect to propose a simple arrangement
for separation of short and long DNA chains. Zakeri [32] used the DPD method to simulate the
performance of a soft polymer micro-actuator in electro-osmotic flow in a simple micro-channel and
a convergent–divergent one. The results indicated that the amplitude of reciprocating motion of
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polymer increases as the electric field is enhanced, the number of beads is decreased, the spring
constant is increased, or more length of a polymer chain is exposed against the fluid flow motion.

A thorough review on the literature shows that there were studies in which the electrical field
is used as the transport driving force for polymer chains, e.g., [26,32,33]. Base on the Zakeri [32,34],
electroosmotic is a proper external force to move DPD particles in a micro channel, However,
the transport of polymer chains using the magnetic forces is not regarded frequently. Magnetic
force [35,36] is also another body force capable of inducing fluid flow. This driving force plays
an important role in micro pumps (e.g., see [37–42]). Kefayati [43] employed LBM method to simulate
the effect of MHD flow in a lid-driven cavity problem for various Hartman numbers. Ghahderijani [44]
used LBM method to simulate MHD flow in simple micro channels. Javaherdeh and Najjarnezami [45]
used LBM to investigate natural convection in a porous cavity with sinusoidally heated walls
considering the effects of magnetic field. They investigated the effects of Hartmann number, porosity
and Darcy number on the fluid flow, and heat transfer. Chaabane and Jemni [46] used the LBM to
study the convection heat transfer in a 2D enclosure containing a conductive fluid. They examined the
effects of Hartmann number, Rayleigh number, Prandtl number on the flow, and temperature fields.
Although LBM is a proper simulation method in microscale, the freedom degree of DPD method is
higher and it treats more realistically based on the real physics of particles interaction [17,47]. Based
on the several references [32,34], the effect of polymer chain from electroosmotic flow was presented,
but polymer transfer from in MHD flow requires more investigation.

In this paper, the DPD simulation method is employed to simulate MHD flow in simple symmetric
micro channel, also the motion of a polymer chain through micro channel is studied to investigate the
various physical properties of polymer chain influenced from MHD flow.

2. Numerical Simulation

To present the simulation of MHD in micro channels which affects the polymer chain transfer
through fluid particles, we discuss in the three main subjects in the Sections 2.1–2.3, including
the magneto-hydrodynamics equations, the details of DPD method, and the molecular model of
polymer chain.

2.1. Magneto-Hydrodynamics

Magneto-Hydro-Dynamics (MHD) equations consist of equations of electromagnetics and
hydrodynamics. Electromagnetics equation relates the current density J to the magnetic field strength
H [48–50].

curl
→
H =

→
J (1)

div
→
J = 0 (2)

In the case that the substance such as fluid has a velocity, J is calculated as follows:

→
J = σ(

→
E +

→
v × μ→H) (3)

where σ is the electrical conductivity, v is the velocity of flow, μ is the magnetic permeability, and E is

the electric field intensity. The body force or external force
→
Fe which will be used in DPD equations,

Section 2.2 (as hydrodynamic equations) is calculated as follows:

→
Fe =

→
J × μ→H (4)

2.1.1. Analytical Solution for MHD in Simple Channel

By using the source term Fex calculated in Equation (4) in the steady equation of fluid motion,
applying the assumption of uniform conductivity of liquid between two parallel walls (simple channel),
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implementing H0 perpendicular to the walls in z-direction while implementing E in y-direction,
and ignoring the gravity effect, a fluid motion should occur in x-direction satisfying the following
momentum equation [47,51].

0 =
−∂p
∂x

+ μJyH0 + η
∂2v
∂z2 (5)

where p is pressure term, η is the dynamic viscosity, and Jy = σ(E− vμH0).
Substituting the Jy in Equation (5) and assuming that velocity is zero at the walls and shear

stress is zero at the middle of channel, would result in the following solution of MHD flow in the
simple channel.

v = Vv(1−
cos h(Ha z

L )

cos h(Ha)
) (6)

where, Vv = ( E
μH0

+
−∂p
∂x

σμ2H02 ) and Ha = μH0L( σμ )
0.5.

If the parameter H0 varies while the other parameters are kept constant, the value of Ha
(or Hartmann number) will change linearly. Hartmann number or Ha is the ratio of magnetic force to
viscous force.

If we assume that Vv = 1 then E = (1−
−∂p
∂x

σμ2H02 )μH0 and Jy = σ((1−
−∂p
∂x

σμ2H02 )μH0 − μvH0).

2.2. Dissipative Particle Dynamics Method

The DPD method treats the simulated system as a cloud of beads each having the mass, mi,
position vector

→
r i, and velocity vector

→
v i. The evolution of beads’ velocity vectors follows the basic

kinematic and dynamic laws of motion [47].

→
v i =

d
→
r i

dt
(7)

mi
d
→
v i

dt
=
→
Fi (8)

The net force exerted on bead i and
→
Fi, can be decomposed in two parts, namely the force exerted

by an external force-field
→
Fe like gravitational, electrical, or magnetic fields, and the intermolecular

forces exerted by polymer
→
Fp,i and fluid particles

∑
j�i
→
f i j:

→
Fi =

→
Fp,i +

∑
j�i

→
f i j +

→
Fe (9)

In DPD method, it is assumed that the intermolecular force exerted by bead j on bead i and
→
f i j,

consists of three parts, namely the conservative force, the dissipative force, and the random force [52].

→
f i j =

→
f

C

i j +
→
f

D

i j +
→
f

R

i j (10)

Of course,
→
f i j would be equal to , as the third law of motion indicates.

→
Fext is the external force

such a electro-osmotic force or magnetic force [32].
The conservative force can be described using the following force filed:

→
f

C

i j =

{
aij(1− rij/rc)r̂i j ri j < rc

0 rij ≥ rc
(11)
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where aij is the maximum repulsion force between beads i and j, rij is the distance between those beads,

i.e., rij =
∣∣∣∣→r ij

∣∣∣∣, and r̂i j =
→
r ij/

∣∣∣∣→r ij

∣∣∣∣ is the unit vector pointing from bead j to bead i, and rc is the cut-off
radius beyond which, the intermolecular forces are assumed to diminish effectively.

The dissipative intermolecular force is calculated as follows:

→
f

D

i j = −γωD rij(r̂i j.
→
v ij)r̂i j (12)

where γ is a constant that determines the strength of dissipative force. The weighting function ωD is
calculated as follows:

ωD(rij) =

{
(1− rij/rc)

2 r < rij
0 r ≥ rij

(13)

On the other hand, the random force is calculated as follows:

→
f

R

i j = −σRωR rijθi jr̂i j (14)

in which, the constant σR determines the strength of random force.
→
v ij is the relative velocity vector

between beads i and j. θi j is a random number chosen from a symmetric Gaussian distribution having
the zero mean and unit variance. σR and ωR relate to γ and ωD as follows:

ωR =
√
ωD (15)

σR =
√

2γkBT (16)

where kB is the Boltzmann constant and T is the temperature.
In this study, the modified velocity-Verlet algorithm is used for time integration of position

and velocity of each particle is calculated explicitly. The Ref. [53] is suggested for more information.
Implementation of wall boundary condition has been follow based on the ref [48,54–56].

2.3. Polymer Chain

Polymer chain model consists of a number of masses and springs which are connected together.
The mechanism of polymer chain motion influenced from interaction of fluid particles and polymer
beads is depicted in Figure 1. According to number of different types of particles, we have different
interactions. In this case, we have three types of interactions, including fluid to fluid particles, polymer
and fluid, and polymer and polymer beads interactions. Each mass has its own repulsion force to
fluid particles or other masses. Thus, the conservative force Fc should be modified for this type of

simulation. In this paper, the harmonic spring force,
→
f

S

i,i±1, or
→
Fp,i is used between beads which is

added to Fc in DPD formulation. For the beads consisting a polymer chain, the following conservative
harmonic force presents the intermolecular bonds [32,34,53].

→
f

S

i,i±1 = −K(ri,i±1 − req
i,i±1)r̂i,i±1 =

→
Fp,i (17)

where req
i,i±1 is the equilibrium (zero-force) distance between two beads in the polymer chain and K is

the harmonic bond constant.
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Figure 1. Mechanism of polymer and fluid particles interaction and motion of polymer chain.

Due to difficulty of studying the properties of polymer chain in motion, some physical properties
such as mean square radius of gyration and velocity of mass center are employed for finding effect of
MHD on polymer chain motion.

In equilibrium, the radius of gyration is defined as [30,51]:

〈R2
G〉 =

1
2N2 〈r2

i j〉 (18)

where, rij =
∣∣∣∣→r i −→r j

∣∣∣∣ and N is the number of beads of polymer chain. The end to end distance (Ee) is

defined as 〈R2
G〉 = 〈r2

N1〉. Also, the center of mass velocity of system is calculated as follows:

vcm =

∑N
1 mivi∑N

1 mi
(19)

where mi is the mass of bead i. Also, the average kinetic temperature is calculated as follows [51].

〈kBT〉 = m
3n− 3

〈
n∑
1

v2
i 〉 (20)

where n is the number of particles.

3. Results

In this section, the results of numerical simulations of MHD flow in micro channel are presented
regarding the polymer chain motion under the influence of magnetic field (MHD flow) using DPD
method. We developed our DPD code for current simulation. First, the DPD results for the simple
channel flow with the results of the analytical solution are compared to evaluate the accuracy of
suggested method for this type of simulation. Then, the study by embedding the polymer chain in
a simple channel is extended to study the effect of MHD flow on polymer chain and the related motion
characteristics. Different conditions have been considered including changing the magnetic field or
Ha-value, spring constant (harmonic bond constant of polymer), or K parameter and the number of
polymer beads in the polymer chain.

3.1. Validation of MHD-DPD Results with Analytical Solution

In order to evaluate and validate the results, the simple microchannel flow under external force of
magnetic field is simulated. The simulation parameters are presented in Tables 1–3. The analytical
velocity profiles are also calculated in accordance with Equation (6) in Section 2.1.1 with the assumption
of Vv = 1. As can be seen in Figure 2 (left), by increasing the value of parameter Ha Number,
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dimensionless velocity profiles not only increase to a certain extent in terms of value, but they also
flatten more in plug like shape and tend to remain constant thereafter. For example, there is a dramatic
change of about 80% for maximum value of dimensionless velocity when the value Ha Number is
increased from 1.0 to 2.0. However, the changes are much less evident from Ha = 10 to Ha = 20.
For a better study of variation of MHD flow, the dimensionless average velocity of particles in channel
considering different values of Ha is compared with the analytical calculation in Figure 2 (right). As it is
expected, increasing the value of Ha, the differences would decrease remarkably and would approach
the constant value of unity. Also, the results show a proper agreement with the analytical results.
The range of discrepancy between DPD solution and analytical solution is between 3% to 7%. The level
of accuracy depends on time steps and number of iterations. Therefore, the parameter of Ha number is
a suitable criterion for studying the velocity profile behavior in micro-channels and DPD method is
a proper method for this type of fluid simulation.

Table 1. Setting parameters for particles of DPD.

Variables
aij

Different Particles
ajj

Same Particles
Number

of Particles
Simulation Box
(Channel Size)

Time Step σ γ
Cut

Off Radious
Periodic

Boundary Condition

Value 3 10 4000 20 (length) × 50 (height) 0.001 3 4.5 1 x-direction

Table 2. Setting parameters for polymer chain.

Variables Spring Constant Number of Beads

Value 500, 5000 20, 50

Table 3. Setting parameters for magnetic parameter.

Variables L μL( σρν )0.5 Ha Number

Value 25 1 1, 2, 7, 10, 20

  
(left) (right) 

Figure 2. Comparison of dimensionless velocity profiles of DPD particles (left) and dimensionless
average velocities (right) with analytical results under influence of MHD in simple channel by changing
values of Ha.

3.2. Short Polymer Chain Transfer in MHD Flow

In order to extend the results to the case of polymer translocation in microchannel, the movement
of a short no charge polymer chain consisting of 20 beads in a microchannel has been analyzed under
influence of MHD flow. Figure 3 illustrates the movement of the polymer chain under different
magnetic field strengths (or Ha-values) as well as different polymer harmonic bond coefficients
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(or spring constants), considering periodic boundary condition at inlet/outlet boundaries. As can be
observed, by increasing the Ha values from 1 to Ha = 20, the relative movement of the short polymer
would be more with respect to the hardness coefficient (spring constant) of 500. It has been simulated
that conspicuous differences in x-direction for the cases of Ha = 1 and 20 with the harmonic bond
constant of K = 500 (red lines with circular symbol and blue lines with diamond symbol) is occurred
compared to the cases of K = 5000 (green lines with triangle symbols and black lines with gradient
symbols). By increasing the harmonic bond constant from 500 to 5000 (10 times), the length of polymers
is decreased almost to the half. Results show that choosing the higher Ha values and higher harmonic
bond constants provides proper polymer chain transfer for low length of polymer cases.

 
(left) (right) 

Figure 3. Motion of polymer chain with different values for Ha parameter and harmonic bond constant
(K) from number of time steps 1 to 15000 for 20 beads (left) and a chain polymer through DPD particles
at number of time step 14000 with K = 5000 and Ha = 20 (right).

In the following, the effects of magnetic field and hardness of polymers on the properties of
polymer chain are investigated. The variation of dimensionless velocity of mass center of the polymer
during the time is depicted in the Figure 4 (left). As can be seen, the oscillations decrease over time
and, in the case of more severe magnetic field and higher spring coefficient value, the oscillation is
greatly reduced. Therefore, in the condition of Ha = 20 and K = 5000 causes the polymer to move
with less velocity changes. As is evident from Figure 4 (right), temporal evolutions of the average
kinetic temperature for all cases reach to unity and fluid condition approaches the equilibrium.
Also, by examining the radius of gyration squared for the polymer chain in Figure 5 (left), it is observed
that the amount of distortion and perturbation is greatly reduced around the 80% by increasing the
harmonic bond constant from 500 to 5000. Changing the magnetic field has little effect on the polymer
chain perturbations. Such behavior can be expected by studying the end-to-end distance of the polymer
chain as shown in Figure 5 (right). Results indicate that in the non-equilibrium situation, the amount
of perturbation for a short polymer chain is high for a short period of time, and in the case of higher Ha
and K values, low oscillation is resulted for those mentioned parameters. Therefore, again, having
a chain with a higher harmonic bond constant has about 80% lower oscillation in this study.
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(left) (right) 

Figure 4. Dimensionless velocity of polymer mass center for different Ha and K values for a polymer
chain consisting of 20 beads (left) and temporal variation of average kinetic temperature (right).

  
(left) (right) 

Figure 5. Temporal evolution of radius of gyration squared (left) and end-end distance (right) for
different Ha and K values for a polymer chain consisting of 20 beads.

3.3. Long Polymer Chain Transfer in MHD Flow

One of the significant factors in polymer chain transfer is the length of polymer chain. In this study,
the effect of MHD is investigated on no charge polymer chain motion and consequently, the length of
chain would be influenced from magnetic field. By consideration of previous results, the motion of
a polymer chain consisting of 50 beads having different harmonic bond constant values is depicted
in Figure 6. As can be expected, higher magnetic field has more effect on the motion in the case
of the higher spring constant or K = 5000 compared to K = 500. Also, by increasing the harmonic
bond constant, the polymer prefers to collapse and in higher magnetic field, compression is enhanced
compared to other conditions. In the maximum circumstance, 40% compression is observed in the case
of Ha = 20 and K = 5000. It can be concluded that the proper selection of parameters for transfer of
polymer chain are the higher Ha and K values.
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(left) (right) 

Figure 6. Motion of polymer chain with different Ha parameter and harmonic bond constant (K) from
time step 1 to time step 15000 for a 50-beads polymer chain (left) and a snapshot of polymer chain
among DPD particles at time step14000 for K = 5000 and Ha = 50 (right).

It can also be concluded from the study of the dimensionless velocity of mass center the rate of
velocity variation would greatly decrease as the harmonic bond constant and chain length increase.
As Figure 7 indicates, more reduction would be resulted for the magnetic field with Ha = 20 and
K = 5000. Similar to the previous results, the average kinetic temperature would converge to unity
over the time and fluid would move towards the equilibrium condition. In these cases, for high length
of polymer chain, the higher magnetic field and the higher polymer hardness has a proper result.

  

(left) (right) 

Figure 7. Dimensionless velocity of polymer mass center for different Ha and K values for a 50-beads
polymer chain (left) and the temporal evolution of average kinetic temperature (right).
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By examining the radius of gyration squared and the end-to-end distance, it can be concluded
from Figure 8 that a significant decrease of about 75% would occur by increasing the harmonic bond
constant from 500 to 5000. It should be noted that higher length of polymer chain delays the equilibrium
condition. In this case, higher Ha value along with a higher harmonic bond constant present proper
polymer chain transfer. In Figure 9, these transfers for both cases of short and long polymer chain with
Ha = 20 and K = 5000 as a high Ha and K values are shown as a proper polymer chain transfer in this
study. For more information from quantity aspect, average properties of radius of gyration squared,
dimensionless velocity of polymer mass center, temporal evolution of average kinetic temperature,
and the length of polymer chain by consideration of Figure 2 to 8 and different input DPD variable are
presented in Table 4. As can be seen again, test case of Ha = 20 and K=5000 show less perturbation and
less strength in polymer chain through transfer in the micro channel.

  

(left) (right) 

Figure 8. Radius of gyration squared (left) and end-end distance (right) for different Ha and K values
for a 50-beads polymer chain.

Figure 9. Short (N = 20) and long (N = 50) polymer chain transfer in microchannel for Ha = 20 and
K = 5000 from number of time steps from 1 to 20000.
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Table 4. Average values of test cases calculation from number of time steps from 1 to 15000 with
different effective input parameters.

Spring Constant Number of Beads Ha Number Rg2 Vcm T N

500 20 1 0.54919 0.99985 0.87459 1.5659
5000 20 1 0.11650 1.00033 0.86930 0.7998
500 20 20 0.53191 1.00027 0.86012 1.96924
5000 20 20 0.11838 0.99982 0.87195 0.78627
500 50 1 6.7853 1.00161 0.860313 2.9855
5000 50 1 0.90651 1.00477 0.86932 3.3996
500 50 20 4.3087 0.99984 0.86096 2.7783
5000 50 20 0.85215 0.99985 0.87459 1.8455

4. Conclusions

In this paper, the DPD simulation of a polymer chain through micro channel was investigated
by consideration of Magneto Hydro-Dynamics (MHD) body force. The validation of results with
analytical solution was presented and accuracy of simulation was in proper range (max. discrepancy
was below 10%). Various physical properties of polymer chain in transition were studied, such as
radius of gyration squared, velocity of mass center, and average kinetic temperature for short (20 beads)
and long polymer chain (50 beads). For all cases, enhancing the Ha-value and K parameters provide
less perturbations for both short and long length of polymer chains, in the case of Ha = 20 and K = 5000
around the 80% reduction in radius of gyration squared was resulted in this paper.
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Abstract: Symmetry and fluid dynamics either advances the state-of-the-art of mathematical methods
and extends the limitations of existing methodologies to new contributions in fluid. Physical
scenario is modelled in terms of differential equations as mathematical models in fluid mechanics
to address current challenges. In this work a physical problem to examine the unsteady flow of
a third-grade non-Newtonian liquid induced through a permeable shrinking surface containing
nanoliquid is considered. The model of Buongiorno is utilized comprising the thermophoresis
and Brownian effects through nonlinear thermal radiation and convective condition. Based on the
flow symmetry, suitable similarity transformations are employed to alter the partial differential
equations into nonlinear ordinary differential equations and then these ordinary differential equations
are numerically executed via three-stage Lobatto IIIa formula. The flow symmetry is discussed
for interesting physical parameters and thus this work is concluded. More exactly, the impacts of
pertinent constraints on the concentration, temperature and velocity profiles along together drag force,
Sherwood and Nusselt numbers are explained through the aid of the tables and plots. The outcomes
reveal that the dual nature of solutions is gained for a specific amount of suction and flow in the
decelerating form A < 0. However, the unique result is obtained for flow in accelerating form A ≥ 0.
In addition, the non-linear parameter declines the liquid velocity and augments the concentration and
temperature fields in the first result, whereas the contrary behavior is scrutinized in the second result.

Keywords: Buongiorno model; unsteady flow; nanoliquid; special third-grade liquid; non-linear
thermal radiation

1. Introduction

In recent times, non-Newtonian liquids play an imperative role in industrial and engineering
processes due to their numerous applications. Here, blood, paints, clay coatings, molten plastics,
certain oils, artificial fibers, ketchup, etc., are a few examples. These liquids defy Newton′s law of
viscosity due to their vital elastic properties. These kinds of liquids are found in an ample variety of
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realistic problems, enclosing essential significance in polymer depolarization, composite processing,
boiling, bubble absorption, etc. Non-Newtonian liquids are scrutinized via three foremost classes,
for instance, the integral type, differential type, and rate type. A third-grade liquid is a subclass liquid
of the differential kind of model which can envisage the normal stresses along with the phenomena
of shear thickening and thinning. Keçebaş and Yürüsoy [1] discussed the time-dependent flow of a
special type of third-grade liquid and obtained the solution through similarity variables. Ellahi and
Riaz [2] obtained an analytical result of the magnetohydrodynamics (MHD) flow of a third-grade
liquid through erratic viscosity analysis. Sahoo and Do [3] explored the impact of the slip factor on a
magnetic field comprising a third-grade liquid induced through a stretched sheet. The slip impact on a
third-grade liquid from a stretched surface moving in exponential form was discussed by Sahoo and
Poncet [4]. Abbasbandy and Hayat [5] discussed the special third-grade liquid through a permeable
moving surface. Rahman et al. [6] inspected the mixed convective flow of a third-grade liquid close
to a stagnation position from an exponentially stretching surface. Hussain et al. [7] presented solar
radiation model for the magnetic field along with third-grade nanoliquid from a convectively heated
stretched surface. Naganthran et al. [8] scrutinized the time-dependent flow of a special third-grade
liquid through a porous stretched/shrinking surface. They observed the dual nature of results which
remained true for the shrinking and stretched surfaces, and they also executed stability analysis.
Recently, Reddy et al. [9] have inspected the time-dependent flow of a third-grade liquid through a
cylinder. They found that a significant impact of third-grade fluid can observed in the flow field as
compared to Newtonian fluid.

In recent times, the study of nanoliquids has gathered considerable curiosity, due to the field’s
assorted realistic applications, including use in pharmaceutical medicines, thermal systems, electronics,
nuclear reactors, chemical industry, etc. Nanoliquids are solid liquid particles which hold nanofiber
or nanometer sized particles, having sizes of 1–100 nm, which are scattered in liquids such as water,
lubricants, ethylene glycol, bio-fluids, oil, and polymer solutions. In recent times, it has been shown
that nanoliquids demonstrate enhanced properties, including an enhanced thermophysical behavior,
a modified viscosity, and enhanced thermal diffusivity, density, and thermal conductivity. A novel
category of liquid has been described by Choi [10], which has been acknowledged as a nanoliquid.
The phenomenon of the augmentation the thermal conductivity through dispersion of the nanomaterial
in the liquid was shown by Masuda et al. [11]. Later, Buongiorno [12] observed that the motion of
Brownian and thermophoretic diffusion of nanomaterials offers immense potential improvement in
liquid thermal conductivity. As a result of these impacts, he recommended variations in situations of
convective transport. This plays a significant role in several applications in various industries, like in
the collection of aerosols, the safety of nuclear reactors, and eradicating tiny particles from gas streams.
Khan and Pop [13] scrutinized flow involving a nanoliquid from a stretched surface using Buongiorno′s
model. Then, Rana and Bhargava [14] expanded this problem through the use of a different geometry,
namely, a non-linear stretched surface. The impact of the heat transport containing nanoliquid induced
through a heated stretching surface was inspected through Makinde and Aziz [15]. The results
revealed that the preserved thermal features were significantly distorted by escalating the impacts of
thermophoresis and Brownian movement. Recently, several researchers [16–20] have discussed the
importance of thermophoresis along with Brownian motion with different physical aspects.

The impact of thermal radiation through convective boundary circumstances is involved in
numerous industrial and engineering processes, including gas turbines, the storage of thermal energy,
die forging, nuclear turbines, and chemical reactions. Aziz [21] looked at the flow of a flat surface by
employing a convective condition. Makinde and Aziz [22] scrutinized the magnetic impact of free and
forced convective flow on the characteristic of heat transfer in an erect plate in a convective condition in
a porous medium. The boundary layer flow provoked through a permeable stretched surface through
a convective condition was scrutinized by Ishak [23]. Yao et al. [24] investigated flow with a permeable
convectively heated shrinking and stretching wall and found an exact result. Rahman et al. [25] utilized
the convective condition to find the solution numerically for mixed convective flow through an upright
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flat plate in a convective condition. Mustafa et al. [26] analyzed Maxwell liquid and an exponential
stretched surface with a convective condition engrossed in a nanoliquid. Ibrahim and Haq [27]
explored electrically conducting flow involving a nanoliquid from a stretched sheet in a convective
condition. Makinde et al. [28] looked into the impact of MHD on flow comprising a nanoliquid through
a connectivity-heated stretched sheet through radiation and slip impacts. The influence of convective
condition on MHD flow with nonlinear radiation involving Carreau liquid induced by a stretched
sheet was examined by Khan et al. [29]. Recently, Mabood and Khan [30] considered the impact of
time-dependent flow with magnetic field from a stretched surface with convective condition.

However, time-dependent flow in the presence of a precise third-grade nanoliquid induced
by a shrinking surface through nonlinear thermal radiation and a convective condition has not yet
been explored. Although, the literature review has revealed that just a small amount of research
has been carried out in a two-phase model comprising nanofluids in non-Newtonian fluid. Second,
most researchers have found only one solution regarding the flow field. In addition, with a shrinking
surface, a boundary layer flow through a shrinking surface is not achievable because the vorticity
produced in this case is not confined inside the boundary layer. To maintain the structure of the
boundary layer, the flow requires a certain value of exterior suction at the permeable sheet. Thus,
we inspect the impact of nonlinear radiation on time-dependent flow through a shrinking surface
involving a special third-grade nanofluid and obtain the dual solutions. The significant technique
bvp4c (which is actually a finite difference technique which employs the 3-stage Lobatto IIIa formula)
is utilized to solve transmuted ordinary differential equations (ODE’s). It is estimated that this study
may be helpful for the examination of bundle and shrink wrappings, etc., and is a procedure through
which manufactured goods or a group of goods may be wrapped in a movable cover or wrapper
of plastic film, leading to the application of heat shrinkage and firmly conforming to the shape of
the enclosed contents. The important aspect of this procedure is shrinking film. Owing to its real
advantages, shrinking film has seen utilization in numerous industries at several stages of processes
relating to packaging.

2. Formulation of the Problem

An unsteady nonlinear radiative flow, together with mass and heat transport, containing a special
third-grade liquid induced through a permeable shrinking surface crammed by nanoliquids was
developed. It is supposed that the x and y axes denote alongside the sheet and normal to it, respectively.
The nanoliquid velocity of shrinking sheet is ax/(1− ct) + uw(x, t) = 0 with a > 0 and c showing
the unsteadiness of the problem. In addition, the sheet was convectively heated by temperature T f ,
which suggests a heat transport coefficient h f . The considerations of the physical flow problem for
third-grade liquids were considered as was considered by Fosdick and Rajagopal [31].

T1 + pI = μA1 + α1A2 + α2A2
1 + β

(
trA2

1

)
A1 (1)

where μ, T1, p, and I represent the viscosity, Cauchy stress tensor, pressure, and identity tensor,
respectively, and α1, α2, and β represent the material moduli. Following Fosdick and Rajagopal [31],
we imposed the following conditions:

0 ≤ μ, 0 ≤ β, 0 ≤ α1, (24μβ)0.5 ≥ |α1 + α2| (2)

Through these statements, the leading equations that oversee the time-dependent flow are
presented as [4,8,26]:

∂v
∂y

= −∂u
∂x

(3)

∂u
∂t

+ v
∂u
∂y

+ u
∂u
∂x
− ν∂

2u
∂y2 − 6κ

(
∂u
∂y

)2
∂2u
∂y2 = 0 (4)
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∂T
∂t

+ v
∂T
∂y

+ u
∂T
∂x
− α∂

2T
∂y2 = τ

⎡⎢⎢⎢⎢⎣(DT

T∞

)(
∂T
∂y

)2

+ DB
∂C
∂y
∂T
∂y

⎤⎥⎥⎥⎥⎦− 1(
ρcp

)
f

∂qr

∂y
(5)

∂C
∂t

+ v
∂C
∂y

+ u
∂C
∂x
−DB

∂2C
∂y2 =

(DT

T∞

)(
∂T2

∂y2

)
(6)

The boundary conditions are:

t < 0 : C = C∞, v = 0, u = 0, T = T∞ for all x, y,
t ≥ 0 : C = Cw, v + vw(t) = 0, u− uw(x, t) = 0, −k ∂T∂y = h f (t)

(
T f − T

)
at y = 0,

u→ 0, C→ C∞, T→ T∞ as y→∞.
(7)

Here, (v, u) denotes the components of velocity in the y−, x− directions, respectively, α, ν and ρ
denote the thermal diffusivity, kinematic viscosity, and density, respectively, C, DB, DT and κ denote
the concentration of nanoparticles, the Brownian motion, thermophoresis diffusion coefficient, and the
non-Newtonian parameter, respectively, and τ =

(
ρcp

)
p
/
(
ρcp

)
f

is the ratio of capacity.

In Equation (3), qr (radiative heat-flux) is presented as was obtained by Khan et al. [29]:

qr = −∂T
4

∂y
4σ∗
3k∗ = −T3 ∂T

∂y
16σ∗
3k∗ , (8)

where (k∗, σ∗) denotes the mean-absorption and the Stefan–Boltzmann constants, respectively. Utilizing
Equation (8), Equation (5) became:

∂T
∂t

+ v
∂T
∂y

+ u
∂T
∂x
− τ

⎡⎢⎢⎢⎢⎣DB
∂C
∂y
∂T
∂y

+
(DT

T∞

)(
∂T
∂y

)2⎤⎥⎥⎥⎥⎦ =
∂
∂y

⎡⎢⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎜⎜⎝α+ 16σ∗T3

3(ρcp) f k∗

⎞⎟⎟⎟⎟⎟⎠∂T∂y

⎤⎥⎥⎥⎥⎥⎦ (9)

Currently, we establish the similarity variables:

η = y
√

a
v(1− ct)

, ψ =

√
av

(1− ct)
x f (η), φ(η) =

C−C∞
Cw −C∞

, θ(η) =
T − T∞
T f − T∞

. (10)

Here η and ψ denote the similarity variable and the stream function, respectively, and we get
T = [T∞ + T∞(θw − 1)θ] through θw > 1, where θw = T f /T∞ is the ratio of temperature. For the

purpose of the similarity result, we presume that κ = κ0(1− ct)3/x2, with κ0 > 0 being a constant
(see Naganthran et al. in [8]), vw(t) = v0/

√
1− ct is the suction with v0 > 0, and h f = d(1− ct)−0.5

with d > 0 (see Mahapatra and Nandy in [32]).
Employing Equation (10), Equations (4)–(9) are transmuted into the ODE’s:(

1 + K f ′′ 2
)

f ′′′ + f f ′′ −A
(

f ′ + 1
2
η f ′′

)
− f ′2 = 0 (11)

θ′′ + Pr fθ′ + 4
3Rd

d
dη

[{
1 + (θw − 1)θ

}3θ′
]
− 1

2
PrAηθ′ + Pr

[
Nt(θ′)2 + Nbθ′φ′

]
= 0 (12)

φ′′ + Le fφ′ + Nt
Nb
θ′′ − 1

2
PrLeAηφ′ = 0 (13)

Along with

f ′(0) = −1, f (0) = S, θ′(0) = −γ(1− θ(0)), φ(0) = 1,
φ(∞)→ 0, f ′(∞)→ 0, θ(∞)→ 0,

(14)

K = 6κ0a3/ν2
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Pr = ν/α

A = −c/a

Nt = τDT
(
T f − T∞

)
/T∞ν

γ = d
√
ν/a/k

Nb = τDB(Cw −C∞)/ν

S = v0/
√

aν > 0

Rd = kk∗/4σ∗T3∞
Le = ν/DB.

In above, K is the dimensionless non-Newtonian constraint, Pr is the Prandtl number, A is the
unsteady constant, Nt is the thermophoresis, γ is the convective parameter, Nb is the Brownian motion,
S is the suction, Rd id the thermal radiation and Le is the Lewis parameter.

The imperative engineering quantities of interest are the friction factor, heat, and mass transfer,
which are presented as follows:

C f x =
τw

ρu2
w

, Nux = − xqw

k(T f − Tw)
, Shx =

xmw

DB(Cw −C∞)
, (15)

where qw, mw, and τw denote the shear stress, mass flux and heat flux, respectively, and are shown as
follows:

τw = μ

(
∂u
∂y

)
y = 0

, mw = −DB

(
∂C
∂y

)
y = 0

, qw = −k
(
∂T
∂y

)
w
+ (qr)w, (16)

Utilizing (10), we obtain:

Re0.5
x C f = f ′′ (0), Re−0.5

x Shx = −φ′(0),
Re−0.5

x Nux = −
[
1 + 4

3Rd

{
1 + (θw − 1)θ(0)

}3
]
θ′(0). (17)

where Rex = x̂ûw(x̂)/ν is the Reynolds number.

3. Numerical Procedure

The nonlinear ordinary differential Equations (11)–(13) with the boundary restriction shown in
Equation (11) are tackled by bvp4c, based on the finite difference technique, which implements a
3-stage Lobatto formula. This formula is also known as a collocation technique with fourth order
accuracy. Here, we re-write the ODE’s shown in Equations (11)–(13) by translating them as an initial
value problem (IVP). Further, it is supportive to give a fixed value to η→∞ , known as η∞. The above
ODE’s are converted into a system of first order as follows:

f ′ = y1, (18)

y1
′ = y2, (19)

y2
′ =

1(
1 + Ky2

2

) [y2
1 − f y2 + A

(
y1 +

1
2
ηy2

)]
, (20)

θ′ = z, (21)

z′ =
1[

1 + 4
3Rd

{
1 + (θw − 1)θ

}3
] ⎡⎢⎢⎢⎢⎣ −Pr f z− 4

Rd

{
1 + (θw − 1)θ

}2(θw − 1)z2 + 1
2 PrAηz

−Pr
(
Nt z2 + Nb zp

) ⎤⎥⎥⎥⎥⎦, (22)

φ′ = p, (23)
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p′ = −Le f p +
Nt
Nb

z′ + 1
2

PrAηp, (24)

where
f (0) = S, y1(0) = −1, z(0) = −γ[1− θ(0)], φ(0) = 1,
φ(η∞) = 0, y1(η∞) = 0, θ(η∞) = 0.

(25)

We have now a set of ‘partial’ initial conditions:

f (0) = S, y1(0) = −1, y2(0) = β1, θ(0) = β2,
z(0) = −γ[1− β2], φ(0) = 1, p(0) = β3.

(26)

Holding the system of Equations (18)–(26) as an IVP numerically, we need the value for y2(0), θ(0),
and p(0), i.e., β1, β2, and β3, respectively. However, these values are not mentioned in Equation (25).
The initial estimated values for y2(0), θ(0), and p(0) are speculated and bvp4c was obtained via the
MATLAB software to achieve accurate results. It is noted that this was carried out by setting different
initial guesses to obtain multiple solutions. Afterward, the considered values of f ′(η), θ(η) and φ(η) at
η∞ (=10) were appraised through the boundary conditions f ′(η∞) = 0, θ(η∞) = 0 and φ(η∞) = 0,
in which the estimated values of f ′′ (0), θ(0) and φ′(0) were controlled by the Secant technique to get
a better conjecture for the results. The step-size was taken as Δη = 0.01. The process was repeated
iteratively until required results with an acceptable level of accuracy (i.e., up to 10−5) were acquired, in
order to fulfill the convergence criterion.

4. Results and Discussion

The distorted nonlinear ODE’s shown in Equations (11)–(13), together with the boundary
conditions shown in Equation (14), were worked out via the bvp4c solver. The numerically-obtained
outcomes for the Nusselt number, skin factor, and Sherwood number, along with the liquid velocity,
temperature distribution, and concentration were plotted for distinct values of the pertinent parameters
encountered in the problem.

Figures 1–3 show the deviation of time-dependent constraint A on the fluid velocity, temperature
distribution and concentration profile. From Figure 1, it can be seen that the velocity profile increases
when augmenting A in the first result, and, thus, the thickness of the velocity boundary layer reduces,
whilst for the second solution, a tendency to repel can be observed. Also, it can be seen through the
figure that the velocity of liquid initially increasing when growing η in the first result and then it starting
to decrease after η = 1. The unsteady impact is significant in the second solution. Physically, the
impact of the unsteadiness parameter resists the motion of liquid flow, and, consequently, reduces the
liquid velocity. Figures 2 and 3 explain the temperature and concentration fields, respectively, which
increase due to the increase in A in both results. Therefore, the thicknesses of the temperature and
concentration boundary layers rise in both results. Physically, an increase in the unsteadiness parameter
enhances the heat and mass of the nanoliquid, leading to an increase in the temperature as well as the
concentration and its related boundary layer thicknesses. In addition, these sketches gratify the border
conditions asymptotically and the survival of the dual nature of the results, sustaining the justification
of our achieved numerical solutions. Figures 4–6 have been prepared to inspect the influence of
non-Newtonian constraint K on the fluid velocity, temperature distribution, and concentration profile.
Figure 4 shows that the fluid velocity declines due to K in the first result and enhances in the second
result. Consequently, the thickness of the velocity boundary layer expands in the first result and
shrinks in the second solution. K = 0 signifies a Newtonian fluid. A rise in K implies an increase in the
behavior of non-Newtonian behavior. Thus, the non-Newtonian parameter widens the thickness of the
boundary layer. Alternatively, the temperature and concentration profile enhance when introducing K
in the first result, as portrayed in Figures 5 and 6, whereas, the contrary behavior is scrutinized in the
second result. These figures also suggest that the profiles are superior for special third-grade liquid,
in contrast to the Newtonian liquid. The impact of the Brownian parameter Nb on the temperature and

38



Symmetry 2020, 12, 195

concentration fields is depicted in Figures 7 and 8, respectively. Figure 7 shows that the temperature
distribution increases due to Nb in both solutions. In contrast, the concentration of the nanoliquid
moves in the opposite direction to Nb in both solutions, as depicted in Figure 8. Therefore, the thickness
of concentration boundary layer shrinks and the thickness of the thermal boundary layer expands.
Physically, the nanoparticles of kinetic energy increase with the chaotic motion strength, increasing
the temperature of liquid. Also, the Brownian motion at both the molecular and nanoscale levels is
an imperative mechanism which governs the thermal behavior. In systems with nanoliquids, the
Brownian motion occurs due to the nanoparticle size, which can alter the heat transport properties.
As the material size moves toward a nanosized level, Brownian activity and its effect on the liquids
is significantly responsibility for the features of heat transport. Figures 9 and 10 show the impact
of Nt on the liquid temperature and nanoliquid concentration. These outcomes suggest that the
profiles of the temperature and concentration increase when increasing Nt in both solutions. Physically,
diffusion produces a profound effect in the liquid due to the increasing Nt, which grounds the widening
of the thermal and concentration boundary layers. Figures 11–14 have been created to depict the
impacts of the convective radiation, γ, and thermal radiation, Rd, on the temperature of the liquid
and concentration. Figure 11 shows that the temperature gradient of sheet rises when increasing γ.
This influences deeper thermal piercing into the sluggish liquid. Thus, the thickness and temperature
rise with rising values of γ in both results. It is claimed that the constant wall temperature θ(0) = 1
will be able to recover by capturing a sufficiently large amount of γ. In addition, γ = 0 communicates
an insulated surface. Figure 12 explains the concentration, along with the boundary thickness, with a
large amount of γ in both results. Figures 13 and 14 confirm that the temperature distribution and
nanofluid concentration decline as Rd increases in both results. Consequently, the thicknesses of the
concentration and thermal boundary layers become slimmer in both solution forms. Physically, a
huge amount of Rd denotes the supremacy of conduction, and, as a result, the thicknesses of the
concentration and the thermal boundary layers shrink. As expected, the influence of radiation is
more prominent on the temperature in contrast to concentration. The impact of the time-dependent
constraint A on the friction factor, C f Re1/2

x , the heat transfer rate, NuxRe−1/2
x , and the mass transfer

rate, ShxRe−1/2
x , against S is demonstrated in Figures 15–17 and in Table 1. Figure 15 shows that the

friction factor increases when increasing A in both forms of the solution. However, the heat and mass
transport rates diminish when increasing A in both solutions, as illustrated in Figures 16 and 17. Also,
the trend of these solutions can be inspected through Table 1. Multiple results are attained when Sc ≤ S
and no result is obtained for Sc > S. Here, Sc is identified as a critical value. Moreover, the influence
of A towards the critical values is depicted in Table 2. The superior features of the time-dependent
constraint reduce critical point value. Therefore, the time-dependent parameter influences boundary
layer separation. Finally, the behavior of the friction factor and heat and mass transfer for distinct
values of K against A are portrayed in Figures 18–20. These results suggest that the dual nature of the
solutions of the ODE’s shown in Equations (11)–(13), with respect to the boundary condition shown in
Equation (14), are available only with decelerating (A ≥ 0) flow (see Mahapatra and Nandy in [32]),
whilst the solution is single for accelerating (A < 0) flow. The multiple results are attained when
A ≤ Ac and no result is found when A > Ac, where Ac signifies the critical value. Here, it is interesting
to observe that for Newtonian liquid (K = 0), the point of critical appears far, thus, we terminated
calculations at A = 10. The result is consistent with the existing literature [33,34]. However, the
multiple outcomes survive for K = 1 in the range of A, i.e., A ≤ 4.2080, and no result survives when
A > 4.2080. It is noteworthy that an additional quantity of K results in a notable decline of (|Ac|) in
the domain of the solution. For K = 2, the result survives when A ≤ 2.6890 and no result exists
for A > 2.6890. So, the critical values, (|Ac|), reduce when the non-Newtonian constraint increases,
which interrupts separation. Moreover, the friction factor and heat and mass transfer rate shrink in the
first solution and increase in the second solution due to the rising K, as illustrated in Figures 18–20.
It should be observed that the calculations have been executed awaiting the point where the result
does not converge, and the computations were stopped at that position. According to the previous
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studies [35–38], the first solution (upper branch solution) is stable and physically appropriate, while
the second solution (lower branch solution) is unstable and physically not relevant. However, these
results are denied of physical meaning, where these solutions are still of interest as far as the differential
equations are concerned. Similar results may occur in other conditions where the consequent solutions
have more practical meaning [39].

Figure 1. The velocity profiles for different values of A.

Figure 2. The temperature profiles for different values of A.
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Figure 3. The concentration profiles for different values of A.

Figure 4. The velocity profiles for different values of K.

Figure 5. The temperature profiles for different values of K.

41



Symmetry 2020, 12, 195

Figure 6. The concentration profiles for different values of K.

Figure 7. The temperature profiles for different values of Nb.

Figure 8. The concentration profiles for different values of Nb.
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Figure 9. The temperature profiles for different values of Nt.

Figure 10. The concentration profiles for different values of Nt.

Figure 11. The temperature profiles for different values of γ.
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Figure 12. The concentration profiles for different values of γ.

Figure 13. The temperature profiles for different values of Rd.

Figure 14. The concentration profiles for different values of Rd.
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Figure 15. The skin friction C f Re1/2
x versus S for different values of A.

Figure 16. The Nusselt number NuxRe−1/2
x versus S for different values of A.

Figure 17. The Sherwood number ShxRe−1/2
x versus S for different values of A.
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Figure 18. The skin friction C f Re1/2
x versus A for different values of K.

Figure 19. The Nusselt number NuxRe−1/2
x versus A for different values of K.

Figure 20. The Sherwood number, ShxRe−1/2
x , versus A for different values of K.
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Table 1. Values of skin friction, Nusselt number, and Sherwood number versus S for different values of
A when K = 1, Nb = 1, Nt = 1.5, Le = 1, Qw = 1.5, Rd = 2, γ = 0.3 are fixed.

S A
CfRe1/2

x NuxRe−1/2
x ShxRe−1/2

x

First Solution Second Solution First Solution Second Solution First Solution Second Solution

2.8

−3 0.9627 −1.7424 1.0894 1.0855 2.7589 2.5893

−2 1.1099 −1.5024 1.0863 1.0804 2.6085 2.4075

−1 1.2370 −1.1420 1.0816 1.0713 2.1800 2.0495

2.6

−3 0.7457 −1.4673 1.0867 1.0831 2.5777 2.4429

−2 0.9505 −1.2430 1.0828 1.0770 2.4220 2.2570

−1 1.1154 −0.8527 1.0766 1.0659 2.2332 2.0209

2.4

−3 0.3372 −1.0314 1.0831 1.0807 2.3910 2.3136

−2 0.7068 −0.8738 1.0782 1.0735 2.2324 2.1203

−1 0.9524 −0.4982 1.0699 1.0602 2.0347 1.8766

Table 2. Critical values of Sc for different values of A when K = 1, Nb = 1, Nt = 1.5, Le = 1,
Qw = 1.5, Rd = 2, γ = 0.3 are fixed.

A Sc

−3 2.3079

−2 2.2338

−1 2.1665

5. Conclusions

In the current study we have discussed the time-dependent flow of a nanoliquid involving a
special third-grade fluid induced through a heated shrinking surface through non-linear radiation.
The transmuted ODE’s were numerically calculated via a bvp4c solver for distinct values of the
substantial constraints that appeared in the problem. This investigation reveals the following
significant finding:

• Multiple results have been obtained for decelerating flow only, and for precise values of S.
• The liquid velocity declines in the first result and increases in the second due to K. The concentration

and temperature fields rise in the first result and diminish in the second result.
• The thicknesses of the concentration and thermal boundary layers increase due to γ in both results.
• The liquid temperature and nanomaterial concentration decrease due to thermal radiation in

both results.
• The nanoparticles distribution can be controlled through the mechanism of Brownian motion and

the thermophoresis effect.
• The time-dependent and non-Newtonian parameters delay the separation of the boundary.
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Abstract: In this paper, non-Fourier heat conduction in a cylinder with non-homogeneous boundary
conditions is analytically studied. A superposition approach combining with the solution structure
theorems is used to get a solution for equation of hyperbolic heat conduction. In this solution,
a complex origin problem is divided into, different, easier subproblems which can actually be
integrated to take the solution of the first problem. The first problem is split into three sub-problems
by setting the term of heat generation, the initial conditions, and the boundary condition with
specified value in each sub-problem. This method provides a precise and convenient solution to the
equation of non-Fourier heat conduction. The results show that at low times (t = 0.1) up to about
r = 0.4, the contribution of T1 and T3 dominate compared to T2 contributing little to the overall
temperature. But at r > 0.4, all three temperature components will have the same role and less impact
on the overall temperature (T).

Keywords: heat conduction; non-fourier; solution structure theorems; superposition approach

1. Introduction

In recent years, some studies have focused on the deviation from the classical Fourier heat transfer
equation. In the classical theory of conduction heat transfer based on Fourier’s law, the thermal heat
flux is a linear relationship with the gradient of temperature and the heat wave propagation speed is
assumed to be unlimited (Equation (1)).

q∗ = −k∇T∗ (1)

where k is the coefficient of thermal conductivity and T∗ is temperature. When this equation is combined
into the balance equation of energy,

∇·q∗ = −ρcp
∂T∗
∂t∗ (2)

The classical parabolic heat conduction equation is derived,

∂T∗
∂t∗ = α∇2T∗ (3)

where α = k
ρcP

, ρ, and cP are thermal diffusivity, density, and specific heat, respectively. Also, the effect
of any thermal disturbance on the medium is instantaneously sensed through the entire molecular
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network. In the majority of engineering applications such as material processing (welding, cutting,
forming, etc.), applying high power laser radiation, cryogenic applications, and materials which
experience the high heat transfer rates [1–4], this equation is very useful. However, at very low times
and very high thermal fluxes and very low temperatures close to absolute zero, the Fourier law has
poor accuracy, and considering the effects of non-Fourier in describing the heat dissipation process and
prediction of temperature distribution, non-Fourier are more reliable in these situations. Fourier’s
failure to exactly predict the temperature field in sufficiently high heat flux and low temperature
engineering usages is because it assumes that thermal energy transport is occurring at an infinite
propagation speed [2,5]. As a result, a more advanced method, in the situation of the thermal waves
finite propagation speed, is required to analyze the high temperature gradients. Usually, when the
infinite propagation speed was assumed, the temperature was calculated more than its actual values
and it causes some errors in temperature prediction.

A modified equation of non-Fourier heat flux has been developed by Cattaneo [6] and Vernotte [7]
in the present form,

q∗ + τ0
∂q∗
∂t∗ = −k∇T∗ (4)

where τ0 is known thermal relaxation time. If the relaxation time ignores, τ0 = 0, the law of the
non-Fourier model is converted to the Fourier law. The energy equation is derived as follow,

− ∂
→
q
∗

∂r∗ +
.
g′′′ = ρcp

∂T∗
∂t∗ (5)

In the Equation (5),
.
g′′′ expresses the rate of internal generation of energy. Inserting Equation (4)

into Equation (5), the equation of hyperbolic heat transfer, containing source the term, derived,

α∇2T∗ = ∂T
∗

∂t∗ + τ0
∂2T∗
∂t∗2

+ Q(r, t) (6)

where the source term is Q(r, t). Different solution procedures for Equation (6) with different boundary
and initial conditions for finite media can be found in literature.

The analytical, numerical, and experimental methods were used in many researches for analysis
and calculating the rate of heat transfer in applied physics problems [8–10]. Using the heat sources
such as lasers and microwaves at very small times of applying the heat or high frequencies has a great
deal of application in analytical physics, applied sciences, and engineering. In fast and short processes
and rapid and concentrated conduction heat transfer, the order of space and time is very small. So, the
law of Fourier equation which assumed that heat propagates at an infinite velocity, cannot be used [11].

Ozisik and Vick [12] studied the heat propagation in a semi-infinite body with a volumetric
source of energy by solving the thermal wave equation. They found that the classical Fourier’s
law was no longer suitable in obtaining the temperature field at short times. Jiang [13] applied the
method of Laplace transform to study the hyperbolic conduction heat transfer in a hollow sphere
whose boundaries are affected by a sudden change in temperature. Moosaie [14] solved, analytically,
the equation of non-Fourier heat conduction for a finite body with an arbitrary initial condition and
insulated boundaries. His results showed that the time needed for reaching steady state situation
is enhanced with rising the relaxation time τ0. Moosaie [15] investigated a finite body subjected
to an arbitrary non-periodic surface disturbance. Their obtained solution is such that for a given
non-periodic disturbance, analytically if possible, but in general numerically is a straight forward
computational task. Ahmadikia and Riesmanian [16] presented an analytical method for solving the
hyperbolic heat transfer in a blade under periodic boundary conditions applying the Laplace transform
approach. The findings showed that in small blades under rapid phenomena, temperature behavior is
the non-Fourier wave form. Bamdad et al. [17] studied the non-fluoride effects at extended surfaces.
Their results showed that for all fins at the start times, the point of discontinuity is time, relaxation time,
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and cross-section of the dependent fin. In addition, the cross-sectional effects on the amplitude of the
heat wave reflecting from the tip of the fin are such that there is no reflected heat wave in the fins with
concave shape. Lam and Fang [18] presented an analytical method to investigate the heat conduction
in a slab applied by various boundary conditions. They indicated that the solution accuracy depends
on the terms number which were applied in the Fourier series expansion process.

Liu et al. [19] surveyed the non-Fourier heat conduction characteristics in the oil/water emulsions
experimentally. Their results showed that in the ratio of time lag less than one, no thermal waves exist
for oil/water emulsions.

The analysis of non-Fourier heat conduction in infinite hollow cylinders subjected to a heat source,
which is a function of time, was investigated by Daneshjou et al. [20]. They used the Laplace transform
method and demonstrated that their approach is valuable in correctness and exactness. Ma et al. [21]
studied the C-V wave model for a plate which is irradiated by a non-Gaussian laser pulse. The method
of mode superposition was applied for solving the equation. They discussed the dependence of the
wave velocity on relaxation time. The influence of scanning and wave velocity on the temperature
field was also presented. Wankhade et al. [22] investigated the heat transfer response of wet fins
using the models of Fourier and non-Fourier. The method of separation of variables was applied,
and the results showed a considerable deviation in temperature response using the non-Fourier heat
conduction compared to the Fourier model. Also, the effect of fin surface conditions was studied.
Han and Peddieson [23] investigated the Non-Fourier one-dimensional unsteady equation in a body
for medium speeds less than (sub-critical), equal to (critical), and greater than (super-critical) the
thermal wave speed. Liu et al [24] studied a hyperbolic lattice Boltzmann method (HLBM) compare to
the parabolic lattice Boltzmann method (PLBM) to survey the non-Fourier effects. The results show
that the electron temperatures simulated by the two-step HLBM/PLBM and two-temperature models
are not much different from each other and both of them coincide with the experimental data.

Review of this research indicated that various solutions are studied in different works. In each
study, different features of non-Fourier heat conduction were investigated and, therefore, various
results were established which could be useful in its position. However, the shortage of a general
problem with nonzero initial conditions and boundary conditions with internal heat generation in
these studies is observed. In this study, an exact solution is presented to non-Fourier heat conduction
in a cylinder with nonzero initial and boundary conditions. As it will be mentioned later, analytical
solutions of this problem were obtained by applying the theory of solution structure combined with
the superposition method. This approach can be used for obtaining the heat transfer in many physical
applications which solved by different methods [25–31].

2. Formulation

2.1. Hyperbolic Heat Conduction

According to the Figure 1, we assume a cylinder composed of a homogenous heat conducting
material with different boundary conditions at both sides: A symmetry boundary condition in the
cylinder’s central line and convection in the cylinder surface (r = R) with ambient.

The heat is conducted through the cylinder in r-direction, where one dimensional heat conduction
dominates. This problem was solved for L/r > 10 and a one-dimensional assumption for this problem is
reasonable. For simplifying the solution, by using the following parameters, we can non-dimensionalize
the governing equations,

r =
cr∗
2α

, t =
c2t∗
2α

, T =
kcT∗
α fr

, T∞ =
kcT∞∗
α fr

, q =
q∗
fr

, g =
4α

.
g′′′

c fr
(7)
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Figure 1. A schematic illustration of the problem.

Combining the Equations (4)–(6) with Equation (7), we can derive the non-dimensional form of
non-Fourier heat conduction equations as follows,

∂q
∂t

+
∂T
∂r

= −2q (8)

∂T
∂t

+
∂q
∂r

=
g
2

(9)

∂2T
∂t2 + 2

∂T
∂t

=
∂2T
∂r2 + f (r, t) (10)

where f (r, t) as a total internal heat generation in system can be determined as follows,

f (r, t) =
1
2
∂g
∂t

+ g (11)

For the problem situation, the boundary conditions are defined as follows,

∂T(0, t)
∂r

= 0 (12)

− ∂T(1, t)
∂r

= m(T − T∞), m =
−2αh

kc
(13)

T∞ is the dimensionless ambient temperature and m is the convection heat transfer coefficient.
The initial conditions are considered to be,

T(r, 0) = ϕ(r) (14)

∂T(r, 0)
∂t

= ψ(r) =
g0

2
(15)

These conditions can be derived from Equation (9). In Equations (14) and (15), ϕ and ψ
are dimensionless initial condition function and dimensionless initial rate of temperature change
function, respectively.
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In this paper, g as an internal energy generation will be defined as [11],

g(r) = g0 exp(−μr) (16)

or
g(r) = g0 exp(−μr) exp(−t) (17)

where

g0 =
2I0μ(1−R)

fr
(18)

where μ is the absorption coefficient, I0 is the amplitude of laser density, and R is the solid surface
reflectivity. This model assumes no spatial variations of g0 in the plane perpendicular to the laser beam.

2.2. Solution Structure Theorems and Superposition Approach

One of the famous and most widely used techniques for solving some types of heat conduction
equations is the superposition method. This method can be used for solving the linear heat transfer
problems with non-homogenous conditions. In this method, an origin problem is split into different
easier subproblems which can be integrated to take a solution to the original problem. The method of
superposition relies upon the assumption that the original problem (Equation (10)) can be divided
into three subproblems by setting the heat generation term (Equation (11)), the initial conditions
(Equations (14) and (15)), and the boundary conditions (Equations (12) and (13)) to different values in
each subproblem:

f (r, t) = ϕ(r) = 0 (19)

f (r, t) = ψ(r) = 0 (20)

ϕ(r) = ψ(r) = 0 (21)

Solutions to these subproblems are assigned as T1, T2, and T3 sequentially. Therefore, the general
solution to the first equation (Equation (10)) is the sum of subproblems one through three, which is

T(r, t) = T1(r, t) + T2(r, t) + T3(r, t)) (22)

It can be seen that T1, T2, and T3 illustrated the independent contributions of the initial rate
of temperature variation, initial condition, and internal heat generation to the temperature field,
respectively. Subproblems one to three can be simply solved by applying the solution structure
theorems [18] once the solution to subproblem one is known. By using the solution structure theorems,
the solutions of subproblems one to three can be determined as follows:

T1(r, t) = F(r, t,ψ(r)) (23)

T2(r, t) = (2 +
∂
∂t
)F(r, t,ϕ(r)) (24)

T3(r, t) =

t∫
0

F(r, t− ξ, f (r, ξ))dξ (25)

where T1(r, t) will be obtained by using the Fourier method. T2(r, t) and T3(r, t) can be simply derived
by using the solution structure theorem. It means that only the solution of subproblem one is needed
to obtain the solutions to subproblems two and three. Finally, the general solution to the first heat
conduction equation is the sum of subproblems one to three.
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2.3. Formulation of the Problem

In the literature, there are a few non-Fourier heat conduction problems with different boundary
conditions but most of them are limited to boundaries with zero temperature or the insulated boundaries.
In this study, we obtain the general analytical solution to hyperbolic heat conduction in a cylinder
composed of a homogenous heat conducing material with different boundary conditions at both sides:
A symmetry boundary condition in the cylinder’s central line and the convection boundary condition
in the cylinder surface (r = R) with ambient.

Let us first consider the solution to subproblem one. This subproblem is solved with the condition
f (r, t) = ϕ(r) = 0. As a result, the equation of this subproblem and the initial conditions and boundary
conditions are as bellow:

∂2T1

∂t2 + 2
∂T1

∂t
=
∂2T1

∂r2 (26)

∂T1(0, t)
∂r

= 0 (27)

− ∂T(1, t)
∂r

= m(T − T∞), m =
−2αh

kc
(28)

T1(r, 0) = 0 (29)

∂T1(r, 0)
∂t

= ψ(r) (30)

Using the Fourier series expansion theory, the general form of solution of equation is,

T1(r, t) = T∞ + 1
2

[
1− e−2t

] 1∫
0
(ψ(ζ) − T(∞))dζ+

∞∑
n=0

e−2t

γn

⎡⎢⎢⎢⎢⎢⎢⎢⎣
∫ 1

0 ζ(ψ(ζ)−T(∞)J0(λnζ)dζ)
λ2

n+m2

2λ2
n

J02(λn)

⎤⎥⎥⎥⎥⎥⎥⎥⎦ sin(γnt)J0(λnr)
(31)

Now, by using the solution structure theorems, we have

T2(r, t) = T∞ +
1∫

0
ϕ(ζ) − T(∞)dζ+

∞∑
n=1

⎡⎢⎢⎢⎢⎢⎢⎢⎣
∫ 1

0 rϕ(ζ)−T(∞)J0(λnr)dζ
λ2

n−m2

2λ2
n

J2
0(λn)

⎤⎥⎥⎥⎥⎥⎥⎥⎦×[
e−t

γn
[sin(γnt) + γn cos(γnt)]

]
J0(λnr)

(32)

T3(r, t) = T∞ +
t∫

0

1
2

(
1− e−2(t−ξ))[∫ 1

0 f (ζ)dζ
]
dξ+

∫ t
0

⎧⎪⎪⎪⎨⎪⎪⎪⎩ ∞∑n=0

e−(t−ξ)
γn

⎡⎢⎢⎢⎢⎢⎢⎢⎣
∫ 1

0 r f (ζ)J0(λnr)dζ
λ2

n+m2

2λ2
n

J2
0(λn)

⎤⎥⎥⎥⎥⎥⎥⎥⎦ sin(γn(t− ξ))J0(λnr)

⎫⎪⎪⎪⎬⎪⎪⎪⎭dξ
(33)

where
J0(λn)

J1(λn)
=
λn

m
(34)

J0 and J1 are the first order Bessel functions and was obtained by solving the Equation (34).
Also,

γn =

√
λ2

n − 1 (35)

Ultimately, the temperature field within the slab can be obtained as,

T(x, t) = T1(r, t) + T2(r, t) + T3(r, t))
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3. Results and Discussions

In this paper, the temperature field in a one dimensional cylinder with non-zero initial and
boundary condition are examined. The values g0 = 100, μ = 5, T0 = 2.5, and T∞ = 1.8 were selected.
It can be concluded that all the profiles of temperature from T1(r, t) to T3(r, t) are in the infinite series
form. By using a relative error test, we can write:∣∣∣Tn+1(r, t) − Tn(r, t)

∣∣∣∣∣∣Tn+1(r, t)
∣∣∣ < ε (36)

where Tn+1(r, t) and Tn(r, t) are two consecutive partial sums for the temperature, and ε = 10−6 is the
relative error for this study. We showed that the original partial differential equation is split into three
subproblems, subproblems one through three demonstrating the contributions of initial rate of change
in temperature, initial condition, and internal heat generation, which are given by Equations (31) to
(35), respectively.

It can be noted from these equations that all the temperature profiles from T1(r, t) to T3(r, t) are in
the form of an infinite series.

Figure 2 shows the contribution of different components of temperature at various times for a
one dimensional cylinder with non-zero initial and boundary condition. According to the Figure 2a,
it can be seen that at small times (t = 0.1) up to about r = 0.4, the contribution of T1 and T3 dominate
compared to T2 which contributes little to the overall temperature. But at r > 0.4, all three temperature
components will have the same role and less impact on the overall temperature.

Figure 2b shows that T2 still does not have much effect on the overall temperature and acts
approximately uniformly with a constant value. T1 and T3 still have a downward trend, but T3, because
of is related to the temperature component of internal heat generation, is dominant.

The downward trend of T1 and T3 will be continued to r = 0.5 and r = 0.8, respectively. After these
points, significant variations were not seen. Also, in the areas near the center of the cylinder, where the
source term generates the energy, the overall temperature has larger values compared to its values at t = 0.1.

(a) 

Figure 2. Cont.
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(b) 

 
(c) 

Figure 2. Contribution of temperature components at t = 0.1 (a), t = 0.5 (b), and t = 1 (c).

As time increases Figure 2c, the contribution of T2 to the overall temperature is less. Also, the
effects of T1 on the overall temperature near to the center of the cylinder are decreased. This means
that the effects of initial rate of temperature change have been remarkable, only, at the small times
and with increasing the time the effects were not impressive. Due to the fact that the internal heat
generation is time and space dependent, the values of T3 in areas close to the center of the cylinder
have increased dramatically and will have the greatest impact on the overall temperature (T).

Figure 3a illustrates the temperature temporal trend at low times. As time arises, temperatures
of cylinder’s center (r = 0) enhance because of absorption of more energy compared to the other
places. However, the boundary of cylinder surface remains relatively unchanged and keeps its initial
temperature. According to the Figure 3b, with enhancing the time, the surface boundary temperature
became affected by the entering energy, hence increasing the temperatures at a slower rate occurred.
The temperature throughout the cylinder will continue to increase toward equilibrium between the
center and the surface of the cylinder. This trend was shown in Figure 3c.
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(a) 

 
(b) 

(c) 

Figure 3. Temperature distributions from t = 0 to t = 0.1 (a), t = 0.0 to t = 1 (b), and t = 1 to t = 5 (c).
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4. Conclusions

In this paper the analytical solution of non-Fourier heat conduction in a cylinder composed of a
homogenous material with different boundary conditions: A symmetry boundary condition in the
cylinder’s central line and the convection in the cylinder surface (r = R) with ambient is investigated.

We conclude that the obtained results provide an accurate, convenient, and useful solution to the
non-Fourier equation, which is usable for analyses of various engineering applications.

The key findings and conclusions from the present solution are as follows:
At small times (t = 0.1) up to about r = 0.4, the contribution of T1 and T3 dominate compared to

T2 contributing little to the overall temperature.
At t = 0.5, T2 does not have much effect on the overall temperature and acts approximately

uniformly with a constant value.
At t = 0.5, T1 and T3 have a downward trend, but T3 is dominant.
At t = 1, the effects of T1 on the overall temperature near to the center of the cylinder are decreased.
At low times, by enhancing the time, temperatures at the center of the cylinder (r = 0) enhance.
At big times, the temperature throughout the cylinder will continue to increase.
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Abbreviations

Nomenclature

c Thermal Wave Propagation Speed, m/s
cp Specific Heat, J/kg K
f Total Internal Heat Generation in System
fr Reference Laser Power Density, W/m2

g Dimensionless Internal Heat Generation
g0 Transmitted Energy Strength
.
gm Internal Heat Generation, W/m3

I0 Laser peak Power Density, W/m2

k Thermal Conductivity, W/mK
h Convection Heat Transfer Coefficient, W/m2K
m Dimensionless Convection Heat Transfer Coefficient
q∗ Heat Flux, c
q Dimensionless Heat Flux, q∗/ fr
Q Dimensionless Source Term
R Surface Reflectivity of the Solid
t Dimensionless Time, c2t∗/2α
t∗ Time, s
T Dimensionless Temperature, kcT∗/α fr
T∞ Dimensionless Ambient Temperature, kcT∞∗/α fr
T∗ Temperature, K
T∞∗ Ambient Temperature, K
r∗ r-coordinate, m
r Dimensionless Space Coordinate, cr∗/2α
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Greek symbols

α Thermal Diffusivity k/ρcp, m2/s

γn Eigen Value, γn =
√
λ2

n − 1

ε Relative Error
μ Dimensionless Absorption Coefficient, 2cτμ∗
ρ Density (kg/m3)
τ0 Relaxation Time α/c2, s
ϕ Dimensionless Initial Condition Function
ψ Dimensionless Initial rate of Temperature Change Function
ξ Dummy Index
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Abstract: Large-eddy simulation (LES) of separated turbulent flow through an asymmetric plane
diffuser is investigated. The outcome of an actual LES depends on the quality of the subgrid-scale
(SGS) model, as well as the accuracy of the numerical method used to solve the equations for the
resolved scales. In this paper, we focus on the influence of SGS models for LES of the diffuser flow
through using a high-order finite difference method to solve the equations for the resolved scales. Six
resolutions are computed to investigate the influence of mesh resolution. Four existing SGS models, a
new one-equation dynamic SGS model and a direct numerical simulation (DNS) are conducted in the
diffuser flow. A series of computational analyses is performed to assess the performance of different
SGS models on the coarse grids. By comparison with the experiment and DNS, the results produced
by the new one-equation dynamic model give better agreement with experiment and DNS than the
four other existing SGS models.

Keywords: large eddy simulation; subgrid scale model; diffuser; dynamic one equation model;
Vreman model; separation

1. Introduction

Diffusers are ubiquitous in engineering applications. Usually simple in design, they serve to
increase the static pressure of a flow by reducing its velocity, albeit often with significant losses.
It has a simple design, but it develops complex three-dimensional flow features. A stable separation
bubble forms early in the expanding section of the diffuser and spreads across one of the two
expanding walls of the diffuser. The flow eventually reattaches in a straight exhaust duct where
further pressure recovery occurs. Because of its simple three-dimensional geometry and the existence
of a high quality velocity dataset, this diffuser has become a popular test case for measurement of mild
separation and validating numerical simulations. However, accurate measurement and prediction
of the pressure-driven separation in diffusers has always been challenging in fluid mechanics. In an
experimental setup of the diffuser, the first challenge is achieving spanwise homogeneity of turbulence
due to the presence of sidewalls producing strong backflow. The point of separation and the extent of
the flow reversal zone in diffusers are particularly sensitive to the inlet condition [1]. In a numerical
simulation of the diffuser, the presence of an adverse pressure gradient and the formation of an
unsteady separation bubble make this flow very sensitive and difficult to predict with numerical means.

Two canonical laboratory incompressible diffuser flows have emerged as standard test-flows
in the past: the diffuser studied by Azad [2] and the diffuser studied by Obi et al. [3]. The diffuser
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Symmetry 2019, 11, 1337

studied by Obi et al. [3] is selected in this paper since it has several desirable features. Firstly, the fully
developed channel flow is utilized as the inlet condition. Flow in a duct with smooth parallel walls
was fully investigated by Kim et al. [4]. For validating the simulation of a separating flow in diffusers.
it is vitally significant to know accurately the statistics of the upstream flow because the separation
bubble is so sensitive to upstream conditions. Secondly, the flow in this diffuser has rich flow physics,
such as pressure-driven separation from a smooth wall, subsequent reattachment, and redevelopment
of the downstream boundary layer, which are challenges for large eddy simulation (LES) with subgrid
scale mode (SGS) models. Thirdly, based on the mean center velocity Uc and the inlet duct of height H,
the Reynolds number of the inlet channel flow is 7488. The corresponding Reynolds number based
on the friction velocity is 407. A direct numerical simulation (DNS) of a diffuser flow is feasible at
this Reynolds number, thus the DNS data can be used as supplementary benchmarks for assessing
different SGS models [5]. Moreover, this Reynolds number is high enough that the flow is not sensitive
to this parameter [6].

Actually, the diffuser studied by Obi et al. has been applied as a test flow in Reynolds-averaged
Navier–Stokes (RANS) simulations, LES studies and DNS. Obi et al. [3] demonstrated that the
standard k − ε model fails to accurately predict the separation bubble in the diffuser. Durbin [7]
proposed the k − ε − ν2 model for separated flow and validated his new model in asymmetric plane
diffuser with satisfactory accuracy in comparison with measurement. Iaccarino [8] investigated the
turbulent flow in an asymmetrical two-dimensional diffuser using three commercial CFD codes: CFX,
Fluent, and star-CD. El Behery and Hamed [9] presented a comparative study of turbulence models
performance for the separating flow in a planar asymmetric diffuser, in which the steady RANS
equations for turbulent incompressible fluid flow and six turbulence closures are used. Schneider et al.
[10] performed the LES and RANS calculations for two asymmetrical three-dimensional diffusers and
validated LES with wall function delivering the results within the accuracy of experimental data. Abe
and Ohtsuka [11] investigated high Reynolds-number complex turbulent flows in a 3D diffuser using
LES and hybrid LES/RANS models. Kaltenbach et al. [6] elaborately studied the flow in a planar
asymmetric diffuser using LES with the dynamic Smagorinsky model. The overall good agreement of
simulation results and measurement is obtained and it is found that the SGS model plays a significant
role for both mean momentum and turbulent kinetic energy balances. Schluter et al. [12] compared
LESs with no subgrid model, the standard Smagorinsky model, the dynamic Smagorinsky model
and the dynamic localization model in a separated plane diffuser and demonstrated the dynamic
localization model performing the best agreement with measurement. Kobayashi et al. [13] tested their
own coherent structures model through some complex geometries in which the asymmetric plane
diffuser is included. Taghinia et al. [14] developed a one-equation subgrid scale model with a variable
eddy-viscosity coefficient for LES and validated the model in complex separated and reattaching
turbulent flows, i.e., the turbulent flow through an asymmetric planar diffuser. Shuai and Agarwal
[15] proposed a new one-equation eddy-viscosity model from the two-equation k-kL model. The new
turbulence model is used to simulate an asymmetric plane diffuser and improved the accuracy of
the flow simulations compared to the one-equation Spalart–Allmaras model. DNS of turbulent flow
through an asymmetric plane diffuser was performed by Ohta and Kajishima [5] using a high-order
finite difference method. The DNS results from this type of field can be used as one of the benchmarks
for numerical simulation schemes and SGS models.

With increasing computing power, LES is more widely used in three-dimensional, unsteady
complex flows. In LES technique, turbulent motions are separated into large-scale and small-scale
contributions by using a filtering operation in which the large-scale fluid motions are directly calculated,
whereas the unresolved SGS motions are modeled. The outcome of an actual LES therefore depends
on the quality of the SGS model, as well as the accuracy of the numerical method used to solve the
equations for the resolved scales. The important interactions between the resolved large eddies and
unresolved SGS eddies, in the case of fully developed isotropic homogeneous turbulent flows, can be
reduced to be seen as that of the energy transfers by omitting a portion of information included in the
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SGS eddies, for instance, the structural information associated to the anisotropy. It has been shown [16]
that the energy transfer between SGS eddies and large eddies mainly exhibit two mechanisms: a
forward energy transfer from large eddies to the SGS eddies and a backward transfer to the resolved
scales, which, it seems, is much weaker in intensity. The SGS models are responsible for describing the
desired dissipation or energy production effects.

In the present study, we focus on the influence of SGS models for LES of the separated turbulent
flow in an asymmetric diffuser on the relative coarse mesh through using a high-order finite difference
method to solve the equations for the resolved scales. Four existing SGS models, namely the
Smagorinsky model [17], the dynamic Smagorinsky model [18,19], the one-equation model [20] and
the one-equation dynamic model [21], and a new dynamic one-equation SGS model are investigated
in diffuser flow. The Smagorinsky model, which can give a moderately accurate magnitude of energy
transfer, is a simple and robust eddy viscosity model; however, it uses a priori model parameter. In
the dynamic Smagorinsky model, the model coefficient is dynamically decided from the resolved
scales to the unresolved SGS ranges based on an assumption of the scale invariance. However, the
clipping procedure or averaging operation is still required in a homogeneous direction or in the global
volume of domain. The one-equation model directly uses the information concerned with the SGS
motions, i.e., the SGS kinetic energy, to decide the eddy viscosity, in which a transport equation of the
SGS kinetic energy is solved and local equilibrium hypothesis of previous models can be removed.
The one-equation dynamic model is a modification of the standard one-equation model, in which the
production of SGS kinetic energy and the energy loss in large-scale portion are treated with different
dynamic mechanisms, i.e., the production term in SGS kinetic energy transport equation is solved
using a SGS model based on the resolved scales such as the dynamic Smagorinsky model, while
the eddy viscosity in the filtered equation of motion is determined from information of unresolved
scales—the transport equation of SGS kinetic energy. Since the test filtering operation is required in the
one-equation dynamic model, all undesirable features and inconsistencies related to the test filtering
operation are retained. The computation cost of solving an additional transport equation, as well as a
dynamic procedure over test filter in the one-equation dynamic model is relatively huge. Thus, these
properties still limit its application for the simulation of turbulent flows in complex geometries. It is
necessary to continue the search for a new one-equation dynamic model that performs as well as the
one-equation dynamic model, while the new model does not require any test filter and is not more
expensive in terms of computational cost than the standard one-equation model.

Therefore, the goal of this study is to develop a new one-equation dynamic SGS model and
examine the performance of the new SGS model and four existing SGS models on the flow prediction
of pressure-driven separation in a diffuser by using a high-order finite difference method to solve
the equations for the resolved scales. In addition, we examine the choice of mesh resolution of an
asymmetric plane diffuser.

2. SGS Models

Applying a filter with scale Δ, and assuming the filtering operations are commuting with the
operations of differentiation, the filtered Navier–Stokes (N-S) equation for LES of incompressible flows
can be given as:

∂ui
∂t

+
∂uiuj

∂xj
= −1

ρ

∂p
∂xi

+ ν
∂2ui

∂xj∂xj
− ∂τij

∂xj
,

∂ui
∂xi

= 0. (1)

where the SGS stress tensor is defined as τij = uiuj − uiuj. A index notation is utilized to represent
the components, in which the coordinates x1, x2 and x3 are denoted as streamwise, wall-normal and
spanwise directions, respectively, and the corresponding velocity components are presented as u, v
and w. Throughout this paper, summation convention is implied for repeated index.
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As Boussinesq proposed, the SGS stress can be modeled as:

−
∂τa

ij

∂xi
≡ − ∂

∂xi

(
τij − 1

3
τkkδij

)
=

∂

∂xi

(
2νsgsSij

)
, (2)

in which τa
ij is the anisotropic component of τij; Sij is the characteristic filtered rate-of-strain tensor and

is defined as (∂ui/∂xj + ∂uj/∂xi)/2; and the coefficient of proportionality νsgs is the SGS viscosity that
remains to be evaluated by a SGS model.

2.1. Smagorinsky Model (SM)

Using the local equilibrium assumption, i.e., the dissipation rate of SGS energy is in balance with
the production rate, the Smagorinsky model can be obtained for LES:

νsgs = (CsΔ)2|S|, (3)

in which Cs is a constant and taken to be 0.1 in this study. |S| denotes the norm of the rate-of-strain

tensor and is defined as
√

2SijSij. For wall-resolved LES, to make sure that modeled SGS stresses exhibit
the near-wall behavior, a damping function fs has to be incorporated with the Smagorinsky model:

νsgs = (Cs fsΔ)2|S|. (4)

The van Driest function is employed as the damping function:

fs = 1 − exp
(
− y+

A+

)
, (5)

in which the non-dimensional constant A+ ≈ 25 and y+ = yuτ/ν. For the separated flow in an
asymmetric diffuser, it would be challenging to determine the friction velocity uτ in the vicinity of a
separation point due to uτ = 0. This is why few researchers try to use the Smagorinsky model for LES
to simulate the diffuser flow. Even though the Smagorinsky model is applied in diffuser, its results are
far from satisfactory. For example, Schluter et al. [12] found the flow separation was predicted on the
upper wall instead on the inclined wall using the Smagorinsky model. In this study, an interesting
method that uτ is determined by a linear interpolation is used in Smagorinsky model.

The two-dimensional schematic of Obi et al. diffuser is shown in Figure 1, in which the expansion
ratio and expansion part of the diffuser is 4.7 and 21H, respectively. A Cartesian coordinate system
with the origin on the upper wall where the inlet channel wall and the deflected wall form a corner is
used to define x in the streamwise direction and y in the downward wall-normal direction. Then, y+

in diffuser can be approximately defined as (see Appendix A):

y+(x, y) =

⎧⎪⎨⎪⎩
Reτ0 · min(y, 1 − y)/H, x ≤ 0

Reτ0 · (1 − 3.7/4.7 · x/H) · min[y, Y(x)− y]/H, 0 < x ≤ 21H
Reτ0/4.7 · min(y, 4.7H − y)/H, x > 21H.

(6)

Here, Reτ0 denotes the Reynolds number based on the friction velocity found in the inlet of duct.
Y(x) means the local width of expansion in diffuser.
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Figure 1. Schematic of an asymmetric plane diffuser.

2.2. Standard Dynamic Smagorinsky Model (DSM)

Applying the test filter on the grid-filtered N-S equations, the Germano identity can be defined as

Lij = Tij − τ̃ij = ũiuj − ũiũj, (7)

where Lij can be calculated based on the resolved scales, Tij = ũiuj − ũiũj represents the residual
turbulent stress at a test-filter scale Δ̃, and can be given as

Tij − 1
3

δijTkk = −2CΔ̃2|S̃|S̃ij. (8)

On substituting Equations (2) and (8) into Equation (7) and assuming Δ and C are constant inside
the test filter, an equation for determining C is obtained:

Lij − 1
3

δijLkk = −2CΔ2Mij, (9)

where

Mij =
Δ̃2

Δ2 |S̃|S̃ij − ˜|S|Sij. (10)

Minimization of the error of Equation (9) over all independent tensor components [19], as well as
over some averaging region of statistical homogeneity, leads to

C = − 1

2Δ2

〈
Lij Mij

〉〈
Mij Mij

〉 . (11)

2.3. Standard One-Equation Model (OM)

The SGS eddy viscosity νsgs is represented as νsgs = CνΔν
√

ksgs by the dimensional analysis,
where ksgs = (uiui − uiui)/2 = τii/2, i.e., the SGS kinetic energy. ksgs is evaluated by solving an
evolution equation

∂ksgs

∂t
+ uj

∂ksgs

∂xj
= − τijSij − Cε

k3/2
sgs

Δ
− εw

+
∂

∂xj

[(
CdΔν

√
ksgs + ν

) ∂ksgs

∂xj

]
, (12)

which was theoretically derived by the authors of [22–24]. For meeting the correct asymptotic behavior
to the wall, an additional modification was proposed by Okamoto & Shima [24] for the characteristic
length Δν and additional dissipation term εw, i.e.,

Δν =
Δ

1 + CkΔ2S2/ksgs
, (13)
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εw = 2ν
∂
√

ksgs

∂xj

∂
√

ksgs

∂xj
. (14)

Non-dimensional constants associated with one-equation model are as follow: Cν = 0.05,
Cε = 0.835, Cd = 0.10, and Ck = 0.08.

2.4. One-Equation Dynamic Model (ODM)

Kajishima and Nomachi [21] considered that the dynamic procedure (that is, Section 2.2 ) is
suitable for the determination of energy transfer from resolved scales to SGS components since this
transfer is regarded to be local and instantaneous, whereas the energy loss in large-scale portion
is considered from the historic effect of SGS turbulence due to the transport. Thus, the dynamic
procedure is applied to the production term in the transport equation of ksgs, while the SGS eddy
viscosity in the filtered N-S equation is determined by using ksgs of Equation (12). The first term in the
right-hand side of Equation (12) is given by

− τijSij = CsΔ2|S|3, (15)

where Cs is calculated by the dynamic procedure of Equation (11). It should be noted that Cs in the
ODM model does not require any averaging over homogeneous direction or ad hoc clipping technique
to avoid negative Smagorinsky constants. The negative value for Cs is acceptable and it results in the
decrease in ksgs. However, the computation of the test filter to evaluate the Germano Identity Lij and
the parameter Mij is still required.

2.5. One-Equation Vreman Model (OVM)

Since the test filtering operation is required in the ODM model, all undesirable features and
inconsistencies related to the test filtering operation are retained. The computation cost of solving an
additional transport equation, as well as a dynamic procedure over test filter in the ODM model is
relatively huge. Thus, these properties still limit its application for the simulation of turbulent flows in
complex geometries. It is necessary to continue the search for a new one-equation dynamic model that
performs as well as the ODM model, while not requiring any test filter and not being more expensive
in terms of computational cost than the standard one-equation model.

Vreman [25] proposed a SGS model for the LES of turbulent shear flows (henceforth, referred to
as Vreman model). Vreman model is essentially not more complicated than the Smagorinsky model,
but is able to adequately handle turbulent as well as transitional flow. The model is expressed in
first-order derivative, and does not involve test filtering, averaging, or clipping procedures. From
two test cases of a transitional and turbulent mixing layer at high Reynolds number and a turbulent
channel flow, Vreman model is found to be more accurate than Smagorinsky model and as good
as the standard dynamic Smagorinsky model. Because of these desirable properties, it seems to
be particularly pertinent for incorporating Vreman model into the ODM model to develop a new
one-equation dynamic model that is suitable for LES of turbulent flows in complex geometries. In the
new model, the production term in the transport equation of ksgs (Equation (12)) is represented as:

− τijSij = C+
vm

√
Bβ

αijαij
|S|2, (16)

where
Bβ = β11β22 − β2

12 + β11β33 − β2
13 + β22β33 − β2

23, (17)

βij = Δ2
mαmiαmj, αij =

∂uj

∂xi
, (18)
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C+
vm =

{
Cvm|Ω|/|S|, |Ω|/|S| < 1,

Cvm, |Ω|/|S| ≥ 1.
(19)

The eddy viscosity is obtained from solving Equations (12) and (16) simultaneously. We call the
new SGS eddy viscosity model as one-equation Vreman model. Note that a fixed coefficient Cvm(=

0.025) is used in Vreman model, while in our new one-equation dynamic model a modified coefficient
C+

vm is introduced for taking excess SGS production rate where both |Ω| and |S| are large. Actually, to
further improve the performance of Vreman model, Park et al. [26] and You and Moin [27,28] proposed
different dynamic procedures to dynamically determine the parameter Cvm, in which single-level or
double-level test filters are employed.

3. Computational Method

In this study, to make much more persuasive comparison of SGS models performance for diffuser
flow and expel the other factors, which can interface the observation of comparison, the aforementioned
SGS models in LES and a DNS are numerically implemented through the same set of numerical
methods in an asymmetric planar diffuser. The results of DNS are used as benchmarks for SGS models
as well. The configuration of the diffuser, as shown in Figure 2, and Reynolds number Rec = 7488
based on the mean center velocity Uc found in the inlet duct of height H match previous experiments
performed by Obi et al. [3,29].
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3H
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15.84H 3H 21H 39.36H

H

4.7H

7.68H

Driver Region Spatially Developing Region

Periodic
boundary condition

Convective
outflow condition

Uc

Ucnv

Figure 2. Three-dimensional schematic of Obi et al. diffuser.

3.1. Domain Size and Boundary Condition

There are two computational regions sandwiched by two walls, called the driver and the spatially
developing region, as given in Figure 2. The expansion ratio of the diffuser is 4.7, the inclination of the
wall (the lower wall) is 10 degrees and the spanwide extend is 7.68 H. The driver region length is 15.84
H and the upstream channel, expansion part and downstream extension of diffuser are 3 H, 21 H and
39.36 H, respectively. Both the joins between the expansion part and upstream/downstream parts are
rounded with radius of 11.43 H, which are the same as in experiment. A Cartesian coordinate system
with the origin on the upper wall where the inlet channel wall and the deflected wall form a corner is
used to define x in the streamwise direction, y in the downward wall-normal direction, and z in the
spanwise direction.

The flow in two regions are numerically computed simultaneously with periodic and no-slip
boundary conditions for the velocity in spanwise direction and wall-normal direction, respectively.
There, it should be noted that the boundary condition in the spanwise direction between simulations
and the experiment performed by Obi et al. [3] is different, i.e., periodic (homogeneous) boundary
condition in simulations but closed (rectangular duct) boundary condition in the experiment. To some
extent, this kind of difference will affect the agreement between the simulations and the experiment,
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which is specifically discussed in the following. The fully-developed turbulent channel flow that
is treated as inflow for the spatially-developing region are generated by the driver region with the
periodic boundary condition in streamwise direction. The pressure gradients for driver region in
streamwise direction are controlled to keep the flow rate a constant. Velocity profiles at outflow
boundary condition for spatially-developing region are determined by a convective outflow condition

du
dt

= −ucnv
du
dx

, (20)

in which convective velocity ucvn is initialized with a constant bulk velocity to keep the flow rate
in spatially-developing region. Finally, the pressure gradients at spatially-developing region are
obtained automatically.

3.2. Computational Meshes

To assess the influence of the mesh resolution and find relatively coarser mesh for the asymmetric
planar diffuser, simulations were performed on seven different collocated meshes, as given in Table 1.
Here, uτ is the wall friction velocity which is found at the inlet dust, and the corresponding Reynolds
number based on uτ is Reτ = 407. In the DNS and from M1 to M5, uniform meshes are applied in
the streamwise and spanwise direction for the driver and spatially-developing region, in which the
mesh gradually becomes coarser from M1 to M5 in the streamwise direction while the grids remain
the same in the other two directions. The nonuniform mesh are used in the streamwise direction for
M6 in spatially-developing region and designed such that the spacing gradually increases from the
diffuser throat toward the downstream join and the spacing gradually decreases from the inlet dust to
the diffuser throat. This kind of design is necessary to resolve the sharp mean gradients in the diffuser
throat for LES when the whole grids are relatively coarse. To resolve the boundary layers, the meshes
in the wall normal direction distribute non-uniformly more densely near walls for all cases in both the
driver and spatially-developing region. What is more, not only the boundary layers upstream but also
downstream of the diffuser should be resolved in wall normal direction.

Table 1. Mesh resolution of simulations : Nx, Ny, and Nz denote the number of cells in streamwise,
wall-normal and spanwise direction, respectively. Δx+, Δy+, and Δz+ are grid spacing used in
simulations normalized by ν/uτ . Super/subscripts of 1 and 2 represent driver and spatially-developing
region, respectively.

Case N1
x N2

x Ny Nz Δx+1 Δx+2 Δy+
min Δz+

DNS 320 1200 160 320 20.15 20.15 0.50 9.77
M1 160 600 80 160 40.30 40.30 1.04 19.54
M2 128 480 80 160 50.38 50.38 1.04 19.54
M3 128 360 80 160 50.38 67.17 1.04 19.54
M4 128 300 80 160 50.38 80.6 1.04 19.54
M5 128 480 160 160 50.38 50.38 0.50 19.54
M6 128 372 80 160 50.38 50.38–100.76 1.04 19.54

3.3. Solution Strategy

A fourth-order central finite-difference discretization scheme is used for the incompressible
(filtered) continuity equation and (filtered) Navier–Stokes equation in the (LES) DNS, in which
the fractional method is selected for coupling the continuity equation and the pressure field, the
second-order Adams–Bashforth method is used to the convective term and viscous term, and the
backward Euler method to pressure term. A fourth-order central difference schemes is applied in the
Smagorinsky model. For the dynamic procedure, the test filter is used in the streamwise direction
and spanwise direction with second-order accuracy and the test-to-grid filter ratio Δ̃/Δ = 2. For the
transport equation of the SGS kinetic energy, Crank–Nicolson method is utilized to dissipation term,
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the second-order Adams–Bashforth method to convective and diffusive terms. The initialization data
of ksgs is solved from ksgs =

(
νsgs/CνΔ

)2 using the results of νsgs from the dynamic Smagorinsky
model. The present numerical method and computer program have been tested extensively in several
turbulent flows [5,30–32].

4. Results and Discussion

All simulations were computed on an NEC SX-8R supercomputer of Cybermedia Center, Osaka
University with the time step dt = 0.0495H/Uc. The great mass of the total effort of calculation was
spent on solving the Poisson equation through the residual cutting method [33]. All simulations
were run until the flow fields were fully developed and the first-order and second-order statistics
exhibited adequate convergence. All results were collected by time averaging and spatial averaging
in the spanwise direction. To allow a good comparison of simulation results and experimental
measurements, the data associated with vertical cross-sections x/H = 9.2, 15.2, 19.2 and 25.2 in the
spatially-developing region, which match the location used in previous experiments, are combined
into one plot. Note that the results of our DNS for the diffuser agree quite well with the DNS results of
Ohta & Kajishima [5]. For the validation discussed in this section, we restrict ourselves to use our own
DNS as a comparison with three sets of LESs.

4.1. Comparison of Mesh Resolution

Figures 3–6 show the axial mean velocity and axial Reynolds stress profiles for the mesh sensitivity
study. All simulations used the LES with the standard Smagorinsky model due to its low computational
cost. In Figures 3 and 4, profiles of U and 〈u,u,〉 agree well with the measurement for the mesh
resolution of M1 and M2, while the situation for the mesh resolution of M3 and M4 is reversed, i.e.,
the deviation between simulations and experiment is large. Thus, the mesh resolution of M1 and M2
rather than M3 and M4 is acceptable for the LES of the diffuser. Furthermore, differences between M1
and M2 are not apparent, although mesh of M2 is relatively coarser than M1. In Figure 4, M1 and M2
both underpredict the peak value of Reynolds stress 〈u,u,〉 and represent a large deviation in the region
close to the inclined wall compared with the experimental data. Since this deviation does not decrease
much with increasing mesh resolution, we suspect the standard Smagorinsky model itself and the
blocking effect of the sidewall boundary layers in the experiment to contribute to this disagreement.
Through the previous analysis mesh resolution of M2 and the grid spacing Δx+ = 50.38 is therefore
used as a benchmark mesh and a benchmark axial grid spacing in the inlet of the diffuser, respectively.
Based on the benchmark mesh and axial grid spacing, a nonuniform mesh (that is, M6) is designed and
tested. In Figures 5 and 6, we compare the profiles of U and 〈u,u,〉 from simulation and experiment
for the different wall-normal mesh resolution and the nonuniform mesh, which shows a similar trend
with M1 and M2 in Figures 3 and 4. With increasing wall-normal mesh refinement from M2 and M5
an increasing agreement of the LES with the experimental data can be stated, especially in the region
close to the walls, while this improvement is quite small. Even the coarsest mesh simulation, i.e., M6,
demonstrates a good overall agreement with the experimental data. Thus, for the study of different
SGS model performance for separating flow in the diffuser, the coarsest mesh M6 is used since the
influence of the SGS model on the results is largest on this mesh.
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Figure 3. Comparison of LES with different mesh resolution in the streamwise direction and
experimental results of Obi in terms of mean streamwise velocity profiles.
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Figure 4. Comparison of LES with different mesh resolution in streamwise direction and experimental
results of Obi in terms of axial Reynolds stress profiles.
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Figure 5. Comparison of LES with different mesh resolution and experimental results of Obi in terms
of axial mean velocity profiles.
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Figure 6. Comparison of LES with different mesh resolution and experimental results of Obi in terms
of axial Reynolds stress profiles.

4.2. Comparison of Subgrid Modeling

The DNS as well as five sets of LESs, i.e., SM, DSM, OM, ODM, and VOM, were computed on
an NEC SX-8R supercomputer of Cybermedia Center (CMC), Osaka University. The great mass of
the total effort of calculation was spent on solving the Poisson equation through the residual cutting
method [33]. The time step used for these computation is about dt = 0.0495H/Uc. On a node of CMC,
13.188 s CPU time are needed to advance the computation one time step for the DNS, 1.071 s CPU time
for the LES with SM model, 1.254 s CPU time for the LES with DSM model, 1.278 s CPU time for the
LES with OM model, 1.391 s CPU time for the LES with ODM model, and 1.288 s CPU time for the
LES with VOM model.

4.2.1. Comparison of Mean Properties

The profiles of the mean velocity for the streamwise direction and the wall-normal direction
non-dimensionalized by the mean center velocity at the inlet duct are shown in Figures 7 and 8,
respectively, where five sets of LESs corresponding to the SM model, DSM model, OM model, ODM
model and our OVM model are compared with DNS and experimental data of Obi. Overall, in Figure 7,
the agreement of profiles of streamwise mean velocity between five LESs and experiment is quite good
at all locations. The slight advance of LES velocity profile corresponding to OVM model in comparison
with experimental values exists in the vicinity of the flat wall, whereas the situation adjacent to the
inclined wall is reversed, i.e., the LES velocity profiles exhibit the slight lag in comparison with the
measurement. This situation of velocity profiles for OVM model compared with the experiment is
similar to that of DNS, but the latter exhibits more obvious difference. It seems the SM, DSM, OM
and ODM models show a better overall agreement with the measurement than OVM model and DNS.
Meanwhile, LESs exhibit better overall match with experiment than DNS. However, as discussed
previously, agreement with the measurement is not a first priority. The results of DNS are should be
used as benchmarks for SGS eddy viscosity models as well. From this perspective, the performance
of OVM model in the prediction of mean streamwise velocity is slightly better than the four other
SGS models since the OVM model agrees well with DNS database. Actually, the blocking effect
of the sidewall boundary layers in experiment is much more pronounced for mean velocity in the
wall-normal direction and turbulent stresses, which are discussed below. According to the mean
velocity in the wall-normal direction from DNS and LESs, see Figure 8, the mean flow is directed from
the straight (upper) wall towards the inclined wall in the flow filed except for some small regions
adjacent to the inclined wall. Furthermore, the peak velocity Vmax of DNS and LESs is located in the
center region of the flow filed. However, the strong flows toward the inclined wall and the straight
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wall are both observed in experimental data. It has been shown [34] that the influence of the side wall
of the channel on the flow generated a secondary flow in the laboratory experiment, being markedly
so especially in the case of a low Reynolds number. However, the agreement between simulations and
measurement is good in the vicinity of the inclined wall. Compared with DNS, five SGS eddy viscosity
models overpredict the mean velocity V near the diffuser throat x/H = 9.2 and underpredict V in
the other regions x/H = 15.2, 19.2 and 25.2, except for the location at 25.2 corresponding to the DSM,
ODM and OVM models. Clearly, overall, the best agreement is observed between the OVM model and
DNS among five SGS eddy viscosity models.
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Figure 7. Comparison of LES with different SGS models, DNS and experimental results of Obi in terms
of axial mean velocity profiles.

0

1

2

3

4

5
0 0.04

9.2

y/
H

EXP
DNS

SM
DSM

OM
ODM
OVM

0 0.04

x/H = 15.2

0 0.04

19.2

V/Uc

0 0.04

25.2

Figure 8. Comparison of LES with different SGS models, DNS and experimental results of Obi in terms
of wall-normal mean velocity profiles.

4.2.2. Comparison of Turbulent Stresses and Resolved Turbulent Kinetic Energy

In Figures 9–12, we compare the corresponding profiles of the turbulent shear stress 〈u,v,〉,
and turbulent normal stresses 〈u,u,〉, 〈v,v,〉, 〈w,w,〉 from simulations and experiment, where the
turbulent stresses normalized by the square of mean center velocity Uc, <> refers to time averaging
and spatial averaging in the homogenous direction. Note that the simulation results of three SGS
eddy viscosity models are the summation of the resolvable portion and SGS portion, which coincides
with the DNS and experiment. It has been shown [6] that experimental errors are higher for turbulent
stresses than the mean flow velocities, in particular at the regions in which measurement volumes are
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large in comparison with the local gradients of turbulent stresses. However, overall, good agreement
between the computations and experiment is observed at locations in the vicinity of either walls.
As shown in Figure 9, turbulent shear stresses from three SGS eddy viscosity models, the DNS and
experiment all exhibit a characteristic shape with a double peak. The locations of the peak value of all
three SGS eddy viscosity models agree well with the DNS, whereas they are higher compared with
measurement. All five SGS eddy viscosity models underpredict the peak value of turbulent shear
stress compared with DNS, in which the performance of the DSM and ODM models are better than
that of the SM and OM models, the OVM model demonstrates the best agreement. This can be seen
especially at the location of x/H = 15.2 and 19.2. Compared with measurement, all five SGS eddy
viscosity models show a better agreement in the region close to the straight wall than the inclined wall.
In the center region of the diffuser, the SM, OM, DSM and ODM models underpredict the turbulent
shear stress in comparison with experiment, whereas the performance of the OVM model is a little bit
of opposite. As shown in Figure 10, profiles of 〈u,u,〉 for the five SGS eddy viscosity models exhibit
more prominent difference in the center region of the diffuser than adjacent to either walls, where
the deviation between the SM model and the DNS or measurement is largest. Compared with the
DNS as well as measurement, the SM, OM and DSM models underpredict the value of 〈u,u,〉 at all
locations, except for some of small regions near the diffuser throat and further downstream. The slight
advance of 〈u,u,〉 from the OVM model compared with experiment is observed in the region of flow
interior. Obviously, not only the overall but also the local agreement between the OVM and ODM
models and DNS / experiment is better than other three SGS eddy viscosity models. With respect to
profiles of 〈v,v,〉 and 〈w,w,〉, an overall better agreement between the LESs and the DNS is observed
compared with that of turbulent shear stress and normal stress 〈u,u,〉. A characteristic double-peak
shape can still be seen for profiles in Figures 11 and 12. The location of the peak value moves away
from the wall into the flow interior with increasing distance from the diffuser throat. While the peak
value of the turbulent stress 〈v,v,〉 from DNS as well as LESs gravely deviates from the measurement,
locations of the peak value are close to each other and coincide with the measurement, except for the
location at x/H = 9.2. In comparison with the DNS, SM model, DSM model, OM model and ODM
model underpredict 〈v,v,〉 and 〈w,w,〉 at all locations, except for some of small regions adjacent to
straight wall, whereas the OVM model slightly overpredicts both of them in the vicinity of the inclined
wall. Overall, the OVM model agree better with the DNS than other four SGS eddy viscosity models.
Figure 13 shows the profiles of the resolved turbulent kinetic energy K non-dimensionalized by the
square of the mean center velocity. All five SGS eddy viscosity models capture the locations as well
as the magnitude of the double-peak in K. Compared with the DNS, the five SGS models accurately
predict the near-wall peak of the straight wall except for the location at x/H = 25.2, but underpredict
the larger peak value at all location. In particular, the SM model and the OM model do not correctly
capture the location of the larger peak for the locations at x/H = 15.2. The OVM model agrees well
with the DNS with respect to the location as well as the value of the double-peak in the resolved
turbulent kinetic energy.
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Figure 9. Comparison of LES with different SGS models, DNS and experimental results of Obi in terms
of Reynolds shear stress profiles.
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Figure 10. Comparison of LES with different SGS models, DNS and experimental results of Obi in
terms of Reynolds stress 〈u,u,〉 /U2
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Figure 12. Comparison of LES with different SGS models, DNS and experimental results of Obi in
terms of Reynolds stress 〈w,w,〉 /U2
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Figure 13. Comparison of LES with different SGS models, DNS and experimental results of Obi in
terms of resolved turbulent kinetic energy profiles.

5. Conclusions

The turbulent flow through a planar asymmetric diffuser was investigated numerically using LES
with a high-order finite difference method to solve the equations for the resolved scales. Six resolutions
were conducted for investigating the influence of mesh resolution in the turbulent diffuser flow.
Four existing SGS models, a new one-equation dynamic model and a DNS were performed for LES of
turbulent diffuser flow. The performance of five different SGS models was compared with published
experiments and our DNS results. Firstly, LES on a coarse grid using the standard Smagorinsky model
and well-designed wall-functions is able to predict the three-dimensional separated diffuser flow with
fair accuracy at reasonable cost. Secondly, the ODM model and OVM model gave better agreement
with experiments and DNS than the SM model, OM model and DSM model. Thirdly, unlike the ODM
model, our OVM model, which does not require any test filtering and is not more expensive in terms
of computational cost than the standard one-equation model, gave considerable improvement of the
prediction accuracy even with moderate grid resolution in comparison with the four other SGS models.
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Abbreviations

The following abbreviations are used in this manuscript:

CFD Computational fluid dynamics
DNS Direct numerical simulation
DSM Standard dynamic Smagorinsky model
LES Large eddy simulation
N-S Navier–Stokes
ODM One-equation dynamic model
OM Standard one-equation model
OVM One-equation Vreman model
RANS Reynolds-averaged Navier–Stokes simulation
SGS subgrid scale
SM Smagorinsky model

Appendix A. Determination of the Distance from the Wall Measured in Wall Units in the Diffuser
Flow for Smagorinsky Model

Using a linear interpolation, let us assume the friction velocity uτ(x) in the diffuser is as follows:

uτ(x) =

⎧⎪⎨⎪⎩
uτ0, x ≤ 0

uτ0 + x(uτe − uτ0)/H, 0 < x ≤ 21H
uτe, x > 21H,

(A1)

where uτ0 denotes the inlet friction velocity, 407; and uτe denotes the friction velocity in down
stream extension.

Reynolds number Rem based on the bulk velocity Um is constant in the diffuser because of
the continuity:

Um H
ν

=
Um
4.7 4.7H

ν
. (A2)

Thus, Reτ is also constant due to the Dean’s suggested correction [35] Reτ = 0.191Re0.875
m , which

was validated by Kim et al. [4] in fully developed channel flow. Then, Reτ in diffuser can be
approximately expressed as:

Reτ0 =
uτ0 · H

ν
=

uτe · 4.7H
ν

= 407, (A3)

thus we get uτe = uτ0/4.7. Using Equation (A1), y+ can be approximately defined as:

y+(x, y) =

⎧⎪⎨⎪⎩
Reτ0 · min(y, 1 − y)/H, x ≤ 0

Reτ0 · (1 − 3.7/4.7 · x/H) · min[y, Y(x)− y]/H, 0 < x ≤ 21H
Reτ0/4.7 · min(y, 4.7H − y)/H, x > 21H.

(A4)
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Abstract: Heat transfer analysis in an unsteady magnetohydrodynamic (MHD) flow of generalized
Casson fluid over a vertical plate is analyzed. The medium is porous, accepting Darcy’s resistance.
The plate is oscillating in its plane with a cosine type of oscillation. Sodium alginate (SA–NaAlg)
is taken as a specific example of Casson fluid. The fractional model of SA–NaAlg fluid using the
Atangana–Baleanu fractional derivative (ABFD) of the non-local and non-singular kernel has been
examined. The ABFD definition was based on the Mittag–Leffler function, and promises an improved
description of the dynamics of the system with the memory effects. Exact solutions in the case of
ABFD are obtained via the Laplace transform and compared graphically. The influence of embedded
parameters on the velocity field is sketched and discussed. A comparison of the Atangana–Baleanu
fractional model with an ordinary model is made. It is observed that the velocity and temperature
profile for the Atangana–Baleanu fractional model are less than that of the ordinary model. The
Atangana–Baleanu fractional model reduced the velocity profile up to 45.76% and temperature profile
up to 13.74% compared to an ordinary model.

Keywords: SA–NaAlg fluid; MHD; porosity; fractional model; Atangana–Baleanu derivative

1. Introduction

Due to the relevance of non-Newtonian fluids in some of the optimization processing of food items,
the heat transfer phenomenon is an important research area. Non-Newtonian fluids are investigated
much more, but Casson fluids among them have been investigated by a small number of researchers.

Symmetry 2019, 11, 1295; doi:10.3390/sym11101295 www.mdpi.com/journal/symmetry81
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This model was introduced by Casson in 1959 [1]. This fluid has great importance in many fields of
industries and medicines; see for examples, Qasim and Ahmad [2], Shehzad et al. [3], and Qasim and
Noreen [4]. The Casson fluid model plays a vital role in many materials such as chocolate and blood,
according to Mukhopadhyay and Mandal [5]. The metachronal coordination between the beating cilia in
a cylindrical tube is one of the factors under which inspiration, and some mathematical formulations, is
made to analyze Casson fluid flow, according to Siddiqui et al. [6]. A system of equations for non-linear
flow problems are modeled with the help of axisymmetric cylindrical coordinates. Simplification is
taken place by inducting long wavelength and low Reynolds number assumptions.

The mathematical model for Casson fluid for mixed convection taking a stretching sheet was
studied by Hayat et al. [7]. The velocity and temperature fields are calculated by solving partial
differential equations. The homotopy analysis method is incorporated. The Atangana–Baleanu
fractional derivative (ABFD) definition was based on the Mittag–Leffler function and promises an
improved description of the dynamics of the system with the memory effects by Asjad et al. [8]. The
mathematical model for some geological formation is often called an aquifer, which is commonly used
to solve subsurface motion by a fractional-order derivative, as in Atangana and Baleanu [9]. It was an
alternative to Caputo-Fabrizio [10]. A relation between the solution obtained by the Atangana–Baleanu
fractional derivative and through experimental methods is highlighted. Exact solutions were obtained
by integral transforms.

Aliyu et al. [11] studied the model of transmission of vector-borne diseases and cure using
the Atangana–Baleanu fractional operator in a Caputo sense. They also discussed the existence
and uniqueness via numerical simulations. This model was taken into consideration by the
Atangana–Baleanu fractional operator in the Caputo sense (ABC) with non-singular and non-local
kernels. The Picard–Lindel method is adopted. The same method is used by Koca [12].

The effectiveness of this model is seen by a huge reduction in the disease growth rate. A
comparison of heat transfer enhancement in fractional nanofluids with ordinary nanofluids is made
by Azhar et al. [13]. Water is taken as a base fluid mixed with fractional nanofluids. A closed form
of solution for motion and temperature is calculated and graphically underlined with a higher heat
enhancement rate than ordinary fluids. The influence of memory on nanofluid behavior is difficult to
elaborate by classical nanofluids. This can be easy to describe by fractional nanofluids with Caputo
time derivatives. Such investigations are made by Fetecau et al. [14]. Closed-form results are obtained
and presented in a Wright function. Heat enhancement was found to be lower for fractional nanofluids.

The Caputo–Fabrizio and Atangana–Baleanu derivatives are those fractional derivatives that
transformed the classical model to a generalized model. Comparison investigations were made
by Sheikh et al. [15]. Karaagac [16] applied two step Adams Bashforth method for time fractional
tricomi equation with non-local and non-singular Kernel. Furthermore, Ali et al. [17] investigated
MHD flow for free convection generalized Walter’s-B fluid. The exact solution is gained by the
Laplace technique. The flow is over a static vertical plate. After that, Saqib et al. [18] studied the
application of Atangana–Baleanu fractional derivative to MHD channel flow. The fluid is taken
through a porous medium. Abro et al. [19] investigated the MHD convection flow for Maxwell
fluid as the application of the Atangana–Baleanu fractional derivative. The fluid is taken over a
vertical plate in a porous medium. The same author in [20] investigated the exact solution for MHD
flow of nanofluids via Atangana–Baleanu and Caputo–Fabrizio fractional derivatives. The general
analytical solutions are expressed in the layout of Mittage Leffler function and generalized Mittage
Leffler function. The comparison of new fractional derivative operators involving exponential and
Mittag–Leffler kernels is investigated by Yavuz and Ozdemir [21]. The comparison was investigated
between Caputo–Fabrizio and Atangana–Baleanu fractional derivatives. Furthermore, Imran et al. [22]
investigated the comprehensive report on the MHD convective flow of Atangana–Baleanu and
Caputo–Fabrizio fractional derivatives. The viscous fluid is subject to generalized boundary conditions.
Abro and Khan [23] examined the study of Atangana–Baleanu fractional derivatives for the MHD flow
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of fractional Newtonian fluid embedded in a porous medium. Electrically conducting viscous fluid is
considered in their study.

The flow of generalized second-grade fluid between parallel plates with the Riemann–Liouville
fractional derivative model was investigated by Wenchang and Mingyu [24]. They acquired the exact
analytical solution using the Laplace transform and Fourier transform. The flow of second-order
fluid induced by a plate moving impulsively with fractional anomalous diffusion was investigated
by Mingyu and Wenchang [25]. The Rayleigh–Stokes problem for a fractional second-grade fluid
was studied by Shen et al. [26]. Fractional Laplace transforms and Fourier sine transform was
employed to obtain the exact solution. Exact analytical solution for the unsteady flow of a generalized
Maxwell fluid between two circular cylinders was determined via Laplace and Hankel transforms by
Mahmood et al. [27]. Recently, Shen et al. [28] studied fractional Maxwell viscoelastic nanofluid for
various particle shapes. A Caputo time-fractional derivative was implemented by Zhang et al. [29] to
acquire the numerical and analytical solutions for the problem of the 2D flow of Maxwell fluid under a
variable pressure gradian gradient. They used the separation of the variables method to acquire the
analytical solution, while for numerical solution, the finite difference method was used. Aman et al. [30]
studied fractional Maxwell fluid with a second-order slip effect for the exact analytical solution.
Jan et al. [31] determined the solution for Brinkman-type nanofluid using an Atangana–Baleanu
fractional model. Owolabi and Atangana [32] analyzed the numerical simulation of the Adams–Bash
forth scheme using Atangana–Baleanu Caputo fractional derivatives. Saad et al. [33] established
the numerical solutions for the fractional Fisher’s type equation with Atangana–Baleanu fractional
derivatives. They employed the spectral collocation method based on Chebyshev approximations.
In this research work, the spectral collocation method was implemented for the first time to solve
the non-linear equation with Atangana–Baleanu derivatives. Some plenteous literature regarding
Atangana–Baleanu derivatives and analytical solution can be found in Saqib et al. [34], Abro et al. [35],
and Hristov [36] and the references therein.

Due to the importance of MHD in fluids, many researchers have taken MHD in their studies.
In recent years, Khan and Alqahtan [37] investigated the MHD effects for nanofluids in a permeable
channel with porosity. The solution is obtained by using Laplace transformation. Further, in the same
year, Asif et al. [38] studied the unsteady flow of fractional fluid between two parallel walls with
arbitrary wall shear stress. The influence of MHD slip flow of Casson fluid along a non-linear permeable
stretching cylinder saturated in a porous medium with chemical reaction, viscous dissipation, and
heat generation or absorption is investigated by Ullah et al. [39]. Khan et al. [40] investigated the
MHD with heat transfer. A generalized modeling is carried out for the proposed problem by using
the new idea of a fractional derivative, i.e., Atangana–Baleanu and Caputo Fabrizio. After that, this
idea is used by Gul et al. [41] for the study of forced convection carbon nanotube nanofluid flow
passing over a thin needle. Atangana and Alqahtani [42] studied the Caputo fractional derivative for
analysis of the spread of river blindness disease. Furthermore, the idea of fractional derivatives was
examined by Gomez and Atangana [43] with the power law and the Mittag–Leffler kernel applied to the
non-linear Baggs–Freedman model, while Muhammad and Atangana [44] examined for dynamics of
Ebola disease, and Khan et al. [45] studied the analytical solution of the hyperbolic telegraph equation,
using the natural transform decomposition method. Some other related references dealing with fluid
motion, heat transfer, or fractional derivatives are given in [46–53].

On the basis of the above literature, this work aims to use the Atangana–Baleanu fractional
derivative (ABFD) of the non-singular and non-local kernel for SA (Sodium alginate) fluid. The Laplace
transform method is used to get the exact solution, which is graphically plotted via Mathcad-15
software and discussed in detail.

2. Mathematical Framing of the Problem

Let us consider the unsteady flow of Casson fluid over a vertical plate, i.e., the plate is taken
perpendicular to the y− axis, with perpendicular employed magnetic field to the flow of the fluid. The
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plate is oscillating, and the medium is porous. The heat flux is also taken into consideration. Thermal
radiation effect is also considered. Initially, both the plate and fluid are at rest. After t > 0, the plate
started oscillation in its plane. The fluid is electrically conducting there by the Maxwell equation:

divB = 0, CurlE = −∂B
∂t

, CurlB = μeJ. (1)

By using Ohm’s law:
J = σ(E + V×B), (2)

The magnetic field B is normal to V. The Reynolds number is so small that the flow is laminar.
Hence:

1
ρ

J×B =
σ
ρ
[(V×B0) ×B0] = −

σB2
0V

ρ
. (3)

Keeping in mind the above assumptions, the governing equation of momentum and energy are
given as (Khalid et al. [46):

ρ
∂u(y, t)
∂t

= μ

(
1 +

1
γ

)
∂2u(y, t)
∂y2 −

(
σB2

0 +

(
1 +

1
γ

)
μ

k1

)
u(y, t) + ρβg(T − T∞) (4)

ρcp
∂T(y, t)
∂t

= k
∂2T(y, t)
∂y2 − ∂qr

∂y
, (5)

where T and u represent temperature and velocity. ρ, μ, β, σ, B0, k1, g, cp, k, qr and γ are the
density, dynamic viscosity, thermal expansion coefficient, heat source parameter, magnetic parameter,
porosity parameter, gravitation acceleration, heat capacity, thermal conductivity, heat flux, and Casson
fluid parameter. Following Makinde and Mhone [47] and Cogley et al. [48], the fluid used is thin with
a low density and radiative heat flux given by ∂qr

∂y = 4α2
0(T − T0).

The physical boundary conditions are:

T(y, 0) = T∞, T(0, t) = Tw, T(∞, t) = T∞
u (y, 0) = 0, u (0, t) = H(t) cos(ωt), u (∞, t) = 0.

(6)

For non-dementalization, the following dimensionless variables are introduced.

u∗ = u
U0

, y∗ = U0

ν
y, t∗ = U0

2

ν
t, θ =

T − T∞
Tw − T∞

. (7)

By using Equation (4), the dimensionless form of Equations (1)–(3) are: (asterisk * is omitted for
convenience):

∂u(y, t)
∂t

=

(
1 +

1
γ

)
∂2u(y, t)
∂y2 −Hu(y, t) + Grθ(y, t), (8)

Pr
∂θ(y, t)
∂t

=
∂2θ(y, t)
∂y2 + N2θ(y, t), (9)

θ(y, 0) = 0, θ(0, t) = 1, θ(∞, t) = 0
u (y, 0) = 0, u (0, t) = H(t) cos(ωt), u (∞, t) = 0,

(10)

where:
Gr = gβν(Tw−T∞)

U3
0

, M =
σB2

0ν

ρU2
0

, K = ν2

k1U2
0
, 1

a1
= 1 + 1

γ ,

H = K
a1
+ M, Pr =

μcp
k , N2 =

4α2
1ν

2

kU2
0

,
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where M, K, Pr, Gr , α1 and N represent the magnetic, porosity, Prandtl number, Grashof number,
mean radiation absorption, and radiation parameter, respectively.

With the intention of converting the ordinal time derivative to the Atangana–Baleanu fractional
time derivative, Equations (5) and (6) reduced to:

Dαt u(y, t) =
(
1 +

1
γ

)
∂2u(y, t)
∂y2 −Hu(y, t) + Grθ(y, t), (11)

PrDαt θ(y, t) =
∂2θ(y, t)
∂y2 + N2θ(y, t). (12)

The Atangana–Baleanu fractional time derivative is defined as:

Dαt f (y, t) =
N(α)

1− α
t∫

0

Eα

(
−α (t− τ)

α

1− α
)

f /(y, t)dτ, (13)

where N(α) is the normalization function, N(1) = N(0) = 1 and α ∈ (0, 1). where Eα =
∞∑

n=0

zn

Γ(αn+b) is

the Mittag–Leffler function. After Laplace transform, Equation (13) becomes:

L
{
Dαt f (t)

}
=

qαL
{
f (t)

}− qα−1 f (0)
qα(1− α) + α (14)

where q is represent the Laplace transform operator.

3. Problem Solution, Skin Friction, and Nusselt Number

Taking the Laplace transform of Equations (8) and (9) and by using Equation (7), we get:

θ(y, q) =
(

1
q1−α

)
1
qα

e
−y
√

a5

√
qα+a6
qα+a4 (15)

u(y, q) =
(

q
q2 +ω2 −

Gr
q

qα + a4

a7qα + a8

)
e
−y
√

a1a2

√
qα+a3
qα+a4 +

Gr
q

qα + a4

a7qα + a8
e
−y
√

a5

√
qα+a6
qα+a4 (16)

where:
a2 =

1+H(1−α)
1−α , a3 = Hα

1+H(1−α) , a4 = α
1−α , a5 =

Pr+N2(1−α)
1−α ,

a6 = N2α
Pr+N2(1−α) , a7 = a2 − a5

a1
, a8 = a2a3 − a5a6

a1
.

Note that in Equations (15) and (16), the bar on θ and u shows the Laplace transformed function.
After taking the Laplace inverse, we get:

θ(y, t) =

t∫
0

h(t− q,α)ψ(y
√

a5, t, 0, a6, a4)dq, (17)

where:

ψ(y, q, a, b, c) =
1

qα + a
e
−y

√
qα+b
qα+c , ψ(y, t, a, b, c) =

∞∫
0

ψ(y, t, a, b, c)g(u, t)du

where:
ψ(y, t, a, b, c) = L−1

{
ψ(y, q, a, b, c)

}
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ψ(y, t, a, b, c) = e−at−y − y
√

b− c

2
√
π

∞∫
0

t∫
0

e−at
√

t
× exp

(
at− ct− y2

4u
− u

)
I1

(
2
√
(b− c)ut

)
dtdu,

L−1
(

1
q1−α

)
= h(t,α) =

1
tαΓ(1− α) , g(u, t) = L−1{exp[−uq−α]} = t−1ϕ(0,−α,−ut−α),

Here, ϕ is the Wright function, and is defined as:

ϕ(k2,−α, τ) =
∞∑

n=0

τn

n!Γ(k2 − nα)

Then, the velocity profile becomes:

ψ1(y, a, b, c, d, q) = exp

⎛⎜⎜⎜⎜⎜⎜⎝−y

√
aqα + b
cqα + d

⎞⎟⎟⎟⎟⎟⎟⎠, ψ2(a, b, c, q) =
aqα + b

q(qα + c)

u(y, t) = cosωt ∗ψ1(y
√

a1a2, 1, 1, a3, a4, t) − Gr
a7
ψ2

(
1, a4,

a8

a7
, t

)
∗
⎡⎢⎢⎢⎢⎣ ψ1

(
y
√

a5, 1, 1, a6, a4, t
)

−ψ1
(
y
√

a1a2, 1, 1, a3, a4, t
) ⎤⎥⎥⎥⎥⎦ (18)

where:
ψ1(y, a, b, c, d, t) = t−1ϕ(0,−α, ut−α) ∗ψ3(y, a, b, c, t),

ψ3(y, a, b, c, t) = a
c e− t

c

∞∫
0

er f c
(

t
2z

)
− e− lz

c I0
(
2
√
(a− cb)tz

)
dz

+ b
c

t∫
0

∞∫
0

er f c
(

t
2z

)
− e− lz+s

c I0
(
2
√
(a− cb)tz

)
dsdz,

ψ2(a, b, c, t) = aEα(−ct) − b[a− Eα(−ct)]

Eα =
∞∑

n=0

zn

Γ(αn+b) is the Mittag–Leffler function.

Note that for deep understanding of ABFD, on may refer to the excellent articles [35,53]. However,
for the detailed solution procedure of the problem, one can refer to research works [15,18,20,23,31].

4. Skin Friction and Nusselt Number

Expressions for Nusselt number and skin friction are calculated from Equations (14) and (15) by
using the relation from Khan et al. [49]:

Nu = −∂T(y, t)
∂y

∣∣∣∣∣∣
y=0

(19)

C f = μ

(
1 +

1
γ

)
∂u(y, t)
∂y

∣∣∣∣∣∣
y=0

(20)

5. Discussion

To study the influence of many embedded parameters on temperature and velocity, the graphs
are plotted by using the Mathcad-15 software. Figure 1 shows the physical sketch of the problem.
Figure 2, Figure 3, Figure 4, Figure 5, Figure 6, Figure 7, Figure 8, Figure 9 are prepared to highlight the
influence of time-fractional parameter 0 < α < 1 on fluid flow and temperature. The time-fractional
parameter α controls the velocity as well as the temperature profile. Sodium alginate (SA–NaAlg) is
taken as a specific example of Casson fluid. The physical sketch of the problem is provided in Figure 1.
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Figure 1. Physical sketch of the problem with the coordinates system.

Figure 2 is plotted for the influence of Casson parameter γ on velocity, which shows that if
the value of the Casson parameter is increased, the fluid velocity increases. This is because of the
circumstance that with a large value of γ, the yield stress falls through, and the boundary layer thickness
reduces. Figure 3 investigates the impact of Grashof number Gr on velocity. The greater value Gr
leads to an increase in the velocity of the fluid. Physically, the increase of Gr leads to an increase in the
bouncy force, and as a result, the velocity of the fluid increases.

Figure 2. Plots of velocity for four different γwhen K = 0.5, Pr = 7.2, M = 1, Gr = 10, N = 0.5 , and
t = 10.
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Figure 3. Plots of velocity for four different Gr when K = 0.5, Pr = 7.2, γ = 0.3, M = 1, N = 0.5 ,
and t = 10.

The effect of porosity parameter K against the velocity profile is investigated in Figure 4. To increase
the value of the porosity parameter K, first we need to decrease the flow of fluid. Physically, the resistance
of the porous medium is depressed, which raises the momentum development of the flow regime, and
finally accelerates the velocity of the fluid. Figure 5 shows the influence of M on flow of the fluid; the
rise in M decreases the flow of fluid. It is physically true because the increase of M means to increase the
frictional force (Lorentz force), which leads to a decrease in the velocity of the fluid.

Figure 4. Plots of velocity for four different K when Pr = 7.2, γ = 0.3, M = 1, Gr = 10.N = 0.5 , and
t = 10.
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Figure 5. Plots of velocity for four different M values when K = 0.5, Pr = 7.2, γ = 0.3, Gr = 10,
N = 0.5 , and t = 10.

The influence of radiation parameter N is highlighted in Figure 6. For the higher value of N, the
fluid velocity decreases. Physically, the increase in radiation parameter means the release of heat energy
from the flow region, and so the fluid temperature decreases as the thermal boundary layer thickness
become thinner. Figures 7 and 8 illustrate the influence of Prandtl number Pr on velocity and temperature
respectively, the increase of Pr causing a decrease in the temperature and as a result a decrease in the
fluid velocity. The small degree of thermal diffusion causes expanding in velocity boundary layer width.
Pr controls the comparative thickness of the momentum and thermal boundary layers in the heat transfer
problems. Subsequently, Pr can be applied to develop the percentage of cooling.

 
Figure 6. Plots of velocity for four different N values when K = 0.5, Pr = 7.2, γ = 0.3, M = 1, Gr = 10,
and t = 10.
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Figure 7. Plots of velocity for four different Pr values when K = 0.5, γ = 0.3, M = 1, Gr = 10,
N = 0.5 , and t = 10.

Figure 8. Plots of temperature for four different Pr values when N = 0.5, α = 0.1 and t = 10.

Figures 9 and 10 illustrate the outcome of time t on temperature and velocity profiles. Figure 11
investigates the effect of time fraction derivative parameter α on temperature. It is investigated that
the time-fractional derivative parameter controls the temperature profile.
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Figure 9. Plots of velocity for four different t values when K = 0.5, Pr = 7.2, γ = 0.3, M = 1, Gr = 10,
and N = 0.5.

 
Figure 10. Plots of temperature for four different t values when Pr = 7.2, α = 0.1, and N = 0.5 .
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Figure 11. Plots of temperature for four different α values when Pr = 7.2, N = 0.5, and t = 10 .

A comparison of the Atangana–Baleanu fractional model with an ordinary model is investigated
in Figures 12 and 13 for velocity and temperature, respectively. For both cases, it is detected that the
temperature and velocity profile for the Atangana–Baleanu fractional model is less than that of the
ordinary model.

Note that all these graphs of velocity are plotted for the phase angle ωt equal to 90 degrees, and
this value cosine is zero; therefore, all the graphs of velocity (Figures 2–7, Figure 9, Figure 12) have a
unique pattern of velocity. That is, at the plate surface y = 0, the fluid is at rest or there is no motion
in the fluid, and for large values of the independent variable y, the fluid velocity decays, and as y
approaches infinity (further bigger values of y), the fluid motion disappears and velocity tends to zero.
This physical pattern of the graphs of velocity agrees with the imposed condition on velocity given in
Equation (6). Similarly, the unique style of all the graphs of temperature, that is temperature at y = 0, is
1, and far away from the plate surface; that is, for larger values of y, the temperature decays and tends
to zero as y tends to infinity.

Figure 12. Comparison of fractional SA fluid and ordinary SA fluid (velocity) when K = 0.5,
Pr = 7.2, γ = 0.3, M = 1, Gr = 10 N = 0.5 , and t = 10.
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Figure 13. Comparison of fractional SA fluid and ordinary SA fluid (temperature) when Pr = 7.2, α =
0.1, N = 0.5 , and t = 10.

Tables 1 and 2 are plotted to show the variation of different parameters on Nusselt number and
skin fraction. Table 1 clarified that the Nusselt number is increased when Pr, and N and are increased,
while an increase in fractional derivative parameter α and t decreased the Nusselt number. The
behavior of the present results is identical with the published results of Khan et al. [49] and Ali et al. [50].
Table 2 shows the impact of the deferent parameter on skin fraction. It is observed that t, α, Gr, and
Pr have a positive (increasing) impact on the skin fraction, while M, N, γ, and K and show a negative
(decreasing) impact on the skin fraction. This behavior of skin fraction against different parameters is
identical with the published results of Mackolil and Mahanthesh [51].

Table 1. Variation of Nusselt number.

t Pr N α Nu

1 0.7 0.5 0.7 0.858
2 0.739
3 0.684

7 2.297
9 2.592

1.5 1.641
2.5 2.585

0.8 0.795
0.9 0.713
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Table 2. Variation of skin-friction.

t α M Pr N γ Gr K Cf

0.3 0.5 0.4 0.7 0.5 0.5 0.1 1.5 0.366
1.3 0.510
1 0.476

0.7 0.411
0.9 0.488

8.4 0.275
19.4 0.218

7.2 0.451
9.2 0.916

2.5 0.245
3.5 0.168

1.5 0.159
2.5 0.123

0.3 1.097
0.5 1.829

4.5 0.268
10.5 0.194

6. Conclusions

In this attempt, the exact solution for the heat transfer analysis in unsteady MHD flow of fractional
SA fluid past a vertical flat plate is obtained. Generalized Casson fluid model is obtained using
the Atangana–Baleanu fractional derivative (ABFD) of the non-local and non-singular kernel. The
exact solution for velocity and temperature are obtained by applying the Laplace transform method,
and then, the influence of various embedded parameters are presented graphically. Some important
outcomes are:

� Velocity rises for a large value of Gr, γ , and t.
� Velocity reduces for a large value of M, Pr, N, and K.
� Temperature is increased by increasing t and α, while decreasing with the increase of Pr.
� The temperature and velocity of the fractional fluid model converge faster compared to an

ordinary fluid model.
� The Atangana–Baleanu fractional model reduced the velocity profile up to 45.76% and temperature

profile up to 13.74% compared to an ordinary model.

Suggestions for future research work.

� The researchers extend this work for different kind of nanofluids.
� The authors also can take this model in different geometries.
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Abstract: The symmetric flying wing has a simple structure and a high lift-to-drag ratio. Due to its
complicated surface design, the flow field flowing through its surface is also complex and variable,
and the three-dimensional effect is obvious. In order to verify the effect of microsecond pulse plasma
flow control on the symmetric flying wing, two different sizes of scaling models were selected.
The discharge energy was analyzed, and the force and moment characteristics of the two flying
wings and the particle image velocimetry (PIV) results on their surface flow field were compared to
obtain the following conclusions. The microsecond pulse surface dielectric barrier discharge energy
density is independent of the actuator length but increases with the actuation voltage. After actuation,
the stall angle of attack of the small flying wing is delayed by 4◦, the maximum lift coefficient is
increased by 30.9%, and the drag coefficient can be reduced by 17.3%. After the large flying wing is
actuated, the stall angle of attack is delayed by 4◦, the maximum lift coefficient is increased by 15.1%,
but the drag coefficient is increased. The test results of PIV in the flow field of different sections
indicate that the stall separation on the surface of the symmetric flying wing starts first from the outer
side, and then the separation area begins to appear on the inner side as the angle of attack increases.

Keywords: symmetric flying wing; plasma flow control; energy; stall; dimensionless frequency;
particle image velocimetry

1. Introduction

Compared with the conventional layout aircraft, the flying wing has no flat tail and vertical tail,
and the wing and the fuselage are highly integrated, so it is subjected to greater lift and less drag [1,2].
High aerodynamic efficiency, light weight structure, large loading space, and good stealth performance
are the characteristics of the flying wing [3,4]. As the use of the air field is getting deeper, in future
development, the aircraft of the flying wing layout seems to be the seed candidate [5]. However,
just like the aircraft of the conventional layout, after the angle of attack exceeds the critical value,
the surface boundary layer of the flying wing will be separated, the lift will drop sharply, and its
maneuverability will deteriorate [6]. The flying wing is similar to a delta wing aircraft. At moderate
angles of attack, both sides of the wing are subjected to a pair of asymmetric flow axial vortex systems.
At high angles of attack, the left and right asymmetrical vortices are formed in the leeward area of the
fore body, resulting in yawing and rolling moments, affecting its maneuverability [7,8].

Through the technical means of flow control, improving the stall characteristics of the wing surface
and then improving the aerodynamic performance of the aircraft at a high angle of attack have become
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an important research direction in the field of aviation [9,10]. At present, there are many research
methods to improve the flow field by active flow control, such as acoustic excitation [11], oscillating
jet [12], synthetic jet [13], blow and suction air [14], microelectromechanical system (MEMS) [15],
and plasma flow control [16]. Plasma flow control has many types of research in the field of flow
control because of its simple structure, no moving parts, rapid response and flexible function [17–20].
The plasma flow control technology is used to delay the flow separation under the low speed condition
to improve the stall angle of attack and is also used to reduce the shock angle under the high speed
condition to weaken the shock wave [21,22]. The common methods of using plasma to control the flow
field are alternating current dielectric barrier discharge (ac-DBD) and nanosecond dielectric barrier
discharge (ns-DBD). When the incoming flow velocity is low (less than 0.4 Ma), the ac-DBD control
effect is good, mainly by generating body force in the flow field, inducing the near-wall airflow to
accelerate, thereby suppressing flow separation [23]. When the incoming flow velocity is higher, it is
more suitable for ns-DBD, which produces instantaneous heating in the flow field, and can effectively
suppress airfoil flow separation at a large flow velocity (0.8 Ma) [24,25].

Servant et al. proposed a method for optimizing aerodynamic design, which was successfully
applied to the design of 3D flying wing by parameterizing complex surfaces and removing invalid noise
data by partial differential equation (PED) and response surface methodology (RSM) methods [26].
Huber et al. studied and analyzed the interaction between the vortex structure and the vortex on
the upper surface of the DLR-F17 wing model by numerical simulation to evaluate the aerodynamic
behavior in the flight envelope in order to study the requirements for stability and maneuverability [27].
Xu et al. used the synthetic jet control method to improve the lateral aerodynamic characteristics of the
asymmetric vortex of the flying wing and control the lateral aerodynamic force through the interaction
of the asymmetric vortex [28]. Han et al. studied the actuation frequency of ns-DBD to improve the
aerodynamic performance of the flying wing under different Reynolds numbers. The results show that
there is an optimal actuation frequency and it is more effective to delay the breakdown of the leading
edge vortex at low frequencies [29]. Yao et al. studied the optimal actuation position of the ns-DBD
to improve the aerodynamic performance of the flying wing. When plasma actuation is applied to
the leading edge of the inner and middle wing, the control effect is obvious. The actuation effect is
best when the corresponding dimensionless frequency is 1 under low frequency conditions, and the
variation of actuation voltage has little effect on the effect of the lift increasing [30].

In this paper, the microsecond pulse surface dielectric barrier discharge (μs-DBD) actuation method
is used to carry out flow control experiment on two flying wings with different sizes. The actuation
effect of μs-DBD plasma flow control on improving the aerodynamic performance of the flying wing is
compared. The energy of μs-DBD is analyzed in this paper. The optimal actuation frequency is studied
from the dimensionless frequency by force measurement, and the variation of the flow field on the
surface of the symmetric flying wing is analyzed by particle image velocimetry (PIV).

2. Experimental Setup

The experiment was carried out in Harbin AVIC Aerodynaiviics Research Institute, and two
wind tunnels were selected for experiments. The wind tunnel in Figure 1 is FL-5, which was an
open low-speed wind tunnel with an experimental section size of 1.5 m × 1.95 m (diameter × length),
a maximum wind speed of 53 m/s, and a turbulence intensity of 1%. Figure 2 shows the FL-51 wind
tunnel, which is a single-loop continuous wind tunnel with replaceable open/closed ports. The test
section was 11 m × 4.5 m × 3.5 m (length × width × height), and the maximum airflow velocity of the
closed experimental section was 100 m/s; the turbulence intensity was 0.10%.
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Figure 1. FL-5 wind tunnel open test section.

 
Figure 2. FL-51 wind tunnel closed test section.

The two kinds of scaling flying wing models are shown in Figures 3 and 4. The small flying
wing was double "W" shape, the leading edge sweep angle was 35◦, the spanwise length was 0.953 m,
the fuselage length was 0.386 m, and the average aerodynamic chord length was 0.214 m. The geometric
parameters of the large flying wing were 2.5 times those of the small flying wing.

 
Figure 3. Small flying wing model.

 
Figure 4. Large flying wing model.

An adjustable parameter microsecond pulse power supply was used for the power supply of
the plasma actuator. The schematic circuit diagram is shown in Figure 5. The input AC voltage was
between 0–220 V, and a relatively stable DC voltage was obtained through the full bridge rectifier
(BR) and the voltage regulator capacitor C1. Then, it charged the primary energy storage capacitor
C2 through the charging inductor L and the diode D1. The voltage of the primary storage capacitor
C2 was about 1.4 times of the input voltage by C1. When the semiconductor switching insulated
gate bipolar transistor (IGBT) was working, C2 performs pulse discharge. A positive high voltage
pulse was generated by potential transformer (PT) boost and diode D3 unidirectional conduction.
The output actuation voltage (peak voltage) was adjustable from 0 to 10 kV, and the pulse frequency
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was adjustable from 0 to 2 kHz. The waveform of the no-load maximum output voltage is shown in
Figure 6. Each single pulse duration time was microsecond magnitude. When the circuit exported
a high-voltage pulse, the actuator performed a single pulse discharge. The number of high-voltage
pulses produced in a second was the pulse repetition frequency.

Figure 5. Microsecond pulse power supply schematic circuit diagram.

Figure 6. Waveform of no-load maximum output voltage (U).

The actuator in the experiment was composed of exposed electrode, covered electrode,
and insulation dielectric, as shown in Figure 7. The covered electrode was 3 mm wide and 0.06 mm
thick and its lower edge was aligned with the leading edge of the flying wing. The exposed electrode
was 2 mm wide and 0.06 mm thick and the upper edge was aligned with the leading edge of the
symmetric flying wing. The insulation dielectric was made of polyimide, with a thickness of 0.18 mm,
a dielectric constant of 3.5, and could withstand a high voltage of 15 kV. It was placed between the two
electrodes to separate them.

Figure 7. Surface dielectric barrier discharge actuator. (a): structure; (b): position layout.

The experiment used the PIV velocity measurement system to measure the flow field parameters
by the non-contact method and study the characteristics of the plasma actuation inducing flow field.
Figure 8 shows the placement of the PIV test system. The laser was an integrated double Nd:YAG laser
with a single pulse energy of up to 500 mJ and a wavelength of 532 nm. The CCD camera has a pixel
resolution of 16 MP (4904 × 3280 pixels), a grayscale resolution of 12 bits, and an image acquisition
frequency of 3.2 fps. The system was synchronized using a programmable time controller (PTU) with
a control signal time resolution of 0.3 ns. PIV data acquisition and processing were carried out by
Davis 8.3 software. The tracer particles were produced by pressure atomization. The particle medium
was olive oil, and the tracer particles were about 1 μm in diameter. In the time scale of microseconds,
two images were taken in succession. The images captured the oil mist particles applied to the flow
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field. The position of the particles in the second image was obtained by image correlation theory, so as
to calculate the velocity of particles in the flow field by the position of particles in two images.

Figure 8. Particle image velocimetry (PIV) test system layout diagram.

The wind tunnel force measurement was measured by a rod-type strain balance, and the model
was supported by a single-strut. The test photographs are shown as Figures 3 and 4. The rod-type
six-component strain balance was installed inside the model, and the model is connected with
the abdominal support rod through a balance. VXI (VMEbus Extension for Instrumentation) data
acquisition system was used for balance force data acquisition.

The small and the large flying wings were tested in two different size wind tunnels, FL-5 and
FL-51, respectively. The wind speed of FL-5 was a constant 30 m/s. The wind speed of FL-51 was a
constant 75 m/s. The test conditions are shown in Table 1.

Table 1. The test conditions.

Model
Aspect
Ratio

Wind
Tunnel

Velocity Force Measurement
PIV

Measurement

Small
flying wing 2.47 FL-5 30 m/s Lift, drag, and moment Sections 1–3

Large
flying wing 2.47 FL-51 75 m/s Lift, drag, and moment Section 1

3. Experimental Results

3.1. Analysis of Discharge and Energy

3.1.1. Effect of Actuation Length on Discharge Energy

Figure 9a shows the relationship between the length of the actuator and the instantaneous power
of the discharge. The corresponding actuator lengths of P1, P2, P3, and P4 were 27 cm, 40 cm, 56 cm,
and 112 cm, respectively. It can be seen that with the increase of the length of the actuator, the peak
power of the discharge increased. However, the peak power was not proportional to the length of the
actuator. As shown in Figure 9b, when the length of the actuator increased from P1 to P2, the peak
power changed greatly. The length was increased by 48%, while the peak power was increased by
33%. From P2 to P4, the length was increased by 180% but the peak power was increased by only
47%. Figure 9b also shows the relationship between discharge single pulse energy and actuator length.
It can be seen that the total change trend of discharge energy was approximately proportional to the
increase of length. The calculation result shows that the discharge energy densities per unit length of
P1, P2, P3, and P4 were 17 mJ/m,19 mJ/m,18 mJ/m, and 16 mJ/m, respectively, so the pulse energy per
unit length was independent of the length of the actuator.
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(a) (b) 

Figure 9. Variation of instantaneous power and energy at different actuator lengths. (a): comparison of
instantaneous power; (b) comparison of energy.

3.1.2. Effect of Actuation Voltage on Discharge Energy

Figure 10a shows the relationship between the actuation voltage and the instantaneous power of
the discharge. As the discharge voltage increased, the discharge power increased, the instantaneous
power peak also increased, and the time scale of the discharge power remained substantially unchanged.
The actuation voltage was below 8 kV, the power was small, and the discharge intensity was relatively
low. When the actuation voltage was above 8 kV, the discharge intensity was high. This is because
the electric field strength increased and more ionized positive and negative particles were directed to
the two poles of the actuation under the action of the electric field force. The current increased more,
and the power output power increased significantly. Figure 10b also shows the relationship between
the actuation voltage and the peak power and discharge energy. It can be seen that the variation of
discharge energy was similar to that of peak power. As the actuation voltage increased, both the peak
power and the discharge energy increased.

 
(a)  (b) 

Figure 10. Variation of instantaneous power and energy at different actuator voltages. (a): comparison
of instantaneous power; (b) comparison of energy.

3.1.3. Effect of Actuation Frequency on Discharge Energy

Figure 11 shows the relationship between the actuation frequency and the discharge instantaneous
power. It can be seen that when the actuation voltage was the same, the discharge instantaneous
power curves at different actuation frequencies coincided well, indicating that the discharge power
was basically unaffected by the actuation frequency, and the single pulse energy of the discharge was
independent of the actuation frequency. It also shows that the effect of frequency change on the flow
field was not affected by the discharge, but the result of the unsteady disturbance was caused by
different actuation frequencies in the flow field.
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Figure 11. Variation of instantaneous power at different actuator frequencies.

3.2. Force Characteristics

When the airflow flows through the surface of the symmetric flying wing at a certain speed,
the velocity in its vertical direction is different, which is the most obvious near the wall, and there is a
thin boundary layer. When the angle of attack of the symmetric flying wing exceeds the critical value,
the boundary layer is separated, and the separation vortex seriously disturbs the flow field, thus the
aerodynamic performance of the symmetric flying wing is poor. The plasma flow control effect of
two flying wing models under different actuation frequencies is studied in this paper. According to
the similarity criterion of Strouhal, the dimensionless frequency formula is F+ = f × l/U∞, in which
f is the output actuation frequency of the power supply, l is the average aerodynamic chord length
of the symmetric flying wing model, and U∞ is the incoming flow velocity. In order to ensure that
the dimensionless frequency was consistent, the incoming flow velocity of the large flying wing was
2.5 times that of the small flying wing. When the incoming flow velocity of the small flying wing was
30 m/s, the incoming flow velocity the large flying wing was 75 m/s. The dimensional frequencies F+

were 0.36, 0.71, 1.07, 2.14, 3.57 and 7.13 with corresponding actuation frequencies f of 50 Hz, 100 Hz,
150 Hz, 300 Hz, 500 Hz, and 1000 Hz, respectively, to study the effect of the unsteady actuation on the
lift and drag of the two-scale flying wing model.

Figure 12 shows the lift, drag, and pitch moment coefficient curves of the small flying wing at
different dimensionless frequencies when the incoming flow velocity was 30 m/s. Figure 12a shows
that when the dimensionless frequency was between 0.71 and 2.14, the effect of actuation increase is
obvious. The optimal dimensionless frequency was 1.07 and the maximum lift coefficient increased
from 0.81 to 1.06, which was increased by 30.9%. The stall angle of attack was delayed from 15◦ to 19◦.
The maximum lift coefficient increased by 28.5% and 25.3% under the dimensional frequency actuations
of 0.71 and 2.14, respectively, and the stall angle of attack was delayed by 4◦. When the dimensionless
frequency was greater than 1, with the increase of the corresponding actuation frequency, the increasing
effect was reduced and the ability to suppress the flow separation was reduced. Figure 12b shows the
variation trend of the drag coefficient with the dimensionless frequency. When the angle of attack was
between 12◦ and 17◦, the drag coefficient was gradually reduced with the increase of the dimensionless
frequency, indicating that the drag reduction effect was good at high frequency actuation when the
angle of attack was greater than 12◦. For low frequency actuation, it can be seen that when the angle of
attack was greater than 17◦, the drag coefficient was greater than that without actuation, which indicates
that the low-frequency actuation had a negative effect on the drag when the attack angle was greater
than 17◦, and the drag increased. At the angle of attack of 15◦, the dimensionless frequency was 1.07,
the lift coefficient could be increased by 15.1%, the drag coefficient could be reduced by 17.3%, and the
effect of lift increasing and drag decreasing was good.
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(a) (b) 

 
(c) 

Figure 12. Lift, drag, and pitch moment coefficient curves of the small flying wing at different
dimensionless frequencies (U∞ = 30 m/s, FL-5). (a): Lift coefficient curves; (b) Drag coefficient curves;
(c) Pitch moment coefficient curves.

Figure 13 shows the lift, drag, and pitch moment coefficient curves of the large flying wing at
different dimensionless frequencies when the flow velocity was 75 m/s. With the increase of model size
and incoming flow velocity, the changing trend of lift coefficient curve without actuation corresponding
F+ = 0 was the same as that at 30 m/s, and the stall angle of attack was 15◦. The microsecond pulse
plasma actuation could also improve the aerodynamic performance of the large flying wing surface
and delay the stall separation. It can be seen from Figure 13a that the actuation effect was more
obvious when the dimensionless frequency was between 0.71 and 2.14, and the optimal dimensionless
frequency was 1.07. The maximum lift coefficients corresponding to the dimensionless frequencies
of 0.71, 1.07, and 2.14 were increased by 10.4%, 15.1%, and 10%, respectively, and the stall angles of
attack were delayed by 3◦, 4◦ and 3◦, respectively. As can be seen in conjunction with Figures 12a and
13a, the effect of high frequency actuation to improve the aerodynamic performance of the symmetric
flying wing surface was lower than that of low frequency. It can be seen from Figure 13b that the air
resistance of the large flying wing was affected by the actuation frequency. When the actuation was
performed under low frequency condition, the drag coefficient was greater than that without plasma
actuation, but the drag coefficient under the high frequency actuation condition was lower than that of
no plasma actuation.

For different sizes of flying wings, the trends of the lift and drag coefficient were basically
consistent at different actuation frequencies, with the same unit intensity actuation carried out at
different incoming flow velocities. When the dimensionless frequency F+ was equal to 1, the actuation
effectwas most obvious and the similarity criterion was matched. The increase of the maximum lift
coefficient of the large flying wing was less than that of the small flying wing. Because the incoming flow
velocity increased, the separation vorticity in the flow field became stronger. It was necessary to inject
more unit intensity energy into the flow field to suppress the separation of the surface boundary layer.
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(a) (b) 

 
(c) 

Figure 13. Lift, drag, and pitch moment coefficient curves of the large flying wing at different
dimensionless frequencies (U∞ = 75 m/s, FL-51). (a): Lift coefficient curves; (b) Drag coefficient curves;
(c) Pitch moment coefficient curves.

Figure 12c shows the pitch moment coefficient curve at different dimensionless frequencies with
an incoming flow velocity of 30 m/s. When there was no plasma actuation, the pitch moment coefficient
increased as the angle of attack increased under the stall angle of attack. When the stall angle of attack
was increased to 15◦, the symmetric flying wing was completely stalled and the pitch moment reached
the maximum value, with the two corresponding to each other. After the actuation was applied,
the pitch moment coefficient could still be increased until the angle of attack was 19◦. Since the actuation
still had the lift increment after the 15◦ stall angle of attack and the pitch moment of the symmetric
flying wing continued to increase, the flow separation was effectively suppressed. The dimensionless
frequencies were 0.71, 1.07 and 2.14; the pitch moment coefficient increased significantly, indicating
that the lift increment was significant. Figure 13c shows the pitch moment coefficient curve at different
dimensionless frequencies with an incoming flow velocity of 75 m/s. When the dimensionless frequency
F+ was equal to 1, the inflection point of the pitch moment coefficient curve was delayed by 2◦, while
in other dimensionless frequencies, the inflection point was the same as that of no plasma actuation.
On the one hand, there was an optimal actuation frequency when the unsteady actuation dimensionless
frequency was equal to 1, which was related to the incoming flow velocity, the feature size of the
symmetric flying wing model. On the other hand, the effect of flow control was different from the
same actuation intensity at different inflow speeds.

The Reynolds number of the small flying wing corresponding to the incoming flow velocity of
30 m/s was 4.6 × 105, and the Reynolds number of the large flying wing corresponding to the incoming
flow velocity of 75 m/s was 2.9 × 106. As shown in Figure 14, with the increase of the dimensionless
frequency, the variation trend of the lift coefficient increment under different Reynolds numbers
was consistent. The lift coefficient increment increased first and then decreased. The increment of
the plasma actuation at low Reynolds number was more obvious. It can be seen that the optimal
dimensionless frequency of flow control at low velocity was independent of the Reynolds number.
However, the higher the Reynolds number, the greater the inertial force in the flow field, resulting
in the flow field not being easy to control after stalling. Therefore, the effect of the same intensity
disturbance on controlling the flow field stall separation at different incoming flow velocities was

107



Symmetry 2019, 11, 1261

different. Increasing the intensity of unsteady actuation to improve the lift coefficient of the symmetric
flying wing model at a higher Reynolds number and increasing the pitching moment coefficient are
worthy of further study.

Figure 14. Lift coefficient increment at different dimensionless actuation frequencies in incoming flow
velocities of 30 m/s and 75 m/s.

Han et al. studied ns-DBD plasma actuation used for aerodynamic control on the small flying
wing. Their results show that the ns-DBD plasma actuator offers tremendous potential as an active
flow control device to enhance the aerodynamic performance of the present model. There exists an
optimal actuation frequency (f = 0.2 kHz) to reach maximum lift coefficient value. Given the high
pulsed frequency of f = 1 kHz, an obvious decrease in the drag coefficient is observed. The results
indicate that a 44.5% increase in the lift coefficient, a 34.2% decrease in the drag coefficient and a 22.4%
increase in the maximum lift-to-drag ratio could be achieved as compared with the baseline case.
In this article, μs-DBD plasma actuation was used for controlling the aerodynamics performance of
two different scaling flying wings. The optimal frequency of the plasma actuation was 150 Hz and the
corresponding dimensionless frequency F+ was 1.07. The effect of low frequency actuation was better
than that of higher frequency. After actuation, the stall angle of attack of the small flying wing was
delayed by 4◦, the maximum lift coefficient was increased by 30.9%, and the drag coefficient could be
reduced by 17.3%. After the large flying wing was actuated, the stall angle of attack was delayed by 4◦,
the maximum lift coefficient was increased by 15.1%, but the drag coefficient was increased.

3.3. Flow Field Characteristics

The structure of the symmetric flying wing is complex, and the flow field flowing through its
surface is also very complicated. Through the PIV test method, the state of the surface flow fields of the
two flying wing models is clearly and intuitively observed. Three cross-sections were taken in the chord
direction and the span direction of the symmetric flying wing. As shown in Figure 15, the cross-sections
1 and 2 were located at 15% l and 32% l from the left wing tip, respectively, and cross-section 3 was
located at 40% c from the forefront of the left wing.

Figure 15. Schematic diagram of PIV test cross-section.

The flow field of measured cross-section 1 is shown in Figure 16. When the angle of attack (AOA)
was 15◦, the flow field measurement results in Figure 16a show that the flow separation had developed
to the leading edge of the wing. After the plasma actuation was applied, the separation was completely
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suppressed and the leading edge airflow velocity increased slightly as shown in Figure 16b. When the
angle of attack was 18◦, the flow separation on the upper surface of the wing was very serious, and a
large area of reflux appeared, as shown in Figure 16c. After the actuation, the flow separation could no
longer be completely suppressed, as shown in Figure 16d; a large separation bubble was formed on the
upper surface of the wing, and the flow velocity of the leading edge of the wing was slightly higher
than that of no plasma actuation.

 
(a)  

 
(b) F+  

(c) (d) F+ 

Figure 16. Time-averaged flow field of measured cross-section 1 of the small flying wing (U∞ = 30 m/s,
FL-5).

Cross-section 2 was closer to the wing root and was in the middle wing. Figure 17 shows the flow
field velocity cloud diagram and streamline of cross-section 2. As shown in Figure 17a, when the angle
of attack was 15◦, the separation just occured at the trailing edge, which was different from that of
cross-section 1. Because of the sweepback effect, the separation of cross-section 1 had developed to
the leading edge of the wing at the angle of attack of 15◦. As shown in Figure 17c, when the angle
of attack increased to 18◦, the flow separation was very serious and developed to the leading edge
of the wing; the actuated flow field is shown in Figure 17d. The boundary layer of the separated
flow field was reattached. Compared with cross-section 1, the separation at 18◦ angle of attack on
the middle wing surface of the symmetric flying wing was effectively controlled. When the angle of
attack was 20◦, the flow separation shown in Figure 17e was more serious. As shown in Figure 17f,
after plasma actuation, the large separation of wing surface was improved, but the separation of
symmetric flying wing surface could not be completely suppressed. At the angle of attack of 22◦,
plasma actuation could no longer completely inhibit the flow separation.Although the separation area
decreased, the separation still occured at the front edge. The velocity of the flow field at the leading
edge increased because of actuation.
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Figure 17. Time-averaged flow field of measured cross-section 2 of the small flying wing (U∞ = 30 m/s,
FL-5).

The force measurement experiment shows that when the stall angle of attack of the symmetric
flying wing model was 15◦, the flow field of cross-section 1 had completely stalled, while the flow
field of cross-section 2 had only a slight stall at the trailing edge. When the angle of attack was
18◦, both cross-sections had stalled. It can be seen that as the angle of attack increased, the stall on
the surface of the symmetric flying wing first occurred on both sides and then moved to the inside.
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The effect of plasma actuation was to inject energy into the flow field so that the separation area at the
stall angle of attack was reattached.

It can be seen from the time-average flow field diagram of measured cross-section 3 in Figure 18
that there was lateral flow on the upper wing surface of the symmetric flying wing model, and its
velocity was small. As the angle of attack increased, the range of lateral flow gradually increased.
Stall separation was likely to occur when the lateral flow area is too large on the symmetric flying wing
surface. It can be seen from Figure 18a that in no-plasma-actuation state, the outer edge airflow flowed
through the edge of the wing to the inner edge of the wing, which occurred at x > 260 mm. However,
after actuation it was advanced to x > 240 mm, the velocity at the outer edge of the wing had a slight
increase, the flow trend toward the airfoil increased, and the point source flowing in the direction of
the wing root was advanced from x = 150 mm to x = 140 mm. When the angle of attack was 18◦, it can
be seen from Figure 18c that there was nearly no tendency for the airflow to flow to the wing near it.
After the plasma actuation was applied, the tendency of the airflow to the wing at 18◦ angle of attack
was advanced to 270 mm. and the lateral flow velocity at x = 300–370 mm was increased. When the
angle of attack was increased to 22◦, the control ability of the plasma actuation to the lateral flow was
weakened, as shown in Figure 18f.

F+ 

F+ 

F+ 

Figure 18. Time-averaged flow field of measured cross-section 3 of the small flying wing (U∞ = 30 m/s,
FL-5).
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Figure 19 shows the flow field of the large flying wing at the incoming flow velocity of 75 m/s.
When the angle of attack was small, the flow field was attached to the surface of the symmetric flying
wing without flow separation just as the phenomenon shown in Figure 16. Due to the large incoming
flow velocity, the flow velocity near the stagnation point of the leading edge of the symmetric flying
wing was relatively low. As shown in Figure 19a, the flow field was affected by the lateral vortex at
12◦ angle of attack, so it was unstable at the leading edge of the symmetric flying wing and the lift
coefficient was smaller than that of the small flying wing at the same angle of attack. At the 14◦ stall
angle of attack, as shown in Figure 19c, the flow separation of the large flying wing in cross-section 1
was severe. After the plasma actuation, as shown in Figure 19d, the flow separation was suppressed
and the control effect was good.

F+ 

F+ 

Figure 19. Time-averaged flow field of measured cross-section 1 of the large flying wing (U∞ = 75m/s,
FL-51).

4. Conclusions

The discharge energy of μs-DBD is to demonstrate that different length actuators mounted on the
small flying wing and the large flying wing have similar energy density. The single energy intensity
is positively correlated with input voltage but has nothing to do with the pulse repetition frequency.
So, other interference factors were eliminated when the dimensionless frequency is contrasted and
analyzed for two symmetric flying wings based on two kinds of scale models. Force and flow field
characteristics of the two symmetric flying wings are the topic of the article.

The large flying wing is 2.5 times the size of the small flying wing. The purpose of this paper is
to study whether the optimal dimensionless frequency of two flying wing scale models at different
incoming flow velocities is consistent by measuring the lift, drag, moment, and surface flow field
variation of the two scaling flying wing model before and after μs-DBD plasma flow control actuation.
Through the corresponding experiments, the following conclusions can be drawn. The discharge
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energy results show that the longer the length of the μs-DBD actuator is, the greater the discharge
output energy is, but the energy density is basically unchanged and is independent of the length
of the actuator. With the increase of actuation voltage, the output energy and the energy density
increase. The single pulse energy of the microsecond pulse at different actuation frequencies is basically
unchanged and has nothing to do with actuation frequency.

The force measurement and flow field PIV of the small and large flying wing models are compared
by experiments. The results show that the stall angles of attack at the corresponding Reynolds numbers
of 4.6 × 105 and 2.9 × 106 are both 15◦. When the actuation frequency of plasma flow control is 150 Hz,
the unsteady actuation effect is the best, and the corresponding dimensionless frequency F+ is 1.07,
which is appropriate for the Strouhal similarity criterion. After actuation of the small flying wing,
the stall angle of attack is delayed by 4◦, the maximum lift coefficient is increased by 30.9% and the
drag coefficient can be reduced by 17.3%. The effect of lift increase and drag reduction is good. For a
large flying wing, the stall angle of attack is delayed by 4◦, the maximum lift coefficient is increased
by 15.1%, and the drag coefficient is increased. Similarly, the inflection point of the pitch moment is
delayed at the optimal dimensionless frequency. In addition, the effect of low frequency actuation is
better than that at a high frequency. The inertia force of the incoming flow at a low Reynolds number is
small, and the plasma actuation effect is obvious, but at a high Reynolds number, the ability to promote
the complete reattachment of the separation area is not enough due to the limitation of actuation
intensity. The PIV test results of the flow field at different cross-sections show that the stall separation
on the surface of the symmetric flying wing begins from the outer side, and then with the increase of
the angle of attack the separation area begins to appear on the inside. The plasma flow control can not
only delay the separation of the longitudinal boundary layer but also slow down the movement of the
lateral vortex and inject momentum and energy into the flow field, thus effectively increasing the lift
and reducing the drag.
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Abstract: A new vertical axis-symmetrical dish-shaped autonomous underwater vehicle (AUV)
with excellent maneuverability, known as the autonomous underwater hovering vehicle (AUH),
is proposed. This study investigates an important working model of the AUH approaching a host
ship in waves. The working model of AUH–Ship interactions deals with hydrodynamic interaction,
seakeeping performance for communication, launch, and recovery near a free surface. The AUH is
able to navigate and implement homing automation through acoustic positioning equipment, a depth
sensor, a heading compass, and a Doppler velocity log (DVL) in the working area based on numerical
analysis of AUH–Ship hydrodynamic performance in this study. The hydrodynamic-interaction
performance of the AUH and ship near free surfaces is analyzed in the frequency and time domains
using a potential-based surface-panel method based on a commercial computational fluid dynamics
(CFD) solver (ANSYS-AQWA), i.e., a 3D panel code of seakeeping performance module in the ANSYS
platform where the fluid is assumed to be irrotational, inviscid, and incompressible. The motion
performance of the AUH approaching the host ship, with a dynamic positioning system in waves,
is studied by estimating interactive response-amplitude operators (RAOs) of the AUH and host ship
in 6-DOF that were estimated and analyzed at different wave amplitudes and frequencies. In the
ship and AUH interaction simulations, the host ship is assumed to be a well-posed station keeping
in waves with zero service speed. The AUH and ship interference effect is studied at different
distances to appropriate recovery and launch positions for the AUH at the following sea and beam
sea, i.e., wave-encounter angles 0◦ and 90◦, respectively. In addition, the hydrodynamic interaction
of the AUH and ship in yaw and roll at different AUH velocities is estimated. The AUH motion
performance approaching the ship in long-crested irregular seas is analyzed in the time domain using
the Pierson–Moskowitz wave spectrum model. Viscid hydrodynamic force on AUH motion in roll
near a free surface was significant. A damping model was adopted to formulate the viscid effect to
enhance the effectiveness of the ANSYS-AQWA inviscid potential-based solver. Numerical analysis
of motion RAO of the AUH in roll with the damping effect was compared to the experimental data
in wave-frequency range 0.2–1.0 Hz, resulting in the average error being reduced from 21.03% to
9.95% to verify the method’s accuracy. The proposed method conveniently and accurately predicted
hydrodynamic-interaction characteristics and motion RAO for a dish-type AUH and host ship for the
precise use of mounted sensors in waves. The results of these simulations can be used to analyze the
homing automation and adaptive controllability to advance the AUV development and design.

Keywords: Autonomous Underwater Vehicle (AUV); Autonomous Underwater Hovering Vehicle
(AUH); hydrodynamic interaction; response amplitude operator (RAO); wave effects
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1. Introduction

From oceanographic investigations to military applications, new axisymmetric types of
autonomous underwater vehicles (AUVs) have been developed to conduct missions in complex marine
environments in recent years [1,2]. The highly autonomous, flexible, maneuverable, and controllable
overall design of AUVs plays an important role in ocean exploration and development.

Development of a launch-and-recovery system for AUVs from a research vessel is significant to the
overall design. Submarine analysis of launch-and-recovery underwater-vehicle models was carried out
by Chen and Su in 2011 [3]. An automated launch-and-recovery system for AUVs from an unmanned
surface vehicle was proposed by Sarda and Dhanak in 2017 [4]. However, hydrodynamic-interaction
effects of wave-induced disturbance on the surface vehicle and axisymmetric AUVs were ignored in
these studies.

Research on the hydrodynamic-interaction performance of wave-induced disturbance on a
hovering AUV and a host ship is significant to the overall design process of the AUV and/or
scientific-research ships to smoothly guarantee the successful deployment, operation, and homing
automation of AUVs from the deep sea to the free surface, or launching from host ships into waves.
However, quickly estimating wave-induced hydrodynamic-interaction forces between a vertical
axisymmetric AUV hull form and large-scale host ship is difficult and challenging. The viscous
computational fluid dynamic solver is a time-consuming method to solve a wave-induced and
multibody hydrodynamic-interaction problem. Thus, an inviscid-potential-based surface-panel
method is an efficient and effective method for solving fluid and rigid-body interaction problems.
The potential flow modelling in the surface-panel method was assumed to be irrotational, inviscid,
and incompressible.

Hydrodynamic-interaction performance of AUVs in waves is critical to attitude-controller design
and has recently been receiving intensive attention. A few works have been done on the prediction
of hydrodynamic-interaction forces and moments between surface and underwater vessels [5–8].
The hydrodynamic-interaction issues associated with AUVs approaching a cone-shaped dock in ocean
currents were studied in the literature [5]. Xie et al. [6] presented an experimental study of wave
loads on a small vehicle in close proximity to a large vessel. The results of this investigation could be
adopted to inform planning marine operations, such as the recovery of an AUV from a mothership in
low-to-moderate sea states.

Skomal et al. [7] presented a depth-limited AUV mounted with a viable tool for directly observing
the behavior of marine animals in order to investigate the behavior, habitat, and feeding ecology
of white sharks Carcharodon carcharias near Guadalupe Island, off the coast of Mexico. However,
the hydrodynamic interactions between the AUV and waves were not considered in this study. In fact,
the effect of hydrodynamic interaction on wave loads on the AUV model was substantial enough to
cause inefficiently controlled vessel motions during such operations. Zhi et al. [8] presented quasistatic
analysis of hydrodynamic interactions between an AUV and a host submarine for controlling the AUV
recovered to the submarine well.

In the literature of seakeeping analysis of surface vessels or underwater vehicles, Tian et al. [9]
presented research on the influence of surface waves on the hydrodynamic performance of an
axis-symmetrical slender-body AUV when the AUV sailed near the free surface. The results showed
that the variation of AUV hydrodynamic forces was significantly affected by the waves. Mansoorzadeh
and Javanmard [10] adopted a two-phase flow CFD solver with the Volume of Fluid (VOF) model
to investigate the free-surface effects on drag-and-lift coefficients of an AUV with an axisymmetric
hull form. Much CPU time is needed when adopting this method. Therefore, Malik et al. [11]
adopted the 3D panel method using the commercial CFD code, ANSYS-AWQA, to carry out the
time-saving simulations of wave-force prediction on a slender underwater vehicle in the frequency
and time domains.

Lighthill [12] studied second-order wave radiation and diffraction problems by using the 3D
frequency-domain method, and proposed that second-order wave force can be obtained from virtual
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radiation potential. Chen and Fang [13] analyzed the hydrodynamic interaction between two vessels
traveling in close parallel waves. Choi and Hong [14], Masashi et al. [15], and Hong et al. [16] adopted the
high-order boundary-element method in the frequency domain to evaluate hydrodynamic disturbance
between multiple buoys. Their numerical simulation results were verified by physical-model tests.
The literature review reveals that researchers have investigated hydrodynamic disturbances between
large floating bodies, but few have focused on hydrodynamic disturbances between floating bodies
with large size differences (e.g., an AUV and a host ship).

This study is focused on the prediction of the hydrodynamic performance of wave-induced
disturbances on an AUV and a host ship for solving problems of motion and control of launching and
recovery of AUVs from host ships in advance. A new dish-shaped AUV with a vertical axisymmetric
hull form, the autonomous underwater hovering vehicle (AUH), is proposed and was developed by the
Ocean College of Zhejiang University (ZJU) in 2016. The AUH was designed with a flying-saucer shape
for enhanced maneuverability, to be efficient and effective and able to perform full circumferential
steering, fixed-point hovering, and free take-off and landing on the sea bed. The designed speed of the
AUH was 1 knot in surge. In low design speed, the horizontal maneuverability and vertical-motion
stability of the disk-shaped AUH would be better than conventional torpedo-shaped AUVs [17].
Preliminary related research on the configurational design and system integration of the AUH
prototype was implemented, including structural design with streamline-hull form, hybrid propulsion
system with a buoyancy engine and four vectoring electric propellers, controller design in calm seas [18],
analysis of seakeeping performance of second-order wave forces on the AUH [19], and prediction of
antisea-current ability [20], and of added mass for the AUH near the sea bottom [21].

In addition, the AUH has motion-control, power-transmission, and optical-communication
systems for the presentation of special homing automation functions in deep-sea and near-free-surface
work. Excellent autonomous automation homing-navigation models have been published in the
literature [22–25]. Miller et al. [22] proposed a navigation system integrating high-rate
inertial-measurement-unit (IMU) accelerometers and gyros in allowable time propagation while
multisensors provide measurement corrections. Bo et al. [23] proposed a SEIF-SLAM navigation
approach to improve the accuracy and navigation of a slender AUV. Recently, a vision-based
underwater-vehicle navigation system was proposed in the literature [24,25]. These vision-based
navigation approaches could improve conventional acoustic-navigation approaches to enhance the
efficiency and effectiveness of AUV recovery in clean sea water. Part of the mentioned navigation system
was adopted and successfully extended by the AUH design in our navigation model. The overview
of the AUH structure and module system encapsulated in the pressure hull is shown in Figure 1a,b,
respectively. The ZJU AUH prototype is shown in Figure 1, and its main parameters (hull form, hybrid
propulsion, and multidisciplinary systems) are shown in Table 1.

For AUH–Ship working conditions, hydrodynamic analysis should be done to understand AUH
behavior in hydrodynamic interactions, allowing the advanced implementation of control strategies.
Additionally, behavioral predictions for emerging and recovering an AUH from a ship in waves are
important to advance AUH adaptive controllability, homing automation, and overall design.

Hydrodynamic modeling of AUH–Ship interactions near or on a free surface is challenging [26,27].
Intrinsically, waves are irregular, unsteady, nonuniform fluids with frequent breaking and vertexing
effects. Hydrodynamic-wave forces can, theoretically, be divided into discrete forces: First-order
wave-induced, low-varying disturbance (second-order wave excitation, wave mean drift, current,
and wind forces), radiation, viscosity, etc.

Due to the significant size difference between AUH and scientific research ship (host ship),
the AUH moving toward or away from the host ship is disturbed by distinct, ship-induced wave
interference. If an appropriate hydrodynamic-interaction theory model is used to predict AUH–Ship
motion performance, appropriate seakeeping locations can be determined for the AUH communicating
with a nearby host ship mounted with active sonar.
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(a) (b) 

Figure 1. Zhejiang University (ZJU) autonomous underwater hovering vehicle (AUH) prototype:
(a) Structural design; (b) module system.

Table 1. Main parameters of Zhejiang University (ZJU) autonomous underwater hovering vehicle
(AUH).

Parameter Symbol Unit Value

Diameter L m 1.0
Height T m 0.44

Design depth H m 1000
Seawater density ρ kg ·m−3 1020–1030

Design speed U m · s−1 0.5144–1.5432
Mass/payload m kg 122.6/15

Vertical distance between CG and CB BG mm 37
Battery null kwh/kg 2 * 12 V–30 Ah

Number of thrusters/thrust null kg 2/50 kgf
Buoyancy engines/volume null ml 2/500

USBL/DVL null null AT: 50, 150 mm/20 kHz
Pressure hull null null 1

Seakeeping analysis of AUH–Ship interactions can improve AUH launch and recovery efficiency,
staff safety at work, and can be conducted by studying the AUH–Ship Response Amplitude Operator
(RAO). The RAO is used to study six-degrees-of-freedom (6-DOF) motion performance of marine
vehicles maneuvering in waves that can be divided into two types: Motion RAO, i.e., the ratio of
vehicle-motion amplitude to the amplitude of incident regular waves in the frequency domain (motion
RAO utilizing the frequency-domain approach to evaluate radiation forces); and the force RAO,
combined with the wave spectrum (obtaining loads for the sea state and sailing conditions) [19].

In the overall design of the AUH, a hydrodynamic-interaction study of the AUH–Ship relationship
could significantly enhance the effectiveness and efficiency of launch and recovery operations from
a vessel onto a free surface. This study thus focused on researching the hydrodynamic-interaction
performance of the AUH and host ship. Considering computing efficiency, this study adopted a
potential-based panel method based on an inviscid CFD solver, namely, ANSYS-AQWA software.
In the seakeeping characteristics of the AQWA module, the hydrodynamic-interaction performance
(wave radiation force and diffraction force) between two buoys can be efficient in calculations, and the
system can be effectively integrated with a comprehensive consideration of random environmental
loads: Wind, current, wave, surge load, and propulsion effect.
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In this study, this ANSYS-AQWA panel method was used to study the hydrodynamic interactions
between AUH and host ship considering the effect of random wave loads for the purpose of optimizing
AUV positions for communication with, and recovery and launch from, a surface vessel in regular
and long-crested irregular seas. Two aspects of AUH–Ship interaction were studied: Motion RAO
variations in AUH–Ship interactions with 6-DOF, and AUH–Ship interaction motions in irregular
waves. The relationship between AUH and ship distances, and hydrodynamic disturbances was
analyzed to determine suitable positions for launch and recovery. Cases studies were conducted
evaluating different near-ship AUH locations, motion RAOs in 6-DOF, and AUH motion performance
in the time domain. In addition, viscous hydrodynamic forces on the vertical axis-symmetrical AUH
motion in roll or pitch near a free surface is significant. A damping model was adopted to formulate
viscous effect to enhance effectiveness of the ANSYS-AQWA inviscid potential-based CFD solver.
Numerical analysis of motion RAO of the AUH in roll with the damping effect were compared to
experimental data in the range of wave frequency 0.2–1.0 Hz, resulting in average errors reduced from
21.03% to 9.95% to verify the method accuracy.

In the following sections, a mathematical model of a surface-panel method describing rigid-body
hydrodynamic interactions in potential flow with wave effects is presented. In Section 3, simulation
results of hydrodynamic interactions of AUH and host ship are introduced. The AUH and ship
interference effect was studied at different distances for appropriate recovery and launch positions for
the AUH at following, beam, and irregular seas. The motion RAO of the AUH near the ship in waves
was estimated to determine the optimal positions to recover the AUH. In Section 4, the experiments of
AUH motion RAO in rolling degrees of freedom are presented. The experiments were implemented
in the large-scale cross-sectional wave flume of Zhejiang University Ocean College in Zhoushan in
December 2017. Finally, the concluding remarks are presented in Section 5.

2. Mathematical Model

Modeling multibody hydrodynamic interference using a potential surface-panel method is
presented and the definition of the coordinate system and the wave-encounter angle are presented in
this section.

2.1. Coordinate System and Wave-Encounter Angle

The AUH–Ship interaction simulations contained a free surface, host ship, and AUH in the
coordinate system, as shown in Figure 2a. Coordinate system O-XYZ is an inertial coordinate system.
Coordinate systems O1-X1Y1Z1 and O2-X2Y2Z2 are the body-fixed coordinate systems of the host ship
and the AUH, respectively (translating-rotation coordinates). Their hulls oscillated with the body-fixed
coordinate systems. All coordinate-system origins were located on the hydrostatic surface using the
right-hand coordinate system. Origin point O1 was located at the center of gravity of the host ship,
the positive OX1 axis coincided with the navigation direction of the ship, and the OZ1 axis was vertical
(positive in the upward direction).

 
(a) (b) 

Figure 2. (a) Definition of coordinate system between the AUH and host ship; (b) wave-encounter angle.
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When the host ship and AUH navigated in waves, they were subject to wave impact from all
directions. These wave angles could be divided into four categories [28]: Following sea, quartering sea,
beam wave, and head sea. The host ship and AUH both had 6-DOF motion in the waves, as shown in
Figure 2b.

2.2. Potential Surface-Panel Method

Fluid was assumed to be irrotational, inviscid, and incompressible based on potential-flow theory.
The floating-body system in the computational domain behaved as a simple harmonic with slight
wave motion. The following velocity-potential function satisfied the Laplace equation [29]:

∇2Φ = 0 (1)

where Φ is the velocity potential
Φ = −Ux + φ (2)

in which the term −Ux denotes AUH sailing at constant speed U, and φ denotes perturbation potential
induced by the presence of the AUH.

Two floating bodies were present near the flow field, making the total velocity of the flow field [30]

Φ(x, y, z, t) = ΦI(x, y, z, t) + ΦD(x, y, z, t) + Φ1
R(x, y, z, t) + Φ2

R(x, y, z, t) (3)

where ΦI represents the velocity potential of the incident wave, ΦD represents the diffraction power
of multifloating system, Φ1

R represents the radiation potential of Floating Body 1 in the multifloating
system, and Φ2

R represents the radiation potential of Floating Body 2 in the multifloating system.
The steady-state response of ΦD can be expressed as

ΦD(x, y, z, t) = Re
{
φD(x, y, z)e−iwt

}
(4)

where Re{} represents the real portion of the amount in {} and ω represents the wave frequency.
The radiation potential of the floating body m in a floating body system is

Φ(m)
R (x, y, z, t) = Re

{
φ
(m)
R (x, y, z)e−iwt

}
(5)

where φm
R = iω

∑
j=1,6
ξ jφ j, ξ j denotes the 6-DOF motion amplitudes and m denotes multi-marine buoys.

The Laplace equation and free surface, object surfaces, bottom, and far-field radiation conditions
for each of these buoys should be satisfied by these value calculations constrained by boundary
conditions. These boundary conditions, including free surface, sea bed, body boundary, radiation,
and initial conditions were considered. The Laplace equation and free surface, object surface, bottom,
and far-field radiation conditions for each of these buoys should be satisfied as following:

1. Body Boundary Condition
The Neumann condition was obtained based on a zero-flux condition for fluid across the boundary:

∂φ

∂n

∣∣∣∣∣∣ SB

= U · n (6)

where U · n denotes normal velocity on AUH boundary SB due to its motion.
2. Sea Bottom Boundary Condition
The zero-flux condition for fluid across the sea-bottom boundary was calculated as

∂φ

∂n

∣∣∣∣∣∣ SH

= 0 (7)
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where SH denotes the sea-bottom boundary.
3. Combined Kinematic and Dynamic Free Surface Conditions⎡⎢⎢⎢⎢⎣(iωe −U

∂
∂x

)2

+ g
∂
∂z

⎤⎥⎥⎥⎥⎦φ = 0 on z = 0 (8)

where ωe denotes encounter frequency, z denotes depth in sea.
4. Boundary Condition at Infinity
The disturbance generated by the AUH body vanished as distance r approached infinity:

∇φ→ 0 as r→∞ (9)

In concluding remarks, the problem-saving process can be illustrated: To solving the Laplace
equation constrained by the above boundary conditions, we can get the velocity potential. Taking
gradient of the velocity potential, the velocity distribution on the surfaces of the AUH and host ship
can be obtained. Then, the AUH–Ship–Wave hydrodynamic interaction loads on the AUH can be
obtained by adopting well-known Bernoulli equation of motion.

3. Simulation Results

In this section, numerical analysis that was carried out of AUH–Ship–Wave interactions is outlined.
These case studies include: (1) AUH and host ship traveling at 0 knot speed in regular waves; (2) AUH
traveling at 0.5–3.0 knot speed approaching the host ship; (3) AUH and host ship interacting in
irregular waves with significant wave height (1 m), the Pierson–Moskowitz(P–M) wave-spectrum
model adopted. In these cases, it is assumed that the mother ship has zero speed due to executing the
dynamic positioning system which enables the ship to be fixed on the homing location of the AUH in
waves. The initial set and layout of these simulations are shown in Figure 3.

 
(a) 

 

(b) 

Figure 3. Cont.
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(c) 
 

(d) 

Figure 3. (a) Grids on the AUH surface with numbers of 6219 panels; (b) pressure distribution on the
AUH panel surface with wave frequency of 1.48 rad/s; (c) the AUH approaching the midship of the
host ship; (d) the AUH approaching the stern of the host ship.

3.1. Variations of Motion RAOs in AUH–Ship Interactions

The study calculated the 6-DOF RAOs [31,32] for AUHs located in three different positions along
the X1-axis of the host ship. RAOs are a concept in engineering statistics used to describe the motion
responses of a floating buoy moving in the field of a ship or buoy design. This is performed by a
transfer function that transforms wave excitation to floating-body movement while incorporating the
effects of diffraction and radiation. Motion RAOs in 6-DOF motions for different sailing conditions can
be expressed as

RAO(ωE,χ) = ηi(ωE,χ)/ζ(ωE,χ), (10)

where ηi represents the magnitude of the i-DOF of the floating body, ζ represents the amplitude
of a certain wave height in random wave conditions, ωE represents encounter frequency, and χ
represents encounter angle. When the amplitude is constant, larger RAO values correspond with
greater floating-body-movement amplitudes in the i-DOF. Additionally, force RAOs can be directly
derived using these determined motion RAOs as a base.

The degree of interference the host ship exerts on the AUH changes with the distance between the
two. Identifying the position where the host ship influences the AUH could improve the feasibility
and safety of AUH recovery, saving related resources. This study used the following parameters:
Ship length L = 20 m, beam B = 4 m, draft t = 0.85 m, and AUH sizes shown in Tables 2 and 3 for three
case studies (AUHs located at different host-ship X1-coordinates). The host ship and AUH were both
simulated to be travelling at speeds of 0 knots. The degree of interference the host ship exerted upon
the AUH was investigated when the two floating bodies were at different distances in following sea
(wave direction was 0◦). The AUH was located in the three different X1-axis positions shown in Table 2.
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Table 2. Case study of AUH located in different X1 coordinates.

Position X1 (m) Y1 (m) Z1 (m)

1 10 −2.4 −2
2 7 −2.4 −2
3 3 −2.4 −2

Table 3. Case study of AUH located in different Y1 coordinates.

Position X1 (m) Y1 (m) Z1 (m)

1 10 −2.4 −2
2 10 −5 −2
3 10 −10 −2

The 6-DOF RAOs of the AUH were calculated for this study as shown in Figure 4a–d, where
the AUH experienced disturbances (interference) from the host ship. Four degrees of freedom (surge,
heave, roll, and pitch) were selected for the AUH–Ship interaction case studies, and the three curves
shown for each of these represent the RAO variations versus wave frequencies in the three X1-axis
positions. X1 − Y1 plane positioning remained constant in these calculations. The red curve with
triangles represents the AUH located near the center of the ship, the curve with black squares indicates
a position near the rear midship, and the blue curve with dots indicates an AUH located near the stern
of the ship.

For surge, shown in Figure 4a, AUH oscillations were significantly higher in Positions 1 and 2 than
Position 3. For heave, in Figure 4b, all three curves reached a small peak when wave frequency reached
1 rad/s (indicating the AUH reached its resonance frequency), and Position 2 was unstable at this
frequency. In practice, this wave frequency should be avoided. For roll, in Figure 3c it can be seen that
the AUH oscillated more intensely than in Position 1. For pitch, in Figure 4d, AUH oscillations were
most pronounced in Position 2. The results of the above analysis showed that oscillation amplitude
in Position 3 was the smallest, indicating this position could be selected as an appropriate launch or
recovery location. Three cases study were conducted to select three different Y1 position in the same
X1 −Z1 plane, as shown in Table 3.

 
(a)  (b)  

Figure 4. Cont.
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(c)  (d) 

Figure 4. Six-degrees-of-freedom (6-DOF) motion response amplitude operators (RAOs) of AUH
located in three different positions in X-axis. (a) Surge; (b) heave; (c) roll; (d) pitch.

For surge, as shown in Figure 5a, the AUH oscillates more slowly in Position 2. For heave, shown
in Figure 5b, the three curves reach a peak when wave frequency is 1 rad/s (indicating a resonance
phenomenon), implying work with AUHs should avoid these conditions. For pitch, seen in Figure 5c,
the AUH is unstable at Position 3 with a wave frequency of 1 rad/s. For yaw, seen in Figure 5d,
AUH oscillation amplitudes at Positions 1 and 2 are larger than at Position 3. Overall, Position 1 is
shown to be the favorable location for AUH recovery and launch.

(a) (b) 

  
(c) (d) 

Figure 5. AUH 6-DOF RAOs in different position in Y-axis. (a) Surge; (b) heave; (c) pitch; (d) yaw.
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3.2. Comparing AUH and AUH–Ship RAOs in Optimal Positions

Position X1 = 3 m, Y1 = −2.4 m, Z1 = −2 m in the host-ship coordinate system was selected as the
launch and recovery position due to its smaller oscillation amplitude in the above calculation results,
indicating significant workforce and material-resource savings. This study examined the interference
of the host ship with the AUH during recovery at the stern of the host ship. Motion RAO variations
in the 6-DOF of AUH–Ship interactions are shown in Figure 6a–f for AUHs in the three investigated
locations. Figure 6 shows that the host ship exerts significant influence on the AUH RAOs, especially
sway and pitch. In sway, as shown in Figure 6b, the presence of the host ship greatly increases AUH
oscillations, deteriorating the seakeeping performance of the AUH.

  

(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 6. Six-DOF RAOs of AUH in special position. (a) Surge; (b) sway; (c) heave; (d) roll; (e) pitch;
(f) yaw.
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3.3. Hydrodynamic Interaction at Different Inflow Velocities

The hydrodynamic interaction of the AUH at different inflow velocities was calculated in the
same conditions as Section 3.2 to observe their influence. Figure 7 shows the 2-DOF RAOs of the AUH
in roll and yaw under different inflow velocities of 0.5–3.0 knots when disturbed by the host ship.

  
(a) (b) 

Figure 7. Two-DOF RAOs of AUH in different inflow velocities. (a) Roll and (b) yaw.

Figure 7 shows that AUH motion responses in roll and yaw are different when the AUH
is at different velocities. At low wave frequencies, impact on AUH motion can be experienced.
When controlling AUH maneuverability, special attention should be paid to the movement amplitude
of the AUH at low frequency in order to prevent it from being in dangerous conditions.

3.4. AUH–Ship Interaction Motion in Irregular Waves

Time-domain analysis for an AUH at a specific location was conducted to further analyze the
hydrodynamic interactions of AUHs influenced by disturbances from the host ship in irregular
waves. Long-crested irregular waves were superimposed over a number of regular waves of different
amplitudes and wavelengths, which could be expressed by a frequency spectrum [32]. According to
analysis by Soares [32], wave-load response depends on spectral-model selection, including long- and
short-crested irregular sea models. The former model is referred to as fully developed in the dominant
wind direction. The latter represents wave crests formed at the right angles to the wind direction with
waves propagating in different directions with a dominant spreading direction (directional spectrum).
A motion-response spectrum [33] is given by

Sr(ωE,χ) =
∣∣∣RAO(ωE,χ)

∣∣∣2Sζ(ωE,χ) (11)

where Sζ(ωE,χ) represents a known seaway spectrum incorporating encounter frequency ωE

and encounter angle χ; Sr(ωE,χ) represents the response spectrum of r in 6-DOF (surge, sway,
heave, roll, pitch, and yaw) within the distribution of the amplitude squared over ωE and χ;
elementary-wave-motion RAOs for the response spectrum of r were calculated as in Equation (9).

126



Symmetry 2019, 11, 1213

For long-crested irregular seas, this study adopted the Pierson–Moskowitz (P–M) wave-spectrum
model to study AUH–Ship interaction-performance limitations in time series, as this spectrum is
sufficient to cover many oceanic observations [34]. In this study, the significant wave height of 1 m of
the P–M spectrum was translated into a time series, as shown in Figure 8, for time-variation simulations
of RAO-based AUH motion in 6-DOF, as shown in Figure 9. The P–M wave spectrum is expressed as

SX(ω) =
0.78
ω5 exp

{−0.78g4

U′ω4

}
(m2s) (12)

where U′ is wind speed at a height of 19.5 m. This wind speed can be determined using

U′ = 6.85
√

h1/3 (13)

where h1/3 is the significant wave height (1 m) and zero crossing period of 10 s. AUH and host-ship
speeds are 0 knots for both, the encounter angle is 0◦ (following sea), and the resonant frequency
value is

ω0 = 0.4
√

g/h1/3 (14)

The time series for wave-elevation numerical simulations, as shown in Figure 8, can be generated
by Equation (15).

ζ(x, y, t) =
N∑

n=1

√
2Sζ(ω∗)Δω cos(ω∗t + εn − kn(x cosχ− y sinχ)) (15)

where wave height ζ(x, y, t) incorporates space and time with ω∗ taken randomly in each interval
[ωn − Δω/2,ωn + Δω/2] [35].

The 6-DOF RAO–based motion response of the AUH interacting with the ship in a time series
with different wave directions is shown in Figures 9a–f and 10a–f, depicting AUH motions in surge (a),
sway (b), heave (c), roll (d), pitch (e), and yaw (f). The speed of the AUH and the host ship is 0 knots
and the wave-encounter angles are 0◦ and 90◦ (following sea and beam sea, respectively). In Figures 9
and 10, the oscillation amplitude of each DOF at different wave angles in irregular waves is not large,
and the yaw amplitude, the largest of the DOFs, is up to 1 m. The simulation results of the RAO-based
AUH responses show that the AUH moves gently in this position, making it a viable recovery and
launch position.

Figure 8. Time series at origin for Pierson–Moskowitz (P–M) spectrum for significant wave height of
1 m.
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(a) (b) 

(c) (d) 

 
(e) (f) 

Figure 9. Time-series of RAO-based AUH motion in 6-DOF in following sea. (a) Surge; (b) sway;
(c) heave; (d) roll; (e) pitch; (f) yaw.

 
(a)  (b)  

 
 (c)  (d)  

  
 (e)  (f) 

Figure 10. Time-series of RAO-based AUH motion in 6-DOF in beam sea. (a) Surge; (b) sway; (c) heave;
(d) roll; (e) pitch; (f) yaw.
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4. Experiment Validation

The experiments were carried out in the large-scale cross-sectional wave flume of Zhejiang
University Ocean College in Zhoushan in December 2017. The flume was 75 m in length, 2 m in height,
and 1.8 m in width, as shown in Figure 11a; the AUH was preadjusted to neutral buoyancy and then
placed in the flume. A diagrammatic sketch of the wave-flume cross-section within the AUH is shown
in Figure 11b. There was a wave maker at the end of the flume that could generate regular and irregular
waves within a 0.5–5.0 s wave-period range and 0.02–0.6 m wave-height range. The waves in frequency
range of 0.2–1.0 rad/s were made in the experiment to simulate a moderate sea state for recovering
AUH in waves. The perspective view of the wave flume is shown in Figure 11c. The simulations of the
wave flume and AUH with discrete panels, boundary conditions, and wave propagation direction for
validation study is as shown in Figure 11d.

  
(a)  (b)  

  
(c) (d) 

Figure 11. (a) AUH set in experiment wave flume in lateral view; (b) diagrammatic sketch of AUH in
wave flume in frontal view; (c) wave flume with total length of 75 m; (d) simulation model of the wave
flume and AUH.

The purpose of this experiment was to verify the accuracy of the numerical calculation results of
the AUH wave force. Water depth h was 1.2 m, and distance hS from bottom to the center of gravity
was 0.6 m. Wave period Tw was set as 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, and 5 s, and wave height Hw was
set as 0.1 and 0.2 m. A WT901BLE-type attitude sensor was used to record AUH motion angle and
angular-velocity information. Sensor measurement stability was 0.05◦, and output frequency was
10 Hz.

The rolling angle of the AUH for different wave periods and heights was measured. Figure 12a–c
shows the rolling angles of AUH change over time in three conditions: (1) Tw = 2s, Hw = 0.2m,
(2) Tw = 2.5s, Hw = 0.2m, and (3) Tw = 5s, Hw = 0.1m. The rolling-angle response was more regular
in high-frequency waves when compared to that in low-frequency waves.

129



Symmetry 2019, 11, 1213

 
(a) 

 
(b) 

 
(c) 

Figure 12. AUH rolling response in regular waves.

At the same time, AUH Numerical Simulation 1 in the restricted flume was conducted as shown in
Figure 13. The boundary conditions were set in accordance with the experiment. Due to ANSYS-AQWA
being potential-based hydrodynamic-simulation software, damping influence was neglected. Damping
has great influence on the rolling motion of the AUH, i.e., viscous damping forces playing an important
role while the AUH is in the condition where the lower wave frequency implies the greater wavelength
encountered. The factor of damping was taken into account in Numerical Simulation 2, which increased
the accuracy of the numerical simulation of the rolling direction. The improved effectiveness is obvious
especially at low frequencies, as in Table 4. The proposed damping term for the vertical axisymmetrical
AUH can be expressed as

Dcritical = 2
√

mK = 2
√
(Ixx + ΔIxx)KRoll (16)

where Dcritical represents critical damping; Ixx represents rolling inertia mass; KRoll represents rolling
stiffness matrix; and K and ΔIxx represent the stiffness of corresponding degrees of freedom and added
mass inertia mass, respectively.
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Figure 13. Comparison of RAO variations in roll versus wave frequency using the panel methods and
experiment data.

Table 4. Comparison between experiment data and numerical results.

Frequency (Hz) Experiment Data (◦/m) Study 1 (◦/m) Error 1 Study 2 (◦/m) Error 2

1 32.3 26.3 18.6% 24.3 14.13%
0.67 45.6 52.5 15.1% 49.3 8.11%
0.5 36.8 42.6 15.8% 41.6 13.04%
0.4 34.3 37.1 8.2% 35.9 4.67%
0.33 34.1 44.1 29.3% 38.3 12.32%
0.29 82.2 79.4 3.4% 89.3 9.97%
0.25 75.2 98.2 30.6% 82.3 9.44%
0.22 45.5 62.7 37.8% 49.9 9.67%
0.2 35.4 46.2 30.5% 38.3 8.19%

Average error 21.03% 9.95%

A comparison between numerical results of the AUH rolling RAO and the experiment data is
shown in Figure 13 and Table 4. The overall trend of the AUH motion RAO in rolling was relatively
consistent. From Table 4 we know that in wave-frequency range 0.2–1.0 Hz, the average error of the
AUH rolling RAO was 21% in different wave frequencies, and minimum error was 3.4% in 2.9 Hz.
Within the limits of experimental error and sensor precision, viscous force was not considered in the
numerical calculation. Thus, the tolerance error was acceptable to prove the numerical results as a
valid and rational. Study 1 was further optimized, and the results of Study 2 were more accurate by
adding the damping term, as shown in Equation (16). This process reduced the error from 21.03% to
9.95%.

5. Conclusions

This study analyzed the hydrodynamic interaction of a new type of underwater robot,
the AUH, in locations near a host ship using the computational fluid dynamic ANSYS-AQWA solver,
a potential–based panel method. The simulation results of the investigated AUH–Ship interactions
are significant to practical works, including research on automated ship recovery and launch systems
to be used in advance for AUH operations in waves. This research can significantly enhance the
efficiency of AUH homing automation to host ships in waves. The 6-DOF RAOs of an AUH at various
distances from the host ship were predicted, and a suitable location area for AUH launch and recovery
was determined.

The host ship exerted significant influence on AUH motion performance in sway and pitch.
The influence of the host ship on interactive AUH hydrodynamic disturbances was determined in terms
of 6-DOF RAOs. The RAOs of the AUH at different velocities were successfully predicted for enhanced
adaptive controllability of homing automation. A specific location for optimizing AUH seakeeping
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performance during recovery and launch operations in long-crested irregular waves was analyzed
in the time domain using the P–M wave-spectrum model to observe good positions. Simulation
results showed that the sea condition with a wave frequency of 1 rad/s should be avoided due to the
resonance phenomenon. AUH oscillation amplitude was the smallest at X = 3 m, Y = −2.4 m, Z = −2 m,
and X = 10 m, Y = −2.4 m, Z = −2 m; these positions should be selected as an appropriate location for
launch or recovery.

Experiment validation of the dish-type AUH motion RAO during roll and pitch was carried
out. Numerical analysis of motion RAO in roll with a proposed damping model was compared to
experiment data in the wave-frequency range of 0.2–1.0 Hz, resulting in average errors being reduced
from 21.03% to 9.95%, verifying the accuracy of the adopted method. Comparisons between numerical
results and experiment data showed that the tolerance error was acceptable to prove that the numerical
results were valid and rational. In the future, AUH behavior induced by sensors and controllability in
short-crested irregular waves will be further studied. An experimental study of the designed AUH
configurations mounted with different aquatic transducer lengths, to achieve an acceptable trade-off
between hydrodynamic optimization and acoustic navigation, will be carried out in future research
and for practical applications.
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Nomenclature

\ Velocity potential

U AUH speed
–Ux AUH sailing at a constant speed U
φ Perturbation potential induced byAUH presence
SB Body boundary
U · n Normal velocity on the AUH boundary
SH Sea-bottom boundary
ωE Wave-encounter frequency
φI Velocity potential of incident wave
φD Diffraction power of multifloating system
φR1 Radiation potential of floating body 1 in multifloating system
φR2 Radiation potential of floating body 2 in multifloating system
Re{} Real part of amount in {}
Hw Wave height
X2Y2Z2 Position of AUH in body-fixed coordinates
hS Distance from bottom to center of gravity
CG, CB Center of gravity, center of buoyancy
AUH Autonomous Underwater Helicopter
AUH–Ship Study on hydrodynamic interaction between AUH and Ship
ζ Wave height

ξ Bottom clearance coefficient
T AUH height
RAO Response amplitude operator
χ Wave encounter angle
Sζ Seaway spectrum
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Sr Response spectrum of r in 6-DOF of surge, sway, heave, roll, pitch, and yaw
U’ Wind speed at height of 19.5 m
ηi Magnitude of i-DOF of floating body
t Nearest vertical distance between AUH and slope
Tw Wave period
Dcritical Critical damping
Ixx Rolling inertia mass
KRoll Rolling stiffness matrix
K Stiffness of corresponding degrees of freedom
ΔIxx Added mass inertia mass
BG Vertical distance between the CB and CG
RAO Response Amplitude Operator
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Abstract: An autonomous underwater hovering vehicle (AUH) is a novel, dish-shaped,
axisymmetric, multi-functional, ultra-mobile submersible in the autonomous underwater vehicle
(AUV) family. Numerical studies of nonlinear, asymmetric water entry impact forces on symmetrical,
airborne-launched AUVs from conventional single-arm cranes on a research vessel, or helicopters or
planes, is significant for the fast and safe launching of low-speed AUVs into the target sea area in the
overall design. Moreover, a single-arm crane is one of the important ways to launch AUVs with high
expertise and security. However, AUVs are still subject to a huge load upon impact during water
entry, causing damage to the body, malfunction of electronic components, and other serious accidents.
This paper analyses the water entry impact forces of an airborne-launched AUH as a feasibility study
for flight- or helicopter-launched AUHs in the future. The computational fluid dynamics (CFD)
analysis software STAR-CCM+ solver was adopted to simulate AUH motions with different water
entry speeds and immersion angles using overlapping grid technology and user-defined functions
(UDFs). In the computational domain for a steady, incompressible, two-dimensional flow of water
with identified boundary conditions, two components (two-phase flow) were modeled in the flow
field: Liquid water and free surface air. The variations of stress and velocity versus time of the AUH
and fluid structure deformation in the whole water entry process were obtained, which provides
a reference for future structural designs of an AUH and appropriate working conditions for an
airborne-launched AUH. This research will be conducive to smoothly carrying out the complex tasks
of AUHs on the seabed.

Keywords: autonomous underwater vehicle (AUV); airborne-launched AUV; autonomous
underwater hovering vehicle (AUH); water entry impact force; computational fluid dynamics
(CFD); two-phase flow

1. Introduction

Abundant mineral resources, power sources, and biological resources are conserved in the ocean,
which is meaningful for economic development [1]. Because of the dark and hypoxic environment
underwater, the need for an unmanned machine to replace people to complete underwater inventions
is imperative. Autonomous underwater vehicles (AUVs) have a wide range of applications in oceanic
geoscience, and they were created to accomplish resource exploration tasks on the seabed, including
energy exchange, pipeline inspection, and roaming the deep-sea seabed [2]. AUVs have revolutionized
our ability to detect and image the seabed with the real-time ability to exchange high-resolution,
oceanographic, photomosaic information at abyssal depths [3–5]. However, conventional axisymmetric,
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torpedo-shaped AUVs have poor maneuverability when swaying and yawing because the added
mass and added moment of inertia of the slender body dominates, which causes unstable AUV
motions due to the occurrence of the Munk effect. In addition, motion instability in heave situations
results from inefficient surface control in low-velocity conditions. Thus, the conventional horizontal,
axisymmetric AUVs cannot effectively and efficiently accomplish unplanned super-mobile hovering
tasks, for example, random landing and launching on the seabed, random hovering at some specified
oceanic depth, providing services for a submarine mobile observation network, exploring submarine
resources, connecting submarine operating point data in a specified smaller seabed area, and so on.

An autonomous underwater hovering vehicle (AUH), with a vertical, symmetric structural design,
is a novel, dish-shaped, multi-functional, ultra-mobile submersible in the AUV family. AUHs are subject
to high demands, for example, high-level and autonomous functionality, enhanced maneuverability
in horizontal and vertical planes, adaptive landing and launching on the seabed, and the need to
easily hover in the deep sea. The disk-shaped AUH was proposed at the Ocean College of Zhejiang
University in 2016 to greatly enhance the motion stability during heaving, enable the AUH to hover in
the deep sea, and improve the maneuverability of conventional, slender AUVs in yawing and swaying,
including an enhanced anti-flow ability in the deep sea [6,7].

The structural design of the AUH is shown in Figure 1. This AUH could transmit data between
base stations on the deep-sea bottom to communicate with scientific research ships near the free surface.
The conceptual design of the AUH includes a symmetric, disk-shaped hull form, a pressure hull of
15 MPa, an energy power system, a control system, a navigation system, a communication system, and
mission payload technology, e.g., recovering, landing, and launching models. The mission payload
technology design in this study, i.e., airborne-launched technology, can enhance the effectiveness and
efficiency of AUH missions. Thus, the study of the water entry impact forces on the disk-type AUH
hull, with different water entry velocities and attitudes from a certain height, shall be carried out in
this paper.

 

Figure 1. Conceptual design of the disk-type autonomous underwater hovering vehicle (AUH).

Research on launch and recovery systems for AUVs is significant to aid in the overall design
process and guarantees successful, smooth deployment and operation of the AUH from the free surface
to the deep sea [8]. The AUH hull was mounted with precise sensors, which were often damaged and
lost from excessive water impact forces when the AUH was deployed and launched.

Traditionally, two main methods of AUV deployment are often adopted, i.e., a shore-based
deployment or deployment by a scientific research ship [9]. Shore-based deployment technology is
relatively mature; however, this needs excellent hardware support and good sea weather. Deployment
by a scientific research ship is more difficult and brings about great uncertainty under atrocious sea
conditions and other restrictions. Deployments by a scientific research ship include several forms:
Deployment of a scientific research ship, an underwater vehicle (UV), and/or an unmanned surface
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vehicle (USV). An automated launch and recovery system for AUVs from an unmanned surface vehicle
was proposed by Edoardo and Manhar [10].

Scientific research ships can be mounted with several launch and recovery devices, including
conventional crane forms, A-shaped cranes, dedicated single-arm cranes, sliding cranes, and integrated
cranes. Conventional forms are advantageous because of their simple structures and low costs; however,
the operation is complex, and they are not as safe. A-shaped cranes have been widely adopted because
of their simple operation. Dedicated single-arm crane systems are very safe, as shown in Figure 2.
They greatly simplify operation processes and save costs [11]; however, time-consuming deployment
and its inefficiency to quickly launch multiple AUVs to target sea areas are its weaknesses. Sliding-type
crane systems are mainly used to continuously lay equipment or different types of remotely operated
vehicle (ROV) cables. An integrated layout and recovery system operates, more or less, independently
from the scientific research ship and has a high safety factor. Deployment of AUVs is better from a
submarine than from a scientific research ship; however, recovering the AUVs is difficult. USV- and
UV-based deployments need further improvement in order to be practical and reliable [10].

  

  

Figure 2. Conventional launching and recovery system of a single-arm crane.

In particular, airborne launch methods that use planes or helicopters to quickly launch AUVs into
target sea areas have received more attention by scientists and strategists recently [11–21]. Scholars
have conducted a lot of research to investigate water entry impact forces, trajectory deflection, and
damage to an airborne-launched AUV, especially when the maximum impact loads occur in the initial
entry stages [11].

Xia et al. [15] studied the water entry impact forces of an inclined, axisymmetric, slender body
with a horizontal velocity and multiple degrees of motion freedom on the free surface. The effects of
horizontal velocity, angle of attack, and inclined angle on the motion characteristics of the axisymmetric
slender body were studied. A circuitous phenomenon was found when the angle of attack was greater
than 22◦.
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Wang et al. [17] established an oblique water entry impact model, coupled with dynamic ballistic
models, which was based on the theory of potential flow and the precise shape of the coupling surface
between the fluid and the solid.

Qiu et al. [18] carried out simulations of the water entry impact forces on axisymmetric bodies,
which was based on water entry dynamics and ballistic theories, to obtain the maximum impact
load. The initial water entry conditions and the relationship between water entry impact loads
were simulated. The simulation tests implemented relevant water entry processes for the revolution
bodies (e.g., flat head, cone head, and round head), using commercial computational fluid dynamics
(CFD) software FLUENT technologies, including dynamic mesh, user-defined functions (UDFs), and a
mixture (MIXTURE) process model. The effects of velocity and head shape on the impact load and
shape of cavitation were studied.

Qi et al. [19] presented the impact load of an AUV model under various water entry conditions as
well as the varied rules of axial and radial forces during water infiltration through experiments and
viscous CFD simulation methods. Reference data on the structural design and projection conditions of
the AUV were provided.

Shi et al. [20] designed an inlet cap for an AUV and analyzed the influence of the buffer cap’s
structural design, material density, buffer distance, water flow velocity, and buffer effect of initial buffer
on the water entry angles.

Ma et al. [21] implemented experimental investigations and analyzed the vertical water entry of
a sphere. During water entry, the velocities, accelerations, and drag coefficients of the spheres were
studied. The investigated results showed that the motion trajectory of the spheres presented highly
nonlinear characteristics and notable fluctuations of the motion parameters, which were proportional
to the entry speed.

In this paper, research on simulated water entry impact forces of an airborne-launched disk-type
AUH based on the CFD method was implemented. The creative AUH hull form was different from
the above water entry geometric shapes in literature. The STAR-CCM+ CFD Reynolds-averaged
Navier–Stokes (RANS) solver was adopted to simulate air-launched AUH dynamic motions with
different water entry speeds and immersion angles using the STAR-CCM+ volume of fluid (VOF)
method, overlapping grid technology, and user-defined functions (UDFs). The simulation analysis
was carried out under different water entry speeds and angles of the launched AUH in calm sea
conditions. The variations of load and velocity of the disk-type AUH versus different states were
obtained, i.e., in different initial free-fall velocities and water entry immersion angles. This study can
provide an important reference for the disk-type, vertical, axisymmetric body of the AUHs to improve
the structural design and adapt to the launching conditions, and it can enhance the effectiveness and
efficiency of AUV deployments in order to smoothly carry out more complex tasks on the seabed.

2. Configuration of the AUH

In this paper, research on simulated water entry impact forces of the hung, air-launched AUH
was carried out. The main parameters of the AUH are shown in Table 1, and the disk-shaped AUH
prototype in the test pool is shown in Figure 3. Both Earth-fixed and body-fixed coordinates were
established to describe the water impact loads and motion of the AUH, as shown in Figure 4. In the
body-fixed coordinates, the hydrodynamic forces (surge, sway, and heave) and moments (roll, pitch,
and yaw) exerted on the AUH in six-degrees of freedom can be designated as X, Y, Z, K, M, and N,
respectively. The impact forces on the AUH were estimated in the body-fixed coordinate in this study,
including the surge force (expressed in terms of X-force) and heave force (expressed as Z-force).
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Table 1. Main parameters of the disk-shaped AUH.

Main Parameters Symbol Unit Quantitative Values

Diameter of the hull L m 1.0
Height of the hull d m 0.45

Weight W Kg 136.45
Service speed v m · s−1 0.5144~1.5432

Density of fresh water ρwater kg ·m−3 1000.00
The viscosity coefficient of freshwater movement γr Pa·s 8.887× 10−4

Density of air ρair kg ·m−3 1.00
Aerodynamic viscosity γa Pa·s 1.85508× 10−5

Run length Lr m 0.40
Reynolds number Re / 3.46× 105

 

Figure 3. ZJU (Zhejiang University) AUH physical prototype.

Figure 4. Earth-fixed and body-fixed coordinates.

3. Numerical Simulation of the Impact on Water Entry

This section describes the basic principles of solving the Navier–Stokes (N-S) equation by using
the k − ε model. It also introduces the setting to calculate the AUH water domain and boundary
conditions (BC).
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3.1. N-S Governing Equations and Turbulence Models

Reynolds-averaged Navier–Stokes (RANS) equations were solved by a numerical method using
the software STAR-CCM+ as follows [22]:

∂(ui)

∂xi
= 0, (1)

∂(ρui)

∂t
+ ρuj

∂ui
∂xj

= ρFi − ∂P∂xi
+
∂
∂xj

(
μ
∂ui
∂xj
− ρu′i u

′
j

)
, (2)

where ui denotes the component of the average speed, u′i denotes the turbulent fluctuation velocity
component relative to the hourly average flow velocity, Fi denotes the component of the mass force,
P denotes the pressure, μ is the fluid dynamic viscosity coefficient, and ρu′i u

′
j denotes the Reynolds

average stress.
The RANS equations are the current focus of computational fluid dynamics research. This method

introduces fewer assumptions and is a method to calculate the viscous flow field with higher accuracy.
Since RANS equations are not closed by themselves, a supplementary equation needs to be introduced
to close it. Three of the most popular two-equation turbulence models, i.e., k− εmodel, k−ωmodel,
and k− τmodel, have been introduced in the literature [23]. In this paper, the k− ε turbulence model
and the STAR-CCM+ CFD solver were integrated with the volume of fluid (VOF) method, overlapping
grid technology, and user-defined functions (UDFs) to simulate different situations of the disk-type
AUH immersing into water, including varying the water entry velocities and angles of the AUH.

The two-equation turbulence model k− ε, i.e., turbulent kinetic energy k and turbulent dissipation
rate ε, is expressed as follows [24]:

k =
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2
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In the two-equation turbulence model k− ε, the corresponding transport equation can be expressed
as follows: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
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where Gk denotes generation of turbulent kinetic energy; k is caused by the average speed gradient; Gb
denotes generation of turbulent kinetic energy caused by buoyancy; YM is the contribution of pulsatile
expansion in compressible turbulence; G1ε, G2ε, and G3ε denote the empirical constants; σk and σε
denote the Prandtl numbers corresponding to the turbulent kinetic energy k and dissipation rate ε,
respectively; and Sk and Sε denote the user-defined source items.

The VOF method was adopted to tackle the problem of free surfaces. Both the liquid phase (water)
and the gas phase (air) above the free surfaces are treated clearly by putting forward a (liquid) volume
fraction α1 and gas volume fraction α2. The combined volume fraction of both phases should satisfy
the conservation property. A conservation equation was solved to transport the volume fraction of one
of the phases in this study. The density, ρ, and viscosity, μ, at any point are acquired by averaging
volume phases as follows [25]: {

ρ = αρwater + (1− α)ρair
μ = αμwater + (1− α)μair

. (6)

140



Symmetry 2019, 11, 1100

A single momentum equation was solved for the whole domain, resulting in a shared velocity
field for both phases. The VOF defines a step function, α, equal to unity at any point occupied by
water, and zero elsewhere, such that for volume fraction α, three conditions are considered as follows:

α =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
0

0 < α < 1

if
if
if

cell
cell
cell

is
is

contains

full
full
both

of
of

water

water
air

and air
. (7)

The VOF method adopted to treat two-phase flows has been given in detail in Hirt and Nichols
(1981) [26]. Tracking the interface between air and water is completed by solving a volume fraction
continuity equation as follows:

∂α
∂t

+ Uj
∂α
∂xj

= 0. (8)

3.2. Boundary Conditions

As shown in Figure 5, the computational domain for a steady, incompressible, two-dimensional
flow of water with physically specified boundary conditions (BC) was identified. Two compounds
were modeled in the flow field: Liquid water and air above the free surface of the calm sea. The AUH
model was 1.0 m in diameter and 0.45 m in height. The coordinate origin was arranged at the center
of gravity (CG) of the model. The computational domain was rectangular with the dimensions of
25.0 m × 3.0 m × 10.0 m, and the overset area near the AUH, where STAR-CCM+ overlapping grid
technology was implemented, had the dimensions of 2.0 m × 1.0 m × 1.0 m. The velocity inlet was
specified at 5.5 m upstream of the AUH bow. The pressure outlet was specified at 9.5 m downstream
of the AUH. The initial height of the AUH model was specified as 0.5 m above the free surface, and the
water depth was set as 6.0 m.

 

Figure 5. Computational domain for a steady, incompressible, two-phase flow of water and air with a
free surface.

3.3. Meshing the Computational Domain

The CFD meshes could be divided into two categories: Structured meshes and unstructured
meshes [27]. A hybrid mesh integrates structured and unstructured meshes to increase the mesh
density near walls. In this paper, six hexahedron meshes were adopted by using a cutting mesh
generator, and the total number of cells was 1.0× 106. The encryption process of meshing the AUH
required a minimum mesh size of 7.5× 10−3 m to ensure an accurate solution for the turbulence model
that could meet y+ values greater than 30 [28]. It is worth mentioning that, to clearly simulate the
variable process of AUH immersing into the water, meshing encryption at the air–water interface
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needs to be arranged, and connatural and miscellaneous dimensions need to be activated in the cutting
mesh generator. The generated meshes of the two-phase flow and AUH are shown in Figure 6.

  
(a) (b) 

Figure 6. Mesh generations of the two-phase flow and AUH; (a) mesh of computational domain;
(b) mesh partition of the AUH surface.

4. Simulation Results

This chapter introduces the water inflow process of AUH. It analyzes the changes to load and
velocity in all directions during the AUH water inflow, and it analyzes the maximum load of the AUH
at different velocities and at different water inlet angles.

4.1. Impact Force Load of the Water Entry Process

In this paper, the k− ε turbulence model and the VOF method simulation technique in STAR-CCM+
software were adopted to simulate different situations of the AUH immersing into water from 0.5 m
above the surface at different initial velocities. Figure 7a,b shows the two-phase flow simulation of
the AUH water entry at an initial velocity of 3 m/s with different immersion angles: 30◦ and 60◦,
respectively. Distribution of the volume fraction of water to air is shown in the CFD simulation results
(Figure 7). A time-varying, deformable cavity formed, and free surfaces were captured while the AUH
was immersed into the water with immersion angles of 30◦, 45◦, 60◦, and 90◦. The initial velocities
of the AUH were set to 3–8 m/s. In summary, since the forces acting on the symmetric, disk-type,
non-spinning, inclined AUH after the impact are dictated by the cavity’s dynamics, they are also
affected by free surface conditions in cases where the cavity forms asymmetrically. The asymmetric
degree of the formed cavity is highly correlated with the water entry velocity and immersion angle of
the AUH.

Figure 8a–d shows that the surge force (X-force) changes under different immersion conditions
during the initial AUH free fall, where the surge impact force on the AUH was measured with the
body-fixed coordinates. When the AUH immersed into the water, the surge force reached the maximum
value and then slowly decreased to a stable value. At the same immersion angle, the greater the initial
velocity was, the greater the impact on the AUH. At the same initial speed, with an increase in the
immersion angle of the AUH, the impact force on the AUH decreased. Notably, at the highest initial
velocity of 8 m/s, the impact momentum of the surge on the AUH was smaller when the immersion
angle was 90◦, whereas a lower immersion angle of 30◦ caused a prominent impulsive force on the
disk-type AUH.

Figure 9a–d shows the variations of the heave force (Z-force) in body-fixed coordinates versus
different immersion angles over time. These results were similar to those of the surge force changes
during the initial free-falling period; thus, the heave force is negligible. After the value reaches its
peak, it decreases gradually over time until steady-state conditions are reached. In the case of the same
immersion angle, a greater the initial velocity causes a greater impact force on the AUH. For different
immersion angles with the same velocity as in Figure 9, a greater immersion angle causes a smaller
impact force on the AUH. Therefore, a greater immersion angle can decrease the force of the impact on
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the AUH in surge and heave, which can be conducive to the floating state of the AUH when the AUH
immerses into water.

 
(a) 

(b) 

Figure 7. Two-phase flow simulation of the AUH at an initial velocity of 3 m/s with different immersion
angles of 30◦ and 60◦. (a) Immersion angle: 30◦, initial velocity: 3 m/s; (b) immersion angle: 60◦, initial
velocity: 3 m/s.
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(a) (b) 

  
(c) (d) 

Figure 8. The variations of surge loads versus initial velocities of 3, 5, and 8 m/s at different immersion
angles of 30◦, 45◦, 60◦, and 90◦ over time. (a) Immersion angle: 30◦; (b) immersion angle: 45◦;
(c) immersion angle: 60◦; and (d) immersion angle: 90◦.

  
(a) (b) 

 
(c) (d) 

Figure 9. The variations of heave loads versus initial velocities of 3, 5, and 8 m/s at different immersion
angles of 30◦, 45◦, 60◦, and 90◦ over time. (a) Immersion angle: 30◦; (b) immersion angle: 45◦;
(c) immersion angle: 60◦; and (d) immersion angle: 90◦.
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4.2. Variations of the AUH Water Entry Velocity

Figure 10a–d shows the speed changes under different immersion conditions. There was an initial
acceleration process for a very short period because this is the free-falling motion of the AUH. The
greater the initial velocity, the shorter the free-fall duration was; the greater the immersion angle, the
shorter the free-fall duration was. Subsequently, as the AUH head entered the water, the velocity of
the AUH decreased over time, and the greater the initial velocity, the greater the speed reduction. For
instance, when the immersion angle of the AUH was at 30◦ and the AUH hull was completely immersed
in water, the velocity reduced by 7.0, 4.3, and 2.7 m/s at 8, 5, and 3 m/s, respectively. The smaller the
immersion angle, the greater the maximum vertical velocity that could be achieved. The larger the
immersion angle, the smaller the vertical velocity change was, and the AUH quickly stabilized.

  
(a) (b) 

  
(c) (d) 

Figure 10. The variations of falling velocity in heave versus initial velocity (water entry velocity: 4.34,
5.90, and 8.59m/s) and immersion angles over time. (a) Immersion angle: 30◦; (b) immersion angle: 45◦;
(c) immersion angle: 60◦; and (d) immersion angle: 90◦.

4.3. Maximum Load Analysis

Figure 11 shows the peak values of the impact surge loads on the AUH at different immersion
angles. At the same angle, the initial velocity was directly proportional to the surge load. When the
AUH immersion angle approached 30◦ and the initial velocity was 8 m/s, the load was up to 4000 N,
which would seriously impact the safety of the AUH and would even cause electronic components
to fail. At the same initial velocity, the smaller immersion angle caused a greater surge load to be
experienced. Therefore, the results suggest that, to avoid a small immersion angle and a greater speed
to decreasing the damage, the AUH structure should be mounted with precise sensors.
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Figure 11. Variations of surge loads versus velocity at different immersion angles.

5. Conclusions

In this paper, viscous CFD two-phase flow simulations of a novel, vertical, axisymmetric AUH
launched into water were carried out based on STAR-CCM+ VOF, UDF, and overlapping grid
technologies. Numerical analyses of the axisymmetric impact forces on the disk-type AUH in the
vertical plane were implemented with different water entry velocities and immersion angles. The
deformable free surface and flow structure, from entry of the inclined AUH structure, were captured
in a numerical tank, and the cavity around the AUH was found to form in a highly asymmetric way.
The asymmetric degree of the formed cavity is highly correlated with the water entry velocity and
immersion angle of the AUH.

In summary, the following conclusions are drawn:

(1) The total process of the AUH, with a traditional single-arm suspension or air-launched into
the water, is accompanied by some significant phenomena such as surface uplift, splashing,
asymmetrical cavity formation, and so on. The numerical stress analysis and maximum peak
impact loads of the vertical axisymmetric hull body is emphasized in this paper. The variations
of surge and heave loads versus initial velocities of 3, 5, and 8 m/s at different immersion angles
of 30◦, 45◦, 60◦, and 90◦ over time was studied.

(2) While the AUH with an improved single-arm suspension was immersed into the water, a peak
impact load occurred. As the water depth increased, the impact decreased until a stable value was
reached. The impact load of the AUH decreased with an increasing water entry angle, and the
greater the initial falling velocity of the AUH was, the greater was the load that was experienced.
In these simulations, the maximum peak impact loads on the AUH in surge and heave appeared
at the initial velocity 8 m/s and immersion angle 30◦, approaching 4000 N and 104 N, respectively.
These quantities shall be used as a reference for the structural strength design of the AUHs.

(3) While the immersion angle of the air-launched AUH with a single-arm suspension immersed
into the water decreased, the surge peak load increased. Thus, the dish-shaped AUH hull form
should not have a small immersion angle into the water. Nevertheless, the silent phenomenon of
acoustic transducers may appear when the water entry angle is 90◦. In the trade-off study, these
results suggest that the appropriate water entry immersion angle for the AUH should be 45◦. The
desired immersion angle will provide further design reference for air-launching transmitters of
the AUHs.

Improvements will be made in future studies, including experiments with the same conditions
as the numerical simulation. Based on a fabricated AUH, water entry impact force data on
airborne-launched AUH, or on the air-launched AUHs using an improved single-arm suspension, will
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be collected in a sea trial to compare with the numerical simulation results. In addition, current and
wave effects on launched AUHs will be considered in future work.
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Abstract: The basic motivation of this investigation is to develop an innovative mathematical model
for electro-osmotic flow of Couette–Poiseuille nanofluids. The power-law model is treated as the base
fluid suspended with nano-sized particles of aluminum oxide (Al2O3). The uniform speed of the
upper wall in the axial path generates flow, whereas the lower wall is kept fixed. An analytic solution
for nonlinear flow dynamics is obtained. The ramifications of entropy generation, magnetic field,
and a constant pressure gradient are appraised. Moreover, the physical features of most noteworthy
substantial factors such as the electro-osmotic parameter, magnetic parameter, power law fluid
parameter, skin friction, Nusselt number, Brinkman number, volume fraction, and concentration are
adequately delineated through various graphs and tables. The convergence analysis of the obtained
solutions has been discussed explicitly. Recurrence formulae in each case are also presented.

Keywords: electroosmotic flow; power law fluid; nanoparticles; MHD; entropy generation;
convergence analysis; residual error

1. Introduction

Conventional fluids like glycol, acetone, kerosene and water have low heat transfer characteristics
and play an important role in laboratories and industrial engineering applications. Several experiments
and procedures have been demonstrated to improve heat transfer characteristics. A significant
contribution of boosting the heat transfer ability of fluids in an industrial process by the insertion of
nanoparticles into the fluids was found. The pioneering work of Choi [1] led to the discovery that heat
transfer rate and higher thermal conductivity can be enriched by a combination of base fluids and
nanoparticles. Later, Xuan [2] experimentally investigated the enrichment of thermal conductivity in
nanofluids. Some core developments have been collated in references [3–9].

Further, power-law fluids have attracted the attention of many scientists as the description of
power-law fluids happens to be the best description of fluid behavior (with right choice of power-law
index) of shear-dependent fluids. There are several more models that better describe the range of shear
rates, but they do so at the cost of simplicity. For this reason, the power law is used to describe fluid
behavior as compared to other fluid models. Recently, Ouyang et al. [10] proposed a two-dimensional
squirmer model for power law fluids. They concluded that the selection of power law relation is the
best choice to demonstrate the rheological properties of three sorts of fluids, namely: (i) Newtonian,
(ii) shear-thickening, and (iii) shear-thinning fluids. Also, the exact velocity at the bottom region of
shear rate cannot augur the basis of the power law model. After overcoming the insufficiency of
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power law, it cannot be used to find the exact velocity profile for the shear rate of the bottom and zero
regions [11]. Also, power law fluid in some cases is used to describe non-Newtonian fluids [12,13]

Electro-osmotic flow, also known as electro-osmosis flow, is used in microfluidic devices and
electronically controlled fluid flow or any other fluid conduit. Zhao et al. [14] have invoked
electro-osmotic flow in a channel with the power law model. Das and Chakraborty [15] investigated
the impact of non-Newtonian fluid on electro-osmotic flow. Several attempts regarding electro-osmosis
flow can be found in references [16–19].

It is well known that magnetic fluids have significant utilization in applications such as heat
transfer, cancer therapy, opto-electronic devices, sensors, cooling of nuclear reactors, liquid metal
flow control, high temperature plasmas, solidification of binary alloys, drying processes etc. [20–25].
In addition, a number of researchers have conducted promising investigations on nanoparticles.
Examples include the work of Malvandi et al. [26] who have studied MHD mixed convection with
nanoparticle migration and Yousif et al. [27] who publicized magnetohydrodynamics (MHD) Carreau
nanofluids with internal heat source/sink radiation. Further, magnetic nanofluids also exhibit interesting
properties that are used in various microfluidic applications, dipolar nanoparticles, magnetic fluid
hyperthermia and magnetic resonance imaging [28–31]. The existing literature bears witness that
magnetic fluids with nanoparticles exhibit several interesting structural characteristics depending on
the applied magnetic field strength. As a result, several studies have also been undertaken on MHD
rheological fluids [32–34].

In recent years, prominent authors have been inspired to study entropy generation by various
applications, such as diffusion and Joule heating. Entropy is caused by irreversible processes of a
system and can be reduced only when it interacts with some other system whose entropy increases in
the process. Bejan [35] studied the entropy generation for a flow system and discussed the main ideas
to control the energy loss in flow problems and enhanced the ability of the system. Zeeshan et al. [36]
discussed the radiative and electro-magnetohydrodynamic effects of a titanium dioxide/water based
nanofluid on entropy generation. Ranjit and Shit [37] presented the effects of entropy generation with
MHD on electro-osmotic flow. Numerical analysis for entropy generation on nanofluids with the
suspension of nanoparticles (such as copper, Al2O3 and TiO3) in water as a base fluid, which passes
through wavy walls, was conducted by Cho et al. [38]. Different researchers have devoted their efforts
to explore the impact of entropy generation to real world problems [39–43].

Thus far, the simultaneous effects of entropy generation, MHD and electro-osmosis on power law
nanofluid flow has not been studied. In order to fill this gap, the next section is devoted to developing
a mathematical formulation of the problem, which comprises mass, momentum, and energy equations.
The situation becomes difficult as the resulting equations are not only nonlinear, but also coupled.
The analytical findings are developed by a homotopic tactic [44] that has been used effectively for the
last two decades [45–50].

The acquired results satisfied the governing equations and boundary conditions. The physical
features involve parameters which are adequately determined through various graphs and tables.

2. Problem Design

2.1. Physical Considerations

Incompressible and steady nanofluids pass through horizontal parallel plates as illustrated in
Figure 1. The wall at y = a moves with constant velocity U∗ while the second wall remains stationary
at y = −a. B0 is uniform transverse magnetic field, ξ1 is zeta potential at lower wall, ξ2 is zeta potential
at upper wall, ψ is electric double layer potential and 2a is the total width of the channel.
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Figure 1. Schematic representation of electro-osmotic flow of the physical problem.

2.2. Electrical Potential Distribution

During the process of electro-osmotic flow (EOF), the separation of ions takes place and an
electrical double layer (EDL) forms adjacent to the channel walls, thereby developing electric potential
distribution. The electric potential ψ within the channel, described by the Poisson–Boltzmann
equation [51] in the Cartesian co-ordinate system, can be calculated as:

∂2ψ

∂x2 +
∂2ψ

∂y2 = −ρe(y)
ε

(1)

For small values of electrical potential ψ of the EDL, the Debye–Hückel approximation can be
applied and Equation (1) becomes:

∇2ψ = κ2ψ, κ2 =
2n0zv

2e2

εkBT̂
. (2)

The plates of the channel are made of different materials and have different zeta potentials.

ψ = ζ1 at y = −a and ψ = ζ2 at y = a. (3)

The electrical potential under the action of Equation (3) can be explored as:

ψ(y) =
ζ1Sinh(κ(a− y)) + ζ2Sinh(κ(a + y))

Sin(2aκ)
(4)

The electric double layer effects are produced by the external field relation E = (Ex, 0, 0) and charge
density of nanoparticles. The external electric force ρeE, also called the electro-kinetic force [52,53],
is generated outside of the charge particle. Along with ρe(y), electric charge density is defined as:

ρe(y) = −εκ2
(
ζ1Sinh(κ(a− y)) + ζ2Sinh(κ(a + y))

Sin(2aκ)

)
(5)

where ε, κ, n0, zv, e, kB and T̂ are the relative permittivity of the medium, Debye parameter, ion density of
bulk liquid, valence of ions, electron charge, Boltzmann constant and absolute temperature, respectively.

151



Symmetry 2019, 11, 1038

2.3. Power Law Model

In the current study, the following power law fluid model [54] is used:

τ = μn f

(
∂u
∂y

)n−1(
∂u
∂y

)
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
μn f

(
∂u
∂y

)n
for ∂u∂y > 0

−μn f

(
−∂u∂y

)n
for ∂u∂y < 0.

(6)

where τ is shear stresses, n is the power-law or flow behavior index of the fluid and μn f is the viscosity
of the nanofluid [55] and is defined along the consistency index δ as:

μn f =
(
123φ2 + 7.3φ+ 1

)
μ f (7)

and the viscosity of the base fluid in the current discussion is taken as:

μ f = δ

(
∂u
∂y

)n−1

. (8)

One signifies a Newtonian fluid for n = 1 whereas n < 1 and n > 1 respectively denote the
shear-thinning and shear-thickening of fluids.

To estimate the shear stresses of a fluid, we will illustrate further investigations with shear-thinning
properties. Thus, shear stress for the non-Newtonian power-law model can be written as:

τ = δ
(
123φ2 + 7.3φ+ 1

)(∂u
∂y

)(
∂u
∂y

)n−1

. (9)

2.4. Governing Equations

The electro-osmotic flow occurs in the channel due to the movement of an upper wall, whereas the
flow around the channel of the walls is generated because of an applied electric field. The governing
equations for the current flow phenomenon are:

∇.V = 0 (10)

(V.∇)V =
1
ρn f

(−∇p + ∇.τ+ Body f orce) (11)

(V.∇)T = αn f∇2T +
1(

ρCp
)
n f
σn f

J2 +
1(

ρCp
)
n f

Γ (12)

where V, T and Γ correspondingly represent velocity, temperature and viscous dissipation. The body
force contains magnetic, electrical and buoyancy effects.

Body f orce = (J×B)︸�︷︷�︸
Lorentz force

+ ρeE︸︷︷︸
External Electric force

+ (ρβ)n f g(T − Tw)︸���������������︷︷���������������︸
Buoyancy force

(13)

and

Γ = μn f

(
∂u
∂y

)2

. (14)

Under the application of Lorentz force, it produces the following Joules heating effects.

1
σn f

J2 = σn f B0
2u2 and J×B =

(
−σn f B0u, 0, 0

)
(15)
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The governing Equations (10) and (12) in components form after omitting the axial heat conductions
at the walls and in the fluid [54] and become:

∂p
∂x

= μn f
∂2u

∂y2 − σn f B0
2u + (ρβ)n f (T − Tw)g + ρe(y)Ex (16)

u
∂T
∂x

= αn f
∂2T

∂y2 +
σn f B0

2(
ρCp

)
n f

u2 +
μn f(
ρCp

)
n f

(
∂u
∂y

)2

. (17)

The associated boundary conditions are:

(At upper wall) : u = U∗, k f
∂T
∂y = 0 at y = a

(At lower wall) : u = 0, −k f
∂T
∂y = qw at y = −a

⎫⎪⎪⎬⎪⎪⎭ (18)

The effective density, heat capability, and thermal and electrical conductivities of a nanofluid [55]
are respectively given by:

ρn f

ρp
=

[
(1−φ)ρ f

ρp
+ φ

]
(19)(

ρCp
)
n f(

ρCp
)
p

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣(1−φ)
(
ρCp

)
f(

ρCp
)
p

+ φ

⎤⎥⎥⎥⎥⎥⎥⎥⎦ (20)

kn f

k f
=

(
4.97φ2 + 2.72φ+ 1

)
(21)

σn f

σ f
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣1 +
3
(
σp
σ f
− 1

)
φ(

σp
σ f

+ 2
)
−

(
σp
σ f
− 1

)
φ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (22)

The following dimensionless transformations

y = ay, u = umu, U∗ = umU, p = ρ f um
2p(a/um)

n, θ = T−Tw
qwa/k f

,

ρe = −
(
εζ1/a2

)
ρe, κ = κ/a, ψ = ψ/ζ1

⎫⎪⎪⎬⎪⎪⎭, (23)

Transform Equations (16) and (17) by using (23) in the dimensionless form as:

(
123φ2 + 7.3φ+ 1

)
n
(
∂u
∂y

)n−1
∂2u
∂y2 −A4M2u + A3Grθ+ βuρe −ReP = 0, (24)

(
4.97φ2 + 2.72φ+ 1

)∂2θ

∂y2 + Br
(
123φ2 + 7.3φ+ 1

)(∂u
∂y

)n+1

− B1γuA4 + BrM2u2 = 0. (25)

u = U, ∂θ
∂y = 0 at y = 1 (Upper wall)

u = 0, ∂θ
∂y = −1 at y = −1 (Lower wall)

⎫⎪⎪⎬⎪⎪⎭. (26)
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In which

Gr =
(ρβ) f gqwa3

δk f um

(
a

um

)n−1
, Re =

ρ f uma
δ

(
a

um

)n−1
, M2 =

σ f B0
2a2

δ

(
a

um

)n−1

Br = δum
2

qwa

(
a

um

)1−n
, UHs = − εζ1Ex

δ

(
a

um

)n−1
, βu = UHs

um
, γ =

k f uma
α f qw

∂T
∂x ,

ρe(y) = κ2
(

Sinh(κ(1−y))+RζSinh(κ(1+y))
Sin(2κ)

)
, α f =

(ρCp) f
k f

A4 =
σn f
σ f

, A3 =
(ρβ)n f

(ρβ) f
, B1 =

(ρCp)n f

(ρCp) f
, Rζ = ζ2/ζ1.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (27)

where κ is the electro-osmotic parameter, ρ is density, μ is dynamic viscosity, β is volumetric volume
expansion, Gr is Grashof number and Cp is specific heat. Assume that um = −

(
a2/2μ f

)
∂p/∂x is the

maximum velocity between two plates, and βu is the ratio between electro-osmotic velocity UHs and
maximum velocity of the fluid. Thermophysical properties of alumina and the base fluid polyvinyl
chloride (PVC) are illustrated below in Table 1.

Table 1. Physical properties of PVC [56] and Al2O3 [52].

Properties Cp (J kg−1 K−1) β × 10−5 (K−1) ρ (kg m−3) k (W m−1 K−1) μ (Ns m−2)

Al2O3 765 8.5 × 10−1 3970 40 - - - - -

PVC

2% 4117.56 21.9 1006.24 0.586 0.0015
3% 4085.34 21.8 1010.25 0.579 0.00107
4% 4053.12 21.8 1014.27 0.572 0.00114
5% 4020.9 21.8 1018.29 0.718 0.00114
6% 3988.68 21.8 1022.31 0.559 0.00116
7% 3956.46 21.7 1026.33 0.552 0.00119

2.5. Thermophysical Relations

Skin friction is defined as:

C f =
2τw

ρ f u2
m

and τw = δ
(
123φ2 + 7.3φ+ 1

)(∂u
∂y

)(
∂u
∂y

)n−1

; y = ±a (28)

Moreover, in the present study, different concentration of alumina particles (Al2O3) are used in the
polymer solution of polyvinyl alcohol in water; consequently, different values of τ in correlation with
nanoparticle volume fraction φ for different concentrations of polyvinyl alcohol are listed in Table 2.

Table 2. Properties of the power-law equation and PVC solutions [56].

PVC (%) Consistency Index δ Power Index n Shear Stress

2 0.00494 0.790 τ = 0.00494
(
123φ2 + 7.3φ+ 1

)
(∂u/∂y)0.790

3 0.00925 0.764 τ = 0.00925
(
123φ2 + 7.3φ+ 1

)
(∂u/∂y)0.764

4 0.01557 0.734 τ = 0.01557
(
123φ2 + 7.3φ+ 1

)
(∂u/∂y)0.734

5 0.02170 0.718 τ = 0.02170
(
123φ2 + 7.3φ+ 1

)
(∂u/∂y)0.718

6 0.02616 0.691 τ = 0.02616
(
123φ2 + 7.3φ+ 1

)
(∂u/∂y)0.691

7 0.03033 0.663 τ = 0.03033
(
123φ2 + 7.3φ+ 1

)
(∂u/∂y)0.663

Hence, the coefficient of skin friction in the dimensionless form for both walls is:

C f =
2

Re

(
123φ2 + 7.3φ+ 1

)(∂u
∂y

)n

at y = ±1. (29)
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2.6. Heat Transfer Rate

The Nusselt number is defined as:

Nu =
ah
k f

and h =
qw

Tw − Tm
(30)

Here, h is heat transfer coefficient, qw is wall heat flux and Tm is bulk mean temperature, which is
given by:

Tm =

∫
ρ f uTdA∫
ρ f udA

. (31)

The mean temperature in the dimensionless form becomes:

θm =
k f (Tm − Tw)

qwa
. (32)

Therefore, the Nusselt number is:

Nu = − 1
θm

. (33)

2.7. Entropy Generation

The entropy generation of local volumetric rate can be defined as:

SG =
kn f

T2
w

(
∂T
∂y

)2

+
μn f

Tw

(
∂u
∂y

)2

+
σn f B2

0u2

Tw
+
ρe(y)Ex

Tw
. (34)

The characteristic entropy generation can be expressed as:

S0 =
q2

w

k f T2
w

, (35)

By using the transformation given in Equation (23), the non-dimensional total entropy generation
may be expressed as:

Ns =
SG
S0

=
(
4.97φ2 + 2.72φ+ 1

)(∂θ
∂y

)2

+
Br
Ω

⎛⎜⎜⎜⎜⎝(123φ2 + 7.3φ+ 1
)(∂u
∂y

)n+1

+ A4M2u2 + βuρeu

⎞⎟⎟⎟⎟⎠, (36)

where M, Br, βu, ρe and Ω are respectively the magnetic field, Brinkman number, volumetric volume
expansion, dimensional electric charge density, and dimensionless temperature difference. These
parameters are defined as:

M2 =
σ f B2

0a2

K

(
a

um

)n−1
, Br = Ku2

m
qwa

(
a

um

)1−n
, βu = UHs

um
,

ρe = −(εζ1/a2)ρe, Ω =
qwa

k f Tw

⎫⎪⎪⎪⎬⎪⎪⎪⎭. (37)

Be =
Entropy due to heat transfer

Total entropy geeration
(38)

Be =

(
4.97φ2 + 2.72φ+ 1

)(
∂θ
∂y

)2

(4.97φ2 + 2.72φ+ 1)
(
∂θ
∂y

)2
+ Br

Ω

(
(123φ2 + 7.3φ+ 1)

(
∂u
∂y

)n+1
+ A4M2u2 + βuρeu

) , (39)
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3. Discussion of Results

3.1. Analytic Solution

In this section, we intend to find the analytical solutions by means of the homotopy analysis
method [57]. We chose the initial guesses u0, θ0 and linear operators £1, £2, [58] as:

u0(y) =
1
2
(1 + y)U, θ0(y) =

1
4

y(y− 2). (40)

£1 =
d

dy

(
du
dy

)
, £2 =

d
dy

(
dθ
dy

)
. (41)

The deformation equations of homotopy for the zeroth-order are established as:

(1− ξ)£1[θ(y, ξ) − θ0(y)] = ξ�uN1[u(y, ξ), θ(y, ξ)],
(1− ξ)£2[θ(y, ξ) − θ0(y)] = ξ�θN2[u(y, ξ), θ(y, ξ)]

}
(42)

For ξ = 0 ξ = 1
u(y, ξ) : u0(y) u(y)
θ(y, ξ) : θ0(y) θ(y)

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (43)

The nonlinear operators N1, N2 are can be written as:

N1[u(y, ξ), θ(y, ξ)] =
(
123φ2 + 7.3φ+ 1

)
n
(
∂u(y, ξ)
∂y

)n−1
∂2u(y, ξ)
∂y2 −A4M2u(y, ξ)+

A3Grθ(y, ξ) + βuρe −ReP,

N2[u(y, ξ), θ(y, ξ)] =
(
4.97φ2 + 2.72φ+ 1

)∂2θ(y, ξ)
∂y2 + A4BrM2(u(y, ξ))2+

Br
(
123φ2 + 7.3φ+ 1

)(∂u(y, ξ)
∂y

)n+1
− B1γu(y, ξ)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (44)

The solution for velocity and temperature up to mth-order approximation can be expressed as:

u(y) = u0(y) +
m∑

l=1

ul(y) ,θ(y) = θ0(y) +
m∑

l=1

θl(y). (45)

The best solutions for solving coupled differential equation can be presented as below at 20th
order approximations:

u(y) = C1 + C2y + C3y2 + C4y3 + C5y4 + C6y5 + C7y6 + C8y7 (46)

θ(y) = D1 + D2y + D3y2 + D4y3 + D5y4 + D6y5 (47)

The constants C1 to C8 and D1 to D6 are specified in Appendix A.

3.2. Convergence Inspection

As pointed out by Liao [59], the convergence of homotopic results can be controlled by the
auxiliary parameters �u and �θ. In Figures 2 and 3, it is observed that the minimum error for the
velocity and temperature profiles can be achieved at �u = −0.5 and �θ = −0.65.

In addition, the residual error norms have been utilized to further ensure the accuracy of the
obtained series solutions. The residual errors of the velocity and temperature profiles for two succeeding
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approximations of temperature Eθ and velocity Eu up to the 20th order iteration as given in Table 3 can
be obtained by the following expressions:

Eu =

√√√
1
21

20∑
i=0

(u(i/20))2 and Eθ =

√√√√
1

21

20∑
j=0

(θ( j/20))2. (48)

 

Figure 2. Graph of residual error for �u.

 

Figure 3. Graph of residual error for �θ.

Table 3. Residual error of series solutions when Gr = 3.1556, Br = 1, Re = 442.956, β = 1, M = 0.1 and ρe = 1.

Order of Approximation Time Eu Eθ

05 8.2651 9.8020 × 10−3 9.8561 × 10−3

10 29.3761 9.3023 × 10−3 7.6511 × 10−3

15 62.4216 2.3452 × 10−3 2.2438 × 10−3

20 100.0125 1.0411 × 10−3 1.9624 × 10−3
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3.3. Graphical Illustration

The current research is about flow and entropy on a magnetized power law nanofluid along the
horizontal walls. The effects of the nanofluid can be determined at the same pressure with the electric
body force and the motion of the upper plate. Flow and entropy generation on the magnetized power
law of a nanofluid in the horizontal channel are studied systematically. The lower wall is heated,
and the upper wall maintains the temperature. The influence of different important parameters such
as Grashof number, electro-osmosis, Reynolds number, magnetic field, Brinkman number, entropy
generation, nanoparticle volume fraction and Bejan number on temperature and velocity distributions
were illustrated graphically in Figures 4–23. By using different parameters, we get different results
which can be explained as n = 0.764 (PVC 3%), φ = 0.03, M = 2, βu = 0.3, γ = 10, κ = 8, Gr = 2.366,
Re = 442.956 and Br = 1.

The impact of M on temperature and velocity is demonstrated in Figures 4 and 5. They show that
when the magnetic parameter increases, the velocity profile decreases while the temperature profile
increases. When one applies a magnetic field on electrically treated nanofluid, then it produces a
force opposite to the flow direction. Consequently, the Lorentz force increases the magnetic parameter
which opposes the fluid flow, and due to that, the velocity distribution decreases and the temperature
distribution upsurges. The effects of volume fraction φ on temperature are depicted in Figure 6.
The temperature profile increases by increasing the φ volume fraction. Various concentrations of
polyvinylchloride (PVC) on temperature and velocity are illustrated in Figures 7 and 8. From Figure 7,
it is observed that the velocity distribution rises with the increase of PVC. The temperature for various
values of PVC are portrayed in Figure 8. It can be seen that temperature is a decreasing function
between the channel. Figure 9 shows the effect of βu on velocity profile. βu can be expressed as the
ratio of UHs and um of a nanofluid. Figure 9 shows that flow of a channel exceeds and gains its high
value. Figure 10 reveals a minute change for increasing values of the electro-osmotic parameter for
velocity and temperature. The effects of the electro-osmotic value of κ on temperature and velocity
profile are shown in Figures 11 and 12. It can be seen from Figure 11 that by increasing κ, the velocity
profile increases. This is due to a larger value of κ for the velocity profiles that display EDL layers.
The effect of electro-osmotic κ on temperature is illustrated in Figure 12, which gives the deficiency
of the Joule effect. It is also noted that if the pseudo-plastic increases in electro-osmotic parameter κ,
it results in a notable increase in temperature. The effect of Br on temperature is shown in Figure 13.
It is perceived that by increasing Br, the temperature decreases, from which we conclude that Br
increases as compared to bulk mean temperature. The effect of Brinkman number with respect to
volume friction is expressed in Figure 14. It is perceived that for a developing Brinkman number with
respect to volume fraction, the Nusselt number increases. Results indicate that temperature increases
for higher values of nanoparticle volume fraction. The influence of UHs and um of nanofluid βu and κ
on the Nusselt number are shown in Figure 15. It is seen that near the heated wall, the Nusselt number
reduces; this is because first heat is moved to the fluid and then transferred into a separated plate.

The entropy generation profiles for various important parameters such as volumetric volume
expansion β, magnetic field M, dimensionless temperature parameter BrΩ−1, and Brinkman number Br
are illustrated in Figures 16–21. The impact of M on entropy generation is displayed in Figure 16. It can
be observed that when M increases, the entropy generation decreases on the left side with minimum
energy loss at y = −0.25; after this, increasing behavior is detected. The effect of β on entropy generation
is depicted in Figure 17, where it can be observed that when β is increasing, the entropy generation is
also increased. The energy loss on the upper wall is comparatively greater when compared to the lower
wall. The significance of Br on entropy generation in Figure 18 shows that when Br increases, entropy
generation decreases on the left side and has minimum energy loss at y = 0; after this, an increasing
trend on the left side is seen. The influence of BrΩ−1 on entropy generation is given in Figure 19 and
it is observed that entropy generation decreases on the lower wall and has minimum energy loss at
y = 0.15. Figure 20 shows that when the electro-osmotic parameter increases, entropy generation also
increases. From Figure 21, it is observed that when Rζ increases, the entropy generation at the lower
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wall decreases, but after y = 0, it increases at the upper wall. Figure 22 shows that when the magnetic
parameter increases, Bejan number also increases. It is observed that there is a dominant effect on the
lower as well as the upper wall. Figure 23 shows that when BrΩ−1 increases, the Bejan number also
increases. It is noted that the Bejan number shows a dominant role on the upper wall.

The impact of the different parameters on skin friction such as the electro-osmotic parameter, the
ratio between UHs and um, volume concentration, Brinkman number, and magnetic field are given in
Table 4. It is found that by increasing the Brinkman number and the magnetic parameter, the skin
friction decreases.

 

Figure 4. Performance of M on velocity.

 

Figure 5. Performance of M on temperature.
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Figure 6. Performance of φ on temperature.

 

Figure 7. Performance of PVC concentration on velocity.

160



Symmetry 2019, 11, 1038

 

Figure 8. Performance of PVC concentration on temperature.

 

Figure 9. Performance of βu on velocity.
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Figure 10. Performance of βu on temperature.

 

Figure 11. Effect of the electro-osmotic parameter on velocity.
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Figure 12. Performance of the electro-osmotic parameter on temperature.

 

Figure 13. Performance of Brinkman number Br on temperature.
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Figure 14. Performance of Br w.r.t φ on Nusselt number.

 

Figure 15. Performance of κw.r.t βu on Nusselt number.
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Figure 16. Performance of the magnetic parameter on entropy generation.

 

Figure 17. Performance of β for various values on entropy generation.
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Figure 18. Performance of Brinkman number Br on entropy generation.

 

Figure 19. Performance of BrΩ−1 on entropy generation.
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Figure 20. Performance of κ on entropy generation.

 

Figure 21. Performance of Rζ on entropy generation.
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Figure 22. Performance of the magnetic parameter on Bejan number.

 

Figure 23. Performance of BrΩ−1 on Bejan number.
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Table 4. Coefficient of skin friction C f with M, Br and βu along n = 0.764 (PVC 3%).

β M Br Cf−h1 Cf−h2

0.1 0.1 0.0 0.00317506 0.00388072
0.2 0.00317497 0.00388079
0.3 0.00317489 0.00388087
0.4 0.00317481 0.00388095

0.0 0.00317423 0.00388169
0.5 0.00317428 0.00388157
1.0 0.00317443 0.00388152
1.5 0.00317468 0.00388148

0.0 0.00317506 0.00388072
1.0 0.00317512 0.00388066
2.0 0.00317518 0.00388060
3.0 0.00317524 0.00388054

4. Conclusions

In this work, the effects of entropy generation on power law nanofluid through a horizontal
channel in a way that one wall is movable and the other is stationary are presented. The impact of a
mixed convection magnetic field and an electrical double layer has combined for momentum conduct.
Flow is produced in an axial direction by the movement of the upper wall. The important findings are:

• When the magnetic parameter and nanoparticle volume fraction are increased, then the velocity
of the nanofluid decreases whereas the temperature profile is increased.

• Velocity profile is increased for increasing PVC while a decrease in temperature is detected.
• Temperature and velocity demonstrate similar behavior for increasing values of κ and the ratio

between UHs and um.
• It is observed that C f increases at the heated wall against higher Brinkman number and volume

fraction while the reverse behavior is noted for the increasing ratio between UHs and um. The same
phenomena are observed for the cases of electro-osmotic and magnetic factors.

• Skin friction is improved with increasing values of κ and the ratio between UHs and um, whereas
it decreases with the increase in Brinkman number, volume fraction and the magnetic parameter.

• The Nusselt number escalates for a snowballing magnetic parameter but de-escalates
with the increasing ratio between UHs and um, volume fraction, Brinkman number and
electro-osmotic factors.

• The entropy generation increases with an increase of volumetric volume expansion β, magnetic
field M and κ, while it decreases with an increase of BrΩ−1 and Brinkman number.

• A dual behavior of entropy generation is noted for decreasing and increasing values of Rζ.
• The Bejan number escalates by snowballing values of both BrΩ−1 and magnetic elements in direct

relation with each other and is depicted for both of them.
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Appendix A
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Abstract: The solutions for velocity and stress are derived by using the methods of Laplace
transformation and Modified Bessel’s equation for the rotational flow of Burgers’ fluid flowing
through an unbounded round channel. Initially, supposed that the fluid is not moving with t = 0
and afterward fluid flow is because of the circular motion of the around channel with velocity ΩRtp

with time positively grater than zero. At the point of complicated expressions of results, the inverse
Laplace transform is alternately calculated by “Stehfest’s algorithm” and “MATHCAD” numerically.
The numerically obtained solutions in the terms of the Modified Bessel’s equations of first and
second kind, are satisfying all the imposed conditions of given mathematical model. The impact
of the various physical and fractional parameters are also indeed and so presented by graphical
demonstrations.

Keywords: Burgers’ fluid; velocity field; shear stress; Laplace transform; modified Bessel function;
Stehfest’s algorithm; MATHCAD

1. Introduction

Fluids can be divided into two types i.e., Newtonian and non-Newtonian fluid. The Newtonian
fluids are simple and ideal. In real life there is no exitance of Newtonian fluids but water and air
consider as Newtonian fluid. However, the non-Newtonian fluids are complicated and cannot be
solved easily. The fluid motion within a cylinder has a wide application in the field of physics,
engineering and specially in the food industry. In (1923), Taylor presented the results of stability of
fluid in rotating cylinders [1]. Stephen Childress, in 2009 talked about the lift and drag in ideal fluids
in two-dimensional, Stoke’s flow and gas dynamics [2]. Waters and King [3] discussed the Oldroyd-B
fluid in a circular tube by taking Poiseuille flow into account. The investigation of basic unsteady pipe
flow and viscoelastic upper-convected Maxwell fluid in uniform circular cross section, is available
in [4]. They used the Fourier Bessel series to obtain the closed form solutions. The exact solutions
of different fluids in circular cylinders (may be finite and infinite) can be obtained by applying the
Laplace transformation on the system. There has been published a number of papers on this idea.

The action of circular cylinder and pressure gradient for both translational and rotational flows
for viscoelastic fluids discussed in [5]. Fox and Macdonald [6] focussed on differential analysis of one
dimensional and steady state flow of incompressible and non viscous fluid. He also discussed the flow
of fluid through pipes and channels. Fetecau [7] worked on unidirectional unsteady flow through an
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infinite pipe for Oldroyd-B fluids. For analytical solutions, an expansion theorem of Steklov is used
with a no slip condition. The viscoelastic fluids have many exertions in various fields of industry, also
in bio engineering. Ting [8] and Srivastava [9] find out the analytical solutions of non-Newtonian
fluids for second grade and Maxwell fluids respectively. Sherief et al. [10] considered an infinitely
magnetic insulating circular cylinder for the steady one-dimensional flow of an incompressible MHD
fluid. The slip boundary conditions are applied on velocity and they calculated the results for the
micro rotation, ratio of flow and skin coefficients.

The Helical flow is the composition of translation and rotational motion, is applicable in vascular
hydrodynamics and biomedical engineering. Many papers have been published on this type of flow.
The general solutions of some helical flow corresponding to the second grade fluid are seems in [11].
The analytic solutions of same fluid for unsteady flow has been derived by Hayat et al. [12]. In rotating
circular cylinder, Fetecau [13] obtained the analytical solutions for the helical flow of Oldroyd-B fluid.
In the same domain, the solutions of Maxwell and second grade fluids are available in [14,15].

Fractional calculus plays a very important rule in the field of fluid mechanics. Podlubny [16]
discussed the differential equations of fractional model. The elements of fractional model defines
viscoelastic fluids of special kind. Now a days, such models frequently [17,18] commonly encounter in
our daily lives. The analytical solutions of generalized second grade fluids are available in [19]. Exact
solutions of generalized Burgers’ fluid in annulus of circular cylinders and helical flow of Burgers’
fluid, in terms of fractional derivatives, are found in [20,21] respectively. Whereas the analysis of
velocity and stress field, vortex sheet of same fluid by considering the fractional anomalous diffusion
by Xu et al. [22]. Song and Jiang [23] studied the five parametric constitutive equations with fractional
derivatives of linear viscoelastic Jeffreys model. For the applications, they consider the Sesbania
gel and Xanthan gum and get the satisfactory results. Tan et al. [24] and Xu et al. [25] applied a
fractional derivative model to Maxwell and generalized second grade fluids between two parallel
plates. Abdullah et al. [26] considered the fractional Maxwell fluid in a boundless circular pipe
with velocity f t. To obtained the solutions for velocity and shear stress they applied the Laplace
transformation and modified Bessel equation. To find out numerically inverse Laplace transformation
MATLAB is used by them.

In this article, the solutions for Burgers’ fluid in rotating pipe like domain are determined. Here,
a Laplace transformation technique was used to study fluid motion in a circular domain. The variable
of time is removed with the help of a Laplace transform and modified Bessel functions to convert
the complex equations into simple algebraic equations. The derived results are complicated so that
inverse Laplace transformation were difficult to apply. So “Stehfest’s algorithm” [27] and “MATHCAD”
software was used to find the numerical solutions for the Burgers’ fluid in circular domain. Graphs
were drawn to elaborate the influences of fluids on velocity against different parameters. The results
and discussions of all parameters are given at the end that shows the consistency in obtained results.

2. Governing Equations

Here, the formulation of velocity V and the extra-stress S for the fluid under consideration are
as [28]

V = V(r, t) = F(r, t)eθ, S = S(r, t) , (1)

where eθ is the unit vector of the cylindrical coordinates system and F(r, t) is the component of velocity
along eθ. The initial conditions for the fluid at rest position are, as in [28];

V(r, 0) = 0, S(r, 0) = 0. (2)
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The governing equations for the motion of Burgers’ fluid are [29](
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where μ is the coefficient of viscosity, ν = μ/ρ is kinematic viscosity, ρ is constant density of the fluid,
λi (i = 1, 2, 3) new material constants and Q(r, t) = Srθ(r, t) 	= 0 shear stress. By altering the inner time
derivatives with the fractional derivatives in Equations (3) and (4), the governing equations for the
fractional derivative of Burgers’ fluid (FBF) can be obtained as
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where α and β are the fractional parameters such as 0 ≤ α ≤ β ≤ 1. The Caputo fractional derivative is
defined as [16,18]

Dα
t f (t) =

⎧⎪⎨⎪⎩
1

Γ(1−α)
d
dt

∫ t
0

f (τ)
(t−τ)α dτ, 0 ≤ α < 1;

d
dt f (t), α = 1,

(7)

where Γ(·) is the gamma function. When α , β → 1, Equations (5) and (6) reduce to Equations (3) and
(4), because D1

t f = d f
dt .

3. Imposing Condition and Geometry

Initially, (when t = 0) the FBF is at rest in an infinite circular pipe with radius R(> 0) as shown
in Figure 1. After time t = 0+, the pipe suddenly starts to rotate about its Z-axis having the angular
velocity Ωtp. According to mathematical situation, appropriate initial and boundary conditions are

F(r, 0) =
∂F(r, 0)

∂t
= 0 , τ(r, 0) = 0 ; r ∈ [0, R], (8)

F(R, t) = RΩtp ; t > 0, p ∈ N , p > 0, (9)

where Ω denotes the angular constant and N is the set of natural numbers.

Figure 1. Geometry of the problem.
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3.1. Velocity Field Due to Rotating Circular Pipe

By applying the Laplace transform to Equations (5) and (9),

∂2F(r, s)
∂r2 +

1
r

∂F(r, s)
∂r

−
[

1
r2 + a(s)

]
F(r, s) = 0, (10)

and

F(R, s) =
RΩp !
sp+1 , (11)

where

a(s) =
s(1 + λα

1sα + λ2α
2 s2α)

ν(1 + λ
β
3 sβ)

.

Also F(r, s) and F(R, s) are the Laplace transforms of the functions F(r, t) and F(R, t) respectively.
By applying the variable transformation z = r

√
a(s) in Equation (10)

z2 ∂2F
∂r2 + z

∂F
∂r

− (12 + z2)F = 0. (12)

The above Equation (12) is the modified Bessel equation of order 1. So, the general solution of this
equation is given by the successive equation

F(z, s) = C1 I1(z) + C2K1(z), (13)

where C1 and C2 are constants and I1, K1 are the modified Bessel functions of first and second kind
of order 1. For a finite solution at r = 0(z = 0), the constant C2 should be zero i.e., C2 = 0. So,
Equation (13) implies

F(z, s) = C1 I1(z). (14)

The value of C1 is calculated from Equation (14) by taking Equation (11) into account

C1 =
ΩRp!

sp+1 I1(R
√

a(s))
. (15)

Therefore the Equation (14) implies

F(r, s) =
ΩRp!
sp+1 × I1(r

√
a)

I1(R
√

a)
. (16)

The solution in Equation (16) is in the complex form of the first and second kind of Bessel functions.
Normally, it is difficult to find out the solution of such complex expressions with an ordinary inverse
Laplace transformation. However, an alternately inverse Laplace of Equation (16) was numerically
calculated by using the “Stehfest’s algorithm” [27]

fn(x) = ln(2)x−1
2n

∑
i=1

ai(n)F(i ln(2)x−1), n ≥ 1, x > 0, (17)

where ai(n) are coefficients defined as follows

ai(n) =
(−1)n+i

n!

min(i,n)

∑
s=[ (i+1)

2 ]

sn+1 nCs
2sCs

sCi−s, n ≥ 1, 1 ≤ i ≤ 2n, (18)

and “MATHCAD” software.
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3.2. Shear Stress Due to Rotating Circular Cylinder

By taking the Laplace transform of Equation (6)
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r

F(r, s)
]
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Putting Equation (16) into (17) and after taking the few steps of simplification,
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r
I1(r

√
a)
]
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Again it is in a complicated form. So “Gaver Stehfest’s algorithm” and “MATHCAD” software
were used for the inverse Laplace transformation of the result given in Equation (20) .

4. Results and Discussions

In this article, the main goal is to establish the numerical technique to develop the solutions of the
Burgers’ fluid for the rotational flow of Burgers’ fluid within cylindrical domain. The expressions
of velocity and shear stress are found for an incompressible non-integer order model of the Burgers’
fluid in a circular pipe. The Laplace transformation is used to establish the solutions. As there
are complicated expressions in Equations (16) and (20) with respect to the Laplace transformation,
it was not easy to find out final results by using direct inverse Laplace on Equations (16) and
(20). Although, “MATHCAD” is used along with the “Stehfest’s algorithm” instead of the inverse
Laplace transformation to find out the numerical results. The numerical solutions for Oldroyd-B,
Maxwell, second grade and Newtonian fluids are also derived with generalization of main results
i.e., Equations (16) and (20). To determine the impact of physical parameters, the graphical illustrations
are made. The behaviour of time on the velocity field and stress is shown in Figures 2 and 3. These
figures show that the influence of velocity and stress depending upon the parameters r, λ1, λ2, λ3, α, β, ν

and μ. Figures 2 and 3 show that the velocity and shear stress increase with respect to the increase in
the dependent variable t with fixed values of other dependent parameters. Similarly, a clear increase
in velocity and stress can also be seen in Figures 4 and 5 for r with respect to the time variable t while
fixing the other dependent parameters. It is also observed from Figure 4 that velocity has linear
relation for r with respect to t.

Figure 2. The aspect of velocity F(r, t) for various values of t and fixed values for Ω = 1, R = 1, p =

1, s = 1, α = 0.3, β = 0.7, ν = 0.053, n = 12, λ1 = 5, λ2 = 20 and λ3 = 55.
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λ λ λ α β ν μ

λ λ λ α β ν μ

λ λ λ α β ν μ

Figure 3. The aspect of stress Q(r, t) for various values of t and fixed values for μ = 0.010, Ω = 2.5, R =

1, p = 1, s = 1, α = 0.3, β = 0.7, ν = 0.053, n = 12, λ1 = 5, λ2 = 20 and λ3 = 55.

Figure 4. The aspect of velocity F(r, t) for various values of r and fixed values for Ω = 1, R = 1, p =

1, s = 1, α = 0.3, β = 0.7, ν = 0.053, n = 12, λ1 = 5, λ2 = 20 and λ3 = 55.

λ λ λ α β ν μ

λ λ λ α β ν μ

λ λ λ α β ν μ

Figure 5. The aspect of stress Q(r, t) for various values of r and fixed values for μ = 0.09, Ω = 1.5, R =

1, p = 1, s = 1, α = 0.3, β = 0.7, ν = 0.053, n = 12, λ1 = 5, λ2 = 20 and λ3 = 55.

Also, to uncover the aspects of other physical and fraction parameters on velocity and stress the
graphs drawn and presented in Figures 6–17. All the graphs for velocity and stress in Figures 6–17
are plotted for concerned parameter against the change factor “time”. One can say that the fractional
parameter α, relaxation parameters λ1 and λ2 have decreasing behaviour for velocity and stress with
respect to t. This fact can be observed in Figures 6–9, 12 and 13 respectively. Whereas, the velocity and
stress are also increasing functions for the retardation parameter λ3, fractional parameter β, viscosity μ

and ν with respect to time t as shown in Figures 10, 11, 14–17. Figures 2–17 make it possible to check
the point to point variations, increment or decrement in two parameters (among which the graphs are
made) for velocity and stress profile.

Finally, the comparison among the different generalized cases of Burgers’ fluid are made in
Figure 18 for velocity function against time t. The results of these generalized cases are derived by the
implementation of the “Stehfest’s algorithm” and “MATHCAD” to Equation (16). It is observed that
the second grade fluids have more velocity as compared to other Newtonian and non-Newtonian fluid
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cases of this model while taking the same values of different dependent parameters and variation in
time t. The Oldroyd-B fluid behaves as like the second grade fluid but have less velocity as compared
to the second grade fluid’s velocity. Similarly, Figure 18 also shows the behaviour of velocity for
Newtonian and Maxwell fluids. The Maxwell fluids have minimum velocity for this flow model
with prescribed conditions among all the Newtonian and non-Newtonian cases. As a description it is
clearing that in all the Figures 2–18, the units of the material constants are SI units. The comparison of
solutions that obtained from two different methods analytically [29,30] and numerically (derived from
Equations (16) and (20)) are given in Tables 1 and 2 for two different cases Maxwell and Newtonian
fluids. These tables showing clearly that two different methods for the same problem have the same
results. Which shows the consistency of our numerical technique and results for fractional model of
Burgers’ fluid with already published literature [29,30].

Figure 6. The aspect of velocity F(r, t) for various values of λ1 and fixed values for Ω = 1, R = 1, p =

1, s = 1, α = 0.3, β = 0.8, ν = 0.013, n = 12, r = 0.8, λ2 = 20 and λ3 = 55.

λ λ λ α β ν μ

λ λ λ α β ν μ

λ λ λ α β ν μ

Figure 7. The aspect of stress Q(r, t) for various values of λ1 and fixed values for μ = 0.09, Ω = 2.5, R =

1, p = 1, s = 1, α = 0.3, β = 0.8, ν = 0.013, n = 12, r = 0.8, λ2 = 20 and λ3 = 55.

Figure 8. The aspect of velocity F(r, t) for various values of λ2 and fixed values for Ω = 1, R = 1, p =

1, s = 1, α = 0.2, β = 0.7, ν = 0.013, n = 12, r = 0.8, λ1 = 5 and λ3 = 55.
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λ λ λ α β ν μ

λ λ λ α β ν μ

λ λ λ α β ν μ

Figure 9. The aspect of stress Q(r, t) for various values of λ2 and fixed values for μ = 0.09, Ω = 1.2, R =

1, p = 1, s = 1, α = 0.2, β = 0.7, ν = 0.013, n = 12, r = 0.8, λ1 = 5 and λ3 = 55.

Figure 10. The aspect of velocity F(r, t) for various values of λ3 and fixed values for Ω = 1, R = 1, p =

1, s = 1, α = 0.2, β = 0.8, ν = 0.013, n = 12, r = 0.8, λ1 = 5 and λ2 = 20.

λ λ λ α β ν μ

λ λ λ α β ν μ

λ λ λ α β ν μ

Figure 11. The aspect of stress Q(r, t) for various values of λ3 and fixed values for μ = 0.09, Ω =

1.2, R = 1, p = 1, s = 1, α = 0.2, β = 0.8, ν = 0.013, n = 12, r = 0.8, λ1 = 5 and λ2 = 20.

Figure 12. The aspect of velocity F(r, t) for various values of α and fixed values for Ω = 1, R = 1, p =

1, s = 1, β = 0.7, ν = 0.013, n = 12, r = 0.8, λ1 = 5, λ2 = 20 and λ3 = 55.
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λ λ λ α β ν μ

λ λ λ α β ν μ

λ λ λ α β ν μ

Figure 13. The aspect of stress Q(r, t) for various values of α and fixed values for μ = 0.09, Ω = 1.2, R =

1, p = 1, s = 1, β = 0.7, ν = 0.013, n = 12, r = 0.8, λ1 = 5, λ2 = 20 and λ3 = 55.

λ λ λ α β ν

λ λ λ α β ν

λ λ λ α β ν

Figure 14. The aspect of velocity F(r, t) for various values of β and fixed values for Ω = 1, R = 1, p =

1, s = 1, α = 0.3, ν = 0.013, n = 12, r = 0.8, λ1 = 5, λ2 = 20 and λ3 = 55.

λ λ λ α β ν μ

λ λ λ α β ν μ

λ λ λ α β ν μ

Figure 15. The aspect of stress Q(r, t) for various values of β and fixed values for μ = 0.09, Ω = 1.2, R =

1, p = 1, s = 1, α = 0.3, ν = 0.013, n = 12, r = 0.8, λ1 = 5, λ2 = 20 and λ3 = 55.

Figure 16. The aspect of velocity F(r, t) for various values of ν and fixed values for Ω = 1, R = 1, p =

1, s = 1, α = 0.3, β = 0.8, n = 12, r = 0.8, λ1 = 5, λ2 = 20 and λ3 = 55.
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Figure 17. The aspect of stress Q(r, t) for various values of μ and fixed values for Ω = 2.5, R = 1, p =

1, s = 1, α = 0.3, β = 0.8, ν = 0.013, n = 12, r = 0.8, λ1 = 5, λ2 = 20 and λ3 = 55.

Figure 18. Comparisons of fluid velocity for different fluid models for same value of parameters.

Table 1. Comparison of exact solutions [30] and numerical solutions (obtained from “Stehfest’s
algorithm”) for the fractional order derivative model of the Maxwell fluid.

r Exact w(r,t) [30] Numerical V(r,t) Error

0 0.000 0.000 0.000
0.02 0.029 0.029 0.000
0.04 0.058 0.058 0.000
0.06 0.087 0.087 0.000
0.08 0.115 0.116 −0.001
0.10 0.145 0.145 0.000
0.12 0.174 0.174 0.000
0.14 0.203 0.203 0.000
0.16 0.233 0.233 0.000
0.18 0.262 0.263 −0.001
0.20 0.292 0.292 0.000
0.22 0.322 0.322 0.000
0.24 0.352 0.352 0.000
0.26 0.383 0.381 0.002
0.28 0.414 0.411 0.003
0.30 0.444 0.441 0.003
0.32 0.475 0.473 0.002
0.34 0.506 0.503 0.003
0.36 0.538 0.534 0.004
0.38 0.569 0.565 0.004
0.40 0.601 0.596 0.005
0.42 0.632 0.628 0.004
0.44 0.664 0.661 0.003
0.46 0.695 0.694 0.001
0.48 0.727 0.725 0.002
..... ..... ..... .....
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Table 2. Comparison of exact solutions [29] and numerical solutions (obtained from “Stehfest’s
algorithm”) for the fractional order derivative model of the Newtonian fluid.

r Exact w(r,t) [29] Numerical V(r,t) Error

0 0.000 0.000 0.000
0.02 0.023 0.023 0.000
0.04 0.046 0.046 0.000
0.06 0.069 0.069 0.000
0.08 0.093 0.092 0.001
0.10 0.116 0.115 0.001
0.12 0.139 0.138 0.001
0.14 0.162 0.161 0.001
0.16 0.185 0.185 0.000
0.18 0.208 0.208 0.000
0.20 0.232 0.232 0.000
0.22 0.255 0.256 −0.001
0.24 0.279 0.280 −0.001
0.26 0.304 0.304 0.000
0.28 0.329 0.329 0.000
0.30 0.354 0.354 0.000
0.32 0.379 0.379 0.000
0.34 0.405 0.404 0.001
0.36 0.431 0.430 0.001
0.38 0.458 0.456 0.002
0.40 0.484 0.482 0.002
0.42 0.511 0.509 0.002
0.44 0.538 0.536 0.002
0.46 0.564 0.564 0.000
0.48 0.591 0.592 −0.001

5. Conclusions

The flow of incompressible Burgers’ fluid with leading equations in the terms of Caputo
non-integer order derivatives is studied. The under consider flow is flowing through the circular
channel of infinite length. The numerical solutions for velocity and stress has been drawn by utilizing
the Laplace transformation along with the modified Bessel’s function. After the analysis of result
following fruitful remarks are observed:

• The ordinary fluid have less velocity as compared to fractional order derivative fluid models.
This result can be verify from the graph of fractional parameter α available in Figure 12, which
has decreasing altitude when the velocity is increasing.

• The velocity of the fluid increases for Burgers’ fluid model as fluid becomes more thick in this
model.

• The graph of the parameters β, λ3, ν, t, r, and μ showed an increase/upward in behaviour with
increase in velocity and stress function.

• The parameters λ1, λ2 and α are behaving opposite to the influence of velocity and shear stress.
• The fractional Burgers’ fluid is flowing faster than the Maxwell and Newtonian fluids.
• Our obtained solutions given in Equations (16) and (20) derived from “Stehfest’s inversion

algorithm” and the exact solutions given in [29,30] are equivalent.
• In future, authors will try to study the fluid motion by considering the effects of temperature and

magnetic field.
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Abstract: Two-dimensional advection–diffusion processes with memory and a source concentrated in the
symmetry center of the domain have been investigated. The differential equation of the studied model is
a fractional differential equation with short-tail memory (a differential equation with Caputo–Fabrizio
time-fractional derivatives). An analytical solution of the initial-boundary value problem has been
determined by employing the Laplace transform and double sine-Fourier transforms. A numerical
solution of the studied problem has been determined using finite difference approximations. Numerical
simulations for both solutions have been carried out using the software Mathcad.

Keywords: Advection–diffusion; fractional derivative; concentrated source; integral transform

1. Introduction

Partial differential equations with time-fractional derivatives are suitable to describe complex
problems in chaotic dynamics, signal processing, wave propagation, classical and continuum
mechanics [1–6]. These equations admit the non-local memory effects; therefore, the fractional
models can eliminate the disadvantage of classical models that cannot satisfactorily describe some
complex processes such as anomalous diffusion.

In recent years, fractional advection–diffusion equations were intensively studied due to their
multiple applications in many practical problems such as transport of pollutants in air and water,
contaminating streams in groundwater, migration of pollutants in rivers and seawater, and tracer
dispersion in porous media.

Bhrawy and Baleanu [7] developed an efficient Legendre–Gauss–Lobatto method to solve
the advection–diffusion equation with a space-fractional Caputo derivative and non-homogeneous
initial-boundary conditions. The advection–dispersion equation with a fractional order dependent on
time and the Coimbra derivative was numerically solved by Abdelkawy et al. [8]. Zhuang et al. [9]
numerically solved the advection–diffusion equation with derivatives of variable fractional order
and a nonlinear source. They presented the explicit and implicit Euler approximation, fractional
method of line, matrix transfer technique and the extrapolation method. Fazio et al. [10] have
analyzed the advection–diffusion equation with the time-fractional Caputo derivative by using a
finite difference method with non-uniform grids. They obtained an accuracy method compared
with the classical discrete fractional formula for the time-fractional Caputo derivative. Time–space
fractional advection–diffusion equations with Riesz derivatives have been numerically investigated
by Arshad et al. [11]. A fractional advection–diffusion equation with a nonlinear source has been
studied by Jannelli et al. [12]. They obtained a numerical solution and an analytical solution
based on the Mittag–Leffler functions. Using the finite volume element method, Badr et al. [13]
have studied the fractional advection–diffusion equation with the time-fractional Caputo derivative.
Stability of the method has been analyzed. Pimenov [14] has numerically investigated the fractional

Symmetry 2019, 11, 879; doi:10.3390/sym11070879 www.mdpi.com/journal/symmetry189
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advection–diffusion equation with heredity. Singh et al. [15] have obtained analytical solutions for the
fractional advection–dispersion equation by employing the q-fractional homotopy analysis transform
method. Using the integral transform method, Avci and Yetim [16] have found the fundamental
solutions of the fractional advection–diffusion with fractional derivatives of the Atangana–Baleanu type.
Fundamental solutions for the Dirichlet problem of the two-dimensional fractional advection–diffusion
equation with short-tail memory have been studied by Mirza and Vieru [17]. Using the Laplace
transform and the sine–cosine Fourier transform, Mirza et al. [18] have determined analytical solutions
for the fractional advection–diffusion equation in the one-dimensional case and with boundary
conditions of Robin-type. Interesting fractional diffusive processes have been investigated by Hristov
in [19–21]. Povstenko and Klekot [22] and Povstenko and Kyrylych [23] have studied the fractional
advection diffusion equation with several boundary conditions. It is important to underline that the
time–space fractional advection–diffusion equation could be solved with the Monte–Carlo method as a
limit of continuous-time random walks [24].

In this work, the analytical and numerical study of two-dimensional advection–diffusion processes
with short-tail memory and with the source concentrated in the symmetry center of the geometric
domain is carried out.

The mathematical model is described by a fractional differential equation with the time-fractional
Caputo–Fabrizio derivative. An analytical solution of the initial-boundary value problem has been
determined by employing the Laplace and finite sine-Fourier transforms. A numerical solution of the
studied problem has been determined using finite difference approximations. Numerical simulations
for both solutions have been carried out using the software Mathcad and a good agreement is found.

2. The Statement of the Problem

Let us consider the two-dimensional advection–diffusion process with memory and the
time-dependent concentrated-source in a finite domain:

D =
{
(x, y), a ≤ x ≤ b, c ≤ y ≤ d, a < b, c < d

}
with the border ∂D.

The mathematical model is described by the following time-fractional advection–diffusion
equation [7,9]:

CFDαt u(x, y, t) + k1
∂u(x,y,t)
∂x + k2

∂u(x,y,t)
∂y − ε1

∂2u(x,y,t)
∂x2 − ε2

∂2u(x,y,t)
∂y2 = f (x, y, t),

0 < α ≤ 1, k1, k2 ≥ 0, ε1, ε2 > 0, (x, y) ∈ D.
(1)

where u(x, y, t) is the field variable representing the solute concentration,
→
v = k1

→
e x + k2

→
e y is the

constant fluid velocity (the drift velocity), ε1, ε2 are the dispersion coefficients in the x-direction and
y-direction, respectively and f (x, y, t) represents the sources/sinks.

The operator CFDαt (·) denotes the time-fractional Caputo–Fabrizio derivative defined as [25]:

CFDαt u(x, y, t) = h(α, t) ∗ .
u(x, y, t),

h(α, t) =

⎧⎪⎪⎨⎪⎪⎩ M(α)
1−α exp

( −αt
1−α

)
δ(t), α = 1,

, 0 ≤ α < 1,

.
u(x, y, t) = ∂u(x,y,t)

∂t ,

(2)

where “∗“ denotes the convolution product and δ(t) is Dirac’s distribution. In the above definition, the
function M(α) is so called the normalization function, which should satisfy conditions M(0) = M(1) = 1.
In the present paper, for simplicity, we will consider for the normalization function M(α) ≡ 1, α ∈ [0, 1].

The following properties of the Caputo–Fabrizio operator immediately result from Equation (2):

CFD0
t u(x, y, t) = u(x, y, t) − u(x, y, 0), CFD1

t u(x, y, t) =
∂u(x, y, t)
∂t

, CFDαt C = 0, C = const. (3)
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The Laplace transform of the Caputo–Fabrizio derivative is given by:

L
{
CFDαt u(x, y, t)

}
= L

{
h(α, t) ∗ .

u(x, y, t)
}
= L

{
h(α, t)

}
L
{ .
u(x, y, t)

}
=

sL
{
u(x, t, t)

}− u(x, y, 0)
(1− α)s + α . (4)

The fractional advection–diffusion equation (Equation (1)), is studied along with following initial
and boundary conditions:

u(x, y, 0) = ψ0(x, y), (x, y) ∈ D, (5)

u(x, y, t) = ψ1(x, y, t), t > 0, (x, y) ∈ ∂D, t > 0, (6)

Making the transformation:

u(x, y, t) = e f0(x,y)ϕ(x, y, t) +ψ0(x, y), f0(x, y) =
k1x
2ε1

+
k2y
2ε2

, (7)

Equation (1) becomes:

CFDαt ϕ(x, y, t) +
1
2

⎛⎜⎜⎜⎜⎝ k2
1

ε1
+

k2
2

ε2

⎞⎟⎟⎟⎟⎠ϕ(x, y, t) − ε1
∂2ϕ(x, y, t)
∂x2 − ε2

∂2ϕ(x, y, t)
∂y2 = F(x, y, t) + G(x, y), (8)

where
F(x, y, t) = f (x, y, t) exp(− f0(x, y))

G(x, y) =
[
ε1
∂2ψ0(x,y)
∂x2 + ε2

∂2ψ0(x,y)
∂y2 − k1

∂ψ0(x,y)
∂x − k2

∂ψ0(x,y)
∂y

]
exp(− f0(x, y)).

(9)

After transformation (7), the initial and boundary conditions become:

ϕ(x, y, 0) = 0, (x, y) ∈ D, (10)

ϕ(x, y, t) = F1(x, y, t) + G1(x, y), (x, y) ∈ ∂D, t > 0, (11)

where
F1(x, y, t) = ψ1(x, y, t) exp(− f0(x, y)), G1(x, y) = −ψ0(x, y) exp(− f0(x, y)). (12)

3. Analytical Solution of the Problem

The solution of the problem described by Equation (8) and conditions (10) and (11) will be
determined by using the integral transform method.

Applying the Laplace transform to Equation (8), using Equation (4) and Equation (10), we obtain
the transformed equation:

[1 + β(1− α)]s + αβ
(1− α)s + α ϕ(x, y, s) − ε1

∂2ϕ(x, y, s)
∂x2 − ε2

∂2ϕ(x, y, s)
∂y2 = F(x, y, s) +

1
s

G(x, y), (13)

where β = 1
2

(
k2

1
ε1

+
k2

2
ε2

)
and ϕ(x, y, s) =

∞∫
0
ϕ(x, y, t)e−stdt, F(x, y, s) =

∞∫
0

F(x, y, t)e−stdt are the Laplace

transforms of functions ϕ(x, y, t), F(x, y, t), respectively.
Equation (13) has to satisfy the boundary condition:

ϕ(x, y, s) = ϕ1(x, y, s), (x, y) ∈ ∂D,
ϕ1(x, y, s) = F1(x, y, s) + 1

s G1(x, y).
(14)
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Now, we apply this to Equation (13), the double sine-Fourier transform with respect to variables x
and y defined as [26]:

ϕ̃(n, k, s) =

d∫
c

b∫
a

sin
[

n(x− a)π
b− a

]
sin

[
k(y− c)π

d− c

]
ϕ(x, y, s)dxdy, n, k = 1, 2, . . . (15)

A direct calculation leads to the following relationships:

d∫
c

b∫
a

∂2ϕ(x, y, s)
∂x2 sin

[
n(x− a)π

b− a

]
sin

[
k(y− c)π

d− c

]
dxdy = H̃1(n, k, s) −

( nπ
b− a

)2
ϕ̃(n, k, s), (16)

where

H̃1(n, k, s) =
nπ

b− a

d∫
c

[
ϕ1(a, y, s) − (−1)nϕ1(b, y, s)

]
sin

[
k(y− c)π

d− c

]
dy (17)

b∫
a

d∫
c

∂2ϕ(x, y, s)
∂y2 sin

[
n(x− a)π

b− a

]
sin

[
k(y− c)π

d− c

]
dydx = H̃2(n, k, s) −

(
kπ

d− c

)2

ϕ̃(n, k, s) (18)

where

H̃2(n, k, s) =
kπ

d− c

b∫
a

[
ϕ1(x, c, s) − (−1)kϕ1(x, d, s)

]
sin

[
n(x− a)π

b− a

]
dx. (19)

Applying the double sine-Fourier transform to Equation (13), using the relationships (16)–(19)
and notations

ank = 1 + (1− α)
[
β+ ε1

(
nπ
b−a

)2
+ ε2

(
kπ
d−c

)2
]

bnk = α
[
β+ ε1

(
nπ
b−a

)2
+ ε2

(
kπ
d−c

)2
]
, n, k = 1, 2, . . . ,

Ψ̃(n, k, s) = F̃(n, k, s) + 1
s G̃(n, k) + ε1H̃1(n, k, s) + ε2H̃2(n, k, s),

(20)

the transform ϕ̃(n, k, s) is written in the following form:

ϕ̃(n, k, s) =
(1− α)s + α

anks + bnk
Ψ̃(n, k, s). (21)

Now, we will write Equation (21) in a suitable form which, after inversion, satisfies the initial and
boundary conditions (10) and (11). To do this, we consider the following auxiliary functions:

vi(y, t) = [gi(y, t) − gi(d, t)]H(y− c) + [gi(y, t) − gi(c, t)]H(d− y)−
−gi(y, t)H(y− c)H(d− y); i = 1, 2, y ∈ [c, d],

(22)

wi(x, t) = [hi(x, t) − hi(b, t)]H(x− a) + [hi(x, t) − hi(a, t)]H(b− x)−
− hi(x, t)H(x− a)H(b− x); i = 1, 2, x ∈ [a, b],

(23)

where
g1(y, t) = F1(a, y, t) + G1(a, y), g2(y, t) = F1(b, y, t) + G1(b, y),
h1(x, t) = F1(x, c, t) + G1(x, c), h2(x, t) = F1(x, d, t) + G1(x, d),

(24)

and

H(z) =
sign(z)[1 + sign(z)]

2
=

{
0, z ≤ 0
1, z > 0

, (25)

is the Heaviside step unit function.
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With the above functions, we define:

θ1(x, y, t) =
b− x
b− a

v1(y, t) +
x− a
b− a

v2(y, t) =
x[v2(y, t) − v1(y, t)]

b− a
+

bv1(y, t) − av2(y, t)
b− a

, (26)

θ2(x, y, t) =
d− y
d− c

w1(x, t) +
y− c
d− c

w2(x, t) =
y[w2(x, t) −w1(x, t)]

d− c
+

dw1(x, t) − cw2(x, t)
d− c

, (27)

θ3(x, y, t) = h1(a, t)H(b− x)H(d− y) + h1(b, t)H(x− a)H(d− y)+
h2(a, t)H(b− x)H(y− c) + h2(b, t)H(x− a)H(y− c),

(28)

The function θ(x, y, t) defined by

θ(x, y, t) = θ1(x, y, t) + θ2(x, y, t) + θ3(x, y, t), (29)

satisfies the following properties:

θ(a, y, t) = g1(y, t), θ(b, y, t) = g2(y, t), θ(x, c, t) = h1(x, t), θ(x, d, t) = h2(x, t) (30)

Applying the Laplace transform and double sine-Fourier transform to functions (26)–(28), we
obtain:

θ̃1(n, k, s) = a−(−1)nb
nπ P1k(s) +

1−(−1)n

nπ P2k(s),

P1k(s) =
d∫

c
[

¯
v2(y, s) − ¯

v1(y, s)] sin
[

k(y−c)π
d−c

]
dy,

P2k =
d∫

c
[b

¯
v1(y.s) − a

¯
v2(y, s)] sin

[
k(y−c)π

d−c

]
dy,

(31)

θ̃2(n, k, s) = c−(−1)kd
kπ Q1n(s) +

1−(−1)k

kπ Q2n(s),

Q1n(s) =
b∫

a
[

¯
w2(x, s) − ¯

w1(x, s)] sin
[

n(x−a)π
b−a

]
dx,

Q2n(s) =
b∫

a
[d

¯
w1(x, s) − c

¯
w2(x, s)] sin

[
n(x−a)π

b−a

]
dx,

(32)

θ̃3(n, k, s) =
[
h1(a, s) + h1(b, s) + h2(a, s) + h2(b, s)

](1− (−1)n

nπ

)⎛⎜⎜⎜⎜⎝1− (−1)k

kπ

⎞⎟⎟⎟⎟⎠(b− a)(d− c) (33)

respectively,

θ̃(n, k, s) = a−(−1)nb
nπ P1k(s) +

1−(−1)n

nπ P2k(s) +
c−(−1)kd

kπ Q1n(s) +
1−(−1)k

kπ Q2n(s)+

[h1(a, s) + h1(b, s) + h2(a, s) + h2(b, s)]
(

1−(−1)n

nπ

)(
1−(−1)k

kπ

)
(b− a)(d− c).

(34)

The function ϕ̃, given by Equation (21), can be written as:

ϕ̃(n, k, s) = θ̃(n, k, s) +
1

anks + bnk
Ψ̃1(n, k, s), (35)

where
Ψ̃1(n, k, s) = [(1− α)s + α]Ψ̃(n, k, s) − (anks + bnk)θ̃(n, k, s). (36)

Applying the inverse Laplace and Fourier transforms, we obtain the solution

ϕ(x, y, t) = H(t)θ(x, y, t)+

4
(b−a)(d−c)

∞∑
n=1

∞∑
k=1

sin
[

n(x−a)π
b−a

]
sin

[
k(y−c)π

d−c

] t∫
0

exp(−(t−τ)bnk/ank)
ank

Ψ̃1(n, k, τ)dτ.
(37)
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Using the property (30), it is easy to see that function (37) satisfies boundary condition (11). The
solution for the classical advection equation is obtained by making α = 1 into Equations (20) and
(35)–(37).

4. Particular Case: A Time-Dependent Concentrated Source in the Center of Domain D

In this section, for the source f (x, y, t) and for the initial and boundary conditions, we consider:

f (x, y, t) = γ0δ
(
x− a+b

2

)
δ
(
y− c+d

2

)
exp(−pt), p ≥ 0,

u(x, y, 0) = ψ0(x, y) = γ0 exp( f0(x, y)), (x, y) ∈ D, γ0 = const.,
u(x, y, t) = ψ1(x, y, t) = 2γ0 exp( f0(x, y)), (x, y) ∈ ∂D, t > 0.

(38)

The physical significance of the above source f (x, y, t) is that of a source of intensity γ0 exp(−pt)
concentrated in the center

(
a+b

2 , c+d
2

)
of the rectangular domain D.

Using (38), Equations (9), (11), (12) and (14) lead to:

F(x, y, t) = γ0δ
(
x− a+b

2

)
δ
(
y− c+d

2

)
exp(−pt− f0(x, y)), G(x, y) = − βγ0

2 ,
F1(x, y, t) = 2γ0, G1(x, y) = −γ0, ϕ1(x, y, t) = γ0.

(39)

By using ϕ1(x, y, s) = γ0
s in Equations (17) and (19), we have:

H̃1(n, k, s) = γ0
s

d−c
b−a

n[1−(−1)n][1−(−1)k]
k ,

H̃2(n, k, s) = γ0
s

b−a
d−c

k[1−(−1)n][1−(−1)k]
n .

(40)

Using the “sifting” property of the Dirac distribution [27]

b∫
a

f (x)δ(x− c)dx =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
2 f (c+), c = a,
1
2 [ f (c−) + f (c+)], c ∈ (a, b),
1
2 f (c−), c = b,
0, c ∈ (a, b).

(41)

we find that the double sine-Fourier transform of the functions

F(x, y, s) = γ0
s+pδ

(
x− a+b

2

)
δ
(
y− c+d

2

)
exp(− f0(x, y)),

G(x, y) = −βγ0
2 ,

(42)

are given by

F̃(n, k, s) = γ0
s+p sin

(
nπ
2

)
sin

(
kπ
2

)
exp

(
− k1(a+b)

2ε21
− k2(c+d)

2ε22

)
,

G̃(n, k) = −βγ0
2

(b−a)(d−c)
knπ2 [1− (−1)n][1− (−1)k].

(43)

Since sin
(

mπ
2

)
=

(−1)m−1
2 im+1, i2 = −1, m ∈ N, the function F̃(n, k, s) is written as

F̃(n, k, s) =
−γ0

s + p
exp

⎛⎜⎜⎜⎜⎝−k1(a + b)
2ε2

1

− k2(c + d)
2ε2

2

⎞⎟⎟⎟⎟⎠ [1− (−1)n][1− (−1)k]

4
in+k. (44)

By using Equations (40) and (43) in the third equation (20), we obtain:

Ψ̃(n, k, s) = [1−(−1)n[[1−(−1)k]
4 ×[

2γ0
s

2ε1(nπ)
2(d−c)2+2ε2(kπ)

2(b−a)2−β(b−a)2(d−c)2

(kπ)(nπ)(b−a)(d−c) − γ0γ1in+k

s+p

]
,

(45)
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where

γ1 = exp
(
−k1(a + b)

4ε1
− k2(c + d)

4ε2

)
In the considered particular case, Equations (22)–(24) and (31)–(34) become:

g1(y, t) = g2(y, t) = γ0, v1(y, t) = v2(y, t) = −γ0H(y− c)H(d− y),
h1(x, t) = h2(x, t) = γ0, w1(x, t) = w2(x, t) = −γ0H(x− a)H(b− x),

(46)

θ1(x, y, t) = −γ0H(y− c)H(d− y), θ2(x, y, t) = −γ0H(x− a)H(b− x),
θ3(x, y, t) = γ0H(b− x)H(d− y) + γ0H(x− a)H(d− y)+

γ0H(b− x)H(y− c) + γ0H(x− a)H(y− c).
(47)

The transformed Laplace–Fourier of the function (47) are given by:

θ̃1(n, k, s) = θ̃2(n, k, s) = − 1
sγ0(b− a)(d− c) 1−(−1)n

nπ
1−(−1)k

kπ ,

θ̃3(n, k, s) = 4
sγ0(b− a)(d− c) 1−(−1)n

nπ
1−(−1)k

kπ ,

θ̃(n, k, s) = 2
sγ0(b− a)(d− c) 1−(−1)n

nπ
1−(−1)k

kπ .

(48)

Function Ψ̃1(n, k, s) given by Equation (36) can be written as:

Ψ̃1(n, k, s) = Cnk
1

s + p
+ Dnk

1
s
+ Enk, (49)

where

Ank = [1− (−1)n][1− (−1)k]

Bnk =
1

(b−a)(d−c)

[
2ε1(nπ)

2(d− c)2 + 2ε2(kπ)
2(b− a)2 − β(b− a)2(d− c)2

]
,

Cnk =
1
4γ0γ1[(1− α)p− α]in+kAnk,

Dnk =
γ0Ank

2(nπ)(kπ) [αBnk − 4(b− a)(d− c)bnk],

Enk =
Ank

4(nπ)(kπ)

[
2(1− α)γ0Bnk − 8γ00(b− a)(d− c)ank − (1− α)γ0γ1(nπ)(kπ)in+k

]
,

(50)

and transform (35) becomes:

ϕ̃(n, k, s) = θ̃(n, k, s) +
1

ank

1
s + bnk/ank

[
Cnk

s + p
+

Dnk
s

+ Enk

]
(51)

Applying the inverse Laplace transform and the inverse Fourier transform to function (51), we
obtain:

ϕ(x, y, t) = H(t)θ(x, y, t) + 4
(b−a)(d−c)

∞∑
n=1

∞∑
k=1

1
ank

{
Enk exp

(−bnkt
ank

)
+

t∫
0

exp
(−bnk(t−τ)

ank

)
(Dnk + Cnke−pτ)dτ

⎫⎪⎪⎬⎪⎪⎭ sin
(

n(x−a)π
b−a

)
sin

(
k(y−c)π

d−c

)
,

(52)

where the function θ(x, y, t) is given by

θ(x, y, t) = γ0[H(x− a) + H(b− x)][H(y− c) + H(d− y)]−
γ0H(x− a)H(b− x) − γ0H(y− c)H(d− y).

(53)

Using the property

ϑ(t) = H(t− α1) + H(α2 − t) −H(t− α1)H(α2 − t) ≡ 1, t ∈ [α1,α2], (54)
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it is found that θ(a, y, t) = θ(b, y, t) = γ0 for y ∈ [c, d], respectively θ(x, c, t) = θ(b, d, t) = γ0 for
x ∈ [a, b]; therefore, function (53) satisfied boundary condition (14). Now, to return to the concentration
u(x, y, t), the function ϕ(x, y, t) given by Equation (52) will be replaced into transformation (7).

Figures 1–4 have been plotted to highlight the variation of the non-dimensional concentration
ϕ(x, y, t) versus the fractional parameter α.

 
Figure 1. Profiles of function ϕ(x, 1.2, t) for different values of the fractional parameter α, y = 1.2, t =
0.5 and t = 1.0.

 

Figure 2. Profiles of surface ϕ(x, y, 1) for α = 0.3 and their sections with the planes y = 1.2 and
x = 0.74, respectively.
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Figure 3. Profiles of surface ϕ(x, y, 1) for α = 0.5 and their sections with the planes y = 1.2 and
x = 0.74, respectively.

Figure 4. Profile of kernel h(α, t) for two values of the time t.

To draw these graphs we have used the following values of the parameters: a = 0.5, b = 1.0, c =
1.0, d = 1.5, p = 0.25, γ0 = 4, ε1 = ε2 = 0.2, k1 = 0.25, k2 = 0.5.

In Figure 1, we show the plotted curves ϕ(x, 1.2, 0.5) and ϕ(x, 1.2, 1.0) for different values of the
fractional parameter α ∈ {0.3, 0.5, 0.7, 1.0}. It is observed from Figure 1 that the values of concentration
ϕ decrease with the fractional parameter and have a peak (maximum/minimum) in the central area of
the geometrical domain D = [a, b] × [c, d].

In Figures 2 and 3, we show the plotted surfaces ϕ(x, y, 1) for the fractional parameters α = 0.3
and α = 0.5, respectively, along with the sections through planes y = 1.2, x = 0.74.
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For small values of the fractional parameter, the concentrationϕ has maximum values in the central
area of the rectangular D = [a, b] × [c, d]. If the fractional parameter increases, the concentration has a
minimum in the same area. This behavior is due to the kernel of the time-fractional Caputo–Fabrizio
derivative (see Figure 4) which, for t = 0.5, increases for α ≤ 0.55 and decreases for α > 0.55. Therefore,
at small values of the fractional parameter, the weight function in the fractional derivative has bigger
values and the influence on the concentration is stronger.

5. Numerical Solution

In this section, based on the finite difference approximation of the derivatives, we develop a
numerical scheme to the problem formulated in Section 2 of the paper.

We consider Equation (8) along with the initial and boundary conditions (10) and (11), with
(x, y, t) ∈ [a, b] × [c, d] × [0, T], T > 0. The discrete sets of nodes are defined as:

xi = a + ihx, i = 0, 1, . . . , N1, hx = (b− a)/N1,
yj = c + jhy, j = 0, 1, . . . , N2, hy = (d− c)/N2,
tn = nht, n = 0, 1, . . . , N, ht = T/N.

(55)

The numerical estimation of the solution ϕ(x, y, t) of Equation (8) in the point (xi, yj, tn) is denoted
by ϕn

i, j = ϕ(xi, yj, tn). The initial and boundary conditions (10) and (11) are written as:

ϕ0
i, j = ϕ(xi, yj, t0) = 0, i = 0, 1, . . . , N1, j = 0, 1, . . . , N2,

ϕn
0, j = ϕ(a, yj, tn) = F1(a, yj, tn) + G1(a, yj) = Pn

0, j, j = 0, 1, . . . , N2, n = 1, 2, . . . , N,

ϕn
N1, j = ϕ(b, yj, tn) = F1(b, yj, tn) + G1(b, yj) = Qn

N1, j, j = 0, 1, . . . , N2, n = 1, 2, . . . , N,

ϕn
i,0 = ϕ(xi, c, tn) = F1(xi, c, tn) + G1(xi, c) = Rn

i,0, i = 0, 1, . . . , N1, n = 1, 2, . . . , N,
ϕn

i,N2
= ϕ(xi, d, tn) = F1(xi, d, tn) + G1(xi, d) = Sn

i,N2
, i = 0, 1, . . . , N1, n = 1, 2, . . . , N,

(56)

Using the following approximation for the first time-derivative:

∂ϕ(xi, yj, t)
∂t

∣∣∣∣∣∣
t=tk

=
1
ht

[
ϕ(xi, yj, tk+1) −ϕ(xi, yj, tk)

]
=

1
ht

(
ϕk+1

i, j −ϕk
i, j

)
, k = 0, 1, . . . , N − 1, (57)

the time-fractional Caputo–Fabrizio derivative, in the point t = tn, can be approximated by:

CFDαt ϕ(x, y, t)
∣∣∣
(xi,yj,tn)

= 1
1−α

tn∫
0

∂ϕ(xi,yj,t)
∂t

∣∣∣∣∣
t=τ

exp
(−α(tn−τ)

1−α
)
dτ =

n−1∑
k=0

1
1−α

tk+1∫
tk

∂ϕ(xi,yj,t)
∂t

∣∣∣∣∣
t=τ

exp
(−α(tn−τ)

1−α
)
dτ =

n−1∑
k=0

1
(1−α)ht

(
ϕk+1

i, j −ϕk
i, j

) tk+1∫
tk

exp
(−α(tn−τ)

1−α
)
dτ =

n−1∑
k=0

an,k

(
ϕk+1

i, j −ϕk
i, j

)
, n = 1, 2, . . .N,

(58)

where

an,k =
1
αht

[
exp

(−α(tn−tk+1)
1−α

)
− exp

(−α(tn−tk)
1−α

)]
, α ∈ (0, 1), n = 1, 2, . . . , N, k = 0, 1, . . . , (n− 1) (59)

It is known [28,29] that Equation (58) approximates the time-fractional Caputo–Fabrizio derivative
with an error of order O(h2

t ).
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The space derivatives of the second order are approximated by:

∂2ϕ(x,y,t)
∂x2

∣∣∣∣
(xi,yj,tn)

= 1
h2

x

(
ϕn

i+1, j − 2ϕn
i, j + ϕ

n
i−1, j

)
, i = 1, 2, . . . , N1 − 1, j = 0, 1, . . . , N2, n = 1, 2, . . .N,

∂2ϕ(x,y,t)
∂y2

∣∣∣∣
(xi,yj,tn)

= 1
h2

y

(
ϕn

i, j+1 − 2ϕn
i, j + ϕ

n
i, j−1

)
, i = 0, 1, . . . , N1, j = 1, 2, . . . , N2 − 1, n = 1, 2, . . .N.

(60)

Using the approximation formulae (58) and (60), Equation (8) is written as:

n−1∑
k=0

an,k

(
ϕk+1

i, j −ϕk
i, j

)
+ βϕn

i, j + β1

(
ϕn

i+1, j − 2ϕn
i, j + ϕ

n
i−1, j

)
+

β2

(
ϕn

i, j+1 − 2ϕn
i, j + ϕ

n
i, j−1

)
= Hn

i, j, i = 1, 2, . . . , N1 − 1, · · · j = 1, 2, . . . , N2 − 1, n = 1, 2, . . .N,
(61)

where
β1 =

−ε1

h2
x

, β2 =
−ε2

h2
y

, Hn
i, j = F

(
xi, yj, tn

)
+ G

(
xi, yj

)
(62)

For n = 1, Equation (61) becomes:

d1,0ϕ
1
i, j + β1

(
ϕ1

1+1, j + ϕ
1
i−1, j

)
+ β2

(
ϕ1

i, j+1 + ϕ
1
i, j−1

)
= H1

i, j, (63)

where d1,0 = a1,0 + β− 2(β1 + β2).
Making j = 1 and i = 1, 2, . . . , N1 − 1 into Equation (63), we obtain the following algebraic system:

MX1 + M0X2 = D1
1, (64)

where M is a square matrix of order (N1 − 1) whose elements are given by:

M0,k = d1,0δ0,k + β1δ1,k, k = 0, 1, . . . , N1 − 2,
Mi,k = β1δi,k+1 + d1,0δi+1,k+1 + β1δi+2,k+1, i = 1, 2, . . . , N1 − 2, k = k = 0, 1, . . . , N1 − 2,

(65)

so,

M =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

d1,0 β1 0 0 0 . . . 0 0 0
β1 d1,0 β1 0 0 . . . 0 0 0
0 β1 d1,0 β1 0 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . β1 d1,0 β1

0 0 0 0 0 0 . . . β1 d1,0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(66)

the matrix M2 is the diagonal square matrix of order (N1 − 1) with elements M1i, j = β2δi, j, i, j =

0, 1, . . . , N1 − 2, δi, j =

{
0, i � j,
1, i = j,

is the Kronecker delta and X1, X2 D1
1 are the column-matrices.

X1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ϕ1

1,1
ϕ1

2,1
. . .

ϕ1
N1−1,1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, X2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ϕ1

1,2
ϕ1

2,2
. . .

ϕ1
N1−1,2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, D1
1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
D1

11
D1

12
. . .

D1
1N1−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

D1
11 = H1

1,1 − β1P1
0,1 − β2R1

1,0,
D1

1i = H1
i,1 − β2R1

i,0, i = 2, 3, . . . , N1 − 2,
D1

1N1−1 = H1
N1−1,1 − β1Q1

N1,1 − β2R1
N1−1,0.

(67)

The algebraic system (64) has (N1 − 1) equations with 2(N1 − 1) unknown functions.
Making j = 2, 3, . . . , N2 − 2 and i = 1, 2, . . . , N1 − 1 into Equation (63), we obtain the algebraic

system:
M0X j−1 + MX j + M0X j+1 = D1

j , (68)
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where
D1

j1 = H1
1, j − β1P1

0, j,

D1
ji = H1

i, j, i = 2, 3, . . . , N1 − 2,

D1
jN1−1 = H1

N1−1. j − β1Q1
N1, j.

(69)

Making j = N2 − 1 and i = 1, 2, . . . , N1 − 1 into Equation (63), we obtain the algebraic system:

M0XN2−2 + MXN2−1 = D1
N2−1, (70)

where
D1

N2−11 = H1
1,N2−1 − β1P1

0,N2−1 − β2S1
1,N2

,
D1

N2−1i = H1
i,N2−1 − β2S1

i,N2
, i = 2, 3, . . . , N1 − 2,

D1
N2−1N1−1 = H1

N1−1.N2−1 − β1Q1
N1,N2−1 − β2S1

N1−1,N2
.

(71)

The algebraic systems (64), (68) and (70) can be written as a unique algebraic system of (N1 −
1)(N2−1) equations with (N1−1)(N2−1)unknown functionsϕ1

i, j, i = 1, 2, . . . , N1−1, j = 1, 2, . . . , N2−
1, namely ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

M M0 0 0 0 . . . 0 0 0
M0 M M0 0 0 . . . 0 0 0
0 M0 M M0 0 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . M0 M M0

0 0 0 0 0 0 . . . M0 M

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1

X2

X3

. . .
XN2−2

XN2−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

D1
1

D1
2

D1
3
. . .

D1
N2−2

D1
N2−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(72)

The solution of system (72) gives the values of function ϕ(x, y, t) in points (xi, yj, t1) for i =
1, 2, . . . , N1 − 1 , j = 1, 2, . . . , N2 − 1.

The numerical procedure is continued in a similar way for n = 2, 3, . . . , N when Equation (61) is
written in the equivalent form:

dn,n−1ϕ
n
i, j + β1

(
ϕn

i+1, j + ϕ
n
i−1, j

)
+ β2

(
ϕn

i, j+1 + ϕ
n
i, j−1

)
= Gn

i, j, i = 1, 2, . . . , N1 − 1, j = 1, 2, . . . , N2 − 1, (73)

where

dn,n−1 = an,n−1 + β− 2(β1 + β2), n = 2, 3, . . . , N,

Gn
i, j = Hn

i, j + an,n−1ϕn−1
i, j −

n−2∑
k=0

an,k

(
ϕk+1

i, j −ϕk
i, j

)
, i = 1, 2, . . . , N1 − 1, j = 1, 2, . . . , N2 − 1.

(74)

Finally, the proposed numerical procedure gives the values of the solution ϕ(x, y, t) in grid points
(xi, yj, tn), i = 1, 2, . . . , N1 − 1, j = 1, 2, . . . , N2 − 1, n = 1, 2, . . . , N.

To compare the numerical values obtained with the analytical solution, respectively, by the
numerical method, we have considered the following particular problem:

F(x, y, t) = 5000 exp
(
− k1x

2ε1
− k2 y

2ε2

)
, G(x, y) = 0, (x, y, t) ∈ [0, 0.05] × [0, 0.05] × [0, 0.1],

F1(x, y, t) = 0, G1(x, y) = 0,ϕ(x, y, 0) = 0,
k1 = k2 = 0.5, ε1 = ε2 = 2,

(75)

In this case, the double Fourier transform of the function F(x, y, t) is:

F̃(n, k) =
nπ(b−a)

[
exp

(−ak1
2ε1

)
−(−1)n exp

(−bk1
2ε1

)]
(

k1
2ε1

)2
(b−a)2+(nπ)2

×

kπ(b−a)
[
exp

(−ck2
2ε2

)
−(−1)k exp

(−dk2
2ε2

)]
(

k2
2ε2

)2
(d−c)2+(kπ)2

,

(76)
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and the analytical solution is given by:

ϕ(x, y, t) = 4α
(b−a)(d−c)

∞∑
n=1

∞∑
k=1

F̃(n,k)
bnk

sin
[

n(x−a)π
b−a

]
sin

[
k(y−c)π

d−c

]
+

4
(b−a)(d−c)

∞∑
n=1

∞∑
k=1

F̃(n,k)[(1−α)bnk−αank]
ankbnk

sin
[

n(x−a)π
b−a

]
sin

[
k(y−c)π

d−c

]
e−

bnkt
ank .

(77)

The values of function ϕ(x, y, t) at the instant t = 0.01, obtained with the numerical method and
with expression (77) given in the Table 1, are in good agreement.

Table 1. Values of function ϕ(x, y, 0.01).

x
y1 = 0.005 y2 = 0.010 y3 = 0.015

Numerical
Solution

Equation
(77)

Numerical
Solution

Equation
(77)

Numerical
Solution

Equation
(77)

0.005 0.080 0.081 0.129 0.130 0.158 0.159
0.010 0.129 0.130 0.214 0.216 0.267 0.270
0.015 0.158 0.159 0.267 0.270 0.338 0.340
0.020 0.174 0.175 0.297 0.299 0.379 0.381
0.025 0.179 0.181 0.307 0.309 0.391 0.394
0.030 0.174 0.175 0.297 0.299 0.378 0.381
0.035 0.158 0.159 0.268 0.269 0.338 0.340
0.040 0.125 0.120 0.213 0.215 0.267 0.270
0.045 0.080 0.081 0.129 0.130 0.158 0.159

x
y4 = 0.020 y5 = 0.025 y6 = 0.030

Numerical
Solution

Equation
(77)

Numerical
Solution

Equation
(77)

Numerical
Solution

Equation
(77)

0.005 0.174 0.175 0.179 0.181 0.174 0.175
0.010 0.297 0.299 0.306 0.309 0.297 0.299
0.015 0.378 0.380 0.391 0.394 0.379 0.381
0.020 0.424 0.427 0.439 0.441 0.424 0.427
0.025 0.439 0.441 0.455 0.457 0.438 0.442
0.030 0.423 0.426 0.438 0.441 0.423 0.426
0.035 0.377 0.380 0.391 0.393 0.377 0.380
0.040 0.296 0.298 0.306 0.308 0.296 0.299
0.045 0.174 0.175 0.179 0.181 0.174 0.175

x
y7 = 0.035 y8 = 0.040 y9 = 0.045

Numerical
Solution

Equation
(77)

Numerical
Solution

Equation
(77)

Numerical
Solution

Equation
(77)

0.005 0.158 0.159 0.128 0.130 0.080 0.081
0.010 0.267 0.269 0.213 0.215 0.128 0.130
0.015 0.338 0.340 0.267 0.269 0.158 0.159
0.020 0.377 0.380 0.296 0.298 0.174 0.175
0.025 0.390 0.393 0.306 0.308 0.179 0.180
0.030 0.377 0.380 0.296 0.299 0.174 0.175
0.035 0.337 0.340 0.266 0.269 0.157 0.159
0.040 0.266 0.269 0.212 0.214 0.128 0.129
0.045 0.157 0.159 0.128 0.129 0.079 0.081

6. Discussion and Conclusions

A two-dimensional advection–diffusion process with short-tail memory and concentrated source
situated in the symmetry center of the geometrical domain has been investigated.

The studied mathematical model is described by a fractional differential equation with a
time-fractional Caputo–Fabrizio derivative with exponential kernel.
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Analytical solutions of the proposed initial-boundary value problem were obtained using the
integral transform method (Laplace and finite Fourier transforms are employed).

Numerical solutions of the studied problem have been determined using finite difference approximations.
Numerical simulations for both analytical and numerical solutions have been carried out using

the software Mathcad.
The fractional order of the Caputo–Fabrizio derivative has a significant influence on the pollutant

concentration. For small values of the fractional parameter, the concentration has maximum values in
the central area of the geometrical domain. If the fractional parameter increases, the concentration
has a minimum in the same area. This behavior is due to the memory kernel of the time-fractional
Caputo–Fabrizio derivative.
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