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Abstract: Recently, due to the advancement of network technology, big data and artificial intelligence,
the healthcare industry has undergone many sector-wide changes. Medical care has not only changed
from passive and hospital-centric to preventative and personalized, but also from disease-centric to
health-centric. Healthcare systems and basic medical research are becoming more intelligent and
being implemented in biomedical engineering. This Special Issue on “Clinical Medicine for Healthcare
and Sustainability” selected 30 excellent papers from 160 papers presented in IEEE ECBIOS 2019 on
the topic of clinical medicine for healthcare and sustainability. Our purpose is to encourage scientists
to propose their experiments and theoretical researches to facilitate the scientific prediction and
influential assessment of global change and development.

Keywords: healthcare and sustainability; therapy of internal medicine diseases; cardiometabolic diseases

1. Introduction

Due to the development of technology and the advancements in medicine and healthcare,
the average life expectancy of human beings has been on the rise for a long time. However, both the
fertility rate and the mortality rate have fallen, resulting in the overall population structure rapidly
aging, and it has been officially entered an advanced age society. Moreover, as the family’s care
function gradually fades, the pressure of personal and family care is increasing, which in turn leads to
social and economic problems. Therefore, establishing a perfect long-term system of healthcare and
sustainability has become one of the key factors to a complete social security system.

Therefore, the 2019 IEEE Eurasian Biomedical Engineering, Healthcare and Sustainability
Conference (IEEE ECBIOS 2019) was held in Okinawa, Japan from 31 May to 3 June 2019, providing
researchers in the field of biomedical engineering with a unified communication platform for healthcare
and sustainability. Recently, due to the developments of computing, network technology, big data,
and artificial intelligence, the healthcare industry has undergone a cross-industry transformation.
Medical care has not only changed from response-centric and hospital-centric to preventative and
personalized, but also from disease-centric to health-centric. Healthcare systems and basic medical
research are becoming more intelligent and being implemented in biomedical engineering. This special
issue of “Health Care and Sustainable Clinical Medicine” selected 30 excellent papers from 160 papers
published in IEEE ECBIOS 2019, with the theme of healthcare and sustainable clinical medicine.
It connects multiple disciplines, including clinical laboratory diagnosis and the treatment of medical
diseases, traumatology and precision surgical techniques, clinical cancer research, neurology and
psychiatry, dermatology, medical imaging, nuclear medicine, genomics, proteomics and bioinformatics,
as well as medicine and women'’s health. Our aim is to encourage scientists to publish their experiments

J. Clin. Med. 2020, 9, 2206; doi:10.3390/jcm9072206 1 www.mdpi.com/journal/jem
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and theoretical studies to promote scientific predictions and impact assessments of global change
and development.

2. The Topics of Clinical Medicine for Healthcare and Sustainability

This Special Issue on “Clinical Medicine for Healthcare and Sustainability” selected 30 excellent
papers from 160 papers presented in IEEE ECBIOS 2019 on the topic of clinical medicine for healthcare
and sustainability. The topics of published papers are listed in Table 1.

Table 1. The topics and list of papers for the Special Issue on “Clinical Medicine for Healthcare
and Sustainability”.

Topics Papers of Special Issue

Kuwabara et al. [1], Daniel et al. [2], Lee et al. [3], Ye et al. [4],
Jang [5], Lee et al. [6], Jiang et al. [7], Kapur et al. [8], Park et al. [9],
Encarnacioén et al. [10], Wang et al. [11], Lan et al. [12], Chun et al. [13],
Chen et al. [14], Jurik et al. [15], Lai et al. [16], Lin et al. [17],
Caneiras et al. [18]

Traumatology and Precise Surgical Techniques Chiu etal. [19]
Gemm‘“g{gfjﬁ‘g‘:& :‘%:;‘e"a‘?cfﬁrmams m Kong et al. [20], Chiu et al. [21]

Clinical Laboratory Diagnosis and Therapy of
Internal Medicine Diseases

Neurological and Psychiatric Disorders Kume et al. [22], Huh et al. [23], Ricardo et al. [24]
Advanced Research in Dermatology Damiani et al. [25]
Medical Imaging and Nuclear Medicine Lee et al. [26], Shiao et al. [27], Jo et al. [28]
Rehabilitation Medicine Yang et al. [29]
Women’s Health Lee et al. [30]

3. Conclusions

When the domestic government, the private sector, and people in various professional fields
talk about related long-term care issues, they all focus on creating a warm and home-like care
institution. However, we actively emphasize the importance of community-based long-term care.
While implementing the goal of “aging in place”, the development of domestic non-institutional care
is still in its infancy, and the satisfaction of some long-term care needs must still be completed through
institutional care, and the extension or outreach of community-based care, as well as a respite service
platform for the development of community-based long-term care, still rely on institutional care to help
facilitate it. The development of long-term care in Taiwan is much shorter than that of Japan, Europe,
the United States, and Canada. Despite years of hard work and rapid development, the long-term care
resources needed to establish a complete system in terms of universalization, fairness, accessibility,
and selectivity are not available. It is hoped that in the future, based on the soundness of institutional
care, the outreach will move towards the goals of “community care” and “aging in place”. We hope
the researches of this special issue can improve the developments of clinical medicine for healthcare
and sustainability.

Author Contributions: Writing and reviewing all papers, T.-H.M.; English editing, Y.M.; Checking and correcting
manuscript, K.-H.L. All authors have read and agreed to the published version of the manuscript.
Funding: This research received no external funding.
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Abstract: The optimal range of serum uric acid (urate) associated with the lowest risk for developing
cardiometabolic diseases is unknown in a generally healthy population. This 5-year cohort study is
designed to identify the optimal range of serum urate. The data were collected from 13,070 Japanese
between ages 30 and 85 at the baseline (2004) from the Center for Preventive Medicine, St. Luke’s
International Hospital, Tokyo. We evaluated the number of subjects (and prevalence) of those free of
the following conditions: hypertension, diabetes, dyslipidemia, and chronic kidney disease (CKD)
over 5 years for each 1 mg/dL of serum urate stratified by sex. Furthermore, the odds ratios (ORs)
for remaining free of these conditions were calculated with multiple adjustments. Except for truly
hypouricemic subjects, having lower serum urate was an independent factor for predicting the absence
of hypertension, dyslipidemia, and CKD, but not diabetes. The OR of each 1 mg/dL serum urate
decrease as a protective factor for hypertension, dyslipidemia, and CKD was 1.153 (95% confidence
interval, 1.068-1.245), 1.164 (1.077-1.258), and 1.226 (1.152-1.306) in men; 1.306 (1.169-1.459), 1.121
(1.022-1.230), and 1.424 (1.311-1.547) in women, respectively. Moreover, comparing serum urate of
3-5 mg/dL in men and 2—4 mg/dL in women, hypouricemia could be a higher risk for developing
hypertension (OR: 4.532; 0.943-21.78) and CKD (OR: 4.052; 1.181-13.90) in women, but not in men.
The optimal serum urate range associated with the lowest development of cardiometabolic diseases
was less than 5 mg/dL for men and 2—4 mg/dL for women, respectively.

Keywords: uric acid; risk factor; epidemiology; cardiometabolic diseases; hypertension

1. Introduction

Both epidemiologically and in animal models, hyperuricemia is strongly associated with the
development and progression of cardiovascular disease [1,2]. In this regard, a recent meta-analysis
report estimated a 12% increase in coronary heart disease per 1 mg/dL elevation in serum uric acid
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(urate) levels. However, it is important to note that other studies could not support serum urate as
a truly independent risk factor for cardiovascular diseases [3-5]. Furthermore, some studies have
shown a J-shaped relationship between serum urate and cardiovascular disease supporting the idea
that both low and high urate are associated with greater risk of developing cardiovascular events.
As an example, according to the PIUMA study, serum urate levels lower than 4.5 mg/dL in men
and 3.2 mg/dL in women with essential hypertension but also higher than 5.2 mg/dL in men and
3.9 mg/dL in women are associated with increased rates of cardiovascular disease and cardiovascular
disease-related deaths. The J-curve phenomenon relating serum urate to cardiovascular events was
also reported in the Syst-Eur trial [6]. The variability in the findings from the cross-sectional studies
and the evidence supporting a J-shaped cause-effect between urate and cardiovascular disease suggests
the need to identify the proper level range for which urate could be relatively safe, or in contrast, could
exert a substantial deleterious role in the pathogenesis of cardiovascular disease. In this regard, little
information is known on the optimal serum urate range associated with the lowest risk of disease in a
generally healthy population.

Therefore, we aimed to evaluate whether a J-shaped curve exists for serum urate with
cardiometabolic diseases (hypertension, diabetes, dyslipidemia, and chronic kidney disease (CKD))
and to identify the optimal range of serum urate that is associated with the lowest risk for developing
these conditions by a longitudinal design.

2. Materials and Methods

2.1. Study Design and Study Subjects

This study included a single-center, large-scale, cross-sectional study and a 5-year longitudinal
cohort study in Japan. We reviewed and used the database of health records from the Center for
Preventive Medicine, St. Luke’s International Hospital, Tokyo, Japan between 2004 and 2009. The study
subjects came to the center to have annual regular health check-up by themselves, and also provided a
general history for comorbidities. Every subject and/or their companies paid for the examinations and
each subject had identical physical and laboratory examinations including blood pressure. In general,
the patients with any symptoms go to their hospital or clinic with Japanese government insurance, and
therefore this study population was defined as a ‘generally healthy population’. Some of the findings
from this database have already been published [7-15]. There were 30,227 subjects (15,263 men) who
underwent an annual health check-up at the center in 2004. In this study, we enrolled 13,201 subjects
who underwent health checks both in 2004 and in 2009. The background demographics between all the
subjects in 2004 and this cohort study subjects were similar as shown in our previous manuscript [8].
The prevalence of hyperuricemia between the two groups showed no significant differences, including
in men and in women, respectively [8]. For this study, we included subjects between the ages 30 and 85
in 2004 whose data were available at both 2004 and 2009. Subjects younger than 30 years of age were
excluded due to their very modest risk for hypertension and cardiovascular diseases, while subjects
aged 85 years old and above were excluded due to the substantial risk of death during a five-year
follow-up. Out of the 13,201 subjects, only 121 subjects were less than 30 years old and 10 subjects
were 85 years old and above in 2004, and 13,070 subjects were enrolled (mean age: 51.1 + 11.3 years).
Of these, 6367 were men (52.4 + 11.5 years) and 6733 women (49.9 + 11.1 years). For our first analysis
(a cross-sectional study), we checked the prevalence of cardiometabolic diseases, like hypertension,
diabetes, dyslipidemia, and CKD in each 1 mg/dL of serum urate range in each sex at baseline (2004).
Then, we excluded the subjects with each cardiometabolic condition at baseline, and we checked
whether they remained free of these conditions over the following five years, as it related to each serum
urate quartile separated by sex (a 5-year cohort study). We also calculated the odds ratios (ORs) of
each 1 mg/dL increase of serum urate for each cardiometabolic diseases after multiple adjustments for
well-known factors associated with cardiovascular diseases including age, body mass index (BMI),
smoking and drinking habits, serum urate, and the presence of other cardiometabolic diseases as
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detailed in Figure 1. When we assessed the protective factors for the development of hypertension,
diabetes, dyslipidemia, and CKD, we excluded 2599 subjects with hypertensions, 575 subjects with
diabetes, 5118 subjects with dyslipidemia, and 492 subjects with CKD at the baseline in each analysis,
respectively. Moreover, we compared the cumulative incidence of any of these cardiometabolic
diseases between hypouricemic subjects (serum urate of less than 3 mg/dL in men and less than
2 mg/dL in women) and normouricemic subjects (serum urate of 3-5 mg/dL in men and 2—-4 mg/dL in
women) to detect whether hypouricemia is a risk for developing cardiometabolic diseases compared
with normouricemia. We also calculated the ORs of hypouricemia for each cardiometabolic diseases
compared with normouricemia after multiple adjustments.

n=13,201 Useful data both 2004 and 2009

; n =121 <30 years of age in 2004

v n=10 285 years of age in 2004

n = 13,070 Subjects between 30 and 85 years in 2004
n =6367 Men (age: 52.4 =11.5 years old)
n = 6733 Women (age: 49.9£11.1 years old)

First study Prevalence of each disease in each SUA level
n=2599 Hypertension in 2004

n=575 Diabetes mellitus in 2004

n=25118 Dyslipidemia in 2004

n=492  Chronic kidney disease in 2004

Second study Five year cohort study between 2004 and 2009
Maintaining rate of lacking each cardiometabolic disease in each serum urate level *

v

Third study The maintaining factors of lacking each disease over 5 years **
Conducted by logistic regression analyses with adjustments for age, body
mass index, smoking, drinking habit, and the other diseases.

Figure 1. Flow diagram of study enrollment. All the analyses were stratified by sex. * Each
cardiometabolic disease means hypertension, diabetes, dyslipidemia and chronic kidney disease. ** The
number of subjects depends on the excluded subjects having the corresponding disorders at baseline.

2.2. Definition of Hypertension, Diabetes, Dyslipidemia, CKD, and Hypouricemia

Hypertension is defined as a condition when subjects are on current antihypertensive medication
and/or systolic blood pressure of more than or equal to 140 mmHg and/or diastolic blood pressure of
more than or equal to 90 mmHg [16,17]. Blood pressure readings were obtained using an automatic
brachial sphygmomanometer (OMRON Corporation, Kyoto, Japan), which was upper arm blood
pressure measuring and had passed validation. Two blood pressure examinations were taken after the
participants were seated and rested quietly for more than five minutes with their feet on the ground
and their back supported. The mean systolic and diastolic blood pressure of each of the subjects
were calculated from the recorded measurements. Diabetes is defined as current diabetes mellitus
on medication use and/or HbAlc (National Glycohemoglobin Standardization Program) more than
or equal to 6.5%, according to International Expert Committee. Dyslipidemia is defined as current
medication use for dyslipidemia and/or low-density lipoprotein cholesterol more than or equal to
140 mg/dL, high-density lipoprotein cholesterol less than 40 mg/dL, and/or triglyceride more than
or equal to 150 mg/dL, according to Japan Atherosclerosis Society guidelines [18]. CKD is defined
as estimated glomerular filtration rate (eGFR) is less than 60 mL/min/1.73m?. We calculated eGFR
using the Japanese GFR equation: eGFR (mL/min/1.73m?) = 194 X serum creatinine =% x age ~0287
(x0.739 if woman) [19]. Hypouricemia is defined as serum urate level lower than 3.0 mg/dL in men
and 2.0 mg/dL in women in this study [20]
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2.3. Statistical Analysis

All the statistical analyses were performed using the SPSS Statistics software (IBM SPSS Statistics
version 22 for Windows; IBM, New York, NY, USA). The statistically significant level was set at
probability p < 0.05 (two-tailed). Data are expressed as mean + standard deviation or as percent
frequency unless otherwise specified. Comparisons between two groups were performed with student
t-tests for normally distributed variables, and X2 analyses for categorical data. The maintaining factors
for lacking hypertension, diabetes, dyslipidemia, and CKD in the period of over five years were
evaluated both by crude models and by multivariable logistic regression models with adjustments of
the age, BMI, smoking and drinking habits, serum urate, and the other cardiometabolic diseases. We
also calculated odds ratios (ORs) in each group. When we analyzed logistic regression analyses in
the longitudinal study, we excluded hypouricemic subjects because there was not a linear association
between serum urate levels and the maintaining rate of lacking prevalence of these cardiometabolic
diseases only in hypouricemic subjects. Moreover, we compared cumulative incidence of each
cardiometabolic disease between hypouricemia and normouricemia to clarify whether J. curve
phenomenon exists or not. In this analysis, we used propensity score matching to combine the other
factors (age, BMI, smoking and drinking habits, and cardiometabolic feathers; hypertension, diabetes,
dyslipidemia, and CKD) into one parameter because the number of hypouricemic subjects were small
(45 hypouricemic subjects).

2.4. Ethical Considerations

We adhered to the principles of the Declaration of Helsinki. All data were collected and compiled
in a protected computer database. Individual data were anonymous without identifiable personal
information. Informed consent was obtained from all subjects by a comprehensive agreement method
provided by St. Luke’s International Hospital. St. Luke’s International Hospital Ethics Committee
approved the protocol for this study (approval number: 16-R025).

3. Results

3.1. Demographics of this Study’s Subjects

Table 1 shows the demographics of this study for men and women. In general, women were
significantly older, and had lower BMI, lower blood pressure, less smoking and drinking habits, lower
prevalence of hypertension, diabetes, dyslipidemia, and CKD, and lower serum urate compared
to men.

Table 1. Demographics of study subjects at baseline (2004).

Women Men 4

Number of Subjects 6733 6337

Age 499 +11.1 424 +115 <0.001
Body mass index (kg/m?) 21.3+3.0 23.8+29 <0.001
Systolic blood pressure (mmHg) 114.5+17.5 1242 +£17.2 <0.001
Diastolic blood pressure (mmHg) 70.8 +10.9 779 +£10.9 <0.001
Pulse rate (bpm) 752 +10.8 71.6 £10.5 <0.001
Smoking 16.3% 63.0% <0.001
Drinking habits 26.0% 61.5% <0.001
Hypertension 13.4% 26.8% <0.001
Diabetes mellitus 2.1% 6.8% <0.001
Dyslipidemia 29.6% 49.3% <0.001
Hypouricemia 0.22% 0.47% 0.016
Chronic kidney disease 2.3% 5.3% <0.001
eGFR (mL/min/1.73m?) 882+ 157 82.6+155 <0.001
Serum uric acid (mg/dL) 4.49 +0.95 6.24 +1.23 <0.001

bpm, beats per minute; p, probability. Data are presented as mean + standard deviation.
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3.2. Prevalence of Cardiometabolic Disease in Each Serum Urate Level (A Cross-Sectional Study)

Figure 2 shows the prevalence of hypertension, diabetes, dyslipidemia, and CKD for each 1mg/dL
of serum urate range at baseline (2004). As shown in the figure, serum urate lower than 4 mg/dL were
associated with the lowest prevalence of hypertension, dyslipidemia, and CKD in women while the
range of serum urate between 2 and 4 mg/dL corresponded with the lowest prevalence of diabetes. In
men, the range of serum urate associated with the lowest prevalence of these conditions was more
variable. Interestingly, the prevalence of diabetes in men decreased with increasing serum urate,
which may be due to the effect of glycosuria to cause uricosuria and decrease serum urate levels. As a
result, serum urate levels in men ranging from 2 to 6 mg/dL corresponded with the lowest prevalence
of dyslipidemia and CKD while levels ranging from 3 to 6 mg/dL were associated with the lowest
prevalence of hypertension, respectively. However, it is important to note that this cross-sectional
analysis at baseline did not account for medication for each disease, raising the possibility of a potential
medication bias. Therefore, we conducted a 5-year cohort study to evaluate the odds for remaining
free of these disease conditions over time.

Prevalence of each disease in each serum urate level

Hypertension Diabetes mellitus
60% 16%
50% 14%
12%
40% 10%
30% 8% -+
20% 6% 1
2%
10% - 2%
0% 0%
<2 2<<3 3<<4 4<<5 5<<6 6<<7 7<<8 8<<9 9< <2 2<<3 3<<4 4<<5 5<<6 6<<7 7<<8 8<<9 9<
Serum uric acid (mg/dL) Serum uric acid (mg/dL)
Dyslipidemia Chronic kidney disease
100% 30%
30% 25%
20%
60%
15%
40%
10%
20% - 59
0% . N NN . 0% : - ull [ : : :
<2 2<<3 3<<4 4<<5 5<<6 6<<7 7<<8 8<<9 9< <2 2<<3 3<<4 4<<5 5<<b 6<<7 7<<8 8<<9 9<
Serum uric acid (mg/dL) Serum uric acid (mg/dL)

s Men s \\VOmen

Figure 2. Prevalence of hypertension, diabetes, dyslipidemia, and chronic kidney disease in each serum
urate at baseline (2004). Blue bars showed men and red bars showed women.

3.3. Rate of Being Free of Various Cardiometabolic Conditions According to Serum Urate Levels over Five Years
(A Longitudinal Study)

The number of subjects with the new development of hypertension, diabetes, dyslipidemia, and
CKD over 5 years was 1108/10,471 (10.6%), 318/12,495 (2.5%), 1454/7952 (18.3%), and 1961/12,578 (15.6%),
respectively. Figure 3 shows the relative risk for being free of cardiometabolic disease (hypertension,
diabetes, dyslipidemia, and CKD) for each serum urate group over a five-year period. There is a linear
association between serum urate levels and the rate of being free of cardiometabolic disease except for
subjects with hyporuricemia. and we excluded hypouricemic subjects. The multivariable analyses
showed that serum urate levels were protective for developing hypertension, diabetes, dyslipidemia,
and CKD irrespective of sex, except for hypouricemic subjects. Even when accounting for a J-curve
phenomenon with hypouricemic subjects, hyperuricemic subjects had lower maintaining rates with
respect to lacking hypertension, diabetes, dyslipidemia, and CKD than hypouricemic subjects.
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We conducted additional analyses using four categories of serum urate levels; 2 or less
(hypouricemia), from 2 to 4 mg/dL, from 4 to 6 mg/dL, and more than 6 mg/dL (hyperuricemia).
We compared the relative risk for being free of cardiometabolic disease (hypertension, diabetes,
dyslipidemia, and CKD) among these four serum urate categories over a five-year period. Figure 4
shows that the group with serum urate from 2 to 4 mg/dL exhibited maintaining rates of lacking
hypertension or CKD compared to the other urate categories. The group with serum urate of 2 mg/dL
or less had the highest maintaining rate with respect to lacking diabetes or dyslipidemia.

Rate of maintaining an absence of each disease in each serum urate level over 5 years

Maintaining non-hypertension Maintaining non-diabetes
100% 100%
80% 80%
60% 60%
40% 40%
20% 20%
0% 0%
<2 2<<3 3<<4 4<<5 5<<6 6<<7 7<<8 &< <2 2<<3 3<<4 4<<5 5<<6 6<<7 7<<8 8<
Serum uric acid (mg/dL) Serum uric acid (mg/dL)
Maintaining non-dyslipidemia Maintaining non-CKD
100% 100%
80% 80%
60% 60% -
40% 40%
20% 20%
0% 0%
<2 2<<3 3<<4 4<<5 5<<6 6<<7 7<<8 8< <2 2<<3 3<<4 4<<5 5<<6 6<<7 7<<8 8<
Serum uric acid (mg/dL) Serum uric acid (mg/dL)

meessssss Men s \Women

Figure 3. Maintaining rate of lacking hypertension, diabetes, dyslipidemia, and chronic kidney disease
in each serum urate over five years. CKD, chronic kidney disease. Blue bars showed men and red bars
showed women.

Rate of maintaining an absence of each disease among four categories of serum urate

Maintaining non-hypertension Maintaining non-diabetes
100% 100%
95% 98%
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Figure 4. Maintaining rate of lacking hypertension, diabetes, dyslipidemia, and chronic kidney disease
among four serum urate categories over five years. CKD, chronic kidney disease.
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3.4. Optimal Serum Urate Range Associated with the Lowest Risk of Cardiometabolic Diseases

To determine the optimal range of serum urate to prevent the development of cardiometabolic
disease, we conducted a multivariable logistic regression analysis and calculated ORs for maintaining
conditions without hypertension, diabetes, dyslipidemia, and CKD after excluding 45 hypouricemic
subjects (30 men and 15 women) since we intended to exclude the effects of . curve phenomenon.

To evaluate factors that predict continued normotension, we analyzed 10,471 subjects after
excluding 2599 subjects with hypertensions at baseline. After multivariable adjustments for age, BMI,
smoking and drinking habits, diabetes, dyslipidemia, and CKD, lower serum urate was an independent
factor that protects against the development of hypertension both in men (OR per 1 mg/dL decrease:
1.153; 95% CI, 1.068-1.245) and women (OR: 1.306; 95% CI, 1.169-1.459) (Table 2, Hypertension).

When we assessed the factors that protected against the development of diabetes, we analyzed
12,495 subjects after excluding 575 subjects with diabetes at the baseline. After multiple adjustments
age, BMI, smoking and drinking habits, hypertension, dyslipidemia, and CKD, lower serum urate
showed a tendency as a protective factor for the development of diabetes in women (OR per 1 mg/dL
decrease: 1.206; 95% CI, 0.969-1.500), but it did not reach the significant (p = 0.093). In contrast, lower
serum urate was not an independent protective factor for the development of diabetes in men (p = 0.24)
(Table 2, Diabetes).

When we assessed the protective factor for the development of dyslipidemia, we analyzed
7952 subjects after excluding 5118 subjects with dyslipidemia at baseline. After multiple adjustments
age, BMI, smoking and drinking habits, hypertension, diabetes, and CKD, lower serum urate was
an independent protective factor for the development of dyslipidemia both in men (OR per 1 mg/dL
decrease: 1.164; 95% CI, 1.077-1.258) and women (OR per 1 mg/dL decrease: 1.121; 95% CI, 1.022-1.230)
(Table 2, Dyslipidemia).

When we assessed the factors that protected against the development of CKD, we analyzed
12,578 subjects after excluding 492 subjects with CKD at the baseline. After multiple adjustments age,
BMI, smoking and drinking habits, hypertension, diabetes, and dyslipidemia, lower serum urate was
an independent protective factor for the development of CKD both in men (OR per 1 mg/dL decrease:
1.226; 95% CI, 1.152-1.306) and women (OR per 1 mg/dL decrease: 1.424; 95% CI, 1.311-1.547) (Table 2,
Chronic kidney disease).

We also compared the ORs for hypertension, diabetes, dyslipidemia, and CKD among four
categories of serum urate levels. We referenced the group with serum urate from 2 to 4 mg/dL as
shown in Table 3. Belonging to the group with serum urate from 2 to 4 mg/dL conferred protection
from developing hypertension, dyslipidemia, and CKD when compared with the group with serum
urate more than 4 mg/dL, but not diabetes (Table 3).

3.5. Hypouricemia as a Risk of Cardiometabolic Diseases Compared with Normouricemia

We compared the cumulative incidence of cardiometabolic diseases between hypouricemic subjects
(30 men and 15 women) and normouricemic subjects (3-5 mg/dL for 958 men and 2—4 mg/dL for
2192 women). The number of hypouricemic subjects were small, and we could not analyze ORs of
diabetes both in men and women and dyslipidemia in women. After multiple adjustments age, BMI,
smoking and drinking habits, diabetes, dyslipidemia, and CKD, hypouricemia tends to be higher risk
for the development of CKD in women (OR: 4.532; 95% CI, 0.943-21.78), but not reach significance
(p = 0.059) (Table 4, Hypertension). After multiple adjustments that included age, BMI, smoking and
drinking habits, hypertension, diabetes, and CKD, hypouricemia continued to show a higher risk for
the development of CKD in women (OR: 4.052; 95% CI, 1.181-13.90), but not in men. (Table 4, Chronic
kidney disease). The cumulative incidence of hypertension, dyslipidemia, and CKD in men was not
significantly different between hypouricemic and normouricemic groups.
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4. Discussion

The primary goal of our study was to identify the range of serum urate associated with the
lowest risk for developing cardiometabolic diseases in a healthy Japanese population. Except for truly
hypouricemic subjects (defined as <3 mg/dL in men and <2 mg/dL in women), our study indicates that
lower serum urate level is an independent protective factor for the development of cardiometabolic
disease. We show that in heathy subjects, for each 1 mg/dL decrease of serum urate in men, there
was an 18% increment in the protection from developing hypertension, a 16% increment against
dyslipidemia, and a 23% increment against CKD. Compared to men, lower serum urate in women
conferred greater odds for preventing the appearance of cardiometabolic diseases. Specifically, for
each 1 mg/dL decrease of serum urate in women, there was a 31% increment in the protection from
developing hypertension, a 12% increment against dyslipidemia, and a 42% increment against CKD.

We also compared the cumulative incidence of cardiometabolic diseases over 5 years between
hypouricemic subjects and normouricemic subjects (3-5 mg/dL for men and 2-4 mg/dL for women).
The number of hypouricemic subjects was small (30 men and 15 women), and it might be difficult to
apply the results to every population because of less power to analyze. However, our results suggest
that hypouricemia could be a risk for development of hypertension and CKD in women, but not in
men. Accounting for these results, we could see the J. curve phenomenon only in women, and the
optimal serum urate range associated with the less development of cardiometabolic diseases could be
less than 5 mg/dL for men and 2—4 mg/dL for women in a generally healthy population.

Other studies have also showed an inverse correlation between serum urate and the incidence of
cardiovascular diseases in subjects with serum urate levels lower than 4.5 mg/dL in men and 3.2 mg/dL
in women [6,21,22]. This phenomenon is observed primarily in those subjects with low serum urate
levels. Of note, the study subjects in these previous reports often were hypertensive, diabetic or
receiving medication against these conditions [6,21,22]. In our study, we can see the similar J-curve
phenomenon in hypertension and CKD in women, but the serum urate levels required for this J-shape
phenomenon were much lower compared to those reported in previous studies [6,21,22]

Our study also showed that hypouricemic subjects demonstrated greater risk for developing
hypertension and CKD than normouricemic subjects in women. We postulate that the higher
cumulative incidence of cardiometabolic diseases in hypouricemic women could well relate to the
relatively frequent genetic loss of the urate transporter (URAT) in the Japanese population. Potential
mechanisms for why this increases the risk for these conditions might relate to the marked uricosuria
that may increase the risk for kidney disease, or potentially the possibility that a low serum urate
may reduce antioxidant activity in the patients [23,24]. Importantly, there are no studies to determine
whether lowering serum urate levels to very low levels with xanthine oxidase inhibitors increases
cardiovascular risk compared to untreated controls.

Our study points out the necessity of addressing the risk of hypouricemia in addition to
hyperuricemia in the pathogenesis of cardiovascular disease. Our published data demonstrated
that hypouricemia is associated with endothelium dysfunction [23]. Consistently, a large-scale
cross-sectional study showed that hypouricemic men had higher rates of kidney disease compared
to non-hypouricemic subjects. However, the rates of other diseases including diabetes and urinary
stones were not significantly different between hypouricemic and non-hypouricemic subjects [20].
In this regard, our longitudinal study showed that hypouricemia did not carry the lowest risk for
developing cardiometabolic diseases. Since excess serum urate not only has an adverse effect, but also
acts preferably as a reducing substance, this dual nature needs to be considered clinically.

This study showed a positive association between serum urate and cardiometabolic diseases, but
most Mendelian randomization studies or meta-analyses suggested that elevated serum urate was
only associated with gout [25-29]. However, Mendelian studies are often limited by not considering
other influencing conditions, such as life habits including food, alcohol, and fructose intake. Most
hyperuricemia is mainly acquired by life habits except for some genetic diseases [30], and it is therefore
difficult to apply the results from Mendelian studies to most acquired hyperuricemic subjects. The gap
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of results between clinical studies and genetic studies suggest that acquired hyperuricemia may cause
more cardiometabolic diseases than genetic hyperuricemia.

Our study has several limitations. First, this study is a retrospective single center study, which may
have introduced selection bias. However, single center studies had some advantages of the similarity
of the methodology. Second, we could not check the additional and withdrawal medication or gouty
attacks over the periods. Some hyperuricemic subjects with gouty attacks might have medication
especially non-steroidal anti-inflammatory drugs (NSAIDs), which might cause CKD or hypertension.
However, our definition of each disease included medication use. Moreover, we did not exclude
the subjects on medication for hyperuricemia or gout intentionally, because the serum urate levels
on medication could be useful to evaluate the effects of serum urate on cardiometabolic diseases.
However, there is a possibility of the influence of urate-lowering medications on the development (or
prevention) of other cardiometabolic diseases, which thus may bias the present results. We additionally
conducted the sensitivity analyses that excluded 373 (2.9%) subjects with urate-lowering medications
(Supplementary Table S1). The results showed the same results, thus supporting our main results more
robustly. However, this study was not able to show whether urate-lowering medications could prevent
cardiometabolic diseases or not because this study was an observational study. We had to adjust
the patient backgrounds between the medication group and the control group to show the efficacy
of urate-lowering medications for hyperuricemia to prevent cardiometabolic diseases. Third, this
longitudinal study lacks time-to-event data, which precluded survival analysis. Fourth, we measured
serum urate only once, and blood pressure only at the center. Serum urate can fluctuate for natural or
iatrogenic causes. Moreover, some hypertensive subjects might have white-coat hypertension and
some non-hypertensive subjects might have masked hypertension. Measuring serum urate many
times and ambulatory blood pressure monitoring are the best to evaluate serum urate and blood
pressure precisely, but it is difficult in practice in the setting of an annual medical examination. Fifth,
the number of hypouricemic subjects was small, and it might be less power to analyze the significant
difference. Therefore, it is difficult to discuss the J-curve phenomenon precisely. Finally, causality
cannot be inferred, because this is an observational study. Interventional studies are needed to
further clarify whether the treatments for hyperuricemia are useful for preventing the development of
cardiometabolic diseases.

5. Conclusions

Even in the normal range, having higher serum urate could be a risk for hypertension,
dyslipidemia, and CKD. The optimal serum urate range, which conferred the lowest risk for developing
cardiometabolic diseases, could be less than 5 mg/dL for men and 2—-4 mg/dL for women in a generally
healthy population. These findings suggest that routine screening of serum urate is useful as a predictor
for cardiometabolic diseases in primary care settings.

Supplementary Materials: The following are available online at http://www.mdpi.com/2077-0383/9/4/942/s1,
Table S1. The sensitivity analyses that excluded 373 (2.9%) subjects with urate-lowering medications: Lower serum
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Abstract: The aim of the study is to evaluate the intensity of symptoms, and any treatment and
therapeutic procedures received by advanced chronic patients in nursing homes. A multi-centre
prospective study was conducted in six nursing homes for five months. A nurse trainer selected
palliative care patients from whom the sample was randomly selected for inclusion. The Edmonton
Symptoms Assessment Scale, therapeutic procedures, and treatment were evaluated. Parametric and
non-parametric tests were used to evaluate month-to-month differences and differences between
those who died and those who did not. A total of 107 residents were evaluated. At the end of the
follow-up, 39 had (34.6%) died. All symptoms (p < 0.050) increased in intensity in the last week of life.
Symptoms were more intense in those who had died at follow-up (p < 0.05). The use of aerosol sprays
(p = 0.008), oxygen therapy (p < 0.001), opioids (p < 0.001), antibiotics (p = 0.004), and bronchodilators
(p = 0.003) increased in the last week of life. Peripheral venous catheters (p = 0.022), corticoids
(p = 0.007), antiemetics (p < 0.001), and antidepressants (p < 0.05) were used more in the patients
who died. In conclusion, the use of therapeutic procedures (such as urinary catheters, peripheral
venous catheter placement, and enteral feeding) and drugs (such as antibiotics, anxiolytics, and new
antidepressant prescriptions) should be carefully considered in this clinical setting.

Keywords: palliative care; nursing homes; symptom assessment; drug therapy; therapeutics;
longitudinal studies

1. Introduction

The World Health Organization (WHO) [1] and the European Association of Palliative Care
(EAPC) [2] encourage an increase in the quality of dying in long-term care settings. In fact, several
articles call for more research on end-of-life interventions in these centres, in order to improve care
practice [3,4]. Meanwhile, nursing homes have become a plausible alternative in situations where the
home is not the most suitable place for the end of life, due to clinical complexity or lack of resources [5].

Recent studies have indicated that there is a high prevalence of physical and psychological
symptoms in nursing homes [3,6-8]. All of these symptoms increase in intensity and prevalence as the
end of life approaches [4,9]. Most of the studies that have evaluated end-of-life symptoms in nursing
homes are retrospective studies [3,6,9-11]. They may exhibit selection bias and problems caused by
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poorly recorded or unrecorded data. Prospective studies may be very helpful to properly assess the
changes in symptom control when is death is about to occur.

Hospices in Spain are not widely developed, so end-of-life care must be provided by other
institutions. In the case of elderly patients, this care is mostly provided by nursing homes.
In these centres, most of the beds are privately funded (71%) [12], although some are partially
government-funded. In Andalusia, only nursing homes with more than 60 beds are required to offer
twenty-four hour nursing services and their own medical care [13].

Beyond this, little is known regarding routine therapeutic procedures and pharmacological
treatments in palliative patients in nursing homes. In a recent retrospective study in Spanish hospitals,
patients who were at the end stage of their lives received similar therapeutic and diagnosis procedures to
acute care patients [14]. This is congruent with other papers published previously: procedures such as
catheter insertion, the use of aspirators, and other actions that are common for patient care in a general
hospital can make the difference between comfort and discomfort for end-of-life patients [8,15,16].

Regarding pharmacological treatments, a recent review highlighted that many patients continue
to receive medications that are not prescribed as palliative treatments or for symptom control, despite
being in the end stage of life [17]. A previous review [18] pointed out that few studies focus on
pharmacological de-prescription in end-of-life and concluded that life expectancy is not often used as a
criterion for medication discontinuation, even though unnecessary drugs might cause side effects that
may increase suffering for patients.

In this context, the European Association of Palliative Care [19] emphasises that, in Spain, there
are no specific documents on palliative care in long-term care facilities, nor publications regarding the
provision of palliative care in this type of centres in Spain.

The purpose of this study is to prospectively explore perception of symptom control,
pharmacological treatments, and therapeutic procedures received by palliative patients admitted to
nursing homes in the last six months of life. This is one of the first studies to use a prospective approach,
and the first one to show the end-of-life situation in Spanish nursing homes with this methodology. We
hypothesize that, when death is near, intensity of symptoms and pharmacological treatments linked to
symptom control will increase, whereas the frequency of routine therapeutic procedures will be the
same as in previous months.

2. Experimental Section

2.1. Design

This is a multi-centre prospective study which has been conducted in nursing homes in Spain.

2.2. Sample

Six nursing homes were selected for convenience based on their institutional characteristics:
Presence of a multidisciplinary team, the possible involvement of professionals, and the presence of
both public and private beds. All centres included in the study have more than 50 beds. In each centre,
one or two nurses with close knowledge of the patient who have been working at the nursing home for
at least 6 months were responsible for data collection. All of the nurses that participated signed an
informed consent form and received training prior to data collection. In order to control bias and to
produce reliable data for the research, these professionals completed a training course designed to
explain the study, to ensure that the same data collection methods were followed, and to avoid the
dropout of patients at the follow-up stage. The research team was in contact with them via email, and
they visited the centres regularly, i.e., at least once a month.

2.3. Recruitment

Each nursing home nurse recruited residents with chronic diseases that met the following criteria
according to the Spanish Society of Palliative Care (SECPAL):
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e  Advanced, progressive, and incurable disease

e  Little to no possibility of response to any specific treatment

e Presence of numerous problems or intense, multiple, multifactorial and changing symptoms
e  Great emotional impact on patient, family, and staff

e  Life expectancy limited to 6 months.

Within each nursing home, twenty patients were randomly selected among all the patients that
met the aforementioned inclusion criteria. They were observed and the data of interest were recorded
without interfering with the natural course of events. Data were collected between June 2016 and
January 2017. All participants, patients, or representatives of patients (in the case of cognitively
impaired patients) were fully informed and signed informed consent forms.

2.4. Data Collection Procedure

Nurses collected demographic and clinical information from the clinical records of the patients.
A structured questionnaire was used to collect socio-demographic (age, gender, years in the centre,
marital status, and number of children) and clinical (medical diagnosis, Charlson Comorbidity Index)
data from patient records.

For the systematic symptom assessment, we used the Edmonton Symptom Assessment System
(ESAS) [20]. The ESAS has been validated for both patient and care partner report in different settings,
including those with older people with multiple morbidities [21]. ESAS was used regularly in all the
nursing homes that participated in the study for symptom assessment. The patient version of the
ESAS was self-administered by cognitively intact patients. For cognitively impaired residents, the
professional version of the ESAS was completed by trained nurses. The relatives of the patients were
not involved in data collection. Cognitive impairment was defined as the patient making three or more
mistakes in the Pfeiffer test. The Pfeiffer test was used in all the nursing homes that participated in
this study.

The prescription of therapeutic procedures such as urinary catheterisation, enteral feeding,
peripheral venous catheter placement, use of aerosol sprays, oxygen therapy, and pharmacological
treatments such as non-opioid analgesics, opioid analgesics, antibiotics, bronchodilators, corticosteroids,
antiemetics, antihistamines, antidepressants, anxiolytics, hypnotics, and barbiturates was
also evaluated.

Data were collected between June 2016 and January 2017. For this study, outcome data were
collected from clinical records of the first month (T1) and of the following months (T2, T3, T4, and T5)
if residents were still alive. For all the residents who died within these six months, the same data were
collected from the clinical records of the last week before death (CT = closure test). All participants,
residents, and the care partner were fully informed and signed informed consent forms.

2.5. Statistical Analysis

A descriptive analysis was carried out to describe the main characteristics of the study sample.
Numerical variables were described with the mean and standard deviation (SD) and the median and
interquartile range (P25-P75). Categorical variables were described using absolute frequencies and
percentages. Quantitative data were assessed for normality using the Kolmogorov-Smirnov test, and
all of the quantitative data collected were found to deviate significantly from the normal distribution (p
< 0.001). Due to this, non-parametric inferential tests were used. Pearson’s chi-squared test was used
to evaluate between-group differences and McNemar’s test was used to compare the prevalence rates.
Wilcoxon’s signed-rank test was used in order to compare month-by-month the symptoms reported
using the ESAS for nursing home residents. Statistical analyses were conducted using IBM SPSS v.24.
p-values of less than 0.05 were considered to be statistically significant.
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2.6. Statement of Ethics

All participants (or when appropriate, a representative) signed a form to give their informed
consent. The study received the approval of the Research Ethics Committee (PI-0619-2011). In
compliance with Spanish Law (Article 16, Law 41/2002), patients’ data were anonymised.

3. Results

Thirteen patients dropped out of the study. Two of them moved to another nursing home. Ten
patients or representatives of patients refused to give their informed consent during follow-up. One of
the residents died before the beginning of the follow-up. As a result, the final sample consisted of 107
residents. Most of them were women (63.6%) and they had a mean age of 84.6 (SD = 7.4) years. The
characteristics can be seen in Table 1.

Table 1. Socio-demographic and clinical characteristics of the patients.

Socio-Demographic and Clinical Total Sample Dyn;ﬁovlv‘.lt:un 6 Alive > 6 month
Characteristics of the Patients. n =107 n=39 n =68 P
Age, md (P25-P75) 84 (81-89) 86 (83-95) 84 (78.5-89) 0.011"
Female, 1 (%) 68 (63.6) 24 (64.8) 44 (62.9) 0.835!
Years in the centre, md (P25-P75) 2 (1-4) 2 (0.6-5) 2 (1.34) 0.946%
Marital status widower, 1 (%) 63 (60.8) 25 (67.6) 38 (54.3) 0.0122
Number of children, md (P25-P75) 2 (0-3) 2 (0-2) 3 (2-5) 0.2221
CCI, md (P25-P75) 35 (2-6) 4 (4-6) 3 (2-5) 0.007"
Primary diagnosis

Myocardial infarction, 1 (%) 6 (5.6) 2 (5.3) 4 (6.0 1.000%
Heart failure, 11 (%) 28 (26.2) 12 (31.6) 16 (23.3) 0.4922
Peripheral vascular disease, 1 (%) 10 9.3) 9 (23.7) 1 (1.5) 0.000%
Thromboembolic disease, 1 (%) 7 (6.5) 6 (15.8) 1 (1.5) 0.0092
Stroke or other cerebral lesions, 1 (%) 45 (42.1) 22 (57.9) 23 (34.3) 0.0242
Hemiplegia, 1 (%) 14 (13.1) 7 (18.4) 7 (10.4) 0.3702
Arterial hypertension, 1 (%) 63 (58.9) 15 (38.5) 41 (60.3) 0.0442
Dementia 51 47.7) 20 (52.6) 43 (64.2) 0.3012
COPD, 11 (%) 25 (23.4) 12 (31.6) 13 (19.4) 0.2332
Arrhythmia, 1 (%) 21 (19.6) 14 (36.8) 7 (10.4) 0.0022
Renal disease, 1 (%) 19 (17.8) 6 (15.8) 13 (19.4) 0.7942
Diabetes, 1 (%) 34 (31.8) 10 (27.8) 24 (38.1) 0.380%
Tumour, 1 (%) 17 (15.9) 8 (20.5) 9 (13.2) 0.3082
Solid tumour with metastasis, 1 (%) 10 9.3) 4 (10.5) 6 9.0 1.0002

Charlson Comorbidity Index, CCI; 1 Mann-Whitney U-test; 2 Pearson’s chi-squared; COPD: chronic obstructive
pulmonary disease.

Residents who died within the follow-up period (n = 39, 34.6%) were generally older and
widowers, had a higher Charlson comorbidity index (CCI), and had more peripheral vascular and
thromboembolic diseases, stroke or other cerebral lesions, arterial hypertension, and arrhythmia.

3.1. Perception of Symptom Intensity

In the comparison from T1 to T5, the perception of intensity of all symptoms was scored as
moderate, except nausea and dyspnoea, which were scored as mild. No statistical differences were
found in symptom intensity between T1 and T2 to T5 (Table 2). However, all differences were found to
be statistically significant between T1 and symptoms in the last week of life (CT). In the comparison
with CT, the median ratings for nausea (p = 0.040) and depression (p = 0.033) increased by up to 2
points; pain (p = 0.026), fatigue (p = 0.003), drowsiness (p < 0.001), dyspnoea (p < 0.001), and insomnia
(p = 0.032) increased by up to 3 points; anxiety (p = 0.001), poor appetite (p < 0.001), and malaise
(p = 0.004) increased in intensity by up to 4 points. In this case, all symptoms were scored as moderate
except nausea, which was scored as mild, and fatigue and malaise, which were scored as severe.
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Table 2. Month-by-month comparison of symptoms using Edmonton Symptom Assessment System
(ESAS) for residents in nursing homes.

Symptoms T1vs. T2 (n =102) T1vs. T3 (n = 95) T1vs. T4 (n = 84) T1vs. T5 (n = 82) T1vs. CT (n =39)
md 1 md 1 md 1 md 1 md 1
@®25-P75) P ®25-p75) P ®25P75) P @575 P ®25-p75) P
Pain
T 1(2-6) 1(2-6) 527) 4(2-65) 127)
T(2:5) or CT 35026 998 3506 OB 509 078 5595 07 55495 0026
Fatigue
I 55(3-7) 5(27) 55(3-7) 1(25-8) 5(3-7)
T(2-5) or CT 5538 0% 508 085 5535 04 5059 059 gi5g 0003
Nausea
1 0(0-3) 0(0-2) 0(0-25) 0(0-2) 0(0-3)
T@8) or €T oo O gen 078 Gouy) 028 jo o 0% 0 0040
Depression
T 3(0-6) 3(0-6) 3(0-6) 3(0-6) 3(0-7)
T(2:5) or CT 3055 %7 207 088 3508 0% 3507 0 09 4509 003
Anxiety
T 3(0-6) 3(0-55) 3 (0-6) 3(0-6) 3(0-6)
T(28)or CT 208 028 hg 040 g 08 g0 058 o070 0001
Drowsiness
T 2(4-7) 127) 35027) 3(0.5-5) 1(3-6)
T(2-5) or CT 207 9 s 77 gamy 09 gas 080 g <000
Poor appetite
T1 3(0-6) 3(0-6) 3(0-7) 3(0-6) 3(1-7)
T(2:5) or CT 106 0% o055 00 5065 032 504 0B 75y <000
Malaise
T 5(0-7) 5(0-7) 5(0-7) 1(0-7) 5(0-7)
T5) or CT s M4 g 028 ool 020 LaTh 035 Jolgd 0004
Dyspnoea
T 1(0-6) 1(0-6) 1(0-6) 1(0-6) 1(0-6)
T05) or CT los 052 jglg 075 gl ae2 gotl 0187 S0 <0001
Insomnia
I 25 (0-6) 2(0-6) 25 (0-7) 2(0-6) 3(0-7)
T05) or CT S0 0Pl 505 0480 Toloa JTR 08 gl 00m

Wilcoxon’s signed-rank test!; T1: Initial follow-up time; T2, T3, T4, T5: Different follow-up times; CT: Closure Test.
Week before death; P25: 25th percentile; P75: 75th percentile.

Residents who died during the follow-up period rated symptom intensity as higher for all
symptoms, compared to those who were alive for the entire duration (Table 3).

Table 3. Comparison of symptoms using ESAS in residents of nursing homes who died with those

who did not die.
Dying within Alive
Symptoms 6 months > 6 months Pl
n =39 n =68
n(Range) n(Range)

Pain, md (P25-P75) 7 (2-9) 4(2-6) 0.012
Fatigue, md (P25-P75) 8(3.5-9) 6 (3-8) 0.005
Nauseas, md (P25-P75) 1(0-7) 0(0-1) 0.003

Depression, md (P25-P75) 4(1-9) 3 (0-6) 0.050

Anxiety, md (P25-P75) 4(1-9) 3 (0-6) 0.002
Drowsiness, md (P25-P75) 7 (1-9) 4(0-7) < 0.001
Poor appetite, md (P25-P75) 7 (6-10) 4(2-7) < 0.001
Malaise, md (P25-P75) 9(2-9.5) 5(2-7) <0.001
Dyspnoea, md (P25-P75) 7 (5-9) 1(0-6) <0.001

Insomnia, md (P25-P75) 6 (1-9) 2 (0-6) 0.011

Mann-Whitney U-test.

3.2. Therapeutic Procedures and Pharmacological Treatments

No statistical differences were found in the comparison of therapeutic procedures between T1 and
T2 to T5. Nevertheless, the analysis showed significant differences between T1 and CT (Table 4). The
most repeated procedures (oxygen therapy (p < 0.001), use of aerosol sprays (p = 0.008), and peripheral
venous catheter placement (p = 0.039)) had an increase of between 20 and 40 percentage points. Despite
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this, the percentage of procedures related to urinary catheters (p = 1000) and enteral feeding (p = 0.221)
was not significantly different between T1 and CT.

Table 4. Comparison of therapeutic procedures and pharmacological treatments by months for patients
in nursing homes.

Proced ;rh;;;}"::‘ logical T1vs. T2 Tivs. T3 T1vs. T4 Tlvs. T5 T1vs. CT
ocedures/Pharmacologica (1= 102) (1 = 95) (1 = 84) (n=82) n=37)
Treatments
% Pt % ! % P % P % P 95% CI?

Therapeutic procedures
Urinary catheter
T1 14.7 14.7 119 14.6 21.1

T(2-5) or CT 137  L000 147 1.000 143 0752 35 0267 55, 1.000
Peripheral venous catheter
placement
T1 26.5 242 229 24.4 25.6
T(2-5) or CT 245 0.860 8.4 0.522 186 0.502 195 0.480 187 0.039 4.1-39.9
Enteral feeding
T1 11.8 14.0 15.5 14.6 53
T(2-5) or CT 11.8 1.000 14.0 1.000 15.5 1.000 171 0.789 15.8 0.221
Aerosol sprays
T1 235 18.9 19.3 18.3 28.2
T(2-5) or CT o1e 0789 264 0248 253 0267 4 0.248 615 0.008  11.5-51.9
Oxygen therapy
T1 30.4 284 274 24.4 36.9
T(2-5) or CT 304 0.803 319 0.450 333 0.511 293 0.343 795 <0.001 17.6-65.3

Pharmacological treatments
Non-opioid analgesics
T1 58.8 547 54.8 51.2 718

T(2-5) or CT 64.7 0.263 61.1 0.345 60.7 0.404 61.0 0.170 64.1 0.628
Opioid analgesics
T1 127 11.6 8.3 122 179
T(2-5) or CT 157 0.375 16.8 0.131 11.9 0.445 11.0 1.000 615 <0.001  25.6-57.3
Antibiotics
T1 21.6 20.0 21.4 17.1 30.8
T(2-5) or CT 29.4 0.185 295 0.109 310 0.136 256 0.211 667 0.004  14.9-53.4
Bronchodilators
T1 275 263 28.6 329 25.6
T(2-5) or CT 04 0.302 306 0.114 31.0 0.814 293 0.505 53.8 0.003 12.4-41.2
Corticosteroids
T1 20.6 189 155 17.1 28.2
T(2-5) or CT 21.6 1.000 20.0 1.000 20.2 0.453 18.3 1.000 41.0 0.267
Antiemetics
T1 7.8 9.5 6.0 8.5 17.9
T(2-5) or CT 78 1.000 95 1.000 71 1.000 122 0.505 308 0.227
Antihistamines
T1 7.8 6.3 6.0 37 10.3
T(2-5) or CT 78 1.000 84 0.500 71 1.000 37 1.000 26 0.248
Antidepressants
T1 33.3 34.7 32.5 33.7 28.2
T(2-5) or CT 33 1000 g 0617 g5y 0479 ppp 0131 g 0114
Anxiolytics
T1 324 35.0 28.6 293 41.0
T(2-5) or CT 30.4 0.773 28.4 0.181 25.7 0.752 34.1 0.386 25.6 0.150
Hypnotics/barbiturates
T1 49.0 46.3 41.7 50.0 51.3
T(2-5) or CT 441 0.267 46.3 1.000 47.6 0.383 43.9 0.424 71.8 1.000

"McNemar’s test; 2Agresti Min 95% confidence interval for p2-p1.; T1: Initial follow-up time.; T2, T3, T4, T5:
Different follow-up times.

Regarding pharmacological treatments, no significant differences were found between T1 and
T2 to T5. However, some statistical differences were found between T1 and CT (Table 4). Opioid
analgesics (p < 0.001), antibiotics (p = 0.004), bronchodilators (p = 0.003) had a significant increase in
usage, that increase being of 45, 35, and 29 percentage points, respectively.

CT: Closure Test. Week before death. Statistical differences were found in the use of peripheral
venous catheters (p = 0.022), aerosol sprays (p = 0.001), and oxygen therapy (p = 0.001) between the
patients who died in the follow-up and those who survived (Table 5).
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Table 5. Comparison of therapeutic procedures and pharmacological treatments in nursing home
patients who died with those who did not die.

Therapeutic Procedures/Pharmacological D}él;i :tll:}sl’m > 61?11\1:;&5, o OR (95% CT)
Treatments
n=39 n =68
Therapeutic procedures
Urinary catheter, (%) 237 13.2 0.176
Peripheral venous catheter placement, (%) 48.7 25.0 0.022 2.850 (1.238-6.562)
Enteral feeding, (%) 15.8 14.7 0.867
Aerosol sprays, (%) 61.5 20.6 <0.001 6.171 (2.578-14.771)
Oxygen therapy, (%) 79.5 26.5 <0.001 10.764 (4.181-27.713)
Pharmacological treatments
Non-opioid analgesics 65.8 54.4 0.350
Opioid analgesics 63.2 10.3 <0.001 14.939 (5.372-41.546)
Antibiotics 65.8 16.2 <0.001 9.965 (3.930-25.268)
Bronchodilators 55.3 16.2 <0.001 6.401 (2.580-15.880)
Corticosteroids 42.1 16.2 0.007 3.769 (1.514-9.379)
Antiemetics 31.6 44 <0.001 10.000 (2.607-38.359)
Antihistamines 2.6 7.4 0.417
Antidepressants 13.2 33.3 0.026 .278 (0.096-0.805)
Anxiolytics 26.3 29.4 0.909
Hypnotics/barbiturates 52.6 48.5 0.839

*Pearson’s chi-squared; OR (95% CI), odds ratio (95% confidence interval of the odds ratio).

Finally, the comparison of pharmacological treatments showed differences for use of antibiotics
(p < 0.001), bronchodilators (p < 0.0001), opioids (p < 0.001), corticosteroids (p = 0.007), antiemetics
(p < 0.001), and antidepressants (p = 0.026) between those who died and the survivors (Table 5). The
administration of these treatments was significantly greater in all deceased patients than in those who
survived, except for antidepressants, whose usage was significantly lower.

4. Discussion

This is one of the first studies that prospectively describes the last months of life of nursing home
residents, and the first that has been conducted in Spain. Our results suggest that there is a sudden
increase in symptoms, therapeutic procedures, and pharmacological treatments in the last week of life,
in comparison with previous follow-up times. In addition, an increasing number of invasive therapeutic
procedures, which may result in decreased comfort for residents, was observed, such as urinary catheter
placement, peripheral venous catheter placement, and enteral feeding. Similarly, increased drug use,
such as antibiotics, anxiolytics, and new antidepressant prescriptions was also observed.

The perception of the intensity of symptoms remains stable between T1 and the following months,
but increases substantially between T1 and the last week of life. This finding is consistent with the
previous literature, which details a worsening of symptoms in the last days of life [6,9]. Nevertheless, it
is necessary to point out that the consulted studies used prevalence, not intensity, to assess symptoms.
Thompson et al. [10] conducted a prospective study in which they assessed pain in the last six months
of life of residents in nursing homes, showing that the intensity of their pain remained stable during a
short follow-up period, except in the last days of life, when it increased.

In the same way, in relation to therapeutic procedures, there are significant differences in the use
of peripheral venous catheters, oxygen therapy, enteral feeding, and aerosol sprays in the last week of
life compared to at T1. These differences are greater if we compare the therapeutic procedures between
patients who died within the follow-up period and survivors. Regarding oxygen therapy and the use
of aerosol sprays, Hendriks et al. [4] highlighted that, unlike what the results of the present study show,
there was a decrease in the use of these procedures when death was near. Similarly, a retrospective
study conducted in four Spanish hospitals [14] showed that oxygen therapy was a very frequently
used intervention at the end of life. This study also reported that there is an increase in the use of
peripheral venous catheters during the last days of life [14].
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Enteral feeding is another intervention that might be considered to be futile [22], as this does
not improve the wellbeing of patients in a significant way and may even be prolonging the dying
process [22]. One of the factors that may influence the continuation of enteral feeding is that some
professionals and relatives consider this intervention to be a measure of comfort that should not be
removed [23].

With respect to urinary catheters, previous studies are not clear about the use of these interventions
atthe end of life. A literature review by Farrington et al. [24], which included clinical practice guidelines,
pointed out that, even though some of the studies reviewed stated that urinary catheterisation could
be used to provide comfort to patients, this procedure may cause or increase patient discomfort [24].

This could be interpreted as the performance of futile interventions in the last week of life in the
nursing homes analysed.

As expected, the use of some medications linked to symptom control such as opioids,
corticosteroids, and antiemetics increased in the last days of life. Opioids were one of the most
used drugs in this study, which corresponds to what is described in the literature [4,9]. In relation to
the use of non-opioid analgesics, Jansen et al., [25] unlike our study, reported an increase in the use of
this group of drugs at the end of life.

On the other hand, there is a decrease in the use of antidepressants in the last week of life, although
the consumption of other psychotropic drugs remains stable, compared to in previous months. The
use of this kind of drug in end-of-life care is controversial: Some of them could be considered futile
since they are not used to improve symptoms typical of the end of life [26]. The time delay before
certain antidepressants have a noticeable effect is long (usually 4-6 weeks), so their usage may be
considered futile for this reason. In fact, although psychotropic drugs may be indicated for the control
of psycho-emotional symptoms, authors point out that they can cause undesirable side effects in the
geriatric population and an increased risk of mortality [27].

Regarding the use of antibiotics at the end of life, our results indicate an increase in the last
week of life. This may be due to the high percentage of patients with dementia in the sample, in
whom infections are a common cause of death. Although, previous studies indicate that the use of
antibiotics improves the prognosis of patients and the relief of symptoms [28-30], other studies provide
evidence that not administering antibiotics improves comfort [31]. Furthermore, using antibiotics is
not without risk in fragile patients with chronic diseases, due to drug reactions, drug-drug interactions,
and infections [32]. Even so, there is no consensus as to whether or not they should be used at the end
of life.

Furthermore, there has been no decrease in the prescription of drugs for any of the drugs evaluated.
According to the consulted bibliography, one of those that would be expected to decrease according to
current recommendations would be anxiolytics [33]. In our sample, the prescription of anxiolytics
did not diminish at the end of life. According to Westbury [33], ‘these psychotropic agents should
be prescribed cautiously, at the lowest therapeutic doses for as short a time as possible, and be
monitored regularly’. The literature consulted shows that identification of the terminal state increases
the likelihood of a de-prescription occurring [34]. In the case of nursing homes, this identification is
critical for facilitating patients” access to palliative care and, consequently, for improving the quality of
care they receive, their satisfaction with it, and their symptoms [35]. Our results may be due to the lack
of use of predictive survival tools that could be used in these centres. Therefore, in the absence of a
prediction of the end of life, professionals do not question the utility of the interventions that can be
carried out.

The present article tried to demonstrate part of the reality of the care provided by Spanish nursing
homes, the study of which has had its importance emphasised by institutions, such as the EAPC. It
would have been interesting to have assessed patient comfort, in order to clarify the suitability of
controversial interventions, due to their possible futility in an end-of-life context. This work is a first
approach to the end of life in Spanish nursing homes, being the stepping stone on which it can be
developed into an intervention programme to improve end-of-life care in these centres. At the same
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time, it could well help to validate specific tools, in order to assess the quality of the dying process and
to improve the detection of palliative care needs.

It should also be highlighted that some limitations of this study may affect the reliability of our
results. It should be noted that the sample size is small in comparison with other published studies,
so it has not been possible to complete further analyses. Furthermore, characteristics of this study’s
sample are similar to those in other studies conducted in nursing homes regarding age, sex, and
diseases [4,6,9,36], so the results should be extrapolated carefully.

In this study, SECPAL criteria were used for case selection. Our results pointed out that only
the 36.4% of patients of the sample have died, so a discussion on whether these criteria are the most
appropriate is needed, particularly the limitation of a life expectancy of six months.

Several tools have been proposed to identify palliative care needs and prognosis [37]. For instance,
White et al. [38] highlighted in a meta-analysis that the accuracy of the ‘Surprise Question” referring
to a one-year period was higher than 70% in trained professionals. For further studies, a year-long
follow-up period could be considered.

5. Conclusions

In this prospective study, intensity of end-of-life symptoms increased in the last week of life.
There is also an increase in therapeutic procedures and pharmacological treatments, but not all the
procedures and drugs are linked to symptom management. Interventions (such as urinary catheters,
peripheral venous catheter placement, and enteral feeding) and drugs (such as antibiotics, anxiolytics,
and new antidepressant prescriptions) should be carefully considered in this clinical setting, in order
to improve patient comfort and avoid futile treatments.

Primary care workers and stakeholders might support nursing home professionals in order to
provide better symptom control and decide which interventions and drugs are to be recommended in
the last days of life.
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Abstract: Dental panoramic radiographs (DPRs) provide information required to potentially evaluate
bone density changes through a textural and morphological feature analysis on a mandible. This study
aims to evaluate the discriminating performance of deep convolutional neural networks (CNNs),
employed with various transfer learning strategies, on the classification of specific features of
osteoporosis in DPRs. For objective labeling, we collected a dataset containing 680 images
from different patients who underwent both skeletal bone mineral density and digital panoramic
radiographic examinations at the Korea University Ansan Hospital between 2009 and 2018. Four study
groups were used to evaluate the impact of various transfer learning strategies on deep CNN models
as follows: a basic CNN model with three convolutional layers (CNN3), visual geometry group deep
CNN model (VGG-16), transfer learning model from VGG-16 (VGG-16_TF), and fine-tuning with
the transfer learning model (VGG-16_TF_FT). The best performing model achieved an overall area
under the receiver operating characteristic of 0.858. In this study, transfer learning and fine-tuning
improved the performance of a deep CNN for screening osteoporosis in DPR images. In addition,
using the gradient-weighted class activation mapping technique, a visual interpretation of the best
performing deep CNN model indicated that the model relied on image features in the lower left and
right border of the mandibular. This result suggests that deep learning-based assessment of DPR
images could be useful and reliable in the automated screening of osteoporosis patients.

Keywords: osteoporosis screening; artificial intelligence; convolutional neural networks; dental
panoramic radiographs

1. Introduction

Osteoporosis is a systemic disease characterized by low bone mineral density (BMD) and
micro-architectural deterioration of bone structure, thereby leading to compromised bone strength and,
consequently, an increased risk of fracture [1]. Hip, spine, and wrist fractures caused by osteoporosis
often lead to disorders that reduce the quality of life of the patient and, in severe cases, increase the
risk of mortality [2,3]. With fast population aging and an increase in life expectancy, osteoporosis is
increasingly becoming a global public health issue; it has been estimated that more than 200 million
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people are suffering from osteoporosis [4]. According to recent statistics from the International
Osteoporosis Foundation, approximately one in three women over the age of 50 will experience
osteoporotic fractures, as will one in five men over the age of 50 [4-7]. Moreover, it is expected that
more people will be affected by osteoporosis in the future and, consequently, the rate of osteoporotic
fractures will increase [8]. This is because the disease initially develops without any symptoms, remains
undiagnosed due to scarce symptomatology, and its first manifestation is often a low-energy fracture
of long bones or vertebrae [9].

Generally, osteoporosis is diagnosed by evaluating bone mineral density (BMD) measurements
(expressed as a T-score) using dual-energy X-ray absorptiometry (DXA), which is considered as the
reference-standard examination for BMD assessment [10,11]. However, this technique is complex,
expensive, and the availability is limited for overall population diagnosis [12]. Recently, digital images
of dental panoramic radiographs (DPRs) have been evaluated as cost-effective and important image
data for osteoporosis screening. This is because the widespread use of panoramic radiation in dental
care for elderly patients with increased life expectancy and a number of studies have demonstrated the
feasibility of BMD estimation and osteoporosis screening using panoramic radiography [13-23].

However, previous approaches primarily relied on manually categorized feature indexes [13-23],
such as the Gonion index, mandibular cortical index, mental index, and panoramic mandibular index,
and traditional classifier called machine learning (ML) algorithms, such as support vector machine
(SVM) [22] and fuzzy classifiers [23], for screening osteoporosis. Although the previously handcrafted
feature indexes provided sufficient evidence for assisting osteoporosis screening using panoramic
radiographs, these methods for discriminating features are of a low order and do not fully characterize
the heterogeneous pattern in radiographic images. In addition, most previous studies require tedious
and manual operations, such as extensive preprocessing, image normalization, and region of interest
(ROI) segmentation, which can significantly affect the repeatability of the classification method.

In the last few years, deep learning algorithms, particularly deep convolutional neural networks
(CNNs) architecture, have been widely recognized as a reliable approach to learn the classification
of the characteristics of features directly from original medical images [24,25]. As opposed to ML
approaches that rely on explicitly classified features, deep CNNs are a class of deep neural networks
that can learn high dimensional features to maximize the networks ability to discriminate abnormalities
among images [26]. There are many different CNN architectures that have been designed to perform
image classifications and recognitions. Each of these architectures differ in specific aspects, including
the number and size of layers, the connections between these layers, and the overall network depth.
Because different network architectures are best suited for different problems, and it is difficult to
know in advance which architecture is the right choice for a given task, empirical examination is often
recognized as the best way to make these decisions [27].

Although deep CNNs have been recognized as efficient tools for image classification, they require
a large amount of training data, which can be difficult to apply to medical radiographic image data.
When the target dataset is significantly smaller than the base dataset, transfer learning is considered
a powerful technique for training deep CNNs without overfitting [28,29]. The general process of
transfer learning is performed through the use of pretrained models in a two-step method as follows:
First, copying the first n layers of pretrained base network on a general large dataset to the first n
layers of a target network and secondly, the remaining layers of the target network are then randomly
initialized and trained on a small local dataset toward the target task [28]. On the basis of the transfer
learning techniques, several state-of-the-art results showed outperformance in both general image
classification [30-32] and medical image classification [33-36]. However, a few studies have been
done to develop and evaluate transfer learning-based deep CNN models for predicting osteoporosis
in DPRs.

The aim of this study is to develop and evaluate the deep learning approaches for screening
osteoporosis with DPR images. Using the classified panoramic radiograph images based on the
BMD value (T-score), this study evaluated several different CNN models based on osteoporosis
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discriminating accuracy. In addition, we quantitatively evaluated the effect of transfer learning and
fine-tuning of a deep CNN model on classifying performance.

2. Patients and Methods

2.1. Patients

The study was done on a total of 680 panoramic radiograph images from 680 different patients
who visited the Korea University Ansan Hospital. The patients simultaneously underwent skeletal
BMD examinations and digital panoramic radiography evaluations within four months, between 2009
and 2018. The subjects were classified into a non-osteoporosis group (T-score > —2.5) or osteoporosis
group (T-score < —2.5), according to the World Health Organization criteria [37], into which 380 and
300 subjects were assigned, respectively. The dataset was divided into training and test sets as follows:
The radiographs were selected randomly, and 136 radiographs (20% of the total), 68 each from the
osteoporosis and non-osteoporosis groups, were set aside as a test set. This ensured that the testing data
set only contained images of novel radiographs that had not been encountered by the model during
training. The remaining 544 radiographs were used for the training and validation set. This study
protocol was approved by the institutional review board of the Korea University Ansan Hospital (no.
2019AS0126).

2.2. Data Preprocessing

The dimensions of the collected dental X-ray images varied from 1348 to 2820 pixels in width and
685 to 1348 pixels in height. For consistency of image preprocessing, the images were downsampled
to a uniform size of 1200 X 630 pixels, using bilinear interpolation. The final ROI was restricted
to the lower part of the mandible, below the teeth-containing alveolar bone, for an image size of
700 x 140 pixels (Figure 1). This included the most ROI areas of previous studies [13-23] that applied
various classification techniques by detailed and specifically indexing the image feature characteristics
of the limited small region of mandible. By setting the ROI to include most of the mandible instead of
the specific area of it, this study evaluated the area that plays the most distinctive role in osteoporosis
classification through explainable deep learning techniques.

ROI Cropping
e

Figure 1. Image preprocessing for this study. The original DPRs were downsampled, and the ROl is
restricted to the mandibular region below the teeth (region inside the bounding box). DPR, dental
panoramic radiograph; ROI, region of interest.

2.3. Convolutional Neural Networks

This study employed four study groups of CNN as follows: a basic CNN model with three
convolutional layers (CNN3), a visual geometry group deep CNN model with no pre-trained weights
(VGGL16), a transfer learning model from VGG16 with pre-trained weights (VGG16-TF), and a transfer
learning and fine-tuning model from VGG16 with pre-trained weights (VGG16-TF-FT). The preceding
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architectures, along with the four variant CNN models (CNN3, VGG16, VGG16-TR, and VGG16-TR-FT)
used in this study, are depicted in the block diagram in Figure 2.
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Figure 2. Schematic diagrams of the four convolutional neural networks (CNN) architectures evaluated
in this study.

The reason for choosing VGG16 [31] architecture was that it had been widely adopted and
recognized as state-of-the-art in both general and medical image classification tasks [24]. Additionally,
it has been trained on large-scale datasets, so that a transfer learning approach could be adopted for
large-scale image recognition [38]. For the VGG16 architecture under consideration, the following
three different experimental groups were evaluated: the native group (VGG16), transfer learning group
(VGG16-TR), and transfer learning with fine-tuning group (VGG16-TR-TF). In the native version, model
weights were randomly initialized, and training was conducted using only the DPR data described in
this study. In the transfer learning version, model weights were fixed, based on pre-training with a
general image dataset, except for the final, fully connected layers, which were randomly initialized.
In the transfer learning with fine-tuning version, model weights were initialized based on pre-training
on a general image dataset, the same as previous versions, except that some of the last blocks were
unfrozen so that their weights were updated in each training step. In this study, the last two transfer
learning version models (VGG16-TR and VGG16-TR-FT) employed pre-trained weights using the
ImageNet database [38]. ImageNet is an image dataset containing thousands of different objects used
to train and evaluate image classification models.
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2.4. Model Training

The 544 images selected as the training dataset were randomly divided into five folds. This was
done to perform 5-fold cross validation to evaluate the model training, while avoiding overfitting
or bias [39]. Within each fold, the dataset was partitioned into independent training and validation
sets, using an 80 to 20 percentage split. The selected validation set was a completely independent
fold from the other training folds and it was used to evaluate the training status during the training.
After one model training step was completed, the other independent fold was used as a validation set
and the previous validation set was reused, as part of the training set, to evaluate the model training.
An overview of the 5-fold cross validation performed in this study is presented in Figure 3.

I All Data (680 images) I
[

| Training data:(544 images) || Test data (136 images) |
| Fotl 1] Folt 2 | Foti 3| Fot! 4 Folt 5|
Iteration 1/5 | Validation | Training | | Model 1 > |Predi:tion1 |
Iteration 2/5 [ Training | Validation | Training | [ modet 2> | Prediction 2 |
Iteration 3/5 | Training [ vaigation | Training | | Model3> [ Prediction 3 |
Iteration 4/5 | Training | vaiidation | Training | | Modela > [ Prediction 4 |
Iteration 5/5 | Training | Validation | [ Model 5 > [ Prediction s |

Statistical evaluation of
prediction performance

Figure 3. The overview of the performed 5-fold cross validation in this study.

This process was repeated for each architecture (CNN3, VGG16, VGG16-TR, and VGG16-TR-FT).
All models were trained and evaluated on a 64-bit Windows 10 operating system, with 64 GB memory
and an NVIDIA Quadro P4000 GPU. Building, training, validation, and prediction of deep learning
models were performed using the Keras [40] library and TensorFlow [41] backend engine.

2.5. Performance Evaluation

The evaluation of the screening performance of the CNN models was performed with the
independent test dataset in each cross-validation fold. To comprehensively evaluate the screening
performance on the test dataset, the accuracy, sensitivity, specificity, receiver operating characteristic
(ROC) curve, and precision recall (PR) curve were calculated. The accuracy, sensitivity, and specificity
score can be calculated as follows:

accuracy = TP + TN
Y= TP 1IN + EN 1 FP

e P
SenSlthIty = m—H\I

o N
spec1f1c1ty = m

TP and FP are the number of correctly and incorrectly predicted images, respectively. Similarly,
TN and FN represent the number of correctly and incorrectly predicted images, respectively. The area
under the ROC curve (AUC) was also calculated.

35



J. Clin. Med. 2020, 9, 392

2.6. Visualizing Model Decisions

Deep learning models have often been referred to as non-interpretable black boxes because it is
difficult to know the process by which they make predictions. To know the decision-making process of
the model, and which features are most important for the model to screen osteoporosis in DPR images,
this study employed the gradient-weighted class activation mapping technique (Grad-CAM) [42] and
the most significant regions for screening osteoporosis in DPR images were highlighted.

3. Results

3.1. Baseline Clinical and Demographic Characteristics of the Subjects

The patients were 565 female and 115 male, with an age range from 27 to 90 years (mean age
of 63.0 years). There were 380 patients (mean age 58.5) without osteoporosis (T-score > —2.5) and
300 patients (mean age 68.6) with osteoporosis (T-score < —2.5). The clinical characteristics of the DPR
dataset used in this study are summarized in Table 1.

Table 1. Clinical and demographic characteristics of the dental panorama radiographs (DPRs) dataset

in this study.
Without Osteoporosis With Osteoporosis
Parameter (T-Score > —2.5) (T-Score < —-2.5) Total
Number of patients 380 300 680
Number of female/male 332/48 233/67 565/115
Mean age (+SD) 58.5 (+11.8) 68.4 (+8.4) 63.0 (+11.6)

3.2. Prediction Performance

The CNN models of this study were trained using a cross-entropy loss function on the selected
training image dataset. The screening performances of the four CNN models tested in this study are
displayed in Table 2. It was observed that the transfer learning and fine tuning VGG16 model with
pre-trained weights (VGG16-TR-FT) achieved the top performance, with the highest AUC of 0.858
(95% CI 0.865 to 0.850), sensitivity of 0.900 (95% CI 0.919 to 0.881), specificity of 0.815 (95% CI 0.847 to
0.783), and accuracy of 0.840 (95% CI 0.857 to 0.822). The screening performances of the other models
that applied transfer learning techniques, but did not apply fine tuning, one with pre-trained weights
(VGG-TR) and the other without pre-trained weights (VGG16), were slightly degraded. The arbitrarily
established model with three convolutional layers (CNN3) achieved the lowest performance, with an
AUC of 0.667 (95% CI 0.708 to 0.626), sensitivity of 0.684 (95% CI 0.889 to 0.480), specificity of 0.649
(95% CI 0.813 to 0.486), and accuracy of 0.660 (95% CI 0.725 to 0.594).

Table 2. Osteoporosis screening accuracy of convolutional neural network models in this research.

Model AUC (95% CID Sensitivity (95% CI)  Specificity (95% CI)  Accuracy (95% CI)
CNN3 0.667 (£0.041) 0.684 (£0.204) 0.649 (+0.164) 0.660 (0.066)
VGG16 0.742 (£0.018) 0.674 (£0.048) 0.811 (£0.034) 0.771 (£0.018)
VGG16-TR 0.782 (+0.006) 0.737 (£0.046) 0.828 (+0.052) 0.802 (£0.024)
VGG16-TR-TF 0.858 (+0.008) 0.900 (£0.019) 0.815 (£0.032) 0.840 (£0.018)

Figure 4 shows the ROC curves of all tested models. The VGG16-TR-FT models achieved the
highest AUC of 0.86, while the CNN3 model achieved the lowest AUC of 0.61. Figure 5 shows the PR
curves of the tested CNN models. It was also observed that the VGG16-TR-FT models achieved the
highest PR of 0.86, while the CNN3 model achieved the lowest PR of 0.61.
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Figure 4. Mean ROC curves of each CNN models for screening osteoporosis on DPR images in this study.

(A) True Positive Case
(True label = Osteoporosis / Predicted Label = Osteoporosis)

Original Image

Grad-CAM overlaid Image

(B) True Negative Case
(True label = Non-osteoporosis / Predicted Label = Non-osteoporosis)
Original Image
T o

Grad-CAM overlaid Image

Figure 5. Original and Grad-CAM sample images of correctly predicted by the best-performing deep
CNN model (VGG16-TR-TF) for DPR image-based osteoporosis screening are illustrated. Below each
original sample images, a Grad-CAM image is superimposed over the original image. The bright red in
each Grad-CAM image indicate the region that has the greatest impact on screening osteoporosis patients.
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3.3. Visualizing Model Decisions

Figures 5 and 6 illustrate the case examples of predictions using the best predictive VGG16-TR-FT
model as compared with ground truth. Each case example employed a Grad-CAM technique to
perform a visual interpretation to determine which areas affected the deep CNN’s class classification.
In the case of screening correctly for osteoporosis (Figure 5A), the region showing the weak lower
border of the mandibular cortical bone and the less dense, spongy bone texture at its periphery was
extracted as the main image feature of the classification. In correctly screened cases of no osteoporosis
(Figure 5B), the region showing the strong lower boundary of the mandible cortical bone and the dense
texture around its periphery was extracted as the main image feature of the classification. However,
in the case of incorrectly screened cases, i.e., the non-osteoporosis case predicted as osteoporosis
(Figure 6A) or the osteoporosis case predicted as non-osteoporosis (Figure 6B), the central region of the
mandible or the ghost images of the hyoid bone was extracted as the main image feature.

(A) False Positive Case

(True label = Non-osteoporosis / Predicted Label = Osteoporosis)

Original Image

Grad-CAM overlaid Image

(B) False Negative Case

(True label = Osteoporosis / Predicted Label = Non-osteoporosis)
Original Image

>

Grad-CAM overlaid Image

Figure 6. Original and Grad-CAM sample images of incorrectly predicted by the best-performing
deep CNN model (VGG16-TR-TF) for DPR image-based osteoporosis screening are illustrated. Below
each original sample images, a Grad-CAM image is superimposed over the original image. The
bright red in each Grad-CAM image indicate the region that has the greatest impact on screening
osteoporosis patients.
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4. Discussion

Although DPRs are commonly performed for the evaluation of dentition and adjacent structures
of the jaw, some clinical assistant diagnosis (CAD) systems based on DPRs have been suggested for
screening systemic diseases, such as osteoporosis and carotid artery calcification [13-23,43]. However,
the approaches of most previous studies are only valid when image features are accurately extracted,
using sophisticated and manual image preprocessing algorithms or techniques. If a DPR image is
imported from an unfamiliar environment or unexpected noise is added to the image, the prediction
can easily be distorted. The neural network algorithm can resolve this problem. All the knowledge
necessary for diagnosis is established only with the given training image data, without complicated or
sophisticated image preprocessing. In recent years, a cutting-edge neural network technology, called
deep learning, has been applied to medical imaging analysis and has shown a level of performance that
is equal to or better than a clinician. As mentioned above, most previous CAD system studies, which
used manual or sophisticated image preprocessing and machine learning algorithms for the screening
of osteoporosis based on DPRs, presented variable diagnostic performances, in terms of sensitivity and
specificity [13-23]. Recently, a deep learning-based osteoporosis prescreening study, which resulted in
a very high AUC score (0.9763 to 0.9991) and accuracy (92.5% to 98.5%), was published [44]. However,
in that study, osteoporosis labeling was subjectively performed by dental specialists, rather than BMD
score (T-score) which is the gold standard for diagnosing osteoporosis. In addition, the study did
not visually interpret the decision of the trained CNN model, and using five arbitrarily established
convolutional layers, there is a limitation to the reproducibility of the deep CNN model.

The first major findings of the present study showed that applying appropriate transfer learning
and fine-tuning techniques on pre-trained deep CNN architectures had an equivalent DPR-based
osteoporosis screening level of previous studies, even with small image datasets, without complex
image preprocessing and image ROI settings. According to Table 2 and Figure 4, the CNN3 group,
having only arbitrary established three convolutional layers, showed the lowest true-positive screening
performance and accuracy among the experimental groups. On the basis of these results, it can be
estimated that a CNN model with a small number of convolutional layers can have limitation in
learning the true data distribution from a small number of datasets.

Comparing models that used pre-trained weights (VGG16-TR and VGG16-TR-FT) to those that
did not (VGG16), also revealed that deep CNNs initialized with large-scale pre-trained weights
outperformed those directly learnt from small-scale data, with AUC improvements between 7% to
11%. Thus, in the case of having a small-scale image dataset, this study also suggests that the use of
transfer learning on deep CNN models with pre-trained weights can be an efficient solution for the
classification of medical images, instead of learning a deep neural network from scratch.

Moreover, as shown in Table 2 and Figure 7, the results of this study also indicated an improvement
in screening performance when using fine-tuning on some convolutional blocks in deep CNN layers.
In general, the deep CNN model learned from pre-trained deep neural networks on a large natural
image dataset could be used to classify common images but cannot be well utilized for specific
classifying tasks of medical images (Figure 8A). However, according to a previous study that described
the effects and mechanisms of fine tuning on deep CNNS5s [45], when certain convolutional blocks of
a deep CNN model were fine-tuned, the deep CNN model could be further specialized for specific
classifying tasks (Figure 8B). More specifically, earlier layers of a deep CNN contain generic features that
should be useful to many classification tasks, but later layers progressively contain more specialized
features to the details of the classes contained in the original dataset (i.e., the large natural image dataset
on which the deep CNN was originally trained). Using this property, when the parameters of the
early layers are preserved and the parameters in later layers are updated during training new datasets,
the deep CNN model can be effectively used in new classification tasks. In conclusion, fine-tuning
uses the parameters learned from a previous training of the network on a large dataset and, then,
adjusts the parameters in later layers from the new dataset, improving the performance and accuracy
in the new classification task. As with the previous study, the fine-tuning technique, which freezes
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the weight parameters of some initial convolutional blocks in the deep CNN model called VGG16,
and, then, updates the weight parameters of the later convolutional blocks (Figure 8B), show higher
performance than other experimental groups. The conceptual diagram of the fine-tuning technique
mentioned above can be seen in Figure 8.

True Positive Case in True Negative Case in
VGG16-TR-TF group VGG16-TR-TF group.
(True label = Osteoporosis) (True label = Non-osteoporosis)

Original
CNN3
(Predicted = Non-osteoporosis) (Predicted = Osteoporosis)
(Predicted = Osteoporosis) (Predicted = Osteoporosis)
> ¢
(Predicted = Osteoporosis) (Predicted = Non-osteoporosis)
(Predicted = Osteoporosis) (Predicted = Non-osteoporosis)

Figure 7. Comparison of grad-CAM images from other groups against some original images showing
true positive and true negative in the best performing VGG16-TR-TF group.
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Figure 8. The conceptual diagram of the fine-tuning technique in the transfer learning of a deep CNN.

The second major result of this study was to identify areas where image feature differences
occurred when screening osteoporosis in DPR images using the Grad-CAM technique. To understand
and visualize the decision of deep CNN models, some samples of the correctly and incorrectly screened
examples were reviewed (Figures 5 and 6). For additional insight to model decisions, a Grad-CAM
technique was performed in this study. This technique identified the areas of input images that
had the greatest impact on model classification. According to this additional review, the model
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does seem to identify the feature characteristics of osteoporosis in DPR images (e.g., cortical bone
thinning). According to the Grad-CAM evaluation of this study, DPR-based screening performances of
osteoporosis were high when the image features were specified in the middle region of the left and right
side of the mandibular lower border. This region is also consistent with the regions used to discriminate
osteoporosis using DPR images, in most previous studies [13-23], although the measurement algorithm
was different. This indicates that most osteoporosis patients have image feature characteristics, on
DPR images, at the lower border of the cortical bone in the mandible. However, image quality issues,
such as blurring, low contrast, and ghost images of adjacent objects can cause incorrect predictions.
When the image features were specified in the center region of the mandible, or when the ghost images
of the hyoid bone were in the ROl region, the accuracy was reduced. Therefore, to improve the deep
CNN-based screening performance of osteoporosis in DPR images, it is suggested that the ROI setting
be limited to the area around the middle of the left and right side of the lower border of the mandible.

5. Conclusions

This study presents the usefulness of transfer learning and fine tuning with a deep CNN for
the screening of osteoporosis in DPR images, in cases with a limited training dataset. We have
applied various transfer learning techniques on pre-trained networks VGG16 for the discrimination of
osteoporosis using a DPR image dataset, labeled based on T-score. The experimental results showed
that transfer learning with pre-trained weights and fine-tuning techniques achieved the highest overall
accuracy of 84%. The presented results suggest that the combination of the appropriate deep CNN
architectures and transfer learning techniques has effectively resolved the issue of a small training
set of images and that DPR images have the potential for osteoporosis prescreening. In addition,
using the Grad-CAM technique, this study performed a deep learning-based visual explanation for
the area where the image feature difference occurred. Therefore, this study confirmed the previous
osteoporosis screening studies using DPR images that set the ROI at the middle of the left and right
side of the lower border of the mandible. Given the increasing burden of osteoporosis on the global
healthcare system, as our population ages, and the proliferation of dental panoramic image devices,
the results presented in this study suggest that deep learning-based image analysis of DPRs could
serve an important role in cost-effective prescreening for patients unaware of osteoporosis. To further
improve screening performance, future research is needed, using different deep CNN architectures
and deep learning techniques, more validated and qualified labeled image dataset, the appropriate
number of datasets, and automated configuration techniques for more limited range of ROL
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Abstract: An electronic medical record (EMR)-based screening system has been developed as a trigger
system for a rapid response team (RRT) that traditionally used direct calling. We compared event
characteristics, intensive care unit (ICU) admission, and 28-day mortality following RRT activation
of the two trigger systems. A total of 10,026 events were classified into four groups according to
the activation time (i.e., daytime or on-call time) and the triggering type (i.e., calling or screening).
Among surgical patients, the ICU admission was lowest for the on-call screening group (26.2%).
Compared to the on-call screening group, the on-call calling group and daytime calling group showed
higher ICU admission with an odds ratio (OR) of 2.07 (95% CI 1.50-2.84, p < 0.001) and OR of
2.68 (95% CI 1.91-3.77, p < 0.001), respectively. The 28-day mortality was lowest for the on-call
screening group (8.7%). Compared to the on-call screening group, on-call calling (OR 1.88, 95% CI
1.20-2.95, p = 0.006) and daytime calling (OR 1.89, 95% CI 1.17-3.05, p < 0.001) showed higher 28-day
mortality. The EMR-based screening system might be useful in detecting at-risk surgical patients,
particularly during on-call time. The clinical usefulness of an EMR-based screening system can vary
depending on patients’ characteristics.

Keywords: clinical deterioration; early medical intervention; electronic health records; hospital rapid
response team; intensive care units; medical records system; computerized

1. Introduction

Rapid response teams (RRT) were widely deployed in the early 2000s to promptly detect
deteriorating patients outside critical care and to provide appropriate advanced critical care early
on [1]. RRTs are activated by calls by medical staff based on the calling criteria and the clinical concern.
Increasing the RRT dose could improve patient outcomes [2,3]. However, previous research indicates
that only 30% of at-risk patients who satisfied the calling criteria received critical care from RRTs [1].
In addition, diurnal variation affects RRT activation and clinical outcomes. RRT calls frequently occur
during the day. Diurnal variation in RRT utilization influences hospital mortality dependent upon the
time of the call [4,5]. Delayed RRT activation occurs more frequently between midnight and 8:00 am
and is associated with increased hospital mortality [6]. Infrequent activation during early morning
hours is followed by a spike in mortality at 7:00 am [7]. These findings suggest a delay in recognition of
at-risk patients and suboptimal RRT utilization by caregivers at night results in poor patient outcomes.

Abundant clinical data and conclusions derived from electronic medical records (EMR) can be
utilized to improve not only health care quality but also point-of-care management by detecting clinical
deterioration early. The 24-h accessibility of EMR is beneficial in that automatic EMR monitoring by
RRTs tends to reinforce the screening of at-risk patients. Currently, vital signs and certain laboratory
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data in EMR are used as criteria parameters for detecting deteriorating patients working as an additional
limb of RRT [8,9]. However, results of EMR-based RRT systems have been mixed [9-11]. In our
hospital, an RRT with dual-triggering afferent limbs, which utilizes both direct calling from bedside
doctors or nurses and 24-h based EMR screening criteria, was introduced in 2008. We adopted a
single-parameter EMR screening system. Previous research that assessed clinical outcomes in the first
two-year period after dual triggering system deployment reported that EMR screening resulted in
lower intensive care unit (ICU) admission rates but only surgically ill patients had reduced 28-day
mortality rates [12]. This study aimed to analyze the event characteristics and clinical outcomes of RRT
activations according to the trigger-type and activation time using the 8-year-period RRT cohort.

2. Methods

2.1. Study Populations

The study protocol was approved by the Institutional Review Board (2016-0857) of Asan Medical
Center. Due to the retrospective nature, informed consent was not required, and patients’ data were
used anonymously. This study was conducted at an academic tertiary care hospital with approximately
2400 adult beds. All adult patients in general wards who received treatment from the RRT were eligible.
RRT operated for 24 h a day, 7 days a week during the study period. As the purpose of the study
was to compare clinical characteristics and effectiveness of two triggering systems in early detection
and management of at-risk patients, RRT events which were categorized as cardiopulmonary cerebral
resuscitation (CPCR), post-CPCR care, educational purpose, procedure assistance, and counseling for
end-of-life were excluded. Patients who requested to be listed as “do not resuscitate” (DNR) were also
excluded. If the patient had more than one event in the same admission period, only the first event
was included for analysis to eliminate redundancy.

Based on the duty hours of training residents, daytime for weekdays was defined as 7:00 am
to 5:59 pm while on-call time was defined as 6:00 pm to 6:59 am on the following day. Daytime for
weekends or holidays was defined as from 7:00 am to 11:59 am while on-call time was defined as from
12:00 pm to 6:59 am on the following day. Nursing staffs work in three shifts, day shift (6:30 am to 2:30
pm), evening shift (2:30 pm to 10:30 pm), and night shift (10:30 pm to 6:30 am on the following day),
regardless of weekend or weekdays. We divided the type of activation events into four groups: calling
vs. screening, based on trigger type, and daytime vs. on-call time, based on activation time.

At this hospital, the RRT not only provides advanced critical care but is also actively involved in
monitoring and assessing at-risk patients throughout the day. Direct calling from ward physicians and
nurses activates the RRT. Additionally, the EMR-based screening system is utilized, which automatically
activates the RRT when the pre-defined criteria based on the vital signs and laboratory measurements
of the patients” medical records are met. Details of the criteria are shown in Table S1.

2.2. Study Variables and Outcomes

Data were routinely collected for patients’ demographics, illness-type (medical or surgical),
RRT activation time and date (weekdays or weekend), trigger parameter for activation,
therapeutic intervention during the event (e.g., intubation, ventilator, high flow nasal cannular
(HFNC), bilevel positive airway pressure (BiPAP), advanced cardiovascular life support (ACLS),
etc.), the outcome of the RRT intervention (e.g., ICU transfer vs. ward stay), and the 28-day
mortality following the event. If the alarm was triggered by both calling and screening, the first
trigger was recorded. Patients’ vital signs (e.g., systolic/diastolic blood pressure (BP), pulse rate (PR),
respiratory rate (RR), body temperature (BT), and mental status) at the time of the event were also
collected to risk-stratify patients. We calculated a modified early warning score (MEWS), which was
validated for both medical in-patients and surgical in-patients [13,14] and used this score for adjustment.
MEWS is the sum of scores for five parameters: systolic BP, PR, RR, and mental status. Each parameter
and detailed pre-assigned score are described in Table S2.

46



J. Clin. Med. 2020, 9, 383

The number of RRT events per year and the number of RRT activations per clock hour were
analyzed to identify the RRT activation pattern. RRT events per each clock hour were classified as per
screening and calling which were further divided into doctor-calling, and nurse-calling. All events
were categorized into four different groups: daytime calling, daytime screening, on-call calling,
and on-call screening. The primary outcome considered was ICU admission after RRT activation.
Twenty-eight day mortality following RRT activation was also assessed for the four groups.

2.3. Statistical Methods

Annual RRT activations and the number of RRT events for each clock hour are presented graphically.
Differences between two groups (i.e., calling vs. screening in daytime, and calling vs. screening in
on-call time) were tested using a Chi-square test for categorical variables, and the independent t-test
for continuous variables. ICU admission and 28-day mortality were compared between the on-call
screening group and the other three individual groups and presented as an odds ratio (OR) with a
95% confidence interval using a multivariate logistic regression model adjusting for age, sex, MEWS,
weekend, and activation coding after univariate analysis. The risk factors for ICU admission and
28-day mortality were identified following univariate logistic analysis and statistically significant
variables were further applied for the multivariate logistic regression. All statistical analyses were
performed using SPSS software (version 24.0; IBM Corp., Armonk, NY).

3. Results

From 1 January 2009 to 31 December 2016, 15,641 RRT events were identified (Figure 1); of these,
10,026 events were included for analysis. All events were classified according to activation time and trigger
type. A total of 6293 events occurred during on-call time and 54.3% (1 = 3419) were activated by screening
rather than calling. Figure 2 represents the number of RRT activation events per year over the 8-year period.
The number of RRT triggers by calling did not vary significantly between each year but activation by
screening increased steadily from 2009. This increase was more prominent during on-call time.

Excluded
15,641 were eligible reasons
890 CPCR
18 First Found by RRT
231 DNR

985 Education

s 43 Procedure
Index events 3,380 Repeated contact

n = 10,026 68 Post CPCR

On-call
n=6293

[

Daytime
n=3733
Calling Screening Calling Screening
n=1897 n=1836 n=2874 n=3419

H‘ Excluded o eecluea | [ Excluded® } ﬁ Bxcluded” ‘
n= = —
S e OSSRy S
:( Calling ) ( Screening > ( Calling ) ( Sereening ).
] n = 1,809 n=1804 n=2779 n=3344 1
S~ N :
Included for primary outcome analysis

Figure 1. Schematic flow chart of the study Given that our rapid response team (RRT) performs a
multifunctional role, only events related to early detection and management of at-risk patients were
included for the study. Among 15,641 eligible events, 10,026 events were analyzed to describe the
pattern of RRT activations. For clinical outcome analysis, 9736 events were included after excluding 290
events due to unavailable MEWS. Cardiopulmonary cerebral resuscitation (CPCR); Do not resuscitate
(DNR); Rapid response team (RRT); Modified early weaning score (MEWS).
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Figure 2. The number of RRT events per year since 2009. Overall RRT events increased from 1055 in
2009 to 1627 in 2016. The total number of RRT activations by screening in 2016 was 2.63-fold higher
than that in 2009. Data are presented as number of events.

The number of events for each clock hour are illustrated in Figure 3. In total, 4771 events (47.6%)
were call-triggered (doctor calling and nurse calling). The number of activations by nurse calling was
relatively stable in each clock hour compared with the number of doctor calling. RRT contacts were
most frequent from midnight to 00:59 am (1 = 952, 9.5%). The proportions of activation by screening
were higher during on-call time, particularly from midnight to 0:59 at which time the vital check is
conducted by night duty nurses.
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Figure 3. The RRT frequency according to each clock hour. Among 10,026 events, 4771 (47.6%) were
triggered by calling and 5255 (52.4%) were triggered by screening. RRT contacts are most frequent at
midnight to 00:59 am (1 = 952, 9.5%). The total frequency was higher in order of 18:00 pm, 21:00 pm,
and 8:00 am. Data are presented as number of events.
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Patients’ baseline characteristics, illness type, and MEWS are presented in Table 1. Approximately
half of the patients in the screening group had solid malignancy (daytime 50.3% vs. 35.3%, p < 0.001;
on-call time 50.2% vs. 41.5%, p < 0.001). Moreover, a greater number of patients had hematologic
malignancy in the screening group than in the calling group (daytime 19.3% vs. 13.4%, p < 0.001;
on-call time 16.7% vs. 11.6%, p < 0.001). In contrast, the proportion of patients with chronic lung
disease, cardiovascular disease, or neurologic disease was higher in the calling group. Among surgical
patients, a higher number of at-risk patients were activated by calling rather than screening (daytime
18.9% vs. 10.7%, p < 0.001: on-call time 19.6% vs. 12.9%, p < 0.001). MEWS was available in 9,736
events. MEWS was significantly higher in the calling group than in the screening group (daytime 4.54
vs. 4.30, p = 0.031; on-call 4.57 vs. 4.37, p = 0.0017). Activation coding and type of intervention are
presented in Table S3.

Table 1. Baseline characteristics of included events.

Daytime On-Call
Calling Screening Calling Screening
N =1897 N =1836 N =2874 N =3419
Age 64 (52-73) 64 (53-72) 64 (53-73) 64 (53-72)
Sex
Male—No. (%) 1165 (61.7) 1120 (61.0) 1768 (61.5) 2097 (61.3)
Underlying disease
Solid malignancy 669 (35.3) 924 (50.3) 1194 (41.5) 1717 (50.2) ¥
Hematologic malignancy 254 (13.4) 355 (19.3) 334 (11.6) 571 (16.7)
Chronic lung disease 277 (14.6) " 224 (12.2) 405 (14.1) " 375 (11.0)
Cardiovascular disease 839 (44.2) 720 (39.2) 1327 (46.2) " 1483 (43.4)
Chronic liver disease 273 (14.4) 267 (14.5) 424 (14.8) 479 (14.0)
Gastrointestinal disease 7(0.4) 6(0.3) 16 (0.6) 14 (0.4)
Neurologic disease 262 (13.8) 166 (9.0) 402 (14.0) 322 (9.4)
Chronic kidney disease 158 (8.3) ¥ 102 (5.6) 217 (7.6) 203 (5.9)
Thyroid disease 95 (5.0) 61(3.3) 113 (3.9) 140 (4.1)
Diabetes mellitus 440 (23.2) 429 (23.4) 703 (24.5) 825 (24.1)
Solid organ transplant 70 (3.7) 58 (3.2) 86 (3.0) 93 (2.7)
Illness type
Medical 1450 (78.7) 1627 (88.6) 2251 (79.9) 2987 (87.4) ¥
Surgical 392 (21.3) 209 (11.4) 567 (20.1) 432 (12.6)
MEWS 454 +223% 4.30 + 2.02 457 +224% 437 +2.01
Weekend 330 (17.4) 377 (20.5) ° 1103 (38.4) 1347 (40.2)

Among continuous variables, age is presented as median (interquartile range) and MEWS are presented as mean
+ SD. Categorical variables are presented as No. (%). MEWS was available in 9736 patients. * p-value < 0.05,
* p-value < 0.01, ¥ p-value < 0.001. Chi-square test was done for the comparison between daytime calling and
daytime screening. The same analytic technique was used for the comparison between on-call calling and on-call
screening. MEWS = modified early weaning score.

The overall ICU admission was 28.9% and 28-day mortality was 30% among 9736 patients.
As more patients in the screening group had a malignancy (Table 1), a subgroup analysis was
conducted to compare the clinical outcomes between patients with cancer and those without cancer
(Table 2). Among patients with an underlying malignancy, the overall ICU admission rate was 21.5%
and the on-call screening group displayed the lowest ICU admission (14.9%). The overall 28-day
mortality was 40.6% and mortality was lower for the on-call calling group compared to the on-call
screening group (OR 0.84, 95% CI 0.72-0.98). Among patients without cancer, overall ICU admission
and 28-day mortality were 36.1% and 21.4%, respectively. ICU admission was lowest for the on-call
screening group (22.3%) as was 28-day mortality (18.6%). Similar to patients with cancer, the daytime
screening group had higher mortality compared to on-call screening group (OR 1.48, 95% CI 1.14-1.93).
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Table 2. Clinical outcomes among medical patients without cancer and with cancer.

With Cancer (N = 4980) Without Cancer (N = 3256)
OR 95% CI  p-Value OR 95% CI  p-Value

ICU admission On-call, screening 1 1
Daytime, screening 1.01 0.81-1.26 0.92 126  097-1.64  0.086
On-call, calling 2.30 1.91-2.77  <0.001 242 1.98-297 <0.001
Daytime, calling 3.85 3.11-4.77  <0.001 3.65 2.93-4.54  <0.001

28-day mortality On-call, screening 1 1
Daytime, screening 1.16 0.99-1.35 0.063 148 1.14-193  0.004
On-call, calling 0.84 0.72-0.98  0.026 110 0.88-1.38 0417

Daytime, calling 0.87 0.72-1.05 0.136 117 0.92-1.50 0.204

Data are presented as odds ratio (OR) with 95% confidence interval (CI). ICU admission and 28-day mortality were
analyzed using a multivariate logistic regression model adjusting for age, sex, MEWS, weekend, and activation code.
MEWS, weekend, and activation code were variables finally selected for the regression model for ICU admission in
cancer patients. For 28-day mortality in cancer patients, sex, MEWS, weekend, and activation code were adopted
variables for the regression model. Among patients without cancer, age, MEWS, and activation code were variables
adopted for ICU admission and 28-day mortality. For patients with cancer: overall (n = 4980); on-call screening (1
= 1971); daytime screening (1 = 1131); on-call calling (1 = 1188); daytime calling (1 = 690). For patients without
cancer: overall (n = 3256); On-call screening (1 = 961); Daytime screening (1 = 472); On-call calling (n = 1063);
Daytime calling (n = 760).

Among patients with surgical illnesses (Table 3) overall ICU admission and 28-day mortality were
37.6% and 13.4%, respectively. The on-call screening group was significantly associated with lower
ICU admission (26.2%); daytime screening had an ICU admission of 28.4% (OR 1.06, 95% CI 0.70-1.59,
p = 0.794), on-call calling 42.4% (OR 2.07, 95% CI 1.50-2.84, p < 0.001), and daytime calling 46.1% (OR
2.68, 95% CI1.91-3.77, p < 0.001). The on-call screening group was also associated with lower 28-day
mortality (8.7%); the 28-day mortality for daytime screening was 12.9% (OR 1.44, 95% CI 0.82-2.51, p =
0.203), on-call calling 15.5% (OR 1.88, 95% CI 1.20-2.95, p = 0.006), and daytime calling 15.9% (OR 1.89,
95% CI1.17-3.05, p = 0.0009).

Table 3. Clinical outcomes among patients with surgical illness.

OR 95% CI p-Value
ICU admission On-call, screening 1
Daytime, screening 1.06 0.70-1.59 0.794
On-call, calling 2.07 1.50-2.84 <0.0001
Daytime, calling 2.68 1.91-3.77 <0.0001
28-day mortality On-call, screening 1
Daytime, screening 1.44 0.82-2.51 0.203
On-call, calling 1.88 1.20-2.95 0.006
Daytime, calling 1.89 1.17-3.05 0.009

Data are presented as odds ratio with 95% confidence interval (CI). ICU admission and 28-day mortality were
analyzed using a multivariate logistic regression model adjusting for age, sex, MEWS, weekend, and activation
code. Sex, MEWS, weekend, and activation code were variables finally selected for the regression model for ICU
admission. For 28-day mortality, sex, MEWS, and activation code were adopted variables for the regression model.
Overall (1 = 1500); on-call screening (1 = 412); daytime screening (1 = 201); on-call calling (1 = 528); daytime calling
(n =359).

The risk factors associated with ICU transfer and 28-day mortality following RRT activation are
shown in Table S4. On-call time patients were less likely to be transferred to the ICU (OR 0.76, 95% CI:
0.68-0.84, p < 0.001) and had a lower mortality rate than daytime patients (OR 0.85, 95% CI: 0.78-0.94,
p < 0.001). Compared to calling, the RRT activation by screening was associated with a lower ICU
transfer rate, (OR 0.51, 95% CI: 0.46-0.57, p < 0.001) but a higher 28-day mortality rate (OR 1.19, 95% CI:
1.08-1.33).
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4. Discussion

We evaluated the effects of an EMR-based screening system using the RRT cohort over an 8-year
period following the employment of a dual triggering system. In addition to the calling system,
the EMR-based screening system was implemented to aid in increasing the detection sensitivity of
at-risk patients. Between 1 January 2009 and 31 December 2016, a total of 10,026 events were included.
The number of RRT activations by screening system continually increased over the course of data
collection. The higher proportion of screening group (especially on-call time) compared to the other
study groups can be explained by two factors: (1) the experiences gained by the RRT over the study
years might have led to an increase in the sensitivity of the screening system in detecting at-risk
patients; (2) a small number of doctors on duty compared to daytime might result in a decrease in
on-call calling, thus eventually increasing the burden of RRT work during on-call time.

Among the patients without cancer and surgical patients, the on-call screening group had lower
ICU admission and lower 28-day mortality than other groups, possibly due to early detection using
EMR screening during on-call time. However, this positive effect of the screening system was not
observed among at-risk patients with cancer. Although more patients in the on-call calling group
transferred to the ICU and had higher MEWS than the on-call screening group, 28-day mortality was
significantly lower in the on-call calling group. The higher ICU admission rate in the calling group
can be explained by the fact that activation by calling is (1) more likely to be associated with acute
medical events and (2) more likely to reflect greater motivation on behalf of attending physicians
to treat the patient. Alternatively, the daytime screening group had lower MEWS and lower ICU
admission, but higher 28-day mortality. This result suggests that various factors affect mortality in
medically ill at-risk patients. DNR agreement following RRT activation or consideration for end-of-life
care might be closely related to 28-day mortality.

In many reports, the dose-response effect of the RRT was well described [15-17]. Increasing RRT
dose was associated with dose-related reduction of cardiac arrest and cardiac arrests were most common
overnight when RRT dose was the lowest. Because the trigger threshold by traditional calling criteria
may vary depending on the experience or concern of ward physicians and nurses, the achievement
of optimal RRT dose is important. Real-time monitoring by experienced RRT could increase the
sensitivity of detecting clinical deterioration and improve clinical outcome. As our results indicate,
triggering frequency itself is largely dependent on the interval of vital sign measurements. As vital
sign check-ups at the ward are typically recorded by nurses at intervals of 8-h or 4-h, the activation
frequency was higher during the regular vital sign check-up hours. Therefore, unless clinicians order
frequent vital sign check-ups or laboratory tests for possible at-risk patients, the possibility of missing
indicators of deteriorating patients will persist. Employment of automatic continuous monitoring
could overcome this limitation [18].

We used single parameters including laboratory data, such as lactate levels and arterial blood gas
analysis, as the triggers for the EMR-based system. Previous research indicates various degrees of
sensitivity and the accuracy of multiple aggregate weighted scoring systems (AWSS) for predicting
ICU transfer, cardiac arrest, and mortality [19,20]. However, the current AWSS depends mainly on
vital signs, without assessing other characteristics of at-risk patients. Therefore, the development of a
modified scoring system which includes vital signs, laboratory data, and characteristics of the patient
population is necessary to increase the sensitivity and specificity of the screening system.

There are several limitations in this study. First, this is a single-center study and data were
analyzed retrospectively. As our center is an academic tertiary hospital, the patients’ disease severity is
generally higher than in non-tertiary hospitals; thus, our results may not generalize well to non-teaching
hospitals or hospitals with different patient populations. Nevertheless, the use of a screening system
during on-call time seems to be associated with an improved 28-day mortality rate, particularly among
surgically ill patients and patients without malignancy. As our hospital adopted a dual-triggering
system at the time of the launch of RRT, for ethical and patient safety concerns, a prospective
randomized trial comparing calling system and screening system based on the duty hours was not
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possible. A prospective multicenter study is required to evaluate the efficacy of the screening system
more accurately. Second, the proportion of patients who agreed on a plan for end-of-life care following
RRT activation was not considered. There are other factors affecting primary outcomes aside from
the management of RRT, such as end-of-life care, spontaneous decisions by attending physicians,
will of family caregivers, and the availability of ICU beds at the time of the RRT visit. Therefore,
these results should be interpreted with careful consideration of multiple clinical factors, not by the
RRT intervention alone.

5. Conclusions

Deployment of an EMR-based screening system offers additional improvement in detecting and
managing at-risk patients, particularly during on-call time. However, the clinical effectiveness of this
system can vary depending on patients’ characteristics. The deployment of a modified screening
system reflecting the physiologic parameters, laboratory measurements, and underlying diseases of
the patient population at each hospital would maximize the beneficial role of the RRT in point of
care management.
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Abstract: Background: The objective of this study was to investigate the use of ensemble methods to
improve the prediction of fetal macrosomia and large for gestational age from prenatal ultrasound
imaging measurements. Methods: We evaluated and compared the prediction accuracies of nonlinear
and quadratic mixed-effects models coupled with 26 different empirical formulas for estimating
fetal weights in predicting large fetuses at birth. The data for the investigation were taken from the
Successive Small-for-Gestational-Age-Births study. Ensemble methods, a class of machine learning
techniques, were used to improve the prediction accuracies by combining the individual models and
empirical formulas. Results: The prediction accuracy of individual statistical models and empirical
formulas varied considerably in predicting macrosomia but varied less in predicting large for
gestational age. Two ensemble methods, voting and stacking, with model selection, can combine the
strengths of individual models and formulas and can improve the prediction accuracy. Conclusions:
Ensemble learning can improve the prediction of fetal macrosomia and large for gestational age and
have the potential to assist obstetricians in clinical decisions.

Keywords: macrosomia; large for gestational age; machine learning; ensemble methods; prediction;
sensitivity; specificity

1. Introduction

Excessive fetal growth poses risks to maternal and infant well-being [1]. The term “macrosomia”
is used to describe the condition of a fetus with a birth weight of more than 4000 g, regardless of
gestational age [1,2]. Macrosomia is sometimes confused with “large for gestational age” (LGA), which
describes an infant with a 90th percentile or higher birthweight for gestational age [1]. It has been
shown that the infants with either macrosomia or LGA pose a large risk of perinatal morbidity and
mortality to their mothers [2,3]. Therefore, accurately predicting and diagnosing these conditions has
been a major goal of obstetric investigators, for purposes of conducting early intervention or targeted
perinatal medical care to reduce the risks.

Measurements taken from prenatal ultrasound imaging are the primary quantitative resources
for predicting birth weights and diagnosing macrosomia or LGA. Zhang et al. [4] took the empirical
formula given by Hadlock et al. [5] for estimating fetal weights and implemented a joint mixed-effects
model to predict macrosomia and LGA. This procedure of predicting macrosomia or LGA from
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prenatal ultrasound measurements was a two-step supervised learning process. In the first step,
an empirical formula was chosen to derive the estimated fetal weights (EFWs) from sonographic
ultrasound measurements at each of the gestational time points when the ultrasound measurements
were taken and recorded. In the second step, a joint mixed-effects model with latent subject-specific
random effects was fitted. One component of the joint model was a quadratic mixed-effects model to
derive the predicted birth weights (PBWs). Another component was a probit mixed-effects model,
from which the classification of macrosomia or LGA was determined from the PBWs by comparing
the PBWs with a pre-specified threshold [6]. However, previous literature has noted that there were
26 candidate empirical formulas for estimating fetal weights [7-9]. In addition, some literature also
argued that nonlinear mixed-effects models should be more appropriate in modeling growth curves
than linear or quadratic mixed-effects models [10]. Selecting a particular EFW empirical formula
and a quadratic mixed-effects model, as in Zhang et al. [4], increases the uncertainties in predicting
macrosomia or LGA, because these empirical formulas and the statistical models function diversely.

In this article, we investigate the use of ensemble methods to aggregate prediction results given
by different EFW empirical formulas and the statistical models. The goal of this practice is to improve
the prediction in macrosomia or LGA. With ensemble methods, it is not required to select any specific
statistical model or empirical formulas. Instead, the prediction capability of each combination of the
empirical formulas and statistical models is combined and aggregated to generate a learning procedure
that gives the best prediction performance.

2. Methods

2.1. Data

The Successive Small-for-Gestational-Age Births study (SGA study) was funded by the National
Institute of Child Health and Human Development (NICHD), in the National Institutes of Health
of the USA in 1983. The study was conducted concurrently by the University of Bergen in Norway,
the University of Uppsala in Sweden, and the University of Alabama, USA, from 1984 to 1985 [11].
The initial goal of the SGA study was to characterize the different types of intra-uterine growth
restriction and to assess the associated risk factors.

To demonstrate the strengths of ensemble methods in predicting fetal macrosomia or LGA, we took
the Scandinavian data in the SGA study that were collected in Norway and Sweden. The Scandinavia
SGA data were collected from January 1st, 1986, through March 31st, 1988 from nulliparous (parity
1) and primiparous (parity 2) Caucasian pregnant women prior to the 20th gestational week who
had a singleton pregnancy and spoke one of the Scandinavian languages. A total of 6354 women
were recruited to the study, and 632 of them were excluded from the study, according to the exclusion
criteria (n = 432) or due to absence of first prenatal visit (n = 200). The remaining 5722 patients were
split into three subgroups. A random sample of 561 patients was first selected. Then, a “high-risk”
group of 1384 patients was identified out of the random sample of 561 patients on the basis of five
small-for-gestational-age (SGA) risk factors: giving birth to an infant with birthweight below 2750 g in
the past, maternal cigarette smoking at conception, pre-pregnancy weight lower than 50 kg, a previous
perinatal death, and the presence of chronic maternal disease (chronic renal disease, hypertension, or
heart disease). The remaining 3777 patients were considered as the “low-risk” group. The patients
from the random sample and “high-risk” group were eligible to participate in a detailed follow-up
study, during which the women were examined at approximately 17th, 25th, 33rd, and 37th weeks
of gestation. For each visit, ultrasound examination was performed, and demographic and medical
information were collected. At the end of the Scandinavia SGA study, only 1945 were able to complete
the follow-up study.

In our study, we restricted the study data to the 1115 women in the Scandinavia SGA study who
had all four ultrasound examinations and complete covariate information (maternal age, pre-pregnancy
body weight and height, previous diseases history, and smoking history) in the Scandinavia SGA
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study. In the ultrasound examination records in the Scandinavia SGA study, there were three fetal
measurements: biparietal diameter (BPD), middle abdominal diameter (MAD), and femur length (FL).

2.2. An Ensemble Learning Procedure of Predicting Macrosomia and LGA

Here, we developed a four-step ensemble learning procedure to predict macrosomia or LGA from
prenatal ultrasound measurements. The output of the learning procedure is the binary classification of
either macrosomia or LGA. The prediction of macrosomia and LGA is conducted based upon a set
of input features. The primary input features are the sonographic measurements BPDs, MADs, and
FLs collected from 17th, 25th, 33rd, and 37th weeks of gestation, as well as gestational age at delivery,
in the Scandinavia SGA study. Other features also include maternal age, pre-pregnancy body mass
index, parity, smoking status, existing diabetes, and gestational diabetes. Figure 1 shows a diagram
that delineates the four steps in the ensemble learning procedure, to predict macrosomia or LGA. Step
1is to take the sonographic measurements for each of the gestational weeks and each of the empirical
formulas in Table A2, to obtain EFWs at each gestational time point. Step 2 is to fit either a nonlinear
mixed-effects model or a quadratic mixed-effects model to predict the corresponding PBWs at birth
from the EFWs obtained in Step 1. Step 3 is to use the PBWs to derive the classification of macrosomia
or LGA by using a specified threshold. Step 4 is the ensemble learning step, in which prediction output
from various empirical formulas and the nonlinear and quadratic mixed-effects models are combined
to generate the ensemble learning prediction results.

2.3. Estimated Fetal Weights with 26 Empirical Formulas

In the ultrasound examination records in the Scandinavia SGA study, there were three fetal
measurements BPD, MAD, and FL. Melamed et al. [7] summarized 26 different empirical sonographic
formulas (see Appendix A Table A1) that can be taken to estimate fetal weights from sonographic
ultrasound measures. In our ensemble learning procedure, we considered all the 26 models in our
analysis. Abdominal circumference (AC) in the empirical sonographic formulas can be calculated by
3.1416 x MAD, and head circumference (HC) can be derived by the formula introduced in [12].

2.4. Mixed-Effects Models for Predicting PBWs and Deriving the Classification of Macrosomia or LGA

We built a nonlinear three-parameter mixed-effects logistic model with latent random effects
to predict PBWs and derive the classification of macrosomia or LGA [10,13]. The three-parameter
mixed-effects logistic model for the ith fetus (i = 1,---,n indexing the study subjects) at gestational
time t;; (j = 1, 2, 3, 4indexing the time when the gestational ultrasound measurements were recorded,
j = 5indexing the time of birth) is as follows:

¢1i
1+ exp|(tj — o)/ bai

where y; jis the EFW obtained from one of the 26 formulas in Table A1 at gestational time ; i j=1223,
and 4, and y;; is the birth weight when j = 5, ¢; = (d1;, P2, P3;) are model parameters in which
¢1; indicates amplitude, ¢»; indicates the smoothness, ¢3; indicates stretch, and ¢;; are within-subject
random errors. For the nonlinear mixed-effects model, each parameter ¢y, (k = 1, 2, 3 indexing the
parameter), can be further modeled by a linear representation:

Yij = + €ijs

Pri = XiPr+ b

where X;; is a vector of fixed-effects the covariates of maternal age, pre-pregnancy body mass index,
previous disease history, including diabetes, cardiac disease, high blood pressure, renal disorders, and
other diseases, and smoking during pregnancy; and f; denotes the corresponding regression parameters.
The first element in X;; equals 1 for the interception. In our learning procedure, the covariates were
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included in the linear term ¢1; = lejﬁ1 + by, and ¢; and ¢3; were specified as ¢p; = P2 + by and
¢3i = B3+ bsi. We also considered the nonlinear three-parameter mixed-effects logistic model without
any covariates in ¢q; such that ¢1; = p1 + by;. The random effects b; = (byj, by;, bs;)’ represent
the latent individual variations that are not explained by the covariates. We assumed the random
effects, b;, independently follow a multivariate normal distribution, with a vector of mean 0 and a
variance-covariance matrix ¥, where X was assumed to be positive, definite, and unstructured. Further,
we assumed the following heteroscedastic model [10] for the within-subject random errors €;;:

¢ 20
1
61']‘ ~N O, d

1+ eXP[—(fz'j - ¢2z‘)/¢3i]
Input: Sonographic measurements Step 1: Using a specified empirical
BPDs, MADs, and FLs from 17th, — formula to derive the estimated fetal
25th, 33rd, and 37th weeks of weights (EFWs) from sonographic
gestation. measurements BPDs, MADs, and FLs.

Step 2: Fitting a mixed-effects model
to derive the corresponding predicted
birth weights (PBWs).

Step 3: Using the PBWs to derive the
classification of macrosomia or LGA
with a specified threshold.

Output: Classification of
macrosomia or LGA

Step 4: Using ensemble methods to
aggregate prediction results from
various empirical formulas and
mixed-effects models.

Figure 1. An ensemble learning procedure to predict macrosomia or LGA from prenatal
ultrasound measurements.

We compared the above nonlinear mixed-effects models with the following quadratic mixed-effects
model implemented in Zhang et al. [4].

vij = Xli]'ﬁ + Qlti]' + szz-zj + bjp + biltij + biZt,zj + €ij.

The configuration of Xj;, B, b;, and €;; is identical to those in the nonlinear mixed-effects model,
and 6 = (67, 0y) are the parameters of time fixed-effects t; j and tlzj For the quadratic mixed-effects
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model, we also considered the one without any covariates for predicting the birth weights and deriving
the classification of macrosomia or LGA.

2.5. Ensemble Learning Methods

Here, we propose to apply ensemble methods [14], to combine the prediction results generated
from 26 individual EFW empirical formulas and from nonlinear and linear mixed-effects models.
One appealing property for ensemble methods is that they combine the classification strengths of
individual models but do not overfit the data. Two types of ensemble algorithms, majority voting
and stacking, are considered. Majority voting is one of the most fundamental ensemble methods
for classification [14]. For a binary classification problem, the final classification of majority voting
is the class that receives more than half of the votes from the individual learning models. Because
the individual learning models can be correlated, it is necessary to select among individual learning
models that are combined in majority voting [15-17]. Here, we implemented least absolute shrinkage
and selection operator (LASSO) [18], smoothed clipped absolute deviation (SCAD) [19], and minimax
penalized likelihood (MCP) [20] to select individual learning models.

The stacking method [21,22] is one of the most known meta-learning methods. It combines
the prediction results from several different individual learning models, called “first-level learners”,
by another learning model, named “second-level learner” or “meta-learner”. Van der Laan et al. [23]
proposed to train the meta-learner by a unified cross-validation algorithm or super learner and proved
its oracle properties. The unified cross-validation algorithm is summarized as follows. For a K-fold
cross-validation procedure (K = 10 is set here), the training dataset was split into K equal-sized
groups, stratified by the response variable. Then, let the k-th group be the validation data, take the
remaining data to train the first-level learners, and collect the prediction values from the validation
data as the covariates of the meta-leaner. By repeating the above procedure on every fold of data,
along with the original response variable, a complete dataset, called the “leave-one data”, is generated
for training the meta-learner. Several reports [21,22,24] proposed using the logistic regression with
positive constraint on the regression coefficients as the meta-learner for classification, whereas Van
der Laan et al. [23] used linear regression as the meta-learner for regression models. Debray et al. [24]
suggested performing model selection on the meta-learner, so we applied LASSO, SCAD, and MCP to
conduct model selection on the meta-learner.

2.6. Evaluation of Prediction Performance

In our investigation, the original dataset was randomly divided into a training dataset (70%,
n = 781) and a testing dataset (30%, n = 334), stratified by the presence of macrosomia or LGA. For an
individual mixed-effects model with a particular EFW empirical formula, the entire training dataset,
along with the ultrasound measures and demographic information in the testing dataset, was used to
fit the model. The birth time, birthweight, and the true macrosomia or LGA status in the testing dataset
were used to evaluate the prediction performance. For ensemble methods, the ensemble learner was
trained by the training dataset and tested by the testing dataset.

The prediction accuracy of each individual mixed-effects model with a particular EFW empirical
formula, as well as the ensemble learner, was assessed by the areas under the receiver operating
characteristic curve (AUC), sensitivity, specificity, positive predictive value (+PV), negative predictive
value (-PV), positive likelihood ratio (+LR), negative likelihood ratio (-LR), and Youden’s index
(sensitivity + specificity — 1) for predicting both macrosomia and LGA.

3. Results

Table 1 shows the baseline characteristics of our study subjects (n = 1115). The mean maternal age
of the study subjects was 28 years (standard deviation or SD: 4 years), and the average height and
weight before pregnancy were 166 centimeters (SD: 6 centimeters) and 59 kg (SD: 10 kg), respectively.
Twenty-one percent of women had a history of SGA births, and about half of them smoked at enrollment.
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Only a few had high blood pressure, cardiac disease, diabetes, or renal disorder, but 15% had other types
of diseases. The mean gestational age at birth was 280 days (SD: 8 days), and the mean birthweight
was 3562 g (SD: 478 g). Seventeen percent of infants had macrosomia, 11% had LGA at birth, and,
among the LGA infants, 9 of them (7%) were not macrosomia infants. The current study sample was
used as the reference of LGA [11].

Table 1. Baseline characteristics of study subjects.

Demographic Characteristic Mean (Standard Deviation) n = 1115
Maternal age (years) 28.32 (4.12)
Birthweight (grams) 3562 (478)
Gestational age (days) 279.99 (8.34)
Maternal height (centimeters) 165.96 (5.99)
Maternal weight (kilograms) 59.20 (10.00)
Health History Number of Subjects (Percentage)
High blood pressure 20 (1.8)
Cardiac disease 10 (0.9)
Diabetes 3(0.3)
Renal disorders 11 (1.0)
Other diseases 172 (15.4)
Small for gestational age 235 (21.1)
Large for gestational age 124 (11.1)
Macrosomia 195 (17.5)
Smoking at enrollment (cigarettes/day)

0 436 (49.1)

1-9 180 (16.1)

10-19 397 (35.6)

20+ 102 (9.2)

3.1. Prediction Performance of Individual Models and Empirical Formulas in Macrosomia

We predicted macrosomia or LGA with the nonlinear and quadratic mixed-effects models described
above, and also considered those models with or without the covariates. Thus, four mixed-effects
models combined with 26 empirical formulas for EFWs, totally 104 learning models, were fitted.
The prediction performance of individual learning models in predicting macrosomia is reported in
Appendix A Tables A2-A5. For the three-parameter mixed-effects logistic models, their prediction
performance varied with different EFW empirical formulas, and adding covariates into the models did
not improve their prediction performance (see Appendix A Tables A2 and A3). The three-parameter
mixed-effects logistic models, either with or without covariates, predicted all birth weights to be under
4000 g when combined with empirical formula 3 in Table Al. The two nonlinear mixed-effects models
combined with empirical formula 11 in Table A1 gave the highest value of Youden’s index of 0.670,
and the lowest value of Youden’s index of 0.050 was obtained by empirical formula 18 in Table A1
without covariates. The best sensitivities of 0.857 and 0.839 were obtained from the two models with
or without covariates, respectively, when coupled with empirical formula 7 in Table Al. The AUCs for
these models ranged from 0.871 to 0.910. The prediction performance of the quadratic mixed-effects
models also varied among different empirical formulas, and adding covariates did not improve their
prediction performance either (see Appendix A Tables A4 and A5). The quadratic mixed-effects models
combined with empirical formula 12 in Table A1 gave the highest value of Youden’s index of 0.663,
whereas the lowest value of Youden’s index of 0.310 was obtained by empirical formula 3, in Table A1,
without covariates. The best sensitivity of 0.982 was obtained from the two models with or without
covariates when coupled with empirical formulas 7 and 11 in Table A1. The AUCs for these models
ranged from 0.857 to 0.905.
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3.2. Prediction Performance of Individual Models and Empirical Formulas in LGA

LGA is defined as a newborn with a birthweight greater than the 90th percentile for gestational
age. Here, given the input of sonographic ultrasound measures, both the nonlinear and quadratic
mixed-effects models can generate PBWs for each of fetuses at any time point, regardless of its actual
birth time. A newborn was classified as LGA if his or her PBW was above the 90th percentile of
PBWs of all other fetuses, when the fetuses were assumed to be born at the identical birth time as that
newborn. The prediction performance of the nonlinear and quadratic mixed-effects models is reported
in Appendix A Tables A6—A9. The prediction performance showed small variation among different
EFWs empirical formulas and among these models. The Youden’s indexes ranged from 0.354 to 0.526,
the sensitivities ranged from 0.424 to 0.576, the specificities ranged from 0.930 to 0.950, and the AUCs
ranged from 0.863 to 0.894.

3.3. Prediction Performance of Ensemble Methods

Two ensemble methods, voting and stacking methods, were applied to combine the 104 learning
models for the prediction of macrosomia. The voting method was implemented by using two
approaches: voting from all learning models without selection and voting from the selected learning
models. To select among the learning models, a penalized logistic regression was run with either a
LASSO, SCAD, or MCP penalty. When the stacking method was implemented, we fit a linear regression
model as our meta-learner, either without variable selection or with three variable selection methods,
LASSO, SCAD, and MCP. The prediction performance of the ensemble methods for the prediction of
macrosomia is summarized in Table 2. The voting and stacking methods with the SCAD selection
yielded the best Youden’s indexes of 0.681 and 0.688, respectively, which were higher than the Youden’s
indexes generated by any other individual learning models in Tables A2-A5. The voting method with
the SCAD and MCP selection and the stacking method with the LASSO, SCAD, and MCP selection
outperformed most of the individual learning models listed in Tables A2—-A5. The voting method with
the SCAD or MCP model selection generated an AUC of 0.932 and 0.924, respectively, higher than the
AUCs generated by any other individual learning models in Tables A2-AS5.

We also applied the voting and stacking methods for the prediction of LGA, to combine the 104
learning models. The voting method was implemented as described in the prediction of macrosomia.
When the stacking method was implemented, we fit a logistic regression with positive constraints [22],
without further selection on first-level learners, and a logistic regression with the LASSO, SCAD,
and MCP selection on first-level learners as our meta-learner. The results are summarized in Table 3.
These results showed that the best prediction results were supplied by the voting method with the
MCP selection with a Youden'’s index of 0.537 and a sensitivity of 0.636, both higher than any of the
individual learning models in Tables A6-A9.
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4. Discussion and Conclusions

We proposed using ensemble methods to combine the strengths from nonlinear and quadratic
mixed-effects models and 26 empirical formulas of EFWs to predict macrosomia and LGA of newborns
from sonographic ultrasound measurements. The prediction performance of the ensemble methods
was studied with the data from the Scandinavia SGA study. We showed that the prediction performance
varied among the empirical formulas and mixed-effects models. The three-parameter mixed-effects
logistic model combined with empirical formula 11 in Table A1l gave the best prediction results in
predicting macrosomia. In predicting LGA, the prediction performance also varied. The best prediction
results were obtained from the quadratic mixed-effects model combined with empirical formula 6 in
Table A1l. These results showed that it was difficult to select any individual statistical learning model
combined with only one empirical formula of EFWs, to predict macrosomia or LGA from sonographic
ultrasound measurements.

We subsequently proposed applying ensemble methods to aggregate the prediction results from
mixed-effects models and empirical formulas of EFWs, to achieve better prediction performance.
Our investigation showed that, with the aid of either the SCAD or MCP for model selection, both
stacking and voting methods improved the prediction accuracies in predicting macrosomia, as opposed
to those from individual statistical models and empirical formulas. The voting method with the
MCP for model selection predicted LGA more accurately than the individual statistical models and
empirical formulas. In this study, the ensemble prediction algorithms were created from all the prenatal
ultrasound measures and birth weights. However, the algorithms can be used to make prediction on
macrosomia or LGA with the ultrasound measures only from the first or second trimester, although
the ultrasound measures collected in the third trimester or before birth can substantially improve the
prediction accuracy. Our current study is a feasibility study that demonstrates the ensemble methods
can be integrated with ultrasound examinations to assist obstetricians in clinical diagnosis on whether
a pregnant woman will give birth to a large infant, and to further guide clinical interventions for the
condition. However, measurable clinical benefits are unclear until they are demonstrated in prospective
clinical studies.

Our current study has several limitations. The proportion of macrosomia or LGA infants in the
Scandinavia SGA dataset is small (15% for macrosomia and 11% LGA of n = 1115 infants). This may
largely influence the prediction accuracy given by the individual models and empirical formulas.
However, using machine learning methods specifically ensemble methods, can accommodate such
imbalanced data, and improve prediction accuracy [23]. In addition, the initial objective of the SGA
study was to characterize the intra-uterine growth restriction and assess the associated risk factors
of SGA, but the study was not designed for studying macrosomia or LGA. As a consequence, the
risk factors associated with macrosomia or LGA were not thoroughly collected. This may be the
reason why, in our study, we did not receive benefits from adding covariates into the mixed-effects
models. Lastly, The SGA study was conducted in 1980s, with out-of-date sonographic ultrasound
examination technologies, so the prediction models developed in this study may not be directly
applied to predict macrosomia or LGA with the ultrasound measures from most recent state-of-the-art
ultrasound technologies. However, the ensemble methods can still be applied to aggregate any available
ultrasound prediction models. Also, the subjects in this study were the Caucasians from Europe that
were mostly not obese (11.6% overweight rate and 2.1% obese rate in the study). New studies and data
on a diverse population should be able to substantially improve the prediction of macrosomia and
LGA among both the whites and minorities, as well as the overweight and obese population.
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Appendix A

Table Al.

Empirical formulas used for estimating fetal weight from sonographic ultrasound

measurements (Melamed et al. [5]).

Formula

Reference

Equation

Campbell and Wilkin [25]

InEFW = —4.564 +0.383 - AC - 0.00331 - AC?

2 Hadlock et al. [5] InEFW = 2.695 + 0.253 - AC — 0.00275 - AC?

3 Jordaan [26] log,o EFW = 0.6328 + 0.1881- AC - 0.0043 - AC? + 0.000036239 - AC®

4 Warsof et al. [27] logo EFW = 1.1633 +0.092 - AC — 0.000019 - AC

5 Higginbottom et al. [28] EFW = 0.0816-AC?

6 Hadlock et al. [5] logo EFW = 1.304 + 0.05281 - AC + 0.1938 - FL - 0.004 - AC - FL

7 Woo et al. [29] log,o EFW = 0.59 +0.08 AC + 0.28 - FL — 0.00716 - AC - FL

8 Warsof et al. [30] InEFW = 2.792 4 0.108 - FL + 0.0036 - AC2 - 0.0027 - AC - FL

9 Vintzileos et al. [31] log,o EFW = 1.879 +0.084 - BPD + 0.026 - AC

10 Warsof et al. [27] logyo EFW = 1.401+ 0.144 - BPD +0.032 - AC — 0.000111 - AC - BPD?

11 Shepard et al. [32] log o EFW = 1.2508 +0.166 - BPD + 0.046 - AC — 0.002546 - BPD - AC

12 Jordaan [26] log,o EFW = 1.9317 +0.0377 - AC + 0.0950 - BPD — 0.0015 - BPD - AC

13 Hadlock et al. [5] log,o EFW = 1.1134 + 0.05845 - AC — 0.000604 - AC? — 0.007365 - BPD? -+ 0.000595 - BPD - AC + 0.1694 - BPD
14 Woo et al. [29] logyo EFW = 1.63 +0.16- BPD + 0.00111 - AC? - 0.0000859 - BPD - AC?

15 Mirghani et al. [33] log,o EFW = 2.1315 + 0.0056541 - AC - BPD - 0.00015515 - BPD - AC? + 0.000019782 - AC® + 0.052594 - BPD
16 Hadlock et al. [5] logyo EFW = 1.182 + 0.0273 - HC + 0.07057 - AC - 0.00063 - AC? - 0.0002184 - HC - AC

17 Jordaan [26] log,o EFW = 0.9119 + 0.0488 - HC + 0.0824 - AC - 0.001599 - HC - AC

18 Jordaan [26] logyo EFW = 2.3231 + 0.02904 - AC + 0.0079 - HC - 0.0058 - BPD

19 Hadlock et al. [5] log,o EFW = 1.335-0.0034 - AC - FL + 0.0316 - BPD + 0.0457 - AC +0.1623 - FL

20 Woo et al. [29] logg EFW = 1.54+0.15- BPD + 0.00111 - AC? — 0.0000764 - BPD - AC2 + 0.05 - FL — 0.000992 - FL - AC
21 Shinozuka et al. [34] EFW = 0.23966 - AC? - FL + 1.6230 - BPD?

22 Mirghani et al. [33] log,o EFW = 2.7193 +0.0094962 - AC - BPD - 0.1432 - FL — 0.00076742 - AC - BPD? + 0.001745 - FL - BPD?
23 Hadlock et al. [5] log,o EFW = 1.326 - 0.00326 - AC - FL + 0.0107 - HC + 0.0438 - AC +0.158 - FL

24 Combs et al. [35] EFW = 023718 AC?-FL +0.03312- HC?

25 Ottetal. [36] logyo EFW = 0.9339 + 0.04355 - HC +0.05392 - AC - 0.0008582 - HC - AC + 1.2594 - (FL/AC)

26 Hadlock et al. [5] logyo EFW = 1.3596 + 0.0064 - HC + 0.0424 - AC + 0.174 - FL + 0.00061 - BPD - AC — 0.00386 - AC - FL

Abdominal circumference (AC), femur length (FL), biparietal diameter (BPD), and head circumference (HC) are
expressed in centimeters, and EFW is expressed in grams, unless stated otherwise. This is an identical table to the
Table 1 in Melamed et al. [5].
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Abstract: We aim to examine how season and temperature levels affect physical activity using a
wearable device among patients scheduled to undergo surgical resection of lung cancer. Physical
activity (PA) data from the wearable device were analyzed by seasons for 555 preoperative lung
cancer patients from the CATCH-LUNG cohort study. The seasons were divided into spring, summer,
autumn, and winter using the study enrollment date before surgery. The overall mean (SD) age
was 61.1 (8.9) years, and the mean (SD) daily steps at each season were 11,438 (5922), 11,147 (5065),
10,404 (4403), and 8548 (4293), respectively. In the fully-adjusted models, patients in the winter season
had 27.04% fewer daily steps (95% CI = —36.68%, —15.93%) and 35.22% less time spent performing
moderate to vigorous physical activity (MVPA) compared to patients in the spring. The proportion of
participants with over 8000 steps and duration of MVPA were significantly lower in the winter than
the spring. In particular, daily steps had a negative linear association with wind chill temperature in
patients who lived in Seoul. In conclusion, PA was significantly lower in the winter and it was more
robust in patients who had a low cardiorespiratory function.

Keywords: lung cancer; physical activity; season; preoperative; wearable

1. Introduction

Lung cancer is the leading cause of cancer-related death worldwide, contributing to 1.6 million
deaths annually [1]. Surgical resection remains the best curative treatment option in patients with
early-stage non-small cell lung cancer (NSCLC), and a patient’s preoperative status is important to
assess the feasibility of undergoing surgical lung resection under general anesthesia. In particular,
patients with poor pulmonary function and cardiorespiratory fitness are considered inoperable due
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J. Clin. Med. 2020, 9, 349

to increased morbidity and mortality after surgical resection [2]. Both cardiopulmonary fitness
and functional capacity are widely recognized as strong predictors of postoperative complications,
specifically mortality and long-term survival, in NSCLC [3].

Cardiorespiratory fitness (CRF) and functional capacity are affected by physical activity (PA) [4].
Numerous studies have conducted PA or exercise programs to improve physical fitness and functions
before thoracic surgery [2,5]. Adopting and sustaining a more physically active lifestyle has been
shown to reduce the risk of complications and mortality and improve health-related quality of
life in patients who underwent thoracic surgery [6]. However, promoting long-term PA has been
challenging due to various factors such as lack of motivation, access to facilities for physical activities,
and inclement weather [7]. Studies reported that seasonal weather conditions could promote or
deter PA [8]. Furthermore, most studies were conducted with a small number of participants
(<50) and only included limited populations such as children [9] or the elderly [10]. In addition,
few quantitative assessments have been focused on seasonal variation in PA among preoperative lung
cancer patients. Studies have attempted to measure daily PA with quantitative assessments using
simple and non-expensive devices during the perioperative periods of lung cancer surgery [11-13].
They found that that daily walk distance predicted maximum oxygen consumption per minute in
patients undergoing lung resection [11], and the time and the quality of the daily ambulatory activity
of the patients decreased during the first postoperative month [12]. Thus, our study aims to use a
wearable device (Fitbit) to examine how the season and temperature level affect PA among patients
who are scheduled to undergo surgical resection for lung cancer.

2. Methods

2.1. Subjects and Data Sources

Patients with lung cancer in this study were selected from the Coordinate Approach to Cancer
patients” Health for Lung Cancer (CATCH-LUNG) cohort of preoperative lung cancer patients between
March 2016 and October 2018 at the Samsung Medical Center in Seoul, Korea. Inclusion criteria for
CATCH-LUNG cohort were (1) patients who were expected to undergo curative lung cancer surgery
for suspected or histologically confirmed NSCLC, (2) patients who were able to walk and keep a
normal life with the Eastern Cooperative Oncology Group Performance Status (ECOG PS <1), and (3)
patients understood the purpose of this study and agreed to participate in the study. Exclusion criteria
were (1) patients who had undergone neoadjuvant treatment before surgery, (2) patients free of NSCLC
after pathological exams, (3) patients whose surgery was canceled, or (4) patients who withdrew
consent before baseline data collection. Among patients who met these criteria, we furthermore
excluded patients who had either pathologically confirmed stage IV cancer after surgery (n = 2) and
63 patients who were excluded due to lack of Fitbit data (28 patients wore their Fitbit less than one day
and 35 patients had either hardware or software failures of Fitbit). The final study sample included
555 patients. The study protocol was approved by the Institutional Review Board of Samsung Medical
Center (no. 2015-11-025). Written informed consent was obtained from all participants.

2.2. Grouping and Weather Data Collection

The main exposure variable was the season, which was divided into spring (March to May),
summer (June to August), autumn (September to November), and winter (December to February) using
the study enrollment date before surgery. For preoperative patients living in the metropolitan Seoul
area, the weather-related factor of wind chill temperature was obtained from the Korea Meteorological
Administration (https://data.kma.go.kr).

2.3. Physical Activity and other Variable

The main outcome was PA, which was assessed using a reliable wearable activity tracker [14].
The Flex tracker (Fitbit, San Francisco, CA, USA) was used to quantify the PA intensity, time, activity
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type, and steps per day. We asked participants to wear a Fitbit activity tracker 24 h per day for 7
consecutive days. We determined that patients did not wear the Fitbit if there was no movement
(0 steps) for more than 4 consecutive hours during daytime (9:00 a.m. to 4:00 p.m.). Physical activity
time, frequency, and intensity data were automatically measured and saved by an internal sensor.
We then calculated activity level by combining the Fitbit data with age, gender, height, and weight
data recorded at registration. Activities were classified into four categories: (1) sleeping or sedentary
activity (1 MET), (2) light physical activity (1~2.9 METs), (3) moderate physical activity (3~5.9 METs),
and (4) vigorous physical activity (more than 6 METs). The calculated values were averaged to define
daily activity level.

The tracker was worn on the wrist. To reduce bias, the device had no screen so that patients could
not see their recorded level of PA. In addition, there was no specific education or guidelines for patients
regarding PA and patients were recommended to maintain PA prior to surgery, as usual.

CRF was measured using the 6-min walk test (6MWT), which was performed according to ATS
guidelines [15]. Each participant was asked to walk (not run) back and forth along the corridor as far
as possible for 6 min and was given standardized verbal encouragement every minute. The test has
been widely used for preoperative and postoperative evaluations of CRF. In some clinical situations,
the 6SMWT provides a better index of the patient’s ability to perform daily activities compared to peak
oxygen uptake [16]. In addition, the 6MWT is a sub-maximal test of CRF, as opposed to cardiopulmonary
exercise testing (CPET). While it is well known that the incremental shuttle walk test ISWT) has a
higher correlation with CPET than 6MWT, we could not use the ISWT because it was not available
in Korea. In fact, G(MWT has been widely used in real-world clinics for cardiopulmonary evaluation
in patients with chronic obstructive pulmonary disease (COPD) [17]. To obtain quality data, trained
researchers provided study participants detailed instructions about 6MWT, and asked patients to do a
pilot walk (for 15~20 s) before the actual test.

Spirometry and DLco measurements were performed using a Vmax 22 respiratory analyzer
(SensorMedics, OH, USA) according to the American Thoracic Society/European Respiratory Society
criteria [18,19]. Absolute values of forced expiratory volume in 1 s (FEV}), forced vital capacity (FVC),
and DLco were obtained, and the percentage of predicted values (% predicted) for FEV, FVC, and DLco
were calculated using a representative Korean sample [20,21] as a reference. Sociodemographic and
behavioral information, including age, smoking status, and comorbidities, were recorded before
surgery using a questionnaire. Treatment information regarding pathological stage and pulmonary
function were collected after surgery.

2.4. Statistical Analysis

Continuous and categorical variables were compared among the seasons using analysis of variance
(ANOVA) and the x?2 test, respectively.

For the main analyses, we used linear regression to compare the daily number of steps and
the moderate-to-vigorous physical activity (MVPA) time by season. Since steps per day and MVPA
minutes are markedly right skewed (p-values based on Shapiro-Wilk and Shapiro—Francia tests for
normality were <0.001), we used log-transformed daily number of steps and MVPA time as the
outcomes. The average difference (as a percent difference with 95% confidence interval (CI)) was
estimated comparing patients enrolled in the summer, autumn, or winter to those patients enrolled in
the spring.

Using daily number of steps and MVPA duration, we developed a dichotomized outcome to
evaluate the proportion of participants who were physically active. Being physically active was defined
as either taking more than 8000 steps per day or performing more than 60 min of MVPA. We chose
8000 steps per day based on a reference that adults usually take 5000 steps per day and perform daily
activities such as house errands, walking, or shopping [22]. We then added 3000 steps per day to
account for 30 min of MVPA (10 min of MVPA is around 1000 steps [23,24]). From this, we equated
8000 steps to 60 min of MVPA.
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Logistic regression was conducted to compare the odds of being physically active by season with
adjustments made for age, sex, smoking status, FEV,% pred, any pulmonary comorbidities (COPD,
asthma, or ILD), and any extra-pulmonary comorbidities (cardiovascular diseases or diabetes mellitus).
In addition, we performed stratified analyses to evaluate differences in PA associated with the season
in prespecified subgroups of age (<65 vs. >65 years) [25] and CRF (<500 vs. >500 m in 6MWD) [26].

To determine factors leading to the differences in PA according to season, we conducted an
additional analysis for patients (1 = 85) living in the Seoul metropolitan area because we considered
the bias of area environment and topography in Korea. To find an association between weather and
daily steps, we modeled wind chill temperature as a continuous variable using restricted cubic splines
with knots at the 5th, 35th, 65th, and 95th percentiles of the sample distribution to provide a flexible
estimate of the dose-response relationship between weather factors and daily steps.

For all analyses, a p-value of <0.05 was considered statistically significant. All analyses were
performed using STATA software, version 14 (Stata Corp LP, College Station, TX, USA).

3. Results

The characteristics of 555 patients are described in Table 1. The mean (SD) age and daily
steps of study participants were 61.1 (8.9) years and 10,603 (5200) (range, 425-32,143), respectively.
Among the participants, Fitbit data from 30.8% (n = 171), 32.1% (n = 178), 17.8% (1n = 99), and 19.3%
(n =107) of the study subjects were collected in the spring, summer, autumn, and winter seasons,
respectively. Although patients in the winter season were likely to be younger and have better
pulmonary function than patients in other seasons, the clinical characteristics, including sex, BMI,
smoking status, comorbidities, pathologic stage, and cardiorespiratory fitness, were not different across
the seasons (Table 1).

Table 1. Characteristics of study participants by season (1 = 555).

. Sprin Summer Autumn Winter
Characteristics GZ1D (=179 (=99 =107
Mean age 60.6 (8.9) 62.6 (8.3) 60.6 (9.0) 599 (9.4) 0.05
Age categories 0.04
<65 118 (69.0) 104 (58.4) 66 (66.7) 79 (73.8)
>65 53 (31.0) 74 (41.6) 33(33.3) 28 (26.2)
Sex, male 97 (56.7) 101 (56.7) 57 (57.6) 57 (53.3) 0.92
Body mass index, kg/m? 24.1(2.9) 24.3 (2.7) 24.1(2.7) 24532 0.67
Smoking status 0.32
Never-smoker 78 (45.6) 89 (50.0) 48 (48.5) 57 (53.3)
Ex-smoker 59 (34.5) 34 (19.1) 27 (27.3) 16 (15.0)
Current smoker 34 (19.9) 55 (30.9) 24 (24.2) 34 (31.8)
Marital status 0.64
Married 151(88.3) 159(89.3)  91(91.9) 91 (85.1)
Single/divorced/widowed 19 (11.1) 19 (10.7) 7(7.1) 15 (14.0)
Unknown 1(0.6) 0 1 (1.0) 1(0.9)
Employment status 0.46
Current work 98 (57.3) 81 (45.5) 49 (49.5) 58 (54.2)
No work 72 (42.1) 96 (53.9) 49 (49.5) 48 (44.9)
Unknown 1(0.6) 1(0.6) 1 (1.0) 1(0.9)
Monthly family income 0.19
<$3.000 54 (31.6) 51 (28.7) 23(23.2) 31 (29.0)
>$3.000 87 (50.9) 93 (52.3) 54 (54.6) 66 (61.7)
Unknown 30 (17.5) 34 (19.1) 22 (22.2) 10 (94)
Comorbidities
Pulmonary comorbidities
COPD 40 (23.4) 43 (24.2) 26 (26.3) 19 (17.8) 0.49
Asthma 3(1.8) 8 (4.5) 1 (1.0) 3(2.8) 0.34
ILD 1 (0.6) 2(1.1) 1 (1.0) 2(1.9) 0.86
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Table 1. Cont.

Spring Summer Autumn Winter

Characteristics (=171 (= 178) (1 = 99) (= 107)

Extra-pulmonary comorbidities

Hypertension 52(304)  72(405) 28(28.3) 35(327)  0.12
Diabetes mellitus 22(129)  27(152)  11(11.1) 7 (6.5) 0.18
Cardiovascular disease 12 (7.0) 20 (11.2) 9(9.1) 9 (8.4) 0.58
Pathologic stage 0.81
I 128 (749)  130(73.0) 75(75.8)  75(70.1)
I 25(14.6)  31(174) 13(13.1)  16(15.0)
I 18(10.5)  17(9.6)  11(11.1) 16 (15.0)
Pulmonary function test
FVG, L 36(09)  34(0.8)  37(09 3708  0.02
FVC, % predicted 934 (11.5) 89.8(12.9) 943(127) 964 (12.1) <0.01
FEV;, L 27(07)  25(06)  27(0.6)  28(06) <001
FEV1, % predicted 90.0 (13.2) 87.5(15.5) 90.2(14.9) 95.0(13.5) <0.01
FEV,/FVC 738(8.2) 73.6(8.6) 726(86) 751(83) 021
DLco, % 91.6(160) 89.2(17.3) 89.7(152) 91.3(137) 047
Cardiorespiratory fitness
6 min walk distance (m) 520.1(85.7)  506.9(89.1) 515.0(66.8) 508.1(80.7)  0.46
6 min walk distance 0.69
Short distance (<500 m) 68(39.9)  77(433)  37(374) 49 (45.8)
Long distance (=500 m) 102 (59.7) 97 (54.5) 60 (60.1) 56 (52.3)
Unknown 1(0.6) 4(2.3) 22.1) 2(1.9)

Values are presented as either n (%) or mean (SD). COPD, chronic obstructive pulmonary disease; ILD, interstitial
lung disease; FVC, forced vital capacity; FEV, forced expiratory volume in 1 s; DLco, diffusing capacity of
carbon monoxide.

The mean (SD) daily steps were 11,438 (5922), 11,147 (5065), 10,404 (4403), and 8548 (4293) in
patients who participated in this study in the spring, summer, autumn, and winter seasons, respectively.
The proportion of patients who had 8000 or more steps per day was 71%, 72%, 71%, and 54% in
participants who received surgery in the spring, summer, autumn, and winter seasons, respectively
(Figure 1).
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Figure 1. Mean daily steps and the proportion of participants who had more than 8000 steps in
each season.
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In the fully-adjusted models, patients in the winter season had a significantly lower number of
daily steps, with a low of 27.04% (95% CI = —36.68%, —15.93%) compared to the daily steps of patients
in the spring season. In comparing the mean (SD) MVPA time, patients in the winter season had the
lowest MVPA among subjects (spring, 60.3 (57.2) min/d; summer, 58.5 (46.4) min/d; autumn, 51.0 (35.6)
min/d; and winter, 35.0 (36.3) min/d). In the fully-adjusted models, compared to patients in the spring
season, the MVPA time was significantly shorter by 35.22% (95% CI = —49.18%, —17.43%) for patients
in the winter season. The number of steps and duration of MVPA were significantly lower in the
winter season compared to spring season irrespective of age and 6MWD (Table 2).

Table 2. Differences in physical activity by season.

Spring Summer Autumn Winter
Difference in
steps per day (%)
Overall Reference —0.86 (—12.38, 12.18) —6.24 (—18.86, 8.33) —27.04 (—36.68, —15.93)
Age
<65 years Reference —8.08 (—21.25, 7.30) —-10.27 (—24.74, 6.98) —25.21 (-36.65, —11.70)
>65 years Reference 11.91 (-9.08, 37.74) 2.36 (—20.65, 32.02) —32.16 (—48.31, —10.97)
p for interaction 0.14 0.40 0.55
Cardiorespiratory
fitness (6(MWD)
<500 m Reference -1.21 (-18.1, 19.18) 7.07 (-14.97, 34.83) —27.63 (—41.48, —10.50)
>500 m Reference —0.75 (-15.53, 16.62) —12.95 (-27.52,4.55) —20.97 (-34.54, —4.59)
p for interaction 0.97 0.17 0.54
Difference in
MVPA minutes
per day (%)
Overall Reference 5.06 (—14.6,29.24) —2.11(-23.13, 24.67) —35.22 (—49.18, —-17.43)
Age
<65 years Reference 5.13 (-19.26, 36.89) —-1.43 (-26.71,32.57) —33.03 (—49.63, —10.95)
>65 years Reference 4.05 (—26.37,47.04) —3.75 (=37.24, 47.60) —40.72 (-62.76, —5.62)
p for interaction 0.96 0.93 0.66
Cardiorespiratory
fitness (6MWD)
<500 m Reference —4.25 (—30.56, 32.04) 20.57 (-18.5, 78.39) —38.65 (—57.62, —11.18)
>500 m Reference 11.12 (-15.17, 45.55) —-10.57 (-34.3,21.73) —26.01 (—46.46, 2.25)
p for interaction 0.48 0.24 0.03

Models were adjusted for age, sex, smoking status, FEV;% pred, any pulmonary comorbidities, and any
extra-pulmonary comorbidities. Pulmonary comorbidities include chronic obstructive pulmonary disease, asthma,
or interstitial lung disease, and extra-pulmonary comorbidities include cardiovascular diseases or diabetes mellitus.
6MWD, 6-min walk distance. MVPA, moderate-to-vigorous physical activity.

In the fully-adjusted models, the OR for 8000 or more steps per day was 0.46 (95% CI1 0.28, 0.77)
for patients in the winter compared to those in the spring. The proportion of patients who had 60 min
or more MVPA per day was also similar (spring, 30.4%; summer, 42.7%; autumn, 32.3%; winter, 18.7%).
In the fully-adjusted models, the OR for MVPA > 60 min/day was 0.52 (95% CI = 0.29, 0.94) for patients
in the winter compared to those in the spring. In particular, the OR for low CRF (<500 m) was 0.30
(95% CI0.10, 0.87) for patients in the winter compared to those in the spring (Table 3).
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Table 3. Odds ratios (95% CI) for physical activity by season.

Spring Summer Autumn Winter
Steps >8000/day
Overall Reference 1.11 (0.69, 1.79) 0.98 (0.57,1.70) 0.46 (0.28, 0.77)
Age
<65 years Reference 0.79 (0.43, 1.44) 0.73 (0.37, 1.45) 0.38 (0.20, 0.71)
>65 years Reference 2.00 (0.93, 4.31) 1.75 (0.67, 4.56) 0.67 (0.26, 1.74)
p for interaction 0.06 0.15 0.32
Cardiorespiratory
fitness (6MWD)
<500 m Reference 0.94 (0.48,1.82) 1.75 (0.73, 4.20) 0.45 (0.21, 0.96)
2500 m Reference 1.35(0.67, 2.74) 0.74 (0.36, 1.55) 0.58 (0.28, 1.22)
p for interaction 0.46 0.14 0.63
MVPA >60
min/day
Overall Reference 1.73 (1.10, 2.71) 1.07 (0.62, 1.83) 0.52 (0.29, 0.94)
Age
<65 years Reference 1.59 (0.91, 2.79) 1.19 (0.62, 2.27) 0.59 (0.30, 1.15)
>65 years Reference 2.11 (0.96, 4.61) 0.92 (0.34, 2.50) 0.29 (0.07, 1.13)
P for interaction 0.50 0.72 0.42
Cardiorespiratory
fitness (6MWD)
<500 m Reference 1.26 (0.61, 2.58) 1.24 (0.52,2.98) 0.30 (0.10, 0.87)
>500 m Reference 1.97 (1.10, 3.55) 1.03 (0.52, 2.05) 0.77 (0.37, 1.61)
p for interaction 0.34 0.75 0.15

Models were adjusted for age, sex, smoking status, FEV% pred, any pulmonary comorbidities, and any
extra-pulmonary comorbidities. Pulmonary comorbidities include chronic obstructive pulmonary disease, asthma,
or interstitial lung disease, and extra-pulmonary comorbidities include cardiovascular diseases or diabetes mellitus.
6MWD, 6-min walk distance. MVPA, moderate-to-vigorous physical activity.

In the spline regression models, the relationship between wind chill temperature and daily
steps was linear below 25° wind chill temperature, with lower daily steps corresponding to colder
temperatures (Figure 2). The association between winter and the decline in PA was consistent across
all the subgroups.
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Figure 2. Mean daily steps (95% CI) by wind chill temperature. The curves represent daily step (solid
line) and their 95% confidence intervals (dashed lines) based on restricted cubic splines for wind
chill temperature with knots at the 5th, 35th, 65th, and 95th percentiles of their sample distributions.
The reference value (diamond dot) was set at the 90th percentile.
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4. Discussion

We found that preoperative PA was significantly lower in the winter season compared to other
seasons, irrespective of age and CREF. In particular, the low MVPA in the winter season was more robust
in patients who had low CREF, but the effect was not statistically significant. In terms of weather factors,
wind chill temperature was inversely associated with PA. These results demonstrate that the PA of
preoperative lung cancer patients is significantly affected by the season and temperature levels.

Our study showed that daily step was lower by 27% in the winter season compared with the
spring season. These findings are consistent with previous studies that showed the association between
daily PA and the season [8,27-30]. Those studies observed that PA decreased during the winter season
in healthy adults [8] and elderly subjects [29]. This phenomenon was profoundly observed in patients
with lung and heart diseases. In COPD patients, the daily step count reduced by 43.3 steps/day/°C in
the winter season [27], and in heart failure patients, there was a significant seasonal variation in activity
between summer and winter ranging from 13.78% to 20.69% [30]. In addition, the odds of walking more
than 8000 steps or having more than 60 min MVPA per day in winter is around 0.5 compared to those in
spring. It means that only about 50% of patients in the winter season had similar levels of PA as those of
patients in spring time. It would be important for clinicians and researchers to evaluate PA in different
seasons, especially in winter and provide more tailored educations for PA depending on season.
In fact, the cold and snow of winter weather can significantly affect participation in outdoor activity.
In particular, influenza during the winter season is an important contributor to the winter burden
among older adults and lung-disease patients [31]. Furthermore, slippery roads and a high risk of
falling can affect the decline in PA [32]. When outdoor activities are complicated by weather conditions,
indoor activity equipment such as treadmills and stationary bicycles offer a helpful alternative. A recent
study found that preoperative exercise was effective in reducing postoperative complications and
length of hospital stay in patients with lung cancer [6], suggesting the importance of maintaining PA
before lung cancer surgery. Another study found that that pulmonary rehabilitation programs using
treadmills and bicycles were a valid preoperative strategy to improve physical performance in patients
with both NSCLC and COPD [33]. It would be worthwhile to develop a PA intervention program for
winter and evaluate its impact on postoperative pulmonary complications.

We found that a few patients achieving MVPA > 60 min/day were more robust in patients with
low CRF (<500 m of 6MWD) compared to those with high CRF (>500 m of 6MWD). Lower exercise
tolerance assessed through the 6MWD is associated with poorer postoperative outcomes after lung
resection [34]. However, a 7-day intensive preoperative program of PA combined with inspiratory
muscle training increased the 6SMWD in lung cancer patients in a previous study [35]. Increasing PA
has positive effects on CRF and muscle power, such as health-related physical function, leading to
improved postoperative recovery in early-stage NSCLC patients. In a previous study, structured and
planned preoperative PA reduced postoperative complications (from 45% to 67%) and the length of
hospital stay (by 4-5 days) in patients with lung cancer [3,6], suggesting that preoperative PA is an
effective strategy for lung cancer patients who will undergo surgical resection. Thus, a strategic PA
program should be recommended to maintain and promote PA even in the winter season, especially
for low-CRF patients and older adults, for whom it is feasible to receive surgery for lung cancer.

However, seasons are a crude measure when it comes to understanding the effects of weather on
PA [36]. Previous studies have observed the effects of several factors related to the season on daily
activities. In a healthy population, there was a 2.9% decrease in steps per day for every 10 °C drop
in temperature [37]. In addition to temperature, day length and daylight hours account for 73% of
the monthly differences in daily activity level, and these three parameters are independent predictors
of daily activities [38]. To analyze the climate conditions affecting PA in our study, we conducted a
subgroup analysis to identify the relationship between climate conditions and activity for 85 people
living in the capital city of South Korea. We found that wind chill temperature significantly affected the
steps per day of preoperative patients. In the spline regression models, the relationship between wind
chill temperature and daily steps was linear below 25 °C wind chill temperature, with lower daily steps
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corresponding to colder temperatures. This is similar to the previous findings [30,39]. The wind chill
temperature used in our study is likely to be more closely related to patients’ PA behavior compared
to absolute temperature, as the wind chill temperature is a quantitative measure of the heat or cold
that the human body feels, calculated based on air temperature and wind velocity [40]. While it is
not possible to change the weather conditions, a better understanding of how weather influences PA
might be helpful when developing strategies to ameliorate the impact of adverse weather conditions
on future PA interventions in low-CRF patients and older adults.

There are several limitations to this study. Firstly, this was a cross-sectional study and we were
not able to observe the change of PA of the same patient group in different seasons. In addition, due to
enrollment periods, a limited number of patients were observed in the winter season. These factors
limited our ability to observe the magnitude of seasonal variation in PA among patients. Despite these
limitations, our study indicates little variability in PA by season. In fact, patients in the winter season
were younger and had better lung function than patients in other season and we still see the different
levels of PA depending on season. Secondly, patients who were motivated to perform PA might be
more likely to participate in the study. The mean daily step figures were higher in this study compared
to data reported in earlier studies [11]. This might be due to our recruitment of patients with ECOG 0
or 1 as they would be healthier and more physically active than general cancer patients. However,
mean 6MWD was similar to that reported in the previous study [26], suggesting our study participants
had similar CRF to other lung cancer patients. Thirdly, the physical activity device used only counts
the steps and the time spent on all those steps, but it does not differentiate whether the steps are outside
or inside the house. Therefore we have a limitation in assuming that patients in the winter season were
less active due to decreased outdoor PA. Lastly, the results of this study might not be generalizable as
it was conducted with patients at a tertiary cancer center in Seoul, Korea. Additional studies would be
necessary to confirm the findings with different populations and in different settings.

5. Conclusions

In this study, we found that season and temperature levels affect PA among preoperative lung
cancer patients. Patients were much less physically active in the winter season than other seasons
and patients in the winter season had lower cardiorespiratory function. Health professionals need to
be aware of these seasonal differences and recommend indoor physical activities that preoperative
patients with lung cancer can do in winter.
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Abstract: Postprandial hypotension (PPH) is common among the elderly. However, it is unknown
whether the presence of PPH can predict the development of new cardiovascular disease (CVD) in the
elderly during the long-term period. This study aimed to prospectively evaluate the presence of PPH
and the development of new CVD within a 36 month period in 94 community-dwelling elderly people
without a history of CVD. PPH was diagnosed in 47 (50.0%) participants at baseline and in 7 (7.4%)
during the follow-up period. Thirty participants (31.9%) developed new CVD within 36 months.
We performed a time-dependent Cox regression analysis with PPH, hypertension, diabetes, and body
mass index (BMI) as time-varying covariates. In the univariate analyses, the presence of PPH, higher
BMI, hypertension, diabetes mellitus, and higher systolic and diastolic blood pressure were associated
with the development of new CVD. The multivariate analysis indicated that the relationship between
PPH and the development of new CVD remained (adjusted hazard ratio 11.18, 95% confidence
interval 2.43-51.38, p = 0.002) even after controlling for other variables as covariates. In conclusion,
the presence of PPH can predict the development of new CVD. Elderly people with PPH may require
close surveillance to prevent CVD.

Keywords: cardiovascular disease; postprandial; hypotension; blood pressure; elderly

1. Introduction

Postprandial hypotension (PPH) is a common but often unrecognized disorder in the elderly [1].
PPH is defined as a 220 mmHg decrease in systolic blood pressure (SBP) within 2 h after a meal [2].
The prevalence of PPH is 20-91% in hospitalized geriatric patients [3—6]. The pathogenesis of PPH
is unclear, but an inadequate cardiovascular response to postprandial splanchnic blood pooling is
regarded as a primary mechanism [2]. In the elderly, sympathetic activation to decrease the effective
circulating volume is often suppressed; hence, a continuous pooling of blood in the splanchnic bed
may result in a significant decrease in blood pressure (BP) after a meal [7,8]. Changes in cardiovascular
function and the neurohormonal response with aging can also contribute to diverse comorbidities
associated with the dysregulation of BP homeostasis [9].
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Cardiovascular diseases (CVDs), such as stroke, transient ischemic attack, angina, and myocardial
infarction, are the main cause of mortality and work disability in the elderly [10,11]. Early recognition
of subclinical risk factors is essential for the proper surveillance and prevention of new CVD.
PPH is also recognized as an important clinical issue, particularly as a significant risk factor for
subsequent CVD, but this has not yet been accurately confirmed [2,12]. Some studies have suggested
an association between PPH and CVD and mortality [9,13]. However, it is difficult to determine the
casual relationship between PPH and CVD development owing to differences in patient selection,
study design, and diagnosis criteria among previous studies [9,14-16]. Furthermore, the diagnosis of
PPH was heterogeneous in previous studies, such as with regard to the time interval between meal
consumption and BP measurement [5]. Therefore, to investigate whether the presence of PPH can
predict the development of new CVD in the elderly, this study aimed to prospectively evaluate the
existence of PPH and the development of new CVD among community-dwelling elderly people in a
period of 36 months.

2. Materials and Methods

2.1. Study Design and Participants

This prospective cohort study enrolled 94 participants from three senior community centers
in South Korea between 2011 and 2015. The inclusion criteria were (1) age >65 years, (2) ability to
eat independently and maintain a sitting position for 2 h after a meal, and (3) ability to perform
activities of daily living independently. The exclusion criteria included (1) impaired cognitive function,
(2) psychiatric illness, (3) recent hospitalization owing to acute illness within 1 month prior to the study,
(4) medical history of CVD (congestive heart failure, myocardial infarction, angina, or cerebrovascular
accidents, including transient ischemic attack), or (5) use of medications affecting gastrointestinal
motility. After evaluating the presence of PPH at baseline, the new onset of PPH was evaluated during
the follow-up period of 36 months. Body mass index (BMI) and the presence of hypertension and
diabetes were also assessed regularly. This study was conducted following the guidelines of the
Declaration of Helsinki of 1975, revised in 2013, and was approved by the institutional review board
of Pusan National University Hospital (E-2014007), located in B city, South Korea. All participants
provided written informed consent.

2.2. Evaluation of PPH and Acquisition of Demographic Data

BP was measured using an automated sphygmomanometer (A&D UA-851; A&D Company,
Japan) following the European Society of Hypertension guidelines [17]. BP was measured by a
well-trained nurse with the participant in a sitting position. Baseline BP was measured before a meal.
Participants were asked to refrain from eating food, drinking coffee or alcohol, and smoking 4 h before
measurement. All participants took any prescription medications after the evaluation of PPH, including
antihypertensive drugs and hypoglycemic agents. BP was measured twice with a 5 min interval before
ameal, and the average of the two measurements was used as the baseline BP. To measure postprandial
BP, participants were provided the same standardized meal comprising 210 g rice, 100 g soup, and 70 g
side dishes, which was approximately 500 kcal. After the participant consumed the meal, postprandial
BP was measured every 15 min for 2 h. PPH was defined as a decrease in SBP of >20 mmHg from the
baseline within 2 h after a meal [2]. We analyzed the reliability of measurements and found that the
intraclass correlation coefficients (ICCs) for intra-rater reliability for SBP and diastolic blood pressure
(DBP) were 0.995 (95% confidence interval (CI) 0.975-0.998, p < 0.001) and 0.989 (95% CI 0.942-0.996,
p < 0.001), respectively.
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Demographic and clinical information was also obtained by interviewing the participants using a
questionnaire. Information on age, living conditions, alcohol intake, and smoking habits was collected,
and information on medical history was obtained from hospital records after consent was obtained
from the participants and their families. Bodyweight and height were measured using an automated
measuring machine (G-Tech International Co., Ltd., Uijeongbu, Korea) to determine the BMIL

2.3. Surveillance of CVD Development

The primary endpoint was the occurrence of new CVD within 36 months. CVD in this study
included coronary heart disease (such as congestive heart failure, angina, and myocardial infarction)
and cerebrovascular disease (such as stroke and transient ischemic attack) according to the World
Health Organization definition of CVD [18]. Participants were regularly followed every 3 months,
and CVD-related information was obtained from them or their families during their visits to the centers
or via telephone calls. If the participant was diagnosed with a new disease, additional information was
also obtained from the medical record or prescription from the hospital at which the participant was
diagnosed with new conditions, including the new onset of hypertension, diabetes, and CVDs.

2.4. Statistical Analysis

The reliability of BP measurements was calculated by determining the ICC (two-way random
effects model). Variables are expressed as frequencies and percentages for categorical data, and means
+ standard deviation for numerical data. Group differences were assessed using the chi-squared
test or Fisher’s exact test for categorical data and the independent t test or Mann—-Whitney U test
for numerical data as appropriate. To determine whether the distribution was normal, we used
the Shapiro-Wilk test. Time to CVD was estimated using Kaplan-Meier curves. Survival curves
were compared between groups using the log-rank test. Cox regression models with time-varying
covariates were used to identify prognostic factors that were independently related to CVD. The main
predictors were baseline PPH and PPH as a time-varying covariate (incorporating new onset PPH
during the follow-up and duration of PPH as a time-varying covariate). In addition, hypertension,
diabetes mellitus, and BMI were monitored during the follow-up period. These predicting variables
were considered as time-varying covariates in time-dependent Cox regression models. All statistical
analyses were performed using SPSS version 24.0 (IBM Corp., Armonk, NY, USA) and R version 3.5.1,
and p-values <0.05 were considered statistically significant.

3. Results

3.1. Baseline Characteristics

The participants comprised 79 (84.0%) females and 15 (16.0%) males. The mean age was
73.1 £ 4.8 years, and the mean BMI was 23.7 + 2.5 kg/m?. Among the participants, 67 (71.3%) had
lower than middle school education, and 62 (66.0%) were currently living with their family or spouse.
The most common comorbidity was hypertension (50.0%), followed by diabetes mellitus (19.1%).
Atbaseline, 47 (50%) participants were diagnosed with PPH, but there were no significant differences in
baseline characteristics, with the exception of BP, between participants with and without PPH (Table 1).
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Table 1. Baseline characteristics of participants with and without PPH.

Characteristics Total (n = 94) PPH (n = 47) Non-PPH (n = 47) p-Value
Age (years) 73.1+48 73.6 +44 72.7+£5.1 0.355 1
Sex 07783
Male 15 (16.0) 8(17.0) 7 (14.9)
Female 79 (84.0) 39 (83.0) 40 (85.1)
Body Mass Index (kg/m?) 237 +25 238 +2.7 235+24 0.6422
Education Level 0.509 3
Elementary School 67 (71.3) 36 (76.6) 31 (66.0)
Middle School 13 (13.8) 5(10.6) 8 (17.0)
High School 14 (14.9) 6(12.8) 8(17.0)
Living Status 1.000°°
Living Alone 32 (34.0) 16 (34.0) 16 (34.0)
With Family or Spouse 62 (66.0) 31 (66.0) 31 (66.0)
Alcohol Drinking 0.3703
Yes 13 (13.8) 5(10.6) 8(17.0)
No 81(86.2) 42 (89.4) 39 (83.0)
Smoking 1.000
Yes 4(4.3) 2(4.3) 2(4.3)
No 90 (95.7) 45 (95.7) 45 (95.7)
Hypertension 47 (50.0) 26 (55.3) 21 (44.7) 03023
Diabetes Mellitus 18 (19.1) 11 (23.4) 7 (14.9) 0.2943
Baseline SBP (mmHg) 128.6 +20.2 140.1+£17.2 1171+ 16.1 <0.001 2
<120 34 (36.2) 6(12.8) 28 (59.6) <0.001 3
>120 to <140 31(33.0) 15 (31.9) 16 (34.0)
>140 29 (30.9) 26 (55.3) 3(6.4)
Baseline DBP (mmHg) 752+9.9 787 +75 71.7 £10.9 <0.001 2
<80 64 (68.1) 23 (48.9) 41(87.2) <0.001 3
>80 30 (31.9) 24 (51.1) 6(12.8)
Postprandial SBP Change <0.001 3
(mmHg)
<10 26 (27.7) 0(0.0) 26 (55.3)
>10 to <20 21 (22.3) 0(0.0) 21 (44.7)
>20 47 (50.0) 47 (100.0) 0(0.0)
Postprandial DBP Change <0.0013
(mmHg)
<10 41 (43.6) 9(19.1) 32 (68.1)
=10 53 (56.4) 38 (80.9) 15 (31.9)

Values are either frequency with percentage in parentheses or mean + standard deviation. PPH, postprandial
hypotension; SBP, systolic blood pressure; DBP, diastolic blood pressure. ! P values were derived from independent
t tests. 2 P values were derived from Mann-Whitney’s U test. 3 P values were derived using chi-square tests.
4 P values were derived using Fisher’s exact test. Shapiro-Wilk’s test was employed for test of normality assumption.

3.2. Incidence of CVD

During the follow-up, 30 (31.9%) patients developed new CVD, of whom 4 passed away owing to
acute myocardial infarction (1 = 2) and ischemic stroke (1 = 2). The CVD incidence was significantly
higher in the group with PPH than the group without PPH at baseline (55.3% vs. 8.5%, p < 0.001,
Figure 1).
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Figure 1. Kaplan—-Meier curve of the incidence of new CVD between participants with and without
PPH at baseline. The 3 year incidence of CVD was significantly higher in the group with PPH than
in the group without PPH at baseline (55.3% vs. 8.5%, log-rank test, p < 0.001). PPH, postprandial
hypotension; CVD, cardiovascular disease.

Table 2 indicates the differences between groups with respect to CVD development. The presence
of PPH at baseline (86.7% in the CVD group vs. 32.8% in the non-CVD group, p < 0.001), higher BMI
(24.5 £+ 2.1 in the CVD group vs. 23.3 + 2.7 in the non-CVD group), hypertension (66.7% in the CVD
group vs. 42.2% in the non-CVD group), higher baseline SBP (139.3 + 20.9 mmHg in the CVD group vs.
123.6 + 17.9 mmHg in the non-CVD group), and higher baseline DBP (79.0 + 8.6 mmHg in the CVD
group vs. 73.4 + 10.1 mmHg in the non-CVD group) were significantly related to the development
of new CVD. The percentage of participants with an SBP change of >20 mmHg (86.7% vs. 32.8%,
respectively, p < 0.001) and a DBP change of >10 mmHg (73.3% vs. 48.4%, respectively, p = 0.023) were
significantly higher among participants who developed new CVD than among those who did not.

Table 2. Differences of characteristics between participants who developed and did not develop

new CVD.
Total (n = 94) CVD (n=30) Non-CVD (n = 64) p-Value
PPH <0.0013
Yes 47 (50.0) 26 (86.7) 21 (32.8)
No 47 (50.0) 4(13.3) 43 (67.2)
Age (years) 73.1+438 73.0+4.1 732+5.1 0.8491
Sex 1.000 4
Male 15 (16.0) 5(16.7) 10 (15.6)
Female 79 (84.0) 25 (83.3) 54 (84.4)
Body mass index (kg/m?) 237+25 245+2.1 233 +27 0.0132
Education level 0.5344
Elementary school 67 (71.3) 24 (80.0) 43 (67.2)
Middle school 13 (13.8) 3(10.0) 10 (15.6)
High school 14 (14.9) 3(10.0) 11 (17.2)
Living status 0.5713
Living alone 32 (34.0) 9 (30.0) 23 (35.9)
With family or spouse 62 (66.0) 21 (70.0) 41 (64.1)
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Table 2. Cont.

Total (n = 94) CVD (n=30) Non-CVD (n = 64) p-Value
Alcohol drinking 0.336 4
Yes 13 (13.8) 6(20.0) 7 (10.9)
No 81(86.2) 24 (80.0) 57 (89.1)
Smoking 0.590 4
Yes 4(4.3) 2(6.7) 2(3.1)
No 90 (95.7) 28 (93.3) 62 (96.9)
Hypertension 47 (50.0) 20 (66.7) 27 (42.2) 0.0273
Diabetes mellitus 18 (19.1) 9(30.0) 9 (14.1) 0.0673
Baseline SBP (mmHg) 128.6 +20.2 139.3 £20.9 123.6 +17.9 <0.001 2
<120 34 (36.2) 5(16.7) 29 (45.3) <0.001 3
>120 to <140 31(33.0) 7(23.3) 24 (37.5)
>140 29 (30.9) 18 (60.0) 11 (17.2)
Baseline DBP (mmHg) 752 +9.9 79.0 £ 8.6 734 +10.1 0.005 2
<80 64 (68.1) 15 (50.0) 49 (76.6) 0.010°3
>80 30 (31.9) 15 (50.0) 15(23.4)
Postprandial SBP change <0.0013
(mmHg)
<10 26 (27.7) 3(10.0) 23 (35.9)
>10 to <20 21(22.3) 1(3.3) 20 (31.3)
>20 47 (50.0) 26 (86.7) 21 (32.8)
Postprandial DBP change 00233
(mmHg)
<10 41 (43.6) 8(26.7) 33 (51.6)
=10 53 (56.4) 22 (73.3) 31 (48.4)

Values are either frequency with percentage in parentheses or mean + standard deviation. PPH, postprandial
hypotension; CVD, cardiovascular disease; SBP, systolic blood pressure; DBP, diastolic blood pressure. 1P values
were derived from independent t tests. 2 P values were derived from Mann-Whitney’s U test. 3 P values were
derived using chi-square tests. * P values were derived using Fisher’s exact test. Shapiro-Wilk’s test was employed
for test of normality assumption.

3.3. Predictive Factors for the Development of New CVD

Ninety-four patients were available for the Cox regression models to assess the relationship
between PPH and CVD using PPH as the time-varying covariate. There were 30 cases of CVD.
We considered time-varying covariates, including PPH, hypertension, diabetes, and BMI, in the
time-dependent Cox regression models. Among the 47 patients without PPH at baseline, 7 were
diagnosed with PPH during the follow-up period. The main predictive factors were baseline PPH,
with PPH as a time-varying covariate incorporating new onset PPH during follow-up, and the duration
of PPH as a time-varying covariate. New onset hypertension and diabetes mellitus during the
follow-up period were observed in 12 and 11 patients, respectively. In addition, BMI was measured
at baseline, 1 year, and 2 years. All predictive variables were considered as time-varying covariates
in time-dependent Cox regression models. In the univariate analyses, the presence of PPH, higher
BMI, hypertension, diabetes mellitus, and higher SBP and DBP were found to be associated with the
development of new CVD, while age, sex, education level, living status, alcohol consumption, and
smoking were not. Patients with PPH were more likely to develop new CVD (crude hazard ratio (HR)
15.97, 95% CI 3.80-67.08, p < 0.001). The multivariate analysis that included significant factors in the
univariate analyses as covariates revealed that the relationship between PPH and the development of
new CVD remained (adjusted HR 11.18, 95% CI 2.43-51.38, p = 0.002) even after controlling for other
variables as covariates in the multivariate analysis. Hypertension was also found to be a significant
factor affecting CVD (adjusted HR 3.26, 95% CI 1.22-8.76, p = 0.019) (Table 3).
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Table 3. Summary of time-dependent Cox regression analyses using time-varying covariates (a total of
94 subjects, 30 CVDs).

L. Univariate Multivariate
Characteristic
HR 95% CI p-Value HR 95% CI p-Value
PPH 1597  3.80-67.08 <0.001 11.18  2.43-51.38 0.002
Age (years) 1.00 0.93-1.07 0.940
Sex (female) 0.90 0.34-2.35 0.830
BMI (kg/m?) 1.14 1.01-1.29 0.030 1.10 0.96-1.26 0.173
Education level (vs.
Elementary school)
Middle school 0.61 0.19-2.04 0.430
High school 0.57 0.17-1.88 0.350
Living status (Living alone) 0.80 0.37-1.75 0.580
Alcohol drinking 1.61 0.66-3.95 0.300
Smoking 1.77 0.42-7.46 0.430
Hypertension 4.61 1.77-12.05 0.002 3.26 1.22-8.73 0.019
Diabetes mellitus 3.20 1.56-6.56 0.002 1.80 0.84-3.89 0.132
Baseline SBP (mmHg) 1.03 1.02-1.05 <0.001 1.02 0.99-1.05 0.148
Baseline DBP (mmHg) 1.03 1.01-1.06 0.013 0.97 0.91-1.02 0.245

HR, hazard ratio; CVD, cardiovascular disease; BMI, body mass index; SBP, systolic blood pressure; DBP, diastolic
blood pressure; PPH, postprandial hypotension.

4. Discussion

This study investigated the time-varying effect of PPH associated with new CVD in
community-dwelling elderly people. The study indicated that approximately half (55.3%) of the
participants with PPH developed new CVD within the 36 month follow-up period, whereas only 8.5%
of participants without PPH developed CVD. After adjustment for other covariates, the time-varying
effect of PPH on the development of new CVD was found to be significant (HR 11.18, 95% CI 2.43-51.38).
These results suggest that elderly people with PPH were more likely to develop new CVD and, thus,
required close surveillance.

The reported prevalence of PPH varies widely in previous studies depending on the patient
population and diagnostic methods [5]. Studies of institutionalized elderly patients reported a PPH
prevalence of 24-38% [3,4]. Meanwhile, the incidence of PPH among hospitalized geriatric patients
was considerably high (up to 91%) [5,6]. However, studies investigating the incidence of PPH among
healthy elderly people are relatively rare [19]. Unlike previous studies, the present study investigated
PPH in relatively healthy elderly people who were not institutionalized or hospitalized. Although
the study population comprised elderly patients, the PPH incidence was 50%, which seems to be
slightly higher than that reported in previous studies. The development of PPH is highly dependent
on meal composition. Carbohydrate-rich meals predispose patients to a more immediate decrease in
BP than do meals containing primarily protein or fat [20]. Therefore, it is expected that PPH might be
more prevalent in people from Asian regions owing to their carbohydrate-dominant diets. However,
few studies have investigated PPH in Asian patients [21]. To date, this is the first prospective cohort
study to investigate PPH and its association with CVD in relatively healthy Asian elderly people.
In this study, a stringent diagnostic approach was used for PPH, such as provision of a standardized
meal and more frequent BP measurements. Furthermore, in this study, variance in BP changes related
to food composition was reduced by administering the same standardized meal to all participants.
Therefore, this study may provide relevant insights into the epidemiology of PPH in Asian regions.
Large cohort studies are recommended to further determine the prevalence of PPH in different patient
populations using a standardized diagnostic method.

In this study, 30 (31.9%) participants developed new CVD during the 36 month follow-up. In one
study on PPH as a predictor of new CVD [14], 40.8% of older nursing home residents developed
CVD during a 29 month follow-up. The patients with new CVD exhibited a significantly greater
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decline in postprandial SBP than did those without (p < 0.001). The other previous study found a
59.2% occurrence of new CVD during a 4.7 year follow-up period in older low-level-care residents
in long-term health facilities [9]. The occurrence of new CVD cases was lower in this study (31.9%)
than in previous studies (40.1-59.2%) because this study was conducted in a relatively healthy cohort
from a community setting. Furthermore, the previous studies did not fully exclude populations with a
history of CVD. In contrast, this prospective study excluded people with a history of CVD to clearly
demonstrate the relationship between PPH and CVD.

In this study, the presence of PPH, higher BMI, hypertension, diabetes mellitus, and higher SBP
and DBP were predictive factors for the development of CVD in the univariate analysis using the
time-dependent Cox proportional hazard model. After adjustment for these factors, the time-varying
effect of PPH and hypertension on the occurrence of new CVD still remained in the elderly people.
According to Aronow et al. [14], the mean maximal decrease in postprandial SBP was a significant
risk factor for developing CVD. Similarly, in previous cross-sectional studies, PPH was considered
an independent predictor of asymptomatic cerebrovascular damage in healthy participants and
hospitalized patients with essential hypertension [15,16]. Despite the small sample size, this study is
meaningful as a prospective cohort study for the risk factors of new CVD in the presence or absence of
PPH among community-dwelling elderly people without a history of CVD.

The total mortality (7/94, 7.4%) and CVD-related mortality (4/94, 4.3%) rates in this study were
relatively lower than those reported in previous studies (16.9-54.2%) [9,13,14]. Again, this is likely
because this study included relatively healthy older adults (i.e., from a community setting) in contrast
to previous studies, which generally included hospitalized geriatric patients or patients in nursing
homes. The mean age of the participants in this study (73.1 years) was also relatively lower than that
in previous studies (77.8-83.2 years) [9,13,14]. In a previous study of hypertensive elderly patients
who were followed up at the cardiology clinic for 4 years, the total mortality rate was 16.9%, and a
greater decrease in postprandial SBP was associated with a greater increase in CVD mortality. In that
prospective study, CVD mortality constituted 50% of the total mortality rate, while PPH accounted
for 52.9% of deaths owing to CVD [13], which was similar to the findings of the present study. In a
study by Fisher et al. [9], PPH was the only risk factor for all-cause mortality, and 50% of deaths were
attributed to CVD. Participants with a postprandial SBP difference of >20 mmHg had the lowest
survival during the 4.7 year follow-up period. They also reported that PPH accounted for 47% of deaths
in long-term healthcare facilities, which was lower than the 57.1% (4 of 7 deaths) found in the present
study. Populations in long-term healthcare facilities typically require nursing care for monitoring
and preventing serious diseases, including CVD. These perspectives may explain the difference in
attributing the total mortality rate to CVD mortality between the present study and the previous study
mentioned above [9]. Therefore, prevention and close monitoring are needed to reduce deaths due to
new CVD by classifying patients diagnosed with PPH as high risk for CVD.

This study had some limitations. First, the sample size was relatively small. However, compared
to previous studies, this study was conducted over a long-term follow-up with the time-varying effect
of PPH. The post hoc power for investigating the primary objective of this study was approximately
99%. Second, despite efforts to recruit a similar ratio of males and females, the participants were
predominantly female because of the higher proportion of elderly women in the Korean elderly
population. Future studies should confirm CVD risk factors in sex-balanced populations with
postprandial SBP reduction during long-term follow-up. Third, the level of physical activity was not
considered in this study, which could affect the development of CVDs. Nevertheless, the participants
had similar lifestyle patterns because they resided in the same town and enjoyed the same activity
programs provided by the community welfare center. Therefore, their physical activity levels may be
similar. Fourth, the pathophysiological relationship between PPH and CVD remains vague despite
PPH being identified as an independent time-varying variable for the development of new CVD.
Autonomic dysfunction may play a major role in the development of PPH-related new CVD because
PPH has been reported to be pathologically associated with autonomic dysfunction. This needs further
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evaluation using animal models. Fifth, the positive association between PPH and CVD may only
reflect the high baseline SBP on the risk of CVD because the baseline SBP level in the PPH group was
much higher than that in the non-PPH group. Although hypertension was adjusted in the multivariate
model, based on the small sample size, the effect of high baseline SBP may persist. As it is impossible
to stratify the analysis by hypertension status at baseline, owing to the limited sample size, further
research in the form of a well-designed, large-sample study in a normotensive elderly population is
necessary to definitively establish the effect of PPH on the risk of CVD.

This study investigated the relationship between PPH and the development of new CVD in elderly
people during a long-term follow-up period. The results also suggest that the underlying reason of
CVD development could be the greater decline in postprandial SBP (such as that occurring in PPH).
This study demonstrated that increases in SBP variations after a meal may be a manifestation of CVD
development and may reflect the presence of subclinical cardiovascular damage.

5. Conclusions

This study revealed that PPH was an independent predictor of new CVD among
community-dwelling elderly people during a 36 month follow-up. Thus, CVD development may
be prevented or monitored based on the presence of PPH. However, longitudinal studies in larger
samples are needed to clarify the prognostic significance of PPH in the development of new CVD.
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Abstract: This study aimed to analyze the demographic characteristics and health behaviors related to
chronic diseases and to identify factors that may affect chronic diseases. Data from the Seventh Korea
National Health and Nutrition Examination Survey were used, and 3795 adults aged above 40 years
were included. The following demographic variables were obtained: sex, age, education, income, type
of health insurance, and private insurance. The following health behavior factors were also analyzed:
medical checkup, drinking, smoking, exercise, obesity, and hypercholesterolemia. Participants with
lower socioeconomic status had a higher risk of developing chronic diseases. Meanwhile, those with
private health insurance had a lower risk of developing chronic diseases. In addition, participants
who underwent medical checkups and performed exercises had a lower risk, while those with obesity
and hypercholesterolemia had a higher risk of developing chronic diseases. It is necessary to manage
chronic diseases through comprehensive programs, rather than managing these diseases individually,
and through community primary care institutions to improve health behaviors.

Keywords: chronic disease; health behavior; socioeconomic status; primary care; Korea

1. Introduction

An individual’s behavior related to health may have an effect on their physical health or ability
to recover from illness. In particular, health-related behavior, such as a lack of exercise, smoking, and
drinking, are some of the main factors that can contribute to morbidity and mortality [1-3]. Health
behavior affects 40% of premature deaths; in order to reduce premature mortality, improving health
behaviors is more cost-effective than improving the social and physical environments or health-care
systems [4]. These health behaviors are important in maintaining good health, which is influenced by
biological and socioeconomic factors, among others [5,6]. Rapid economic growth, high health-care costs,
lifestyle changes, and population aging have been associated with an increased prevalence of chronic
diseases worldwide. Chronic diseases may cause complications, and thus, require continuous care and
are among the types of diseases with high health-care costs due to their long disease duration [7-9].

Chronic diseases, one of the leading causes of death worldwide, especially cardiocerebrovascular
diseases, diabetes, and hypertension, have a high mortality rate. However, the mortality rate of chronic
diseases can be reduced through prevention [10-12]. Chronic disease is closely related to changes in
health behaviors; the main health behaviors affecting the development of chronic diseases include health
risk behavioral factors, such as smoking, drinking, and physical activities, and clinicopathologic factors,
including obesity, hypertension, and hypercholesterolemia [13,14]. In particular, since health-related
lifestyles have increased the risk of mortality, the significance of managing health risk behavioral factors
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has also been increasing. Thus, it is necessary to prevent chronic diseases and delay the aggravation of
symptoms by improving individual lifestyles [15-17]. In addition, individual health behaviors may
differ according to sociodemographic characteristics including age and sex [18]. In the identification
of the individual physical condition, sociodemographic and socioeconomic factors are known to act
as important factors, and prevalence rates vary in accordance with the individual’s income level,
education level, and socioeconomic factors [19].

Previous studies have analyzed the relationship between chronic diseases and health promotion
behaviors, but were only conducted in predetermined age groups, such as in older patients, or examined
the relationship between chronic diseases and health behaviors while only targeting certain chronic
diseases [20-24]. As the number of polychronic patients has increased, a comprehensive analysis of
chronic diseases is required. To date, the number of studies evaluating patients with chronic diseases
is limited. Accordingly, in this study, we aimed to analyze the sociodemographic characteristics and
health behaviors related to the development of chronic diseases and to identify factors that may have
an effect on the morbidity of chronic diseases. Through this and by suggesting measures to contribute
to the effective management and prevention of chronic diseases, we intend to promote the health of
the people.

2. Experimental Section

2.1. Data Source and Research Participants

In this study, we utilized the source data from the 2nd year (2017) of the 7th period of the Korea
National Health and Nutrition Examination Survey, performed by the Korea Centers for Disease Control
and Prevention. The Korea National Health and Nutrition Examination Survey (KNHANES) is a
nationwide national survey, conducted to determine health-related parameters including the prevalence
of chronic diseases and health behaviors based on Article 16 of the National Health Promotion Act.
A total of 10,430 individuals from 3580 households were surveyed, but only 8127 participated in the
study. Of them, 5159 aged above 40 years were extracted. In addition, 658 individuals whose answers
were not related to chronic diseases were excluded; hence, only 3795 participants were analyzed, after
further excluding 706 who did not respond to the questions related to health behaviors. The KNHANES
is approved by the ethical committee of the Korea Centers for Disease Control and Prevention. The
requirement for informed consent was waived because data in the KNHANE database are anonymized
in adherence to strict confidentiality guidelines. The flowchart is shown in Figure 1.

Participants of the Seventh Korea National Health
and Nutrition Examination Survey in 2017
n=8127

5159 adults over 40 years of age
among those surveyed

1364 excluded

+ 658 non-responders related to
chronic disease

- 706 non-responders related to
health behavior

3795 subjects used in the analysis

Figure 1. Flowchart of the study.
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2.2. Description of Variables

In this study, questions related to sociodemographic characteristics, morbidity, and presence of
chronic diseases, and health behaviors were utilized. Sex, age, education level, level of income, type of
health insurance, and private insurance policy were used as sociodemographic variables. In terms of
age, participants aged 19 years or older were divided into two groups: adults and older adults (aged
65 years and above). The education level was stratified into middle school graduates or less and high
school graduates or more. Income status was determined by the monthly mean household gross income
and was classified based on 3 million won as the cut-off point. The patients with health insurance were
classified as health insurance subscribers and medical care beneficiaries [23,25-28].

Hypertension and diabetes are the main causes of cardiovascular disease, and the number of patients
continues to rise due to the increase in obesity rate. In addition, the cost of medical care is proliferating
more rapidly than the number of patients. Therefore, it is significant to prevent it by analyzing the factors
influencing chronic diseases. Hitherto, chronic disease was defined as hypertension, dyslipidemia,
stroke, myocardial infarction, and diabetes. The presence of chronic disease was determined based on a
response of “Yes” to the question related to a doctor’s diagnosis. Health behaviors included health
checkups, drinking, smoking, exercise, obesity, and hypercholesterolemia [28-31]. Health checkup
status was classified as patients who underwent health checkups and those who did not undergo
health checkups. Drinking status was classified as non-drinkers and drinkers based on the monthly
drinking rate; smoking status was classified as non-smokers and smokers using the current smoking
rate. Exercise history was stratified as those who performed exercises and those who did not perform
exercises based on the aerobic physical activity practice rate [32,33]. Furthermore, the prevalence of
obesity was determined and obesity was stratified based on the following indices: a body mass index of
18.5 kg/rn2 or higher or a body mass index of 23 kg/m2 or lower indicates normal weight, while a body
mass index of 25 kg/m? or higher indicates obesity [34-36]. Hypercholesterolemia was stratified based
on its prevalence (Table 1).

Table 1. Classification and definition of variables.

Variable Definition
S 0 = Female
ex 1 =Male
0 = Adult
A
8¢ 1 = Senior
Educati 0 = <Middle school
ucation 1 = >Middle school
L 0= <300
ncome 1 = >300

0 = National Health Insurance

Type of insurance
yp 1 = Assistance

Private i 0=No
rivate insurance - ve
ic di 0=No
Chronic disease 1= Yee
i 0=No
1ch
Medical checkup e
inki 0 = Non-drinker
Drink
s 1 = Drinker
Smoking 0 = Non-smoker

1 = Smoker
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Table 1. Cont.

Variable Definition
E . 0=No
xercise 1 = Yes
. 0 = Obesity
Obesity 1 = Normal
. 0=No
H holesterol
ypercholesterolemia 1= Yes

2.3. Statistical Analysis

In order to analyze the relationship among sociodemographic characteristics, health behaviors,
and the presence of chronic diseases, statistical analyses were conducted using the SPSS (version 25.0,
https://www.ibm.com/kr-ko/analytics/spss-statistics-software).

First, cross-analysis was performed to analyze the relationship between chronic diseases and
sociodemographic characteristics and between health behaviors and chronic diseases. In order to
determine the relationship between sociodemographic characteristics and health behaviors and the
risk for developing chronic diseases, a logistic regression analysis was performed.

3. Results

3.1. Participants” Demographic Characteristics

Of the total participants, 56% were women and the proportion of women was higher than that
of men; older adults aged 65 years or higher accounted for 33% of the total study population. Most
of the participants were middle school graduates or had obtained higher education (2269 persons,
59.8%) and had an income of more than 3 million won (2107 persons, 55.5%). With regard to the type
of health insurance, national health insurance subscribers accounted for 95.7% of the total participants
according to the characteristics of health insurance in Korea. Meanwhile, private insurance subscribers
accounted for 74.2%, even though the proportion of health insurance subscribers corresponded to a
majority; this finding indicates that most of the patients took a private medical insurance policy due
to the lack of coverage by the national health insurance. A total of 857 patients (22.6%) underwent
medical checkups, which suggests that only a few patients were able to undergo medical checkups.
A total of 1762 patients (46.4%) developed chronic diseases, of whom 21.4% had two or more chronic
diseases (Table 2).

Table 2. Demographic characteristics (1 = 3795).

Characteristic Type N %
5 Female 2126 56.0
ex Male 1669 44.0
Ae 40-65 2544 67.0
8 >65 1251 33.0
Educati <Middle school 1526 40.2
ucation >Middle school 2269 59.8
. <300 1688 445
neome >300 2107 55.5
Type of insurance National health insurance 3632 95.7
M Assistance 163 4.3
Private Y 2814 742
rivate msurance N 981 258
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Table 2. Cont.

Characteristic Type N %
. Y 857 22.6
Medical checkup N 2038 774
0 2033 53.6
Chronic disease 1 950 25.0
<2 812 214

3.2. Relationship between Demographic Characteristics and Chronic Diseases

In this study, we intended to analyze the relationship between sociodemographic characteristics
and chronic diseases, and the results are shown in Table 3. Among chronic disease patients, 955 (44.9%)
were women, this proportion being higher than that of men. Meanwhile, 807 (48.4%) of 862 male
participants had chronic diseases, which indicates that men had a higher rate of chronic disease morbidity.
Approximately 71.3% of the participants aged 65 years or higher had chronic diseases. In addition, most
of the patients with a lower educational level and lower-income level had chronic diseases (981 patients
(64.3%)and 1008 patients (59.7%), respectively). A total of 1648 (45.4%) health insurance subscribers
were chronic disease patients, while 114 (69.9%) medical care recipients were chronic disease patients.
Furthermore, 1128 (40.1%) chronic disease patients were private insurance subscribers.

Table 3. Relationship between demographic characteristics and chronic diseases.

Chronic Disease

Characteristic Type p-Value

N % Y %
T
we e e a wwm
Bducaion ™ N leschool 148 36 1 asa 000
fncome ™ S300 o s 7 ms 00
T
Private insurance *** IEI 136 4876 ggz 1613%48 22; 0.001

“*p <005, p < 0.001.

3.3. Relationship between Health Behavior and Chronic Diseases

We analyzed the relationship between health behaviors and chronic diseases; the results are
shown in Table 4. Of the total chronic disease patients, 944 (50.6%) were alcohol drinkers, 1503 (47%)
were smokers, and 605 (40.1%) performed exercises, which is less than the number of patients who did
not perform exercises (1157, 50.6%). Moreover, 1263 (52.7%) and 823 (73.9%) patients with obesity and
hypercholesterolemia, respectively, had chronic diseases.
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Table 4. Relationship between health behavior and chronic diseases.

Chronic Disease

Characteristic Type p-Value
N % Y %

L B 2 W o
e
o m o m
Berise N T s ny e o
oL mmw m
Hypercholesterolemia *** I\\{I 12 79 412 égé ggg Z;g 0.001

*p < 0.1, p < 0.001.

3.4. Factors Affecting Chronic Diseases

In order to determine the factors that may affect the development of chronic diseases, logistic
regression analysis was performed, and the results are shown in Table 5. The factors with statistically
significant effects in patients with chronic disease included sex, age, education, income, types of
health insurance, decision to take a private insurance policy, health checkups, exercise, obesity,
and hypercholesterolemia.

Table 5. Factors affecting the development of chronic diseases.

Dependent Variable Independent Variable Exp(B) p-Value
Sex *** 1.498 0.001
Age *** 3.145 0.001
Education *** 0.535 0.001
Income ** 0.773 0.004
Type of insurance ** 1.727 0.008
Chronic disease Private insurance ** 0.803 0.036
Medical checkup ** 0.782 0.009
Drinking 1.101 0.252
Smoking 1.061 0.606
Exercise * 0.861 0.060
Obesity *** 0.544 0.001
Hypercholesterolemia *** 5.444 0.001

*p<0.1,*p<0.05**p<0.001.

In men, the risk of developing chronic diseases was higher by 1.498 times. Further, as age increased,
the risk of developing chronic diseases also increased by 3.145 times. In participants with a higher
education level, the risk of developing chronic diseases increased by 0.535 times. In participants with
higher income, the risk of developing chronic disease reduced by 0.773 times. With regard to the type of
health insurance, the risk of developing chronic diseases increased by 1.727 times among medical care
beneficiaries. In addition, for those who took a private insurance policy, the risk of developing chronic
diseases increased by 0.782 times. Meanwhile, the risk of developing chronic diseases decreased by
0.782 times and 0.861 times among those who underwent medical checkups and who performed
exercises, respectively. In normal-weight people, the risk of developing chronic diseases reduced by
0.544 times. In patients with hypercholesterolemia, the risk increased by 5.444 times.
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4. Discussion

In this study, we analyzed the factors affecting the development of chronic diseases through logistic
regression analysis using the data from the Korea National Health and Nutrition Examination Survey
(2017). Of the sociodemographic characteristics, sex, age, education and income level, types of health
insurance, and private insurance were found to have an effect on chronic diseases. In terms of sex, the
proportion of women with chronic diseases was higher than that of men. Compared with women, men
had a higher rate of chronic disease morbidity and the risk of developing chronic diseases. These results
are inconsistent with those of previous studies, which reported that the prevalence of chronic diseases
is higher among women than in men because men can maintain their economic level for longer than
women. Women who have a lower income level than men have relatively low medical accessibility
and find it difficult to manage their chronic diseases [37]. The number of chronic disease patients is
increasing due to the lack of physical activity and the increasing prevalence of hypercholesterolemia
and obesity, and considering that previous studies have shown that the prevalence of chronic disease
was lower among men who received management, managing chronic diseases according to sex seems
to be of utmost importance [38]. In addition, the number of patients aged 65 years or older who had
chronic diseases was higher; therefore, the higher the age, the higher the risk of developing chronic
diseases. This finding is consistent with those of a previous study, which reported that as age increases,
the prevalence of chronic diseases also increases due to the decreased amount of physical activities and
habit-based health risk behaviors [8,39].

It was also found that the higher the income and education levels, the lower the risk of chronic
diseases. This finding is consistent with those of previous studies reporting that socioeconomic status,
including income, education, and occupation levels, affects the health-related lifestyles and risk of
chronic diseases [40]. Because of the low rates of physical activity and exercise practice and as the
provision of medical services for managing chronic diseases has still not been ensured owing to lower
educational levels or living standards, the prevalence of chronic diseases is increasing. Among medical
care beneficiaries, the risk of developing chronic diseases was high, which was similar to the results of
a previous study reporting that the incidence of chronic disease increased among individuals who
belonged to the lower social class, like those in the low-income bracket. Social determinants, such as
income, education, and social class, may cause health-related inequality but create an environment
in which quality medical care can be provided for the treatment of chronic diseases. In addition,
non-medical factors, such as social determinants, play a more substantial role in the management
of chronic diseases than medical factors. It seems that medical care beneficiaries with low income
may have more difficulty in managing chronic diseases [41-43]. There were many chronic disease
patients who obtained a private medical insurance policy; the results showed that patients with private
medical insurance had a lower risk of developing chronic diseases. These findings are similar to those
of a previous study, which indicated that those who have private medical insurance policies tend to
receive outpatient and inpatient treatments. In line with these findings, among patients with chronic
diseases who require continuous health care, those with private medical insurance have a reduced
burden in terms of medical expenses, leading to better health-care outcomes [44—46]. Considering
these results, there are limitations in managing chronic diseases with national health insurance only.
Furthermore, it is estimated that people obtain commercial medical insurance policies due to the
burden of medical expenses caused by the recent increase in polychronic diseases. Therefore, since
health-related inequalities in the low-income group patients, who find it difficult to pay the private
medical insurance premiums, will become a serious problem if we only rely on private medical
insurance for the management of chronic diseases, the coverage of the national health insurance should
be reinforced for the management of chronic diseases.

Among health behaviors, the factors affecting the risk of developing chronic diseases included
health checkups, exercise, obesity, and hypercholesterolemia. Those who underwent periodic health
checkups had a risk of developing chronic diseases, which is similar to previous findings showing
that periodic health checkups promote health and help prevent chronic diseases [8,47]. In addition,
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considering the results of previous studies reporting that those who benefit from health insurance are
more likely to receive health checkups depending on the nature of the health insurance system in Korea,
chronic diseases could be effectively managed through modifying the nature of the insurance provided.
Previous studies have shown that health behavior factors related to chronic diseases include smoking,
drinking, exercise, body mass index, and regular life and eating habits [7,29,36,48,49]. However, in
this study, drinking and smoking did not have a statistically significant effect on the prevalence of
chronic diseases, and these results are different from those of existing research. Furthermore, exercise,
obesity, and hypercholesterolemia were associated with the risk of developing chronic diseases,
consistent with existing research. Among those who performed exercises, the risk of developing
chronic diseases was lower, while among those with obesity and hypercholesterolemia, the risk
of developing chronic diseases was higher. Weight loss via exercise programs reduces the risk of
developing chronic diseases. Maintaining a standard body weight can prevent chronic diseases
by alleviating hypercholesterolemia. Management of chronic diseases should be comprehensively
performed with weight management through exercise; however, there seems to be a limitation in
this regard according to patients’ behavioral changes [50,51]. In order to overcome this limitation,
wearable medical devices, which use ICT (Information & Communication Technology), have recently
been developed for chronic disease management. Prevention and management of chronic diseases can
be ensured through exercise [52-55]. The use of medical devices to promote physical activity leads
to obesity and hypercholesterolemia management, and through the linkage between these medical
devices and local clinic-centered, effective management of chronic diseases can be achieved through
periodic monitoring. The results of this study also suggest that gender, age, education, and income
levels have impacts on chronic disease, and it is significant to add these as risk factors and to continue
monitoring in local clinic-centered facilities. Through this, a personalized chronic disease management
system could be established.

This study has some limitations. First, chronic disease patients aged 40 years or below were not
included. Recently, the number of younger chronic disease patients has increased owing to changes in
lifestyle, therefore, further studies to analyze the factors influencing the risk of developing chronic
diseases in this age group will be required, with the patients stratified as follows: youth, middle-aged,
and older adults. Second, analyses according to the number of chronic diseases were not performed.
In this study, only the presence or absence of chronic diseases in patients was assessed. Further studies
to determine the influencing factors according to the number of chronic diseases are required. Third,
there was no analysis of factors affecting chronic disease according to the residential area. Accessibility
to medical services varies depending on where you live; therefore, chronic disease management may
be different. Hence, it is necessary to analyze the factors affecting chronic diseases according to urban
and rural areas. Despite these limitations, we comprehensively analyzed the factors influencing the
prevalence of chronic diseases. Our study is significant as we were able to determine the risk factors
for chronic diseases, which can be used as a basis for developing policies for the comprehensive
management of chronic diseases, based on sex, age, and social factors.

5. Conclusions

In order to manage chronic diseases, the management approach should be based on patients’
socioeconomic characteristics to address the differences related to sex, education, income, and medical
care. The management should also include approaches to improve health behaviors, including the
use of wearable medical devices and digital healthcare products. Based on our findings, we presume
that chronic diseases develop due to a combination of factors. Age, socioeconomic factors, obesity,
and hypercholesterolemia are factors that can be controlled to prevent and manage chronic diseases
through comprehensive programs rather than through individual management. Moreover, those
who belong to the lower social class, are more likely to require chronic disease management via
primary healthcare institutions in the community. In order to improve health behaviors, continuous
observation is required, and local clinic-centered chronic disease management can help improve health
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behaviors. It is significant to establish a comprehensive management system and promote efficient
medical delivery systems for chronic diseases focused on local clinic-centered facilities. However,
Korea’s medical delivery system urgently needs reorganization due to the concentration of university
hospitals and the weakening of a local clinic-centered structure. Therefore, in order to expand the
role of local clinic-centered facilities and to efficiently manage chronic diseases, the integrated local
clinic-centered care chronic disease management project is being implemented. Through this, medical
treatment for chronic disease management and education for improving lifestyle, are applied to
lower the patient’s copayment. If the burden reduction of chronic disease management is expanded,
the dependency on private health insurance will be reduced, which will prevent excessive medical
expenses for chronic patients. In addition, strengthening the role of local clinic-centered facilities will
lead to strengthening medical access for low-income people, thereby relieving health inequalities. For
older adults, when included in the community care project in line with community-based primary
healthcare service, comprehensive management of chronic diseases, including health improvement
and lifestyle modification, could be implemented. In particular, in Europe, where public health policies
are in place, chronic diseases are effectively managed by strengthening the local clinic-centered services,
such as the attending physician, to manage chronic diseases. For common goals such as chronic
disease management, community care is implemented to ensure continuous health care. In view of
this, chronic disease management through public health policy should be implemented prior to private
medical insurance. Patients with private medical insurance have a lower risk of developing chronic
diseases, but this can be seen as a problem of low insurance coverage for chronic diseases. This can be
resolved through community care projects such as in Europe. Because of this, patient-centered chronic
disease management will ultimately improve the health of chronic disease patients.
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Abstract: Deployment or distribution of valuable medical resources has emerged as an increasing
challenge to hospital administrators and health policy makers. The hospital emergency department
(HED) census and workload can be highly variable. Improvement of emergency services is an
important stage in the development of the healthcare system and research on the optimal deployment
of medical resources appears to be an important issue for HED long-term management. HED
performance, in terms of patient flow and available resources, can be studied using the queue-based
approach. The kernel point of this research is to approach the optimal cost on logistics using queuing
theory. To model the proposed approach for a qualitative profile, a generic HED system is mapped into
the M/M/R/N queue-based model, which assumes an R-server queuing system with Poisson arrivals,
exponentially distributed service times and a system capacity of N. A comprehensive quantitative
mathematical analysis on the cost pattern was done, while relevant simulations were also conducted
to validate the proposed optimization model. The design illustration is presented in this paper to
demonstrate the application scenario in a HED platform. Hence, the proposed approach provides a
feasibly cost-oriented decision support framework to adapt a HED management requirement.

Keywords: hospital emergency department; queuing theory; decision support; cost optimization

1. Introduction

1.1. Background

Hospitals play an important role in the healthcare system of society. They have changed
rapidly in parallel with improvements in medical instruments and medicine. Administrators of
hospital institutions should have spared no effort in developing strategies that enable the provision of
high-quality services, while operating with increased costs and pressure from competition [1]. One of
the most demanding departments in terms of economic resource consumption and programming is the
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hospital emergency department (HED). To this extent its operational profile should be monitored and
optimized in order to provide the optimal quality of medical service subject to the budget constraint.

HEDs must be operational 24 h, and, moreover, should respond to multiple demands requiring
sophisticated technical equipment and the manpower to operate them, all of which imply higher
costs. Large HEDs have even higher costs because they offer a wide range of services that would be
unavailable in a small rural HED [2]. Emergency Departments have traditionally been a crucial issue
in the hospitals’ cost containment and management. The optimization of patient flow and bottleneck
elimination in key departments could be a viable way for policy makers to decrease operational
costs and boost quality of care [3]. In the interest of improving patient throughput and resource
utilization, appropriate key performance measures are selected, like the size of staffing providers,
HED patient arrival patterns, service rate of staffing providers, waiting time, etc. To explore the
tradeoff among them, the proposed queue-based optimization technique on cost may provide hospital
management with a decision support for deploying staffing providers under the constraints of the
kernel performance parameters.

An M/M/R/N queuing model was adopted to explore the cost profile from analyzing the
relationships among relevant performance parameters in a HED, such as the number of staffing
providers (i.e., servers) needed during each staffing interval. This model assumes a single queue with
a limited system capacity of N that feeds into R identical medical servers (i.e., staffing providers).
The fourth symbol “N” of the notation M/M/R/N indicates the restriction on the system capacity of the
HED. The value of (N-R) gives the number of waiting rooms for incoming patients when all staffing
providers in the HED are busy. Arrivals occur according to a time-homogeneous Poisson process
with a constant rate, and the service duration (e.g., provider time associated with a patient) has an
exponential distribution. In the language of queuing theory [4,5], these two assumptions are often
called Markovian, hence the use of the two “M’s” in the notation used for the model. One advantage
of adopting the M/M/R/N model is that given an arrival rate, an average service duration, and the
number of servers, formulae for performance measures such as the cost profile, the average number of
patients, or the average waiting time can be easily obtained.

1.2. Contribution Profile

This novel idea in this work originated from the theory of an M/M/R/N queuing system (QS),
which is used to estimate the optimal number of providers needed during each staffing interval [4,5].
At some pre-configured period (say a shift, or a day), a finite quantity of staffing providers exists to
provide medical services for patients under limited waiting rooms in HEDs. On application modeling,
such a finite quantity of staffing providers (i.e., R) can be regarded as the term “server” in the M/M/R/N
model of queuing theory. The quantity of (N-R) can be considered to be the rather limited waiting
rooms in HEDs regulated by each hospital.

The research goal for this work is to explore whether, with cost-based deployment, how many sets
of staffing providers in the HED schedule would be optimal if a certain level of the server availability
is kept? To explore the tradeoff between them, the proposed optimization technique may provide the
HED management with decision support on the number of staffing providers. The key contributions
of this paper are threefold: (1) This work provides HED administrators with an efficient deployment of
staffing providers for the HED platform to optimize the cost improvement. In regards to management,
the proposed system can be adopted as a decision-making methodology approaching predictive
management, rather than reactive or chaotic management. (2) For quantitative analysis, the M/M/R/N
queue model was applied and derived, and then the relevant system metrics were established in
a brand-new manner. The mathematical expression of the cost function was established for the
evaluation requirement. (3) In regards to verification, relevant experimental results were obtained in
terms of configurations on cost optimization and average waiting time. The simulated results indicate
that the proposed approach may provide a feasible decision support for deployment on quantities of
standby servers.
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The rest of the paper is organized as follows: Section 2 describes related work and the motivation
behind this research. To demonstrate the framework qualitatively, an M/M/R/N model of queuing
theory is adopted and the mapping profile is demonstrated in Section 3. Quantitative work is
presented in Section 4, where the mathematical analysis is conducted in detail and the relevant system
performance measures, such as the expected number of online servers, the expected number of spares,
etc., are derived. Following this, in Section 5, the queue-based model is further addressed in terms of
cost function, and the simulations of the feasibility of the proposed scheme are conducted. Finally,
some concluding remarks are made in Section 6.

2. Related Work

HED crowding represents an important issue that may affect the quality and access of health care.
Accordingly, the optimization of average waiting times has become a focus across many mainstream
hospitals. As defined by the Canadian Association of Emergency Physicians [6], HED overcrowding
is a situation in which the demand for services exceeds the ability of health care professionals to
provide care within a reasonable length of time. As stated in [7], significant variation in HED patient
arrival rates necessitates the adjustment of staffing patterns to optimize the timely care of patients.
Green et al. [7] collected detailed HED arrival data from an urban hospital and used a queue-based
analysis to gain insights on how to change provider staffing to decrease the proportion of patients who
leave without being seen. However, no optimization materials in terms of mathematical theory were
addressed at all in these studies [8-10].

Finamore et al. [6] described an innovative use of a satellite clinic to prevent patients returning to
HED for care on a scheduled basis. Their strategy allows patients returning for follow-up diagnostics
or treatment to bypass the main HED. The proposed HED satellite clinic may shorten the waiting
times in multiple ways, such as increasing the capacity to remove returning patients from the pool of
patients requiring care in the HED, and creating a separate registration area and a separated staffed
treatment area. The visit data in the HED were used to measure crowding and completion of waiting
room time, treatment time, and boarding time for all patients treated and released or admitted to a
single HED during 2010. In [11], the authors conducted a relevant statistical analysis and concluded
that a HED census at arrival demonstrated variation in crowding exposure over time. In the work
of Wiler et al. [12], the authors developed an agent-based simulation model for the evaluation of the
FTS (fast track strategies) scheme applied in the HED to reduce patient waiting time. By and large,
the issues regarding cost optimization on the HED management cost are not a concern for these open
studies [5,11,12].

Vass and Szabo [13] evaluated 2195 questionnaires in the HED situated in Mures County, Romania,
for a period three years (2010-2013). Their research reported that long waiting times were the most
important complaint in patient’s satisfaction surveys. To perceive the waiting times, only a specific
M/M/3 queuing model was considered in their work to demonstrate the computation details. The work
of [13] has motivated us to consider whether it is possible to provide an effective and feasible approach
to decision support for the optimization of provider staffing under cost constraints for the HEDs with
more elaborative queue-based frameworks. This research generalizes the queuing model of [13] into
the M/M/R/N queuing framework in terms of three practical aspects: (1) Numbers of medical servers
(provider staffing) can be configured to one of the system parameters instead of a fixed quantity. Such
a dynamic staffing level enables a hospital to quantify the cost patterns and the alleviation of HED
waiting times. (2) The space available in the HED would be limited for every hospital management.
The fourth factor (N) in the notation of the M/M/R/N model symbolizes the fact that only N patients can
be allowed to enter the waiting rooms of the HED in order not to exacerbate the issue of overcrowding.
(3) The exact mathematical expressions would be derived in an elaborative manner and the relevant
cost formulation would be used to provide the generic decision support for the hospital administrators.
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3. The Proposed Model of Medical Emergency Services

3.1. The Generic Platform of Medical Emergency Services

This research explores feasible decision support that is proposed to optimize running costs under
the constraint of the waiting time at a HED using queue-based models. The exemplified HED is in
a metropolitan hospital (Taichung Veterans General Hospital or TVGH) located in central Taiwan.
It began offering medical services on 16 September 1982. Since 1991, it has been accredited as a “Medical
Center and First-Class Teaching Hospital” by the Department of Health, Taiwan. Taichung Veterans
General Hospital is a 1500-bed hospital with up to 3900 employees. According to the latest statistical
average data of registration accessed in TVGH, it offers a capacity of about 7000 outpatients and 190
patients in the emergency room daily [14]. As a public medical center, it provides safe, high-quality
medical services with advanced facilities and training programs, as well as outstanding research and
development programs.

The HED building, with eight floors at the TVGH (TVGH-ED), provides comprehensive emergency
services 24 h a day. The functional deployment on the ground floor of the TVGH-ED building, as shown
in Figure 1, is composed of different zones, including the Registration and Triage Area, Resuscitation
Areas, Internal Medicine Areas, the Pediatric Treatment Area, Waiting Areas, Clinic Areas, Monitor
Rooms and the Fever Screen Center, and relevant auxiliary service units such as the X-ray service
and nursing stations. As this HED is a rather complicated service system due to random arrivals,
various disease chains, uncertain service times of care, and randomness in human decision-making, it is
difficult to model the whole HED with a single operational model. From the perspective of the model
attribute [15], a generic operational model is defined as a formal description of operations performed to
deliver a health service that is applicable over a wide range of health service delivery settings. For the
sake of simplicity, this research concentrates the optimization issue on a specific platform of medical
service, which is used hereafter to model staffing providers for a single disease chain.
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Figure 1. The functional deployment on the ground floor of the TVGH-ED building. TVGH-ED,
Taichung Veterans General Hospital - Emergency Department.
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3.2. Mapping Profile between the HED Service Platform and the M/M/R/N Queuing System

The proposed generic framework on the HED service platform is considered to be modeled as an
M/M/R/N queuing system (QS), which is used to estimate the optimal number of providers needed
during each staffing interval. An input-throughput-output framework of HED operations is used
as the prototype shown in Figure 2 for a generic profile [16]. The ambulance icon symbolizes the
arrivals of HED patients. Practically, patient arrivals are hard to schedule, or even control significantly.
Arrivals may surge in some unpredictable time windows due to a short-term disaster, car accidents,
and seasonal influences [17]. In modeling language, the busy and regular time windows can be
associated with high and normal arrival rates, respectively. Patient arrivals in the proposed model are
assumed to be Poisson processes [18], with average hourly rates that are forecasted for each future
hour in question (say a shift, or a day) [19].

Generic HED Service Platform

» PS1 O >
HED
% Waiting
%x® L Room (N) -
) @ PS2 G >
—_— > l '
HED Patient HED Patient
Arrivals e Departures
> pS R >

Legend:
HED: Hospital Emergency Department
PS: Provider Staffing

: The icon of ambulance symbolizes the arrival of HED patients
j]]]: This icon represents the HED waiting facility for treatment-phase

(#1711 : This icon symbolizes medical treatment resources composing
[ 1| of nurses, physicians, and medical instruments, etc.

Figure 2. The generic service platform of an emergency department.

The itinerary for HED patients from arrival to exit can conceptually be divided into three
phases [12]. The first phase, named “Waiting for treatment phase (waiting phase)”, is symbolized
by the icon HED Waiting Rooms in Figure 2. In the waiting phase, the patient goes through some
standard processes that assist the HED to grasp the record of patients and their current medical
condition. These are termed the Registration and Triage process, respectively. Registration guarantees
administratively that patient demographics are captured accurately for billing and maintaining the
record. Triage is the first assessment conducted by a healthcare professional after the patient arrives in
the HED. The second phase (treatment phase) begins when the patient is placed in bed. For simplicity,
the treatment phase is represented by the icons of provider staffing (medical servers) in Figure 3 for a
generic profile. The whole medical service largely depends on patient acuity and physician activities.
In modeling language, the duration of treatment can be regarded mathematically as the service rate of
(medical) servers. The treatment phase is followed by the post-treatment phase, which is represented
by the expression HED patient departures in Figure 3. Exiting from the treatment area of the HED
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is reasonably assumed to mean that the patients are discharged, either as an outpatient or into the
hospital [16].

HED Platform modeled as an M/M/R/N Queue

| Server 1
Queue
Buffer (N)
=‘ Server 2 | > %
—> 1 >
Customer coe Customer
Arrivals Departures
|-
» Server R >

Legend:
% : This icon symbolizes customers entering the M/M/R/N queuing system

j]]] : This icon represents the queue buffer for customers waiting for service

Server | : The QS service facility is depicted by this icon

Figure 3. An M/M/R/N queue system mapped by the HED service platform.

The mapping scenarios for the theoretical approach are illustrated in Figures 2 and 3. An M/M/R/N
queuing model was used to estimate the number of providers needed during each staffing time
window. In Figure 3, the proposed model assumes a single queue with regulated and finite waiting
rooms that feed into R identical servers with blue highlights, which is mapped to providers in the
HED. The walking-man (customers) icons symbolize HED patient arrivals. Based on the proposed
queuing model, relevant system metrics, such as average waiting times, expected number of customers
in the queue buffer, and the probability that all servers are busy, can be analyzed and derived
mathematically [7]. For instance, a patient’s total length-of-stay from arrival to departure from the
HED platform is termed as the patient throughput time, which is equivalent to the waiting time in the
QS. Patient throughput time has a significant impact on operational and economic efficiency as well as
overall patient satisfaction, which is a measure of medical service quality [20].

Generally, the performance metric on average waiting times may provide the HED administrator
with decision support on how to alleviate patients” complaints. To avoid the deterioration of average
patient throughput time (i.e., the average wait times in the QS), the optimization approach on
the average waiting times, under some constraints such as a limited number of servers in the QS
(i.e., mapped counterpart: level of staffing in the HED platform), is explored further in this article.
The metric is the probability that all servers can be used to reveal the possibility and scenario in which
notorious HED crowding may occur. The question is how to reduce this HED crowding phenomenon
in some specific time windows. Such a metric can provide decision support for the administrator in
order to properly configure or deploy hospital resources.

4. Quantitative Modeling and System Measures for the HED Platform

4.1. Theoretical Analysis

The service-oriented model on the HED platform in Figure 3 is considered to have R servers with
an adequate level of staffing and a finite size (N) of waiting rooms for HED arrivals. The birth-and-death
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process is adopted to derive analytic steady-state solutions to the M/M/R/N queuing system (QS).
Let the statesn (1 =0, 1,2, ..., N) represent the number of customers in the QS. McManus et al. [18]
studied all admissions to the medical-surgical intensive care unit (ICU) of a large, urban children’s
hospital during a 2-year period. Their statistical analysis confirmed that the arrival rate of patients to
ICUs follows a Poisson distribution, and the durations of stay (service times) were found to follow
an exponential distribution. Hence, it is reasonably assumed that the customers arrive according
to a Poisson process with mean arrival rate A, = A if 0 <n < N and A, = 0 if n > N due to a finite
system capacity. The QS has R servers, each having an exponential distribution of service times with
an identical service rate p, = . The service volume can be classified into two parts as follows:
Mean Service Rate: .
ny, if1<n<R
““:{Rp,if(RJrl)SnsN @)

To approach analytic steady-state results for the proposed model, we first construct the
state-transition-rate diagram depicted in Figure 4. The number inside the circle represents the
number of customers (patients) in the system. Each circle in Figure 4 shows the steady-state probability
scenario that may occur during the service period in the system. For each circle except the first one
(n = 0) and the last one (n = N), there are four arrows marked with the corresponding values of the
state-transition rate. The quantity marked along each arrow gives either the flow-in probability into
that state or the flow-out probability off that state.
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Legend:
@ : denoting the state that there are n customers in the QS.
R : server quantity deployed in the QS

A : mean arrival rate for the customers into the QS.
W : mean service rate of one server .

N : the capacity of queue size regulated by the administration.

Figure 4. State-transition-rate diagram for the proposed model.

115



J. Clin. Med. 2019, 8, 2154

Let the notation P(n) = the probability that there are n customers in the system, wheren =0, 1, 2,
..., N. Hence, for a steady-state case, the state probability functions P(n) can be obtained from the
birth-and-death formula [5] in association with the state-transition-rate diagram shown in Figure 4.
We define notation p = A/u for the server utilization and ps = p/R = A/(Ru) for the system utilization.
According to the value n (number of customers in the QS that may be present), two segments are
defined by the vector: (Segment 1, Segment 2) = (1 <#n <R, (R+1) < n < N). The state probability
functions P(n) can then be derived in terms of two segments as follows:

(A) Segment(1): 1<n<R

A1- n n n
_ ?\0)\1 )\2 )\n_lP(O): A P(O): A o]
H1tH2 M3 o Mo B (20)(3p) -+ (np)

P(n)

(B) Segment (2): (R+1) <n <N,

Pln) = ma ™ Ol P 0) = G L) = -
— " -
= o ®mr Ll 0 = grprl©)

There are (n-R) terms of Ry in the parenthesis (Rp. Ry) of the above denominator. Equations (2)
and (3) are the closed-forms for the state probability functions P(n) in terms of two segments in which
the number of customers may be present. To obtain P(0), we substitute expressions (2) and (3) in the
normalizing equation 25:0 P(n) = 1, which yields:

n

Z::O %P(O) + Z:}:Rﬂ(ﬁ)mo) =1

R(l _ pSN—R+1) -1

R " N o\ R P
PO = (Lo o+ Do)~ s &+ e Y

4.2. System Performance Measures

Mathematical expectations are crucially important for the long-run theoretical average values of
relevant parameters in the system. To formulate the expressions of the system performance metrics,
it is necessary to construct average-based functions, such as the expected number of customers in the
queue, expected number of busy servers in the system, etc. The following mathematical analyses are
all necessary for the system performance measures of an M/M/R/N QS.

Let

Ls = expected number of customers in the system,

Lq = expected number of customers in the queue buffer,
E[I] = expected number of idle servers,

E[B] = expected number of busy servers,

Pp = Probability that all servers are busy,

Ws = average waiting times in the system,

W(q = average waiting times in the queue buffer.

With steady-state probability functions (2) and (3), it yields

Ls = ZnN:O nP(n) 5)
Lg= Z:I:R(“ -R) P(n) 6)
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B =Y " (R-n)P() )
E[B] =R - E[]] 8)
P = ZT:RP(n) ©)

To express the above parameters in terms of (R, N, p, ps, Pp), the system performance measures
can be derived as follows:
L= YN ;nPn) = 2R nPn) + XN ; nP(n) = X821 n-2rP(0) + XN ¢ (n—R+R)P(n)

aon P(n) W n= )
= YR n&P0) + XN (n-R)P(n) +RYN  P(n) = ¥R n-2-P(0) + Lq + R Py

n R _ N-R+1
Pp = ZT:RP(H) - ZSZR R ;n—RP(O) = %%P(O) (11)

By changing the indices of j = n—R so that n = R is changed to j = 0, and n = N is changed to j
=N—R,

n R _ .
L= Yo =R P = Y (n-R—Ep0) = SEO Y o)) a2)

The average waiting times in the system and in the queue buffer (Ws, Wq) can be derived by

applying Little’s formula, which gives W = LTS and Wq = L—;\‘, respectively.

4.3. An Illustrative Example with Computation Details

To gain prompt perception on the theoretical implication of the quantitative modeling, an example
is given by a detailed calculation. Let (R, N) = (4, 5) and (A, u) = (2, 1), then the server utilization p =
Mu= 2 and the system utilization pg = p/R= 0.5, which is less than unity for the stable system.

(1) 0<n<(R-1)=3,P(n) = £:P(0) = ZP(0)

nl !

21 22 23
P(1) = 5;P(0) = 2P(0); P(2) = 5;P(0) = 2P(0); P(3) = 3;P(0) = (133)P(0)  (13)
() R<n<N,ie, For4<n<5P(n) =2 P(0)
24 25
4) = g P(0) = 0667 P(0); P(5) = 155 P(0) = 0333 P(0) (14)
=[P(1), P(2), P(3), P(4), P()] = = [2, 2, 1.333, 0.667, 0.333] P(0). (15)

The complete five state probabilities are assembled and expressed in terms of P(0) as follows:
Using the normalization condition, ZII:I:O Pn)=1= Zi:o P(n) = (7.33)P(0)

= P(0) =0.136 # (16)

And from Equations (5)—(9), the system metrics can be computed sequentially as follows:

L = ZN nP(n) = P(1) + 2P(2) + 3P(3) + 4P(4) + 5P(5) = (14.333)-(0.136) = 1.949  (17)

n=0

Ly=Y " (n-R)P(n) =Y (n-4)P(n) = P(5) = 0.0453 (18)
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E[l] = Z:;:)(R -n)P(n) = 23 (4-n)P(n) = 4P(0) +3P(1) +2P(2) + P(3) =2.085  (19)

n=0

E[B] =R - E[I] = 4 — 2.085 = 1.915 (20)

N 5
Pp=) ~ P(n)=Y' P(n)=P4)+P(5 =0136 1)
Ws = Ls/A = 1.949/2 = 0.9745 and Wq = Lq/A = 0.0453/2 = 0.0223 22)

The distribution of steady-state probabilities is depicted in Figure 5. The relevant system
performance measures, such as Ls, Lq, E[B] and Ws, are shown in the left-lower part of Figure 5.
The average number of customers in the QS and the queue buffer are 1.949 and 0.0457, respectively.
The average waiting times in the system and the queue buffer are 0.9745 and 0.0223, respectively.
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@ 0.05 Wq =0.0223 x‘*
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n (number of customers in the QS)
Figure 5. Steady-state probabilities with parameters (R, N, A, 1) = (4,5, 2, 1).

5. Issue on Decision Support for HED Management

5.1. Evaluation Formulation on Cost

The strategy to minimize the total cost of the operating horizon is referred to as the optimal policy.
Like all medical institutions, the cost pattern is important for gaining long-term and stable hospital
management. To optimize the cost, we developed a steady-state expected cost function per unit time
for an M/M/R/N queuing system, in which the parameter vector of (R, N, A, i) and the average waiting
times (Lq) are considered as decision variables. The cost element Cyy is defined as the waiting cost
per unit time (or cost rate) per customer (HED patient) present in the system. Our goal is to provide
decision support for determining the optimal number of servers R, say R¥, to optimize the cost function.
To formulate the cost function, some cost parameters are defined in the following vector form as
follows:

Cq = cost per unit time when one customer is waiting for service,
Cs = cost per unit time when one customer joins the system and is served,
(Cg, Cy) = cost per unit time when one server is (busy, idle).
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Using the definitions of each cost element with its corresponding feature, the cost function F(R, N)
can be developed in association with the system metrics Ls, Pg, Lq, E[I], and E[B], which are given
in Equations (10)—(12), (7) and (8), respectively. It is noted that the steady-state probabilities for two
segments are given in Equations (2) and (3). The probability that there is no customer in the system,
P(0), is given by Equation (4).

F(R, N) = CqLq+Cs (Ls— Lq) + Cg E[B] + C; E[I] = (Cq—Cs) Lq + Cs Ls + Cg E[B] + C; E[I]

R ; n R ;
= (Cq_cs) P II{)](()) Z]IiBR "(ps)]] +Cs {ZE;%) ﬂ'%P(O) 4P II{)](()) Z]IiBR ‘.(ps)]] IR 23)
PR [1=(p)™N™) R R-1 [y
i (1-ps) }+ CB (R n=0 (R n) P(n)) + CI [ n=0 (R 1’1) P(n)]

The cost function F(R, N) in Equation (23) is expressed in terms of basic parameters, such as (R, N,
A, 1), and cost elements. It is noted that the utilization parameters of the unit server and system is
given by (p, ps) =M, M(Rp)), respectively. The state probability functions P(n) for two segments are
given in Equations (2) and (3), which are quite complex for the control parameter R. To find the optimal
profile on the cost function, it is necessary to show the existence of convexity or unimodality of F(R, N).
However, this mathematical task is difficult to implement. The cost function F(R, N) is unimodal; that
is, it has a single relative minimum.

5.2. Evaluation of Cost Optimization

Equation (23) shows that the parameter R occurs not only at the location of in-line items, but also
at the upper limit of the summation symbol ¥, which makes F(R, N) a highly nonlinear and complex
function. Instead, practical numerical examples are presented and intensively studied by applying
the proposed models. The optimization evaluation is firstly probed in terms of cost patterns in this
subsection. For illustrative purposes, we first study the effect of varying R while keeping N constant,
and then varying N while keeping R constant. All simulations are performed with the MATLAB
platform with custom MATLAB scripts. The exemplified system parameters are listed as vector forms
as follows:

(a) Average arrival rate of patients (A) = 2.5, 3.0, and 3.5,

(b) Average service rate of a server (1) =1,

(c) Costrate: (Cq, Cs, Cp, Cy,) = (200, 150, 120, 100),

(d) N =15 for emergency departments of small and medium size.

Contour plots may provide the best graphical representation of the optimization problem, and also
possess a powerful visualization that permits the solutions of the optimization problem by inspection.
To validate the analytical solution, the graphical results were obtained and are shown in Figure 6A,
where three cost contours with the black box, red circle, and blue triangle icons are depicted along the
Y-axis in terms of A = 2.5, 3.0, and 3.5, respectively. Generally, a higher patient arrival rate implies that
the medical service cost is higher, so the blue line marked with the triangle icon (A = 3.5) is situated
over the red line marked with a circle (A = 3.0). To clearly show the crucial region surrounded by the
dashed-line rectangle in Figure 6A, enlarged detail is depicted in Figure 6B. In Figure 6B, the critical
region is between R = 3 and R = 9 on the X-axis. The optimal cost value with the corresponding optimal
R* is shown for each contour.
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Figure 6. (A). Optimal cost patterns shown in terms of three average arrival rates. (B) An enlarged
diagram showing the optimal cost data from Figure 6A.

5.3. Issues on Cost Profile under the Constraint of Average Waiting Time

In view of performance evaluation, the average waiting time (AWT) can also be regarded as
a measure of performance committed to the HED patients, and of a yardstick for comparing the
effectiveness of the deployment of the staffing providers in a quantitative manner. Practically, it is
reasonable for management experts to guarantee an AWT target level when they want to alleviate
the sense of worry for potential HED patients. Logically, the higher the number of staffing providers
deployed, the higher the cost. Hence, the proposed approach explores the issue of decision support for
optimal cost under the constraint of the AWT at some target level.

In Figure 7 with the double-Y axis, the left Y-axis and the right Y-axis are set to be the cost values
and the average waiting time (AWT), respectively. Observing the solid-line contour marked with black
rectangles (i.e., the left Y-axis), the optimal cost value F(R, N) = 1242.5, which occurs at R* = 6 based on
the similar parameters in Figure 6A with the average arrival rate A = 3.5. However, the corresponding
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AWT approaches 6.84 units, which is a reference metric for decision-making. The proposed generic
model could be used for general insights into the issues faced in deploying multiple staffing providers
for a disease chain or a single department like the Department of Pediatrics shown in the middle
right-handed location of the ground floor in Figure 1. On the right Y-axis, the dash-curve marked with
a red star shows the variation profile of the performance metric for AWT.

During the busy time-window for a specific disease chain in HED, patients may spend hours in
crowded waiting rooms before seeing a doctor. Those who choose to tolerate longer waiting times
expose themselves to others who may have a contagious illness. To alleviate such an occasional impact,
one straight approach for reducing the waiting time is to deploy more staffing providers for that
specific disease chain. The simulation results in Figure 7 provide an exemplified decision reference on
re-deploying the amount of staffing providers to alleviate the waiting time.
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Figure 7. Decision support on optimal cost at R* = 7 under the constraint of reduction of AWT (average
waiting time) by 68.9%, which is calculated from ((6.84-2.13)/6.84) x 100%.

Then an issue emerges from the judgment: how many extra staffing providers are needed to gain
a reduction in the AWT by some level (for example, 50%) without over-provisioning? Observing the
red-star contour with the right Y-axis in Figure 7, it is found that the AWT can be reduced by 68.9% at
R* =7 (shown by the red dash-line) at the expense of only adding one staffing provider and cost values
F(R* =7, N) = 1309.8, compared to the minimum cost F(R = 6, N) = 1242.5. The detailed numerical data
are listed in Table 1 with a range of R from unity to 12. The value of AWT for R = 12 is less than 0.01
and then marked to be 0 for clarity. In other words, the proposed approach can provide a quantitative
decision support on the trade-off study between the cost profile and the amount of staffing providers

in HED deployment.

Table 1. Numerical data on AWT and the corresponding cost values for the range of R from unity to 12.

R Cost Values AWT R Cost Values AWT
1 2990.0 388.57 7 1309.9 2.13
2 2873.9 333.42 8 1399.5 0.65
3 2345.8 220.77 9 1496.3 0.19
4 1530.2 78.57 10 1595.4 0.05
5 1250.7 22.51 11 1695.1 0.01
6 1242.5 6.84 12 1795.0 0

AWT, average waiting time.
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5.4. Application Profile in a Window-by-Window Way

This work addressed the issue of the mathematical modelling to evaluate scenarios for deployment
of medical resources to the HED, and also aimed to provide feasible applications iteratively to
approaching an effective decision support in terms of deploying appropriate staffing providers to
alleviate the impact on HED crowding. Patients who want to receive medical services always arrive
randomly, and they require immediate services available at that time. If the service facility is operating
at peak capacity when they arrive, they are obliged to wait in line (queue) with patience in the case of a
shortage in staffing level. The surges and changes in HED activity may occur from time to time in
terms of various time-widows with associated system parameters, as shown in Figure 8.

Scenario on Demand Burst of Medical Services

Surging Time Surging Time
X Window A (Aa, [1a) Window B (A, Ug)
Service :
Demand
U
| o
| | Time
Surging Services | Surging |
Open | Services | |
| Open |
1 1
Surging Services Surging Services
Close Close
Legend:

1. Surging Time Window A with Its Specific
(1). A : Mean arrival rate for patients into HED
(2). pa : Mean service rate of one provider staffing

2. Surging Time Window B with Its Specific
(1). A : Mean arrival rate for patients into HED
(2). up : Mean service rate of one provider staffing

Figure 8. Iterative applications exemplified by various time-windows.

In Figure 8, each unique time-window may represent a specific surge time-period, wherein
larger numbers of patients nearby the hospital are delivered to HED after some disaster or traffic
event has occurred. In modeling language, the proposed modeling approaches can be applied in a
window-by-window way that each specific time window can be approximated by its A (average arrival
rate) and u (average service rate) in association with various practical historical data. For example,
supposing that the surge in time window B of Figure 8 represents some middle-level traffic event,
then the system parameters Ag (average arrival rate) and pp (average service rate) may be approximated
by some existing past and experienced parameters for the baseline, and then the cost function F(R, N)
(23) may be applied iteratively to approach the cost optimization in a window-by-window way.

6. Conclusions

In terms of patient flow and available resources, an efficient generic methodology to optimize the
performance of the HED platform has been addressed in this research. The proposed queue-based
approach provides HED administrators with an efficient deployment of staffing providers to optimize
the cost profile. Conceptually, the HED service platform was mapped into an M/M/R/N queuing
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system, and illustrated using appropriate figures and materials in the work. To gain insight into the
queuing model, the mathematical derivation was detailed for the application need as well.

Based on the quantitative analysis, the M/M/R/N queue model was applied and derived, and then
the relevant system metrics were established in a brand-new manner. The mathematical expression
for cost function was established for evaluation requirements. In regards to verification, the relevant
experimental results were obtained in terms of integration configurations on cost optimization and
average waiting time. Instead of chaotic management, the proposed generic methodology may provide
feasible applications for approaching an effective decision support in terms of deploying appropriate
staffing providers to alleviate the impact on HED crowding.
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Abstract: Severe obesity has been associated with numerous comorbidities and reduced health-related
quality of life (HRQoL). Although many studies have reported changes in HRQoL after bariatric
surgery, few were long-term prospective studies. We examined the performance of the convolution
neural network (CNN) for predicting 5-year HRQoL after bariatric surgery based on the available
preoperative information from the Scandinavian Obesity Surgery Registry (SOReg). CNN was
used to predict the 5-year HRQoL after bariatric surgery in a training dataset and evaluated in a
test dataset. In general, performance of the CNN model (measured as mean squared error, MSE)
increased with more convolution layer filters, computation units, and epochs, and decreased with a
larger batch size. The CNN model showed an overwhelming advantage in predicting all the HRQoL
measures. The MSEs of the CNN model for training data were 8% to 80% smaller than those of
the linear regression model. When the models were evaluated using the test data, the CNN model
performed better than the linear regression model. However, the issue of overfitting was apparent
in the CNN model. We concluded that the performance of the CNN is better than the traditional
multivariate linear regression model in predicting long-term HRQoL after bariatric surgery; however,
the overfitting issue needs to be mitigated using more features or more patients to train the model.

Keywords: prediction; deep learning; conventional neural network; health-related quality of life;
bariatric surgery

1. Introduction

Severe obesity, defined as having a body mass index (BMI) greater than 40 kg/m? or greater than
35 kg/m2 plus at least one obesity-related comorbidity [1,2], has been associated with numerous health
outcomes and reduced health-related quality of life (HRQoL) [3-8]. HRQoL measures population health
multi-dimensionally from physical, mental, emotional, and social functioning domains, which have
already been identified as an important indication for bariatric surgery and recognized by the United
States National Institutes of Health Conference as early as 1991 [9,10]. Although many studies have
reported changes in HROoL after bariatric surgery, few are long-term prospective studies. A systematic
review of seven prospective cohort studies with a follow-up time of >5 years revealed that bariatric
surgery patients reported considerably improved HRQoL and the improvement was maintained over
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the long term [11]. However, many patients still experience reduced HRQoL after surgery. In our
study, 39% of patients had significant improvements in physical functioning (PF) (increased by >25 in
the original score or >0.25 in the scaled score), and the rest had no significant improvement and some
patients (2%) even had significant deterioration (reduced by >25 in the original score or >0.25 in the
scaled score). No relationship between the PF scores before and 5 years after surgery was identified
(Figure S1).

Although some preoperative psychological factors, including personality change, severe
psychiatric disorder, or depressive symptoms, are associated with postoperative HRQoL after bariatric
surgery [12,13], whether long-term HRQoL after bariatric surgery can be predicted based on patients’
baseline features has not been investigated. The present study examined the performance of the
convolution neural network (CNN) for predicting 5-year HRQoL after bariatric surgery based on
the available preoperative information from a national quality registry, and compared CNN with a
conventional linear regression estimator.

2. Material and Methods

2.1. Patients and Features

Data for the patients registered in the Scandinavian Obesity Surgery Registry (SOReg) were used
for the current study. The SOReg was launched in 2007 and covers 98% of bariatric surgery in Sweden
since 2009. SOReg is validated regularly and has been shown to have high data quality [14]. In total,
27 - of 42 operating centers in Sweden participate in the HRQoL registration in SOReg. HRQoL was
measured using the RAND-SF-36 and the obesity-related problems (OP) scale preoperatively and 1,
2, and 5 years after surgery. In the present study, preoperative and 5-year HRQoL data, including
PF, role physical (RP), bodily pain (BP), general health (GH), vitality (VT), social functioning (SF),
role emotional (RE), mental health (MH) scale, summary physical scale (PCS), summary mental scale
(MCS), and OP, were used. All scale scores ranged from 0 to 100, with higher scores indicating better
health status except for OP, where low values represent good health. Eight baseline features, including
sex, age, BMI, sleep apnea syndrome (SAS), hypertension, diabetes, dyslipidemia, and depression,
were also used as predictors.

In total, 6687 patients with complete information on 19 baseline features and 11 5-year HRQoL
measures were used in the machine learning study.

The data that support the study are not publicly available because they contain information that
could compromise research participant privacy and confidentiality. The authors will make the data
available upon reasonable request and with permission of the Committee of Scandinavian Obesity
Surgery Registry in Orebro, Sweden.

2.2. Feature Scaling

Before machine learning, the features in the dataset were scaled. The binary features were
converted into dummy variables, and the continuous features were scaled to between 0 and 1 using a
min-max scaler. In the sensitivity analysis, the normalizer and standardizer scalers were also used to
evaluate the influence of scalers on the model’s performance.

2.3. Conventional Neural Network

A CNN is a regularized version of a multi-layer perceptron neural network, which was inspired
by a biological process where the connectivity pattern between neurons resembles the organization of
the visual cortex [15]. Although not specifically developed for non-image data, CNN may achieve
state-of-the-art results on regression prediction problems, especially for data with time series or
spatial patterns. The CNN input is traditionally two-dimensional (2D) but can also be changed to be
one-dimensional (1D), allowing it to develop an internal representation of a 1D sequence. In our study,
we used a CNN with seven hidden layers, including two 1D convolution layers (with 10 filters for
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each), two 1D max pooling layers, one flattened layer, and two dense layers (with 1000 computation
units). The rectified linear unit (relu) activation function was used for the convolution layers and dense
layers, and the normal distribution was used to initialize weights in the layers. The mean squared error
was used as the loss function and the an Adadelta algorithm was used as optimizer when compiling
the model [16]. The structure of the CNN model is shown in Figure S2.

2.4. Model Validation and Evaluation

In total, 20% of the patients were randomly selected as a test dataset for the final evaluation of
the data, and the rest of the patients were used as the training dataset. To find optimal high-level
parameters (like the number, size, and type of layers in the networks) and lower-level parameters (like
the number of epochs, choice of loss function and activation function, and optimization procedure) in
the CNN model, the K-fold cross validation method was used during the training phase [17]. We split
the training data into 5 partitions, instantiated 5 identical models, and trained each one on 4 partitions
while validating on the remaining partition. The performance of each model was evaluated using the
mean squared error (MSE) because of the existence of zero values in the outcome variables. We then
computed the average performance over the 5 folds. In the end, the choice of the parameters was
a compromise between the model’s performance and computing time, i.e., the model with both the
smallest validation error and a shorter computing time was deemed an optimal model. The training,
validation, and final evaluation process is shown in Figure S3.

To avoid overuse of the deep learning method for prediction, we also applied a simple multivariate
linear regression model as an estimator to predict the 5-year HRQoL scores, and compared the
performance between the linear regression model and the CNN model.

2.5. Software and Hardware

The descriptive and inferential statistical analyses were performed using Stata 15.1 (StataCorp
LLC, College Station, TX, USA). The CNN and multiple linear regression models were achieved
using packages scikit-learn 0.21.2 and Keras 2.2.4 in Python 3.6 (Python Software Foundation, https:
/[www.python.org/).

All of the computation was conducted in a computer with a 64-bit Windows 7 Enterprise operation
system (Service Pack 1), Intel ®Core TM i5-4210U CPU @ 2.40 GHz, and 16.0 GB random access memory.

3. Results

3.1. Descriptive Analysis of the Data

In total, 6687 patients registered in SOReg between 2008 and 2012 with complete demographic
and preoperative comorbidity information, and preoperative and 5-year HROoL scores were included
in the study. The characteristics of the patients are shown in Table 1. Briefly, the average age and BMI
of the patients were 42.7 years and 42.3 kg/m2, respectively. More than three quarters (77%) were
female and 45% had at least one of the five comorbidities (SAS, hypertension, diabetes, depression,
and dyslipidemia) before bariatric surgery.
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Table 1. Characteristics of the patients (1 = 6687) included in the study, mean (SD) or 1 (%).

Preoperative Five Years after Bariatric Surgery
Original Scaled Original Scaled

Age (year) 42.7 (11.0) 0.494 (0.197) 47.7 (11.0) 0.494 (0.197)

BMI (kg/m?) 423 (5.2) 0.241 (0.103) 30.3(5.2) 0.358 (0.127)
Female 5259 (77%) NA 5259 (77%) NA
SAS 680 (10%) NA NA NA
Hypertension 1851 (27%) NA NA NA
Diabetes 990 (15%) NA NA NA
Depression 884 (13%) NA NA NA
Dyslipidemia 747 (11%) NA NA NA

PF 61.6 (21.9) 0.616 (0.219) 84.2 (20.7) 0.842 (0.207)

RP 60.2 (38.9) 0.602 (0.389) 77.8 (36.6) 0.778 (0.366)

BP 56.0 (26.8) 0.560 (0.268) 65.1 (30.8) 0.651 (0.308)

GH 58.2(21.4) 0.582 (0.214) 68.0 (24.7) 0.680 (0.247)

VT 47.3 (23.0) 0.473 (0.230) 54.5 (26.9) 0.545 (0.269)

SF 74.8 (26.1) 0.748 (0.261) 79.5(26.5) 0.795 (0.265)

RE 75.9 (36.2) 0.759 (0.362) 76.7 (37.9) 0.767 (0.379)

MH 71.5 (19.4) 0.715 (0.194) 72.0 (23.0) 0.720 (0.230)

PCS 38.3(10.7) 0.567 (0.177) 476 (11.1) 0.653 (0.163)

MCSs 46.8 (11.7) 0.621 (0.172) 44.6 (13.8) 0.621 (0.192)

or 61.0 (26.3) 0.610 (0.263) 25.6 (27.4) 0.256 (0.274)

SD, standard deviation; NA, not applicable; BMI, body mass index; SAS, sleep apnea syndrome; PF, physical
functioning; RP, role-physical; BP, bodily pain; GH, general health; VT, vitality; SF, social functioning;
RE, role-emotional; MH, mental health; PCS, summary physical scale; MCS, summary mental scale; OP,
obesity-related problems.

3.2. Performance of the CNN Model in the K-Fold Cross-Validation

We analyzed 11 HRQoL scores in the study. To make our description concise, we used the PF
score as an example of our data analysis as follows.

In general, the performance of the CNN model (measured as the MSE) increased with more
convolution layer filters, computation units, and epochs, and decreased with a larger batch size.
Although the performance increased with the model’s complexity, the computing time increased
exponentially. When we set the number of computation units and filters to be large enough (1000 and
10, respectively) and the batch size was small enough (10), the performance of the CNN model in
K-fold cross-validation is shown in Figure 1. The performance was not stable when the number of
epochs was small and changed dramatically depending on the random seed used in training (Figure 1).
When the number of epochs was >40, the model presented smaller MSE than the linear regression
model (0.032 vs. 0.035, Figures 1 and 2). Although more epochs reduced the MSE in the CNN model,
the computing time increased exponentially, indicating a higher cost in machine learning (Figure 1).
The MSE of the linear regression model appeared constant when the number of epochs >40 (Figure 2),
which means the prediction cannot be improved with more epochs. The cross-validation indicates that
the CNN model may provide better prediction but at the expense of the computing time.
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Figure 1. Performance of the convolution neural network (CNN) model in K-fold cross-validation.
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Figure 2. Performance of the simple multivariate linear regression model in K-fold cross-validation.

3.3. Performance of the CNN Model in the Final Evaluation

When the models were evaluated using the test data that were not seen previously by the
models, in general, the CNN model presented a better performance (solid line in Figure 3b) than
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the linear regression model (solid line in Figure 3a) with epochs >40. Although overfitting was
presented sporadically in the CNN model (comparing the solid line with the dotted line in Figure 3b),
the performance improved gradually with an increased number of epochs while remaining constant in
the linear regression model.

Finally, we used 40 epochs for the CNN model, and predicted PF scores for both the training data
and the test data. Clear correlations can be seen between the predicted values and observed values in
the training data, with an MSE of 0.032 for the CNN model (Figure 3d and Table 2) compared to the
MSE of 0.033 seen in the linear regression model (Figure 3c and Table 2). For the test data, the CNN
model had an MSE of 0.035 (Figure 3f and Table 2) compared with 0.034 (Figure 3e and Table 2) from
the linear regression model. Although the CNN model provided better prediction than the linear
regression model for the test data, the overfitting became apparent in some situations when the model
learned patterns more specific to the training data.
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Figure 3. Model performance of the simple linear estimator and the CNN estimator. The dots in
the plots (c)—(f) were jittered to avoid a heavy overlap of patients with the same coordinates. CNN,
convolution neural network.
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3.4. Performance of CNN in Predicting Other HRQoL Measures

The relationships between the baseline and the 5-year scores of other HRQoL measures in the
test data are shown in Figure 4. Except for GH and VT, no clear relationship between the baseline
and the observed 5-year scores is seen for the HRQoL measures (Figure 4, plots al—j1). However,
the predicted 5-year scores based on the baseline scores and the CNN model show clear correlations

with the observed 5-year scores for BP, GH, VT, MH, MCS, and OP (Figure 4, plots a2-2).
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We compared the performance of the CNN model and the linear regression model for all the
HRQoL measures in both the training data and the test data. The CNN model showed an overwhelming
advantage in predicting all the HRQoL measures. The MSEs of the CNN model for the training data
were 8% to 80% smaller than those of the linear regression model (Table 2). The overfitting was also
apparent in the CNN model, i.e., the MSEs of the CNN model for the test data were all greater than
those of the linear regression model (Table 2).

Table 2. Mean squared errors (MSEs) of the CNN model and the multivariate linear regression model.

Training Data Test Data
HRQoL Measure
CNN Model Linear Regression Model CNN Model Linear Regression Model
PF 0.0316 0.0329 0.0350 0.0343
RP 0.1078 0.1178 0.1324 0.1211
BP 0.0604 0.0763 0.0898 0.0772
GH 0.0280 0.0497 0.0618 0.0508
vT 0.0303 0.0572 0.0914 0.0625
SF 0.0213 0.0600 0.0995 0.0588
RE 0.0393 0.1275 0.2118 0.1269
MH 0.0119 0.0427 0.0807 0.0416
PCS 0.0087 0.0210 0.0333 0.0219
MCS 0.0075 0.0301 0.0584 0.0305
orP 0.0450 0.0625 0.0750 0.0608

PF, physical functioning; RP, role physical; BP, bodily pain; GH, general health; VT, vitality; SF, social functioning;
RE, role emotional; MH, mental health; PCS, summary physical scale; MCS, summary mental scale; OP,
obesity-related problems.

3.5. Sensitivity Analysis and Computing Time

We also conducted sensitivity analysis using different scalers and optimizers in data preparation
and model compiling, and tuned the hyperparameters using the exhaustive grid search method [18].
Although they showed more or less influence on the models’ performance, the influence was negligible
when the number of epochs was large and the batch size was small. The computing time for the
CNN model largely depends on the hyperparameter settings of the layers, number of epochs and the
batch size for training, and the software and hardware used. In our study, with the model structures
and hyperparameters shown in Figure S2, the running time ranged from 70 (epoch = 40, batch size
= 10, without cross-validation) to 595 s (epoch = 400, batch size = 10, with five cross-validations) on
our computer.

4. Discussion

Machine learning methods to predict HRQoL have been used in elderly with chronic diseases [19],
cervical cancer patients [20], and osteoarthritis patients [21]. However, to our knowledge, they have not
been used to predict the postoperative HRQoL of patients undergoing bariatric surgery. We explored
the feasibility and capacity of a deep learning method, i.e., convolution neural network, to predict
long-term HRQoL after bariatric surgery using a national register. The study can only be achieved
based on a well-maintained and high-quality longitudinal database with long-term follow-up like
SOReg [22].

Our results indicate that 5-year HRQoL after bariatric surgery may be well predicted preoperatively
for some scale domains like PF, BP, GH, VT, MH, MCS, and OP. In our study, we aimed to evaluate
and predict the quality of life of patients after bariatric surgery. Some patients were not “satisfied”
even when they lost weight. Other factors, such as complications during follow-up and preoperative
pharmacologic drug treatment, are associated with a change of the quality of life after bariatric surgery,
whereas age, sex, and preoperative metabolic comorbidity may also play a role [11,23-25]. Our findings
may provide important information for postoperative care and rehabilitation for this group of patients.
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Our research question was about predicting continuous outcomes using supervised deep learning
methods, which could be converted to a question of supervised two- or multi-class classification, i.e., to
predict whether the quality of life of the patient has improved, remained unchanged, or deteriorated.
Although the precision of prediction might be reduced in classification, the accuracy might be enhanced,
and the method might be more applicable for clinical use. We would like to investigate the question in
future studies.

There has been a warning that healthcare researchers should not be overly enthralled by the
promises of deep learning methods [26]. Therefore, to avoid abusing the deep learning method in
our study, we also compared the performance of the CNN model with a conventional statistical
learning method for continuous variables, using a multivariate linear regression model. Although the
conventional statistical methods require sometimes complex processing (feature engineering) to extract
the requisite discriminative features, they may provide more interpretable results compared to the
deep learning methods. In contrast, the biggest advantage of deep learning methods is that they try to
learn high-level features from data in an incremental manner, which eliminates the need for domain
expertise and hard-core feature extraction. However, the generalizability of deep learning models
relies largely on the data they learned, and overfitting on unseen data is more apparent, as observed in
our study. Although there are some ways in which we may reduce overfitting in deep learning models,
the rule of thumb is to use more training data.

There are potential limitations to our study. In total, 28,293 patients underwent surgery for
a primary gastric bypass between 2008 and 2012 and had a follow-up longer than 5 years when
the study was initiated. However, only less than one quarter of the patients who had complete
HRQoL information could be used for the machine learning. Compared to the patients who had no or
incomplete HRQoL information, the patients with complete relevant data were older (42.7 + 11.0 vs.
404 + 10.8 years), had fewer males (21.2% vs. 25.1%), and lower BMI (42.3 + 5.2 vs. 42.8 + 5.5 kg/m?).
These factors have already been shown to influence HRQoL [27-29]. Because of these systematic
differences in HRQoL between the patients with and without HRQoL measures, the generalizability of
our CNN model may be questionable. The missing information needs to be imputed in the future for
deep machine learning. We would also point out that the CNN built in our study was only based on
features from gastric bypass patients, which cannot be generalized to other surgical procedures or
health conditions. The application of CNN in predicting prognosis after surgeries still needs to be
investigated using large data from the real world.

5. Conclusions

CNN can be used to predict long-term HRQoL after bariatric surgery based on the baseline features
of patients. The performance of the CNN was found to be better than the traditional multivariate
linear regression model; however, its overfitting on unseen data needs to be mitigated by using more
features of patients or greater use of training data in the future.

Supplementary Materials: The following are available online at http://www.mdpi.com/2077-0383/8/12/2149/s1,
Figure S1: Physical functioning (PF) scores before and after bariatric surgery of 6687 patients used in the study.
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training, validation and evaluation
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Abstract: The antibiotic susceptibility test determines the most effective antibiotic treatment for bacterial
infection. Antimicrobial stewardship is advocated for the rational use of antibiotics to preserve their
efficacy in the long term and provide empirical therapy for disease management. Therefore, rapid
diagnostic tests can play a pivotal role in efficient and timely treatment. Here, we developed a novel,
rapid, affordable, and portable platform for detecting uropathogens and reporting antibiogram to
clinicians in just 4 h. This technology replicates the basic tenets of clinical microbiology including
bacterial growth in indigenously formulated medium, and measurement of inhibition of bacterial
growth in presence of antibiotic/s. Detection is based on chromogenic endpoints using optical sensors
and is analyzed by a lab-developed algorithm, which reports sensitivity to the antibiotic’s panel
tested. To assess its diagnostic accuracy, a prospective clinical validation study was conducted in
two tertiary-care Indian hospitals. Urine samples from 1986 participants were processed by both
novel/index test and conventional Kirby Bauer Disc Diffusion method. The sensitivity and specificity
of this assay was 92.5% and 82%, respectively (p < 0.0005). This novel technology will promote
evidence-based prescription of antibiotics and reduce the burden of increasing resistance by providing
rapid and precise diagnosis in shortest possible time.

Keywords: urinary tractinfection; rapid culture; antibiotic susceptibility testing (AST), evidence-based
prescription; antibiotics; antimicrobial resistance (AMR), rapid diagnostics

1. Introduction

Healthcare challenges faced by developing countries are vastly different from those in developed
nations. With very limited budget for healthcare, developing countries have not been able to put
up any significant infrastructure to address their huge disease burden. In vitro diagnostic (IVD)
tests provide the basis for most medical decision-making and play crucial role in limiting healthcare
costs, since appropriate diagnostic tests performed in a timely manner i) improve patient care, ii)
contribute to protecting consumers’ health, iii) help to limit healthcare spending, iv) reduce the risk of
trial-and-error treatment and over-prescription, v) shorten the time before treatment begins, and vi)
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decrease the length of hospital stays. Appropriate diagnosis can improve the effectiveness of treatments
and avoid long-term complications for the infected patient. India harbors the world’s largest burden
of drug-resistant pathogens. Easy access, availability, and higher consumption of medicines have
led to a disproportionately higher incidence of inappropriate use of antibiotics and greater levels of
antimicrobial resistance (AMR) compared to developed countries [1]. It has been shown that the health
sector in India suffers from gross inadequacy of funds, which will further result in conditions favorable
for the development of drug resistance [2]. The high resistance of pathogens in the country, even
to newer antibiotics, has led to the emergence of superbugs like New Delhi Metallo-beta-lactamase
(NDM-1) [3]. By 2050, 2 million Indians are projected to die as a result of AMR [3]. Indians are the
largest consumers of antibiotics worldwide, despite a decline in communicable diseases [3], due to a
liberal policy for over-the-counter sale of antibiotics and irrational prescription of antibiotics. A study
by Ganguly et al. highlighted the importance of rationalizing antibiotic use to limit AMR in India [4].
Irrational prescription happens due to a lack of fast point-of-use tests for evidence-based prescription,
lack of infrastructure for bacterial culture and antibiotic susceptibility test (AST), and lack of awareness
worldwide. Selective pressure from inappropriate use of antibiotics can lead to resistance via the
emergence of mutant strains [5]. Unavailability of rapid point-of-use diagnostics to distinguish bacterial
infections and suggest appropriate therapy is a major reason for irrational prescriptions of antibiotic/s.

Urinary tract infections (UTIs) lead to 23% of all antibiotic prescriptions in primary healthcare.
Even in India, UTIs account for about 8.1 million prescriptions each year. Diagnosis of UTI is a multistep
process including determination of pathogen load, identification, and AST requiring culture of sample,
which takes around 48-72 h. Even if high-throughput automated systems like Vitek 2, Microscan
Walkaway, or Phoenix are used, the results are not available faster than 28 h [6,7]. Conventional
urine culture and AST method is not accessible to most clinicians practicing in low-resource settings.
Even with access to lab testing facilities, but in the absence of any rapid test, clinicians are forced to
prescribe antibiotics empirically. The empirical antibiotics used in the first 48-72 h prove to be ineffective
against infection in approximately 33% cases [8-10]. Unresolved, relapsed UTIs tend to be resistant to
previously used antibiotics [11]. Nearly 23% to 33% of the prescriptions for UTIs have been found to
have no clinical justification [8-10]. Moreover, UTIs are also caused by non-bacterial organisms such
as Candida (3% cases) [12], Trichomonas (17% cases) [13], Chlamydia (~16% cases) [14], and rarely
Mycobacterium, Schistosoma haematobium, Adenovirus, BK polyomavirus, and mycoplasma [15],
and cannot be treated by antibiotics that are empirically prescribed. Such unnecessary drug use is
often harmful, and results in multidrug-resistant infections and reduced options for antimicrobial
therapy [16]. An urgent need is perceived for developing suitable field operable test for prescribing
targeted antibiotics [17]. Addressing the menace of antimicrobial resistance needs a scalable rapid
diagnostic test, which gives detection, identification, quantification, and phenotypic antimicrobial
susceptibility of bacteria within a minimum turn-around time and has an integrated technology platform
for clinical adoption. This test should show high sensitivity and specificity, should be low cost for
adoption in low-resource settings, and should be easy to use with minimal training [18,19].

Assays used for upstream screening to improve diagnostic yield of positive samples, like gram
staining, dipstick with leukocyte esterase and nitrite, pus cell count [20], urine analysis and microscopy [21],
chlorhexidine [22], interleukin-8 [23], Griess test [24], microstix [25], serum procalcitonin level [26], and urine
catalase-based uriscreen test [27] have shown poor sensitivity and specificity. Novel antibody-based
lateral flow immunoassay (RapidBac) [28], chromogenic limulus amoebocyte lysate assay [29], and flow
cytometry-based systems (Accuri-6, UF 100, UF-1000i) [18,30,31] have shown high sensitivity and
specificity but they do not provide identification of bacteria and its antimicrobial susceptibility. Forward
light scattering systems like Uro-Quick (Alifax) and BacterioScan model 216 (BacterioScan Inc., St. Louis,
MO, USA) provide detection of bacteria with antimicrobial susceptibility but do not identify the causative
bacteria [32,33].

Molecular and proteomic technologies require overnight incubation on culture plates, and do not
provide antimicrobial susceptibility [18]. Matrix Assisted Laser Desorption Ionization-Time Of Flight
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(MALDI-TOF) is expensive to install [34], Fluorescence In Situ Hybridization (FISH) requires multiple
probes for all uropathogens [18], while multiplex Polymerase Chain Reaction (PCR) platforms like
GeneXpert Omni and Cepheid [18] do not provide quantification of significant bacteriuria and need
multiple probes for all uropathogens. Application of these test to direct urine testing needs extensive
sample preparation.

Genetic signature identification Confirming Active Pathogens Through Unamplified RNA
Expression (CAPTURE) assay [35] identifies bacteria but does not give antimicrobial susceptibility.
Time-lapse microscopy-based systems like oCelloScope (Phillips BioCell) [36] and Accelerate ID/AST
(Accelerate Diagnostics) [37] provide both identification and antimicrobial susceptibility, but phenotypic
measures for identification in direct urine are not precise and they are not easy to use in a clinical lab
setting. Integrated microfluidic-Biosensor assays based on ion mobility spectrometry or colorimetric
sensor arrays are cost effective and sensitive but their results get confounded by urine variability and in
presence of low bacterial count [18]. Most of the newer technologies mentioned above are neither easy
to use nor affordable in a resource-poor setting like public hospitals of India. In this study, we evaluated
a rapid, portable, easy-to-use, less resource-intensive, and affordable technology, which provides
bacterial identification and AST results within 4 h. This new technology integrates the basic tenets
of clinical microbiology including bacterial growth in a medium optimized for uropathogens and
measurement of inhibition of bacterial growth in presence of specific antibiotic, with detection of
bacteria based on chromogenic endpoint by enzymatic hydrolysis of specific media cocktails by
UTI causing bacteria. The optical sensor-based measurement of endpoint output is analyzed using
indigenous software, based on a lab-developed statistical algorithm, which reports both the sensitivity
of the pathogen to a customizable panel of antibiotics and bacterial load in the sample. This integrated
technology platform can be used for diagnosing UTIs caused by bacteria and for suggesting effective
antibiotics in all types of clinical settings as a preliminary triage test [38] to promote evidence-based
prescription and minimize irrational use of antibiotics. The low cost of the test obliviates the need
for upstream screening with poor sensitivity screening tests and promotes scalability for use in mass
population. The objective of the present study was to evaluate the diagnostic accuracy of the novel test
in UTI cases as compared to the gold standard urine culture method.

2. Materials and Methods

2.1. Study Design, Setting, and Population

The study was conducted over a 2-year period from January 2017 to December 2018, simultaneously
in Gandhi Medical College and Hospital, Secunderabad located in Southern India, and All India
Institute of Medical Sciences (AIIMS), Jodhpur located in Northern India. To ensure sufficient case load
for achieving required sample size and to ensure that good lab practices are followed, Laboratory of
Gandhi Hospital, which is the referral laboratory of State of Telangana, and AIIMS, which is a premiere
tertiary care hospital, were chosen for this study.

2.2. Ethical Approval

The study was reviewed and approved by Institutional Ethics Review Committee of both
institutions. Objectives of the study were explained to all participants in their native language and
they were enrolled after obtaining a written informed consent. The study was conducted according to
the principles expressed in the Declaration of Helsinki.

2.3. Study Oversight

This prospective clinical validation study was designed to evaluate diagnostic accuracy of the
novel/index test with the reference gold standard urine culture and AST method. Eligible participants
were referred by clinicians for urine culture and sensitivity test, based on a provisional diagnosis of
UTL Patients who received antibiotics in the preceding two weeks or had indwelling or suprapubic

139



J. Clin. Med. 2019, 8, 2098

catheter were excluded. Consenting participants were evaluated in microbiology laboratory by history
taking and review of medical records.

2.4. Test Methods for Bacterial Culture and Identification

Clean-catch mid-stream urine samples were collected from each enrolled participant in a sterile
container and divided into two parts under sterile conditions. One part was used for routine urine
culture and AST and the second for conducting the index test in the hospital premises itself. All samples
were processed within 2 h of collection to avoid contamination/bacterial growth.

The index test was the novel test designed for direct quantitative detection and antibiotic sensitivity
of bacteria found in human urine [39,40]. The test identifies common UTI-causing bacteria, namely
Escherichia coli, Klebsiella, Pseudomonas, Enterococcus, Proteus, and Staphylococcus sp. This rapid method
replicates the basic tenets of clinical microbiology, namely (1) growth of bacteria in a specialized medium,
and (2) measuring the inhibition of growth of bacteria in the presence of an antibiotic. Detection is
based on chromogenic endpoints. The output was analyzed using lab-developed algorithm-based
software, which reports the sensitivity of the pathogen to the panel of antibiotics tested. The urine
sample was collected in a sterile container. To harvest the bacteria, 10 mL urine was filtered through
a sterile syringe with the help of a micro-filter attached to it and filtrate was discarded. After that,
BITGEN, specially designed media for accelerated growth of uropathogens, was pushed through the
filter in the vial to recover bacteria from the filter, shaken well, and then closed with the dropper cap.
The bacteria were harvested in 3 mL of proprietary BITGEN medium. This was then set side at room
temperature for about 5 min. Subsequently, four drops (~110-120 uL) of proprietary BITGEN medium
containing harvested bacterial suspension was added into all the three strips—one pre-functionalized
strip for identification of bacteria and two different 8-well strips, pre-loaded with antibiotics. All the
strips were resealed and incubated at 37 °C for 4 h. A 4-h incubation period was found to be sufficient
for all commonly found uropathogens accounting for 98% cases of UTIs. The media was optimized for
nutrients and supports growth up to 8 h with a start bacterial number of 10° cells/mL [39]. BITGEN is
a proprietary media that has chromogens sensitive to bacterial growth even at low numbers of bacteria
and for rapid culture. The enzymatic hydrolysis of specific media cocktails used in this proprietary
media metabolizes the chromogens. For identification of bacteria, the 8 wells in the identification strip
had a cocktail of specific substrates, which were metabolized by specific bacterial types. Growth of
bacteria in the well led to end product formation during the 4-h incubation. The use of optical sensor
enables measuring of all color combinations and the lab-developed analytical software interprets the
identification of the bacteria based on specific chromogenic endpoints produced as a consequence of
specific metabolic activity of each bacterial type. For both identification and AST, the sample was
loaded at the same time and incubated for the same length of time.

To identify susceptibility of pathogen, the above-mentioned two pre-functionalized antibiotic
strips were used. Each of the antibiotic strips had 8 compartments and, except the first compartment (or
reference well) of each of the two antibiotic strips, all the remaining 14 compartments were subjected
to preloading by the chosen antibiotics. The preloaded antibiotics used were Amoxicillin, Gentamicin,
Amikacin, Cefepime, Ofloxacin, Ciprofloxacin, Ceftriaxone, Piperacillin-Tazobactum, Cefotaxime,
Cefuroxime, Tobramycin, Levofloxacin, Cefazolin, and Imipenem. The concentration and composition
of the antibiotics were chosen as per Clinical and Laboratory Standards Institute (CLSI) guidelines [41].

In the case that the urine sample had pathogens, it was reflected in the first well of the antibiotic
strips, referred to as the reference well of both the antibiotic strips as there is no inhibition of bacterial
growth in this well. As per phenotypic AST of bacteria present, the remaining 14 compartments
showed varied levels of bacterial growth depending on the bacterial susceptibility to the chosen
antibiotics. The bacterial growth within the preloaded antibiotic compartment was represented by
a change in color of the BITGEN, measured by chromogenic and nephelometric endpoints using an
array of 64 photodiodes in an electronic optical sensor. The intensity of the color is a measure of the
number of growing cells in the presence and absence of a particular antibiotic. The sensor output was
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analyzed using a proprietary lab-developed statistical algorithm, pre-installed on the reader, which
provides ready-to-use results for sensitivity of the pathogen to the antibiotics tested, both as a display
on liquid crystal display (LCD) screen and a printout for permanent records. The reader was also
enabled to transfer results to other storage devices using a wireless module and/or a universal serial
bus (USB) interface. In case of insufficient growth, the analytical software prompts for incubating for
one additional hour and then if no growth is detected, the software reports the sample to be negative
for presence of bacteria.

Further, for reference, standard universally accepted, conventional gold standard urine culture
and Kirby Bauer method for AST was chosen. First, 10 uL of each urine sample was streaked on a
chromogenic culture medium, chromID® CPS Elite Translucent using a calibrated ni-chrome wire loop
of 4 mm by semi-quantitative method using surface streaking. The inoculated plates were incubated
for 18-24 h at 37 °C. After incubation, in case growth of colonies was up to the tertiary streaking,
it was considered as significant bacteriuria with 10° Colony Forming Units (CFU)/mL. Positive cultures
were further processed for determining the AST by Kirby Bauer Disc Diffusion Method as per Clinical
and Laboratory Standards Institute guidelines [41]. A suspension of each isolate was prepared to a
McFarland standard and spread over Muller Hilton Agar using lawn culture method. Himedia discs
with defined concentrations of antibiotics were placed over the culture. After incubation for 18 to
24 h at 37 °C, zones of growth inhibition around each antibiotic disc were measured to the nearest
millimeter and a reference table was used to determine susceptibility. The American Type Culture
Collection (ATCC) bacterial strains, namely Enterococcus faecalis, Escherichia coli, Klebsiella pneumoniae,
Pseudomonas aeruginosa, and Staphylococcus aureus, were used for quality control in the entire process.

The cut-off for labelling both index as well as reference test as positive was pre-specified as 10°
CFU/mL based on Infectious Diseases Society of America guidelines [42]. Neither the team performing
the index test nor the one conducting urine culture and sensitivity was provided any clinical information
about the participant/s. Both teams were also not informed about the results of the other test and, hence,
the index test was conducted in a completely blinded manner.

2.5. Data Analysis

Collected data and results from both tests for each participant were compiled and analyzed by
Statistical Package for the Social Sciences (SPSS) software (version 24). A contingency table was used
for determining diagnostic accuracy and kappa statistics was used for agreement analysis. Further, 95%
confidence interval (CI) was used to describe diagnostic accuracy, with p values of <0.05 considered
as significant. Sample size was calculated to be 600 for estimating the sensitivity of the index test,
based on a precision of 4% and confidence level of 95%, when the sensitivity of the new test was
expected to be at least 50%. “Best-case scenario method” was used for indeterminate results and mixed
growth. Samples with rare species, budding yeast cells, and contaminated samples were removed
from final analysis for a “complete case analysis”. No analysis of variability in diagnostic accuracy
was performed with respect to age group or department, as it was not pre-specified in the study:.
The raw data generated from the study which was used to analyze these results has been made publicly
available as a safe harbor file in online repository “Harvard Dataverse” [43].

2.6. Reagents

Analytical-grade chemicals required for preparation of BITGEN, identification strips, and antibiotic
strips were procured from Sigma Chemicals, St Louis, MO, USA. Chromogenic culture media, Muller
Hilton media, and antibiotic discs were procured from Himedjia, India; chromID® CPS Elite Translucent
from BioMérieux, France; 8-well strips and syringe filters from NUNC, Denmark; sterile syringes from
Dispovan, India. The scanner/reader machine for novel test was obtained from Micro Lab Instruments,
Ahmedabad, India. The bacterial strains Enterococcus faecalis (ATCC29212), Escherichia coli (ATCC25922),
Klebsiella pneumoniae (ATCC13883), Pseudomonas aeruginosa (ATCC27853), and Staphylococcus aureus
(ATCC25923) were purchased from Himedia, India.
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3. Results

3.1. Study Characteristics

Overall, 2001 eligible participants (1030 in AIIMS and 971 in Gandhi Hospital) were identified
and 1986 participants (1022 in AIIMS and 964 in Gandhi Hospital) were enrolled in the study. Data
of 1835 participants (982 in AIIMS and 853 in Gandhi Hospital) were included in the final analysis.
A total of 55 samples (20 from AIIMS and 35 from Gandhi Hospital) with low sample volume could
not be processed by the index test.

There were no indeterminate results reported by the index test in both the hospitals. One hundred
and eleven participants (97 in AIIMS and 14 in Gandhi Hospital) with indeterminate reference standard
urine culture results were reported as having no bacterial growth and were reclassified as true negatives
using best-case scenario. Samples with mixed growth in both index and reference standard tests were
considered positive for UTL. Fifty-five samples (5 from AIIMS and 50 from Gandhi Hospital) were
reported as contaminated and not considered for final analysis. Since the index test is designed for
identifying the most common bacteria only, 19 samples (6 from AIIMS and 13 from Gandhi Hospital)
with budding yeast cells and 22 samples (9 from AIIMS and 13 from Gandhi Hospital) with rare bacteria
(Citrobacter, Acinetobacter, Morganella, and Providencia) were also excluded from the final analysis. Thus,
a total of 96 cases were excluded from final analysis after performing both tests (Figure 1). Table 1
summarizes the mean age, gender distribution, and referring departments. The majority of participants
had cystitis, and more male patients were referred at AIIMS than Gandhi Hospital. Ninety-seven
cases (10%) cases in AIIMS cohort and nine cases (1%) in Gandhi Hospital cohort had progressed to
frank pyelonephritis.

Table 1. Characteristics of participants.

Characteristics AIIMS 1 (n = 982) Gandhi (n = 853)

Demographic characteristics

Age (in years)

Mean age 434 35.7
Minimum age <1 1
Maximum age 95 90
Gender
631 399

Male (64.3%) (46.8%)
Female 1 454

(35.7%) (53.2%)

Referring Department
Medical Specialties 193 481
Surgical Specialties 632 94
Pediatrics 67 138
Obstetrics and Gynecology 87 140
Radio-diagnosis 3 0
Clinical Syndrome

Pyelonephritis 10% 1%
Cystitis 90% 99%

1 ATIMS = All India Institute of Medical Sciences.
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¥ i eligible partici
approached for screening
n=2001 (G971, A-1030)

Figure 1. Flow of participants through the study—Standards for Reporting Diagnostic Accuracy
(STARD) diagram (G = Gandhi Hospital, A = AIIMS).

3.2. Test Performance

There was no time gap between processing of samples by both tests. No adverse event occurred
while performing index test or reference standard test since only urine sample collection was involved.
In AIIMS, 609 cases, while in Gandhi Hospital, 273 cases, were diagnosed with symptomatic UTI
based on positive culture results by conventional method. Furthermore, 953 participants (373 in AIIMS
and 580 in Gandhi Hospital) with symptoms of UTI, showed low colony count on culture plates.
Out of these, the index test reported 172 cases (72 in AIIMS and 100 in Gandhi Hospital) as positive,
which were otherwise reported as negative by conventional method, 48 h post incubation.

3.2.1. Diagnostic Accuracy

AIIMS cohort showed a higher sensitivity (92.9%) while Gandhi Hospital cohort showed a
marginally higher specificity (82.8%). The sensitivity and specificity in both the validation sites were
within 95% confidence interval of the other hospital (Table 2). The sensitivity and specificity obtained
by use of the novel test was well within the stipulated limits laid down in the recommendations issued
by the European Urinalysis Guidelines for rapid tests.

143



J. Clin. Med. 2019, 8, 2098

Table 2. Comparison of test results obtained by novel test and urine culture method.

Contingency Tables
AIIMS (n = 982) Urine Culture Positive Urine Culture Negative Total
Index test Positive 566 (92.9%) 72 (19.3%) 638
Index test Negative 43 (7.1%) 301 (80.7%) 344
Total 609 373 982
Gandhi (n = 853) Urine Culture Positive Urine Culture Negative Total
Index test Positive 250 (91.6%) 100 (17.2%) 350
Index test Negative 23 (8.4%) 480 (82.8%) 503
Total 273 580 853
Combined (1 = 1835) Urine Culture Positive Urine Culture Negative Total
Index test Positive 816 (92.5%) 172 (18.0%) 988
Index test Negative 66 (7.5%) 781 (82.0%) 847
Total 882 953 1835
Diagnostic Accuracy
Parameters AIIMS (n = 982) Gandhi (n = 853) Combined (n = 1835)
Sensitivit 92.9% 91.6% 92.5%
Y (95% CI: 90.6-94.8%) (95% CI 87.6-94.6%) (95% CI: 90.6-94.2%)
Specifici 80.7% 82.8% 82.0%
P ty (95% CI: 76.3-84.6%) (95% CI: 79.4-85.8%) (95% CI: 79.4-84.3%)
Agreement Analysis
Parameters AIIMS (n = 982) Gandhi (n = 853) Combined (n = 1835)
Kappa value ! 0.748 0.692 0.741
Standard error ! 0.022 0.025 0.016
p value <0.0005 <0.0005 <0.0005

! Kappa value and its standard error measures agreement between results of two dichotomous variables (here two
diagnostic tests providing positive or negative results).

3.2.2. Agreement Analysis

Good agreement was observed at both validation sites, as seen by a Kappa = 0.741. The observed
agreement is statistically significant as reflected by a p value of <0.0005.

3.3. Identification of Bacteria

The index test correctly reported the causative bacteria as reported positive by urine culture in
82% cases in AIIMS cohort and 80% cases in Gandhi Hospital cohort (Table 3). In Gandhi Hospital,
four cases of Streptococcus were not reported by the index test as it is not designed to identify the same.
Out of 17 mixed growth in Gandhi cohort, the index test identified seven as individual bacteria, while
among 49 in AIIMS cohort, it identified 41 as individual bacteria.

Table 3. Identification of bacteria in the two cohorts.

Identification of Bacteria (Single Species Identification)

AIIMS E.coli  Enterococcus Klebsiella  Proteus  Staphylococcus  Pseud. Total
“n” (based on urine culture) 324 104 79 4 1 48 560
% correct identification by index test ~ 93% 74% 68% 75% 100% 48% 82%

Gandhi E.coli  Enterococcus Klebsiella  Proteus Staphylococcus ~ Pseud Total
“n” (based on urine culture) 92 22 100 8 22 8 252
% correct identification by index test 85% 82% 83% 63% 50% 88% 80%

3.4. Antibiotic Susceptibility

The index test used the same set of 14 antibiotics for every sample, while AIIMS and Gandhi
Hospital laboratories used specific antibiotics based on identified bacteria. Hence, only a subset of
antibiotics overlapped for both tests. Further, as the conventional method relied on the choice of
antibiotics by the microbiologist in-charge, sets of antibiotics tested in both tests were also not used
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for all the samples tested. Antibiotics tested for at least 30 samples in both the tests were included
in analysis presented in Table 4. The rapid index test correctly reported sensitivity and resistance to
antibiotics in 91% and 96% cases, respectively, in AIIMS cohort, and these numbers were 87% in the
case of sensitivity to tested antibiotics and 92% in the case of resistance to antibiotics reported for the
Gandhi Hospital cohort.

Table 4. Comparison of antibiotic susceptibility report in the two cohorts using both tests.

AIIMS
AIIMS Result  Total Tests Done Together ~ Agreement in Results ~ Disagreement in Results
Gentamycin R 149 141 (95%) ° 8 (5%)
S 259 237 (92%) 2 22 (8%) ©
I 7 0 7d
Amikacin R 65 65 (100%) @ ob
S 29 26 (90%) @ 3 (10%) €
I 3 0 3d
Ciprofloxacin R 49 43 (88%) 6 (12%)
S 1 1(100%) 2 0c
I 0 0 0d
Ceftriaxone R 269 263 (98%) @ 6 (2%)®
S 99 85 (86%) @ 14 (14%) ©
I 4 0 4d
Piperacillin-Tazobactum R 121 118 (98%) @ 3(2%) P
S 286 266 (93%) 2 20 (7%) €
I 22 0 224
Cefazolin R 34 24 (71%) @ 10 (29%) ®
S 12 10 (83%) 2 2 (17%) ©
I 0 0 0d
Imipenem R 56 56 (100%) 2 ob
S 21 19 (90%) 2 (10%) ©
1 3 0 3d
Overall R 743 710 (96%) @ 33 (4%) ©
S 707 644 (91%) @ 63 (9%) ©
Gandhi
Gandhi Result  Total Tests Done Together ~ Agreement in Results ~ Disagreement in Results
Gentamycin R 56 54 (96%) @ 2 (4%) P
S 120 103 (86%) @ 17 (14%) ©
I 0 0 0d
Amikacin R 12 12 (100%) @ 0b
S 27 23 (85%) @ 4 (15%) ©
I 0 0 0d
Cefepime R 35 34 (97%) @ 1(3%) P
S 10 8 (80%) @ 2 (20%) ©
I 0 0 0d
Piperacillin-Tazobactum R 13 12 (92%) @ 1(8%) b
S 21 20 (95%) @ 1(5%) ©
I 0 0 0d
Cefotaxime R 28 28 (100%) @ 0b
S 14 14 (100%) ® 0c¢
I 0 0 0d
Levofloxacin R 23 15 (65%) 2 8 (35%) P
S 8 6 (75%) @ 2 (25%) €
I 0 0 0d
Cefazolin R 56 50 (89%) @ 6 (11%)®
S 20 18 (90%) 2 (10%) ©
I 0 0 0d
Overall R 223 205 (92%) @ 18 (8%) ®
S 220 192 (87%) 2 28 (13%) ©

R = Resistant; S = Sensitive; and I= Intermediate; a—complete agreement, b—very major error, c—major error,
and d—minor error. (Same test results either susceptible or resistant by both tests, were classified as “complete
agreement” and result reported as resistant by culture and susceptible by novel test was labelled as “very major
error”; susceptible by culture but resistant by novel test was labelled as “major error”; intermediate by culture and
susceptible or resistant by novel test was labelled as “minor error”). Please note that no intermediate results were
reported by novel test and by Gandhi Hospital culture reports.
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4. Discussion

Treating patients, including UTIs caused by bacteria, is a challenging task, and development of
rapid AST is very important to provide better healthcare services. Use of microbiological culture method
and Kirby—Bauer disc diffusion tests are well established for diagnosis of UTIs in healthcare facilities
worldwide. However, this entire method needs trained microbiologists and its major limitations are
long turn-around time, resource intensiveness in the form of lab infrastructure, and requirement of cold
chain for supply and storage of reagents [44]. In resource-constrained settings with poor or limited
access to laboratory-based testing, performing urine culture and AST is not feasible. Therefore, initial
antibiotic therapy in infectious diseases such as UTIs which accounts for ~40% cases of all infections as
per World Health Organization (WHO), is mostly empirical. Hence, an alternative method, like the
index test described herein, for reporting antibiotic sensitivity in a short period of 4 h, with no ancillary
resource requirement, will not only be beneficial for patient care, but also curtail unnecessary antibiotic
prescriptions. Additionally, availability of results in 4 h saves the repeat visit of patients to collect lab
reports made available only after three days under best conditions and often even longer in remote
and hard-to-reach geographical locations.

The high-cost, resource-intensive, non-portable, most commonly used automated systems Vitek
2 and MicroScan Walkaway provide AST and identification results in more than 28 h [6,7]. Reports
evaluating the susceptibility of only Gram-negative bacilli to 11 antibacterial using these two systems
showed the results in 92.7% of isolates and overall concurrence with the standard test being 94% with a
3.4% major error rate [45]. With reference to preventing emergence of resistance to antibiotics, they still
pose a major limitation in terms of time taken to complete the identification and antibiogram profile
of UTI causing pathogen. Most of the newer technologies tried for UTI [18] are facing limitations
like the need for an overnight incubation, extensive initial sample preparation, need for an upstream
screening test, and lack of integrated technology platform for clinical adoption. These technologies are
expensive and not easy to use. Most of them do not give antimicrobial susceptibility. Previously tried
strip-based tests also showed less sensitivity [46]. Even automated urine analyzers have resulted in low
sensitivity [47]. In comparison, this index test is portable, can be used in all healthcare settings, costs
less than 0.4 million INR (~5000 USD), needs no ancillary equipment or dedicated space, and provides
ready-to-use antibiogram results and microbial identification within 4 h. The sensitivity and limitation
of other tests are summarized in Table 5. The higher sensitivity, >90%, and specificity, >80%, of the
index test, with kappa values indicating very good agreement with gold reference standard test,
show that it has good diagnostic accuracy as a rapid test [48] for its role as a preliminary triage test
and its intended use of diagnosing bacteriuria and preventing irrational prescription of antibiotics.
Although the gold standard for diagnosing UTI remains as urine culture, the high cost, laboratory
requirements, and long turnaround times (24-72 h) are its disadvantages. Further, in this type of testing,
recognition and classification of bacteria is associated with the experience of laboratory technicians.
The novel/index test developed is a simpler system and shows better agreement (Kappa = 0.741,
significant substantial agreement) with the gold standard and is therefore best suited for routine use in
clinical laboratories.

This novel test correctly identified sensitivity to multiple antibiotics in more than 75% instances
(and in several cases with 100% accuracy), which then becomes the basis for evidence-based, rational
use of antibiotics for specific therapy. The availability of results within 4 h will discourage unnecessary
prescription of antibiotics in case of absence of bacterial disease and help the physician to prescribe
antibiotics that are identified to be effective against the causative pathogen.
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The incidence of UTI from this hospital-based study may not be generalized over the entire
population as the present study was conducted in tertiary hospitals to enroll enough participants in
the shortest possible time and simultaneous comparison with reference gold standard test without
any loss of time in processing or transport of collected samples. Due to the conventional practice
in microbiology labs on the choice of antibiotics, which may also be governed by the availability of
antibiotics discs, antibiotics could be compared for sensitivity in a subgroup of samples tested. In spite
of this, the novel test reported resistance to antibiotics with an accuracy of 80% to 100%, except for two
antibiotics, cefazolin (71%) and levofloxacin (65%). This was primarily seen in samples with more than
one bacterial entity with a high probability of quorum sensing, impacting the sensitivity to the given
antibiotic/s.

Rapid assay described herein determines the efficacy of an antibiotic not only in the shortest
possible time, but also with literally no dependence on trained manpower and lab infrastructure.
Although this novel test is suitable for use in all healthcare settings, it can prove to be of immense and
unsurpassable value for healthcare facilities in low-resource settings due to features like portability,
point-of-use testing, and no additional requirements. A consensus using Delphi technique, obtained
from experts regarding criteria required for an acceptable point-of-care test for UTI detection, was
reported by Weir et al. [49]. This novel test fulfils 25 out of 26 accepted criteria, except for just one, i.e.,
use of small sample volume. The novel test also fulfils six out of seven of the WHO’s ASSURED criteria
for ideal characteristics for a point-of-care test in resource-limited settings, the sole unfulfilled one
being equipment free, and also matches all the revised criteria suggested by Paul et al. [50]. Effective
diagnosis is a prerequisite for successful therapy, and early and accurate diagnosis results in timely
and appropriate treatment.

5. Conclusions

In conclusion, it can be said that this novel test, with high sensitivity and specificity for detecting
bacterial UTI and reporting antibiogram, can be used as a triage test for diagnosing UTIs and suggesting
appropriate treatment for an evidence-based prescription for antibiotics in any kind of healthcare
settings. In the wake of growing AMR, the prevalent “lack of priority for diagnostics over treatment”
needs to be addressed urgently and this novel test enables physicians and labs to achieve this by adopting
this affordable and portable IVD test before prescribing antibiotics for treatment of infectious diseases.
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Abstract: A gradually increasing prevalence of mild cognitive impairment (MCI) is recognized in the
super-aging society that Japan faces, and early detection and intervention in community-dwellers
with MCI are critical issues to prevent dementia. Although many previous studies have revealed
MCI/non-MCI differences in older individuals, information on the prevalence and characteristics of
MCl in rural older adults is limited. The aim of this study was to investigate differential characteristics
between older adults with and without MCI. The investigation was conducted over one year from 2018
to 2019. Participants were recruited from Akita in northern Japan. Neuropsychological assessments
were applied to classify MCI, including the National Center for Geriatrics and Gerontology Functional
Assessment Tool (NCGG-FAT) and the Touch panel-type Dementia Assessment Scale (TDAS) based
on the Alzheimer’s disease assessment scale. Our samples consisted of 103 older adults divided
into 54 non-MCT and 49 MCI. The MCI group had lower scores of all cognitive items. Our results
showed that individuals with MCI had significantly slower walking speed (WS) and worse geriatric
depression scale (GDS) compared to non-MCL. In addition, WS was significantly associated with some
cognitive items in non-MCI, but not in MCI. Finally, we showed that predictive variables of MCI were
WS and GDS. Our study provides important information about MCI in rural community-dwellers.
We suggest that older adults living in a super-aging society should receive lower limb training, and
avoiding depression in older adults through interaction of community-dwellers may contribute to
preventing the onset of MCL

Keywords: older adults living in super-aging society; mild cognitive impairment; walking
speed; depression

1. Introduction

Mild cognitive impairment (MCI) is a transitional state of cognition between normal ageing and
dementia that may progress to dementia. MCl is defined by subjective or objective evidence of cognitive
decline greater than expected for the individual’s age and education level but that does not interfere
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notably with activities of daily life, and the early detection and prevention of MCI are a challenge to
prevent dementia in older adults [1]. Within established processes for making a diagnosis of MCI [2],
some factors in its early detection remain unclear, as well as predictors of reversion from MCI to normal
cognition. Differences between individuals without MCI and those with MCI have been studied and
reported, which shows that many factors such as a lack of exercise [3], cerebrovascular factors [4],
and anxiety [5] affect cognitive function. Especially, it is appreciated that cognitive and physical
impairments in older adults are related through shared pathophysiological mechanisms [6]. Some
studies show that older adults with MCI compared to individuals without MCI perform more poorly
not just on neurocognitive performance, but also on complex motor and psychomotor domains [7-9],
and exhibit greater gait impairment [10-14]. Recently, it has become clear that MCI and physical
frailty are related. The physical phenotype of frailty is represented by low levels of lean body mass,
muscle strength, gait performance, physical activity, and exhaustion [15]. Gait performance of the
frailty is associated with cognitive decline and MCI conversion to AD as reported by [9,16]. Therefore,
investigating close associations between MCI and physical function has important implications for
improving diagnostic acuity of MCI and targeting interventions to prevent dementia and disability
among older adults.

To clarify the dementia risk associated with MCI or early stage dementia, a nationwide clinical
registry called the Organized Registration for the Assessment of dementia on Nationwide General
consortium toward Effective treatment (ORANGE) is ongoing in Japan [17]. The recruitment of many
registrants has been in progress in several regions of Japan from 2017, and we performed an extending
preclinical trial in a cohort in northern Japan up to 2019. As is well known, gradual growth of the older
population has been experienced in Japan. Especially, northern rural areas in Japan (Akita prefecture)
are the most super-aging society in the world (e.g., the number of individuals over aged 75 in Akita is
estimated to reach 205,000 people by 2025 [18]). Although there are few epidemiological data regarding
MCTI in rural areas of Japan, several studies have reported MCI profiles in older adults [19,20]. Most
of them are focused on the prevalence of MCI or the conversion rate to dementia, and the detailed
cognitive profile (e.g., attention, executive function, information coding skill, etc.) of MCI is not
covered, as well as scarce epidemiological data regarding health-related variables such as physical
performance and mental status. Therefore, we analyzed the data of a prospective cohort in northern
Japan. In this study, we investigated which factors were related to MCI status according to the National
Center for Geriatrics and Gerontology Functional Assessment Tool (NCGG-FAT) [21,22] and the Touch
panel-type Dementia Assessment Scale (TDAS) [23,24] based on the Alzheimer’s disease assessment
scale (ADAS) [25]. To clarify the characteristics of rural older adults with MCI, we focused on three
points as follows. First, we mainly compared cognitive function, physical performance, and depressive
symptoms in MCI individuals with those in non-MCI individuals. Second, we examined correlations
between physical performance and cognitive and mental function in each group (i.e., non-MCI group
and MCI group). Finally, a binomial logistic regression model was estimated to determine predictive
factors for MCI in rural older adults in Japan.

2. Experimental Section

2.1. Participants and Study Design

The participants were recruited in a rural area in Akita with a small population (total 32,440)
with a super-aged rate of 38.7% according to public information, from 2018 to 2019. The inclusion
criteria were age 65 years and over, having walking ability without personal assistance, and living at
home. The exclusion criteria were dementia, major depression, severe hearing or visual impairment,
stroke, Parkinson’s disease, other neurological disease, intellectual disability, need for support or care
as certified by the Japanese public long-term care insurance system due to disability, and inability to
complete cognitive tests at the baseline assessment. The study was approved by the ethics committee
of the Faculty of Medicine, Akita University (approval No. 1649) and was performed in accordance
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with the Declaration of Helsinki II. Informed consent was obtained from all participants. According
to sample size calculations using G*Power for unpaired f test [26], we estimated a sample size of 64
participants per group to detect a clinically significant effect with o« = 0.05, power = 80%, and effect
size = 0.50.

2.2. Assessment and Outcome

After obtaining informed consent from each participant, demographics (age, gender, and education)
and health variables (body mass index (BMI), medical history of hypertension and diabetes, frail
phenotype, medication and Geriatric Depression Scale-15 (GDS)) were collected according to the
ORANGE protocol. A questionnaire sent in advance by mail was self-described by each participant,
including age, gender, educational duration, presence of hypertension and diabetes (e.g., yes or no),
amount of medications, and GDS (e.g., score range from 0 to 15, as indexed more depressive symptoms
in higher scores). Height and weight to calculate BMI were measured by public health nurses. Five
components of the National Center for Geriatrics and Gerontology-Study of Geriatric Syndromes
(NCGG-SGS) [27] based on the Fried frailty index [15] were applied to assess frailty: (i) self-reported
unintentional weight loss (i.e., a decrease of 2-3 kg over six months [28]), (ii) self-reported exhaustion
(i.e., presence of fatigue for two weeks [28]), (iii) self-reported low physical activity (i.e., no exercise
habit for a week [29]), (iv) weakness (i.e., grip strength (GS) less than 26/18 kg for male/female [30]):
GS was measured using a Smedley-type handheld dynamometer (GRIP-D; Takei Ltd., Niigata, Japan),
and (v) slow walking speed (WS) (i.e., less than 1.0 m/s in 5 m walking test [29]): walking time was
measured over a 2.4-m distance in seconds using infrared sensors and participants’ WS (m/s) was
calculated. They were used to define robust (score of zero), pre-frail (score of 1 to 2), and frail (score of
3 to 5). The frail index of NCGG-SGS is almost equal to the original index of Fried’s study [15] except
the modified cut-off values for slowness and weakness are appropriate criteria for physical frailty
assessments in the Japanese older population [31,32]. The present study also applied NCGG-FAT and
TDAS based on ADAS to assess cognitive function in the participants and to divide the participants into
non-MCI and MCI groups. All the variables of five frail components, the NCGG-FAT and TDAS were
evaluated by trained public health nurses throughout a comprehensive health checkup in a local spot.

2.3. Components of NCGG-FAT

The computerized multidimensional neurocognitive test was performed on an iPad (Apple,
Cupertino, CA, USA) with a 9.7-inch touch display. The task instructions were presented with a letter
size of atleast 1.0 X 1.0 cm? on the display. For this study, a trained operator supported each participant
by setting up the tablet PC and running each test. Participants completed the NCGG-FAT subtests
as follows.

2.3.1. Tablet Version of Word Recognition (WR)

This test is comprised of two computerized tasks of immediate recognition and delayed recall.
In the first task of immediate recognition, participants were instructed to memorize 10 words, each of
which was displayed for 2 s on the tablet PC. After that, a total of 30 words including 10 target and
20 distracter words were shown to participants, and they were required to select the 10 target words
immediately. This task was repeated for three trials. The average number of correct answers was
recorded as a score ranging from 0 to 10. In another task, participants were asked to correctly recall the
10 target words after 20 min. The number of correctly recalled target words was scored ranging from 0
to 10. Finally, we calculated the sum score of the two tasks of immediate recognition and delayed recall.

2.3.2. Tablet Version of Trail Making Test Version A (TMT-A) and Version B (TMT-B)

In the Trail Making Test Version A (TMT-A) task, participants were instructed to touch the target
numbers in a sequence as rapidly as possible. Target numbers from 1 to 15 were randomly displayed on
the tablet panel. In addition, the Trail Making Test Version B (TMT-B) instructions required participants
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to touch target numbers (e.g., 1-15) and letters in turn. The required time (seconds) to complete each
task was recorded, within a maximum time of 90 s.

2.3.3. Tablet Version of Symbol Digit Substitution Task (SDST)

In the Symbol Digit Substitution Task (SDST), nine pairs of numbers and symbols were shown
in the upper part of the tablet display. A target symbol was shown in the center of the tablet panel,
and selectable numbers were displayed at the bottom. Participants were asked to touch the number
corresponding to the target symbol shown in the central part of the tablet display as rapidly as possible.
The number of correct numbers within 90 s was recorded.

2.4. Components of TDAS

The TDAS test was presented on a 14-inch touch panel display. The TDAS subtests consisted of
seven of the ADAS-cog test items (11 test items) and two other tasks. Participants were instructed
verbally or visually by the computer to complete the TDAS subtests as follows.

2.4.1. WR

The WR test was a computerized test based on the WR task of ADAS-cog. At the start of
instructions for this task, 12 target words were individually presented on the display for 3 s each
at 2 s intervals. After demonstrating the target words, the computer randomly displayed 24 words
consisting of 12 target words and 12 non-target words. Participants were then instructed to respond
by touching the displayed button of ‘yes’, no’, or ‘unknown’ in response to the question regarding
whether the word had been shown previously. Participants completed the trial three times. The total
number of incorrect responses for three trials was recorded, with a maximum score of 72.

2.4.2. Following a Command

This task was modified from the command task of ADAS-cog. The computer presented 10
selectable icons labelled from 0 to 9 and then required participants to touch the number specified. The
number of incorrect responses in two trials was scored with a maximum score of 2.

2.4.3. Orientation

This task was based on the orientation task of ADAS-cog. The computer displayed four screens in
sequence. On each screen, participants were asked to touch selectable icons and answer what year,
month, day, and weekday it is. The number of incorrect responses was scored with a maximum score
of 4.

2.4.4. Visual-Spatial Perception

This task was modified from the constructional praxis task of ADAS-cog to evaluate visual-spatial
perception. ADAS-cog requires subjects to copy the geometric forms presented. The computer first
presented four screens displaying a target geometric form (i.e., a square, rhombus, cube, or triangular
prism) for 5 s each. Participants were then required to correctly select the target form in response to a
question task including the target form and four non-target forms. The number of incorrect responses
was scored with a maximum score of 4.

2.4.5. Naming Fingers

This test assessed whether participants can name the fingers correctly, using the protocol of
ADAS-cog. Participants were asked to correctly respond to a picture question of a hand marked with a
red circle, by touching an icon labelled with the five finger names. An incorrect response was scored as
one point, with a maximum score of 5.
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2.4.6. Object Recognition

This task was based on the naming objects task of ADAS-cog. Participants were instructed to
touch the correct usage icon (e.g., a pair of scissors, comb or broom) of five selectable icons labelled
with the purpose of usage. Three trials were completed, and an incorrect response was scored as one
point (maximum score = 3).

2.4.7. Accuracy of Order of a Process

This task was modified from the ideational praxis of ADAS-cog. The computer displayed seven
icons labelled randomly with seven actions. Participants were asked to correctly touch the icons in
order. The number of incorrect responses was recorded, with a maximum score of 5.

2.4.8. Money Calculation

This task assessed the money calculation ability of each participant. Participants needed to
combine coins equal to an amount of money from various denominations of coins displayed on the
screen. Three trials were completed, and an incorrect response was scored as one point (maximum
score = 3).

2.4.9. Clock Time Recognition

This task included three kinds of question regarding clock time recognition. Participants were
instructed to correctly state the time shown on a clock displayed on the screen. The number of incorrect
responses was recorded, with a maximum score of 3.

2.5. MCI Classification by NCGG-FAT and TDAS

According to Petersen’s report [2] in which individuals who showed cognitive impairment
but were independent in activities of daily living were defined as having MCI, we applied MCI
classification according to the cutoff point of NCGG-FAT or TDAS. For all cognitive subtests of
NCGG-FAT, the standardized threshold in each corresponding domain for defining impairment in
Japanese population-based cohorts consisting of older community-dwellers is a score more than 1.5
standard deviations (SD) below the age- and education-specific mean [21]. In TDAS, decreasing scores
indicate cognitive improvement (range of scores from 0 to 101), and total scores ranging from 7 to 13
were classified as MCI [23].

3. Analyses

According to results of the normalization test (Kolmogorov-Smirnov test), Age, Height, Weight,
and BMI were used by the unpaired t test. Gender (% female), Hypertension (% Yes), Diabetes (% Yes),
Weight loss (% Yes), Poor energy (% Yes), and Low physical activity level (% Yes) were analyzed
by chi-squared test for 2 X 2 contingency, except for Pearson’s chi-square test for Frail phenotype
(%, robust/pre-frail/frail) for 2 X 3 contingency. Mann-Whitney test was applied for GS (kg), WS
(m/s), Amount of medications (1), Education (years), GDS-15 (score), and cognitive measurements of
NCGG-FAT and TDAS (Table 1).
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Table 1. Characteristics of participants with and without mild cognitive impairment (MCI).

Non-MCI Group MCI Group
Variables n=>54 n=49 p Value
Mean SD Mean SD
Age (years) 74.1 6.1 74.4 5.7 0.84
Gender (% female) 53.7% 55.1% 0.89
Height (cm) 155.0 8.2 156.0 85 0.53
Weight (kg) 57.9 114 60.0 10.1 0.34
Body Mass Index (kg/mz) 24.0 3.7 24.6 35 0.41
% % p Value
Hypertension (% Yes) 63.0% 61.2% 0.86
Diabetes (% Yes) 20.4% 26.5% 0.46
Frail five components
Frail phenotype (%, o/ =0/ 1o o/ 14770 11 0,
robust/pre-frail/frail) 50%/50%/0% 43%/47%/10% 0.054
(i) Weight loss (% Yes) 11.1% 14.3% 0.63
(ii) Poor energy (% Yes) 16.7% 26.5% 0.22
(iii) Low physical activity o o
level (% Yes) 13.0% 18.4% 0.45
Median IQR Median IQR p Value
(iv) Grip strength (kg) 252 12.0 229 9.0 0.25
(v) Walking speed (m/s) 13 0.4 12 0.3 0.03 *
Amount of medications (1) 3.0 3.0 4.0 4.0 0.17
Education (years) 12.0 3.0 12.0 3.0 0.18
GDS-15 total score (score) 2.0 2.0 3.0 4.0 0.046 *
NCGG-FAT
Word recognition (score) 11.7 3.8 8.0 42 0.000 o
Tablet version of TMT-A (s) 19.0 6.0 27.0 11.0 0.000 o
Tablet version of TMT-B (s) 33.5 18.0 46.0 44.5 0.000 o
Tablet version of SDST (score) 42.0 12.0 33.0 125 0.000 i
TDAS
TDAS total score (score) 2.0 3.0 7.0 9.0 0.000 e

*p <0.05,* p <0.01, ** p < 0.001, Mann-Whitney test was applied for Education (years), Amount of medications
(n), GDS-15 total score (score), Grip strength (kg), Walking speed (m/s), and cognitive measurements of NCGG-FAT
and TDAS. Age, height, weight, and BMI were analyzed by unpaired t test, and gender (% female), hypertension
(% Yes), diabetes (% Yes), weight loss (% Yes), poor energy (% Yes), and low physical activity level (% Yes) were
analyzed by chi-squared test, except for Pearson’s chi-square test for frail phenotype (%, robust/pre-frail/frail). SD,
standard deviation; IQR, interquartile range; Loss weight, Loss weight more than 3 kg in six months; TMT-A, Trail
Making Test A version; TMT-B, Trail Making Test B version; SDST, Symbol Digit Substitution Task; TDAS, Touch
Panel-type Dementia Assessment Scale; GDS-15, Geriatric Depression Scale.

As the variables of WS, GS, subtests of NCGG-FAT, TDAS, and GDS-15 total score were not
statistically normalized from the Kolmogorov-Smirnov test, Spearman correlation analysis for interval
scales was applied to analyze the relationship among Age, GS, WS, subtests of NCGG-FAT, TDAS, and
GDS total score for each group (Table 2).

The values of pj, = 0.2 and pout = 0.25 were set up to select independent variables from Tables 1
and 2 for input into a binominal logistic regression model. The regression model was performed by a
method of likelihood ratio, and set up the MCI classification as the dependent variable and predictors
(i-e., independent variables) according to the following regression models; (i) 11 predictors of Model I
include Age, GS, WS, Amount of medications, Education, WR, TMT-A, B, and SDST of NCGG-FAT,
TDAS, and GDS-15 total score. (ii) Ten predictors of Model II except for TDAS score include Age, GS,
WS, Amount of medications, Education, WR, TMT-A, B, and SDST of NCGG-FAT, and GDS-15 total
score. Finally, (iii) six predictors of Model III except for all cognitive variables included Age, GS, WS,
Amount of medications, Education, and GDS-15 total score. The model adaptation was examined by
Hosmer-Lemeshow test (Table 3). SPSS Version 26.0 for Windows (SPSS Inc., Chicago. IL, USA) was
used for analysis, and the level of significance was set at p = 0.05.
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Table 3. Multiple comparison among binomial logistic regression models depending on MCI
classification with odds ratio.

Model Coefficient () Odds Ratio 95% CI p Value
Model I
Age (years) -0.27 0.77 0.66, 0.89 0.000
TMT-B (s) 0.08 1.09 1.04,1.14 0.001
SDST (score) -0.12 0.88 0.80, 0.97 0.012
TDAS total score (score) 0.65 1.91 1.37,2.68 0.000
Model IT
Age (years) -0.26 0.77 0.67,0.88 0.000
WR (score) —-0.55 0.58 0.44,0.76 0.000
TMT-A (s) 0.17 1.19 1.07,1.33 0.001
TMT-B (s) 0.05 1.05 1.01,1.10 0.025
GDS-15 total score (score) 0.32 1.37 1.07,1.77 0.014
Model 11T
Walking speed (m/s) -2.29 0.10 0.02, 0.69 0.020
GDS-15 total score (score) 0.20 1.22 1.04,1.43 0.015

Reference group for analysis was non-MCI group. Model I: Model xz test, p < 0.0001; The Hosmer-Lemeshow test,
p = 0.12; Percentage of correct classifications = 87.4%. Model II: Model xz test, p < 0.0001; The Hosmer-Lemeshow
test, p = 0.84; Percentage of correct classifications = 84.5%. Model III: Model Xz test, p = 0.002; The Hosmer-Lemeshow
test, p = 0.02; Percentage of correct classifications = 59.2%. CI, confidence interval; WR, word recognition; TMT-A,
Trail Making Test A version; TMT-B, Trail Making Test B version; SDST, Symbol Digit Substitution Task; TDAS,
Touch Panel-type Dementia Assessment Scale; GDS, Geriatric Depression Scale-15.

4. Results

Our samples consisted of 103 older participants divided into 54 non-MCI people and 49 MCI people.
We confirmed that the MCI group had significantly lower scores or longer required times of all cognitive
items including WR test, TMT-A, B, SDST and TDAS scores than the non-MCI group (p < 0.0001)
(Table 1). Demographic and health data including Age, Gender, BMI, presence of Hypertension or
Diabetes, Frail phenotype, presence of Weight loss, Poor energy, Low physical activity level, Amount
of medications, and Education showed no significant difference between the non-MCI group and MCI
group. Of physical assessments, WS was significantly different between the groups (p = 0.03), whereas
GS was not different (p = 0.25). Moreover, the MCI group showed a worse score of GDS (p = 0.046 <
0.05). Next, we examined correlations between physical performance, cognitive and mental function in
each group (Table 2). According to the results of Spearman correlation analysis, WS was associated
with some items of cognitive subtests including WR, TMT-A, B, and SDST in the non-MCI group (|r| >
0.30, p < 0.01), but these were not significant in the MCI group except for correlations between cognitive
items and Age or Education. Finally, we performed an analysis to determine explanatory variables for
MCI with reference to non-MCI by binomial logistic regression analysis (Table 3). According to a result
of Phi coefficient of association, all the nominal scales including Gender (Phi coefficient = 0.01, p =
0.89), presence of Hypertension (Phi coefficient = 0.02, p = 0.86) and Diabetes (Phi coefficient = 0.07,
p = 0.46), Weight loss (Phi coefficient = 0.05, p = 0.63), Poor energy (Phi coefficient = 0.12, p = 0.22),
Low physical activity level (Phi coefficient = 0.08, p = 0.45) were not significantly associated with MCI
classification, and they were not included into predictors for the regression model. Three regression
models were estimated according to the predictors of Age, GS, WS, Amount of medications, Education,
WR, TMT-A, B, SDST, TDAS, and GDS-15 total score. Model I that included them demonstrated that
the classification of MCI had a significant association with Age, TMT-B, SDST, and TDAS. Next, Model
IT except for T-DAS score from Model I was applied to estimate a specific cognitive profile in MCI.
Model II demonstrated that the classification of MCI had a significant association with Age, WR, TMT
A, B, and GDS-15 total score. Finally, considering the self-explanatory effect of cognitive items, Model
III except for all cognitive variables from Model II was applied to clarify the classification of MCI.
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As shown in Model III, WS and GDS-15 total score were extracted as explanatory variables of MCI
(Table S1). In the three estimated models, the results of Hosmer-Lameshow test showed adaptability
of 87.4% (p = 0.12) in Model I, 84.5% (p = 0.84) in Model II, and 59.2% (p = 0.02) in Model III.

5. Discussion

In this study, we found characteristics of MCI in northern Japanese community-dwellers of
super-aging society had slower WS and tendency to depression. Aging continues in the subjects of
our survey area, and the population ratio 65 years or older reached 38.7% (July, 2019). Actually, the
prevalence of MCI in this study was higher (47.6%) compared with other rural areas which were
previously reported to be about 10%—-30% [29,33]. Additionally, some wealthy urban areas different
from our rural area showed that characteristics of MCI were greater with older age and less education
than non-MCI [34,35]. Although this high prevalence and multifactorial approach may be due to
different methods, it could also be because our community-dwellers living in an area of heavy snowfall
in northern Japan experience a more negative impact on gait performance [36] and a potentially high
incidence of depressive symptoms [37] because of fewer opportunities to go out and participate in
social activities. In fact, we showed an association between cognitive function and demographic and
health data including age, gender, BMI, medical history, medication, frailty phenotype, education,
physical performance, and GDS in older adults living in a super-aging society (Table 1). We found
that recognized risk factors for MCI including age, gender, BMI, presence of hypertension or diabetes,
frailty phenotype, education, and amount of medications were not different, but WS and GDS were
significantly different between the groups. We also found that WS was significantly associated with
some cognitive items including SDST and TMT in the non-MCI group, but not in the MCI group
(Table 2). The regression models demonstrated that MCI had a significant association with age,
executive function, information coping speed, and composite cognitive performance, indicating that
these are predictive variables for the presence of MCI. However, because of the effect of variables on
these cognitive scores (Model I), we applied Models II and III (Table 3). Model II excluding composite
cognitive performance, as indexed in the TDAS score, demonstrated that MCI had a significant
association with age, WR, attention, executive function, and GDS. Compatible with the results of
Reinvang et al. [38], attention and executive dysfunction in neuropsychological tests could be early
symptoms of MCI. Especially, the variables of SDST and TMT are recognized to reflect psychomotor
processing and executive function [39], and several studies have reported that they are rapidly altered
in MCI subjects [40,41]. Although they justify its use for the detection of cognitive impairment in older
adults, most of these tests have numerous limitations (the problem of novelty, lack of sensitivity and
specificity, patient cognitive reserve, etc.) [42,43]. This recent observation underscores the need to find
new detection indicators for cognitive impairment. With this in perspective, a new approach associates
WS of older adults with the presence of cognitive impairment.

Interestingly, in Model III excluding all cognitive domains, WS and GDS were selected as
explanatory variables although the percentage of correct classifications was not so good in the
Hosmer-Lameshow test. These findings indicate that the variables WS and GDS can potentially
distinguish the presence or absence of MCI; therefore, they provide suggestive information on the
presence of MCI. Recently, some studies have focused on both cognition and locomotor performance
as predictors of adverse outcomes in community-dwellers with MCI [44,45]. In particular, slow gait
speed at usual pace has been implicated in the onset of adverse outcomes, such as disability [46],
cognitive impairment [47], institutionalization, falls [48,49], and mortality [50]. As previously
reported, the association between slowing of walking and MCI is supported by shared neurological
findings that include a smaller right hippocampus [51]. This finding underscores walking-brain
behavior relationships and the value of WS as an early indicator of dementia risk. However, thus
far, there is insufficient information to state that WS can potentially predict adverse outcomes in
older community-dwellers, and more specific investigations need to be performed. Moreover, we
showed that GS was no different between the groups (p = 0.25), suggesting that reinforcement of
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lower, but not upper, limb muscular strength may be a critical target in rehabilitation. Likewise,
recent studies have indicated that lower extremity motor dysfunction may be a feature of MCI [52],
but little is known about the nature and biological mechanism such as myokines of lower extremity
motor dysfunction associated with MCI. Regarding WS and a cognitive function, the concept of
frailty has become a geriatric topic recently. Although we could not include frailty as global score
in the correlation analysis or binomial regression analysis because the distribution of a frail group
according to the frailty phenotype was greatly biased (e.g., % of robust/pre-frail/frail, 50%/50%/0%
in the non-MCI group, 43%/47%/10% in the MCI group) (Table 1), some studies have reported that
a physical frailty is associated with MCI and a reduction of WS in five items of the Fried index
mostly reflect the occurrence of MCI and disability [31,53]. MCI with concomitant physical frailty
may be considered to fulfil the criteria for cognitive frailty [54]. In this regard, we believe that the
cognitive frailty concept has potential advantages in better stratifying the risk profiles of older adults
with MCI. In a comparison between the groups, MCI also showed significantly higher depressive
scores as indexed in the GDS. Concerning geriatric depression in MCI, cross-sectional research has
shown that the association between depressive symptoms, as indexed in the Korean version of GDS,
and memory or executive function was significantly greater in individuals with MCI than in those
with AD [55]. Additionally, survival analysis followed for 6.28 years on average, indicating that the
presence of MCl is a poor predictive factor in individuals with depressive symptoms as indexed in the
GDS [56]. Thus, geriatric depressive symptoms in individuals with MCI need to be carefully screened
in rural community-dwellers.

The limitations of our research need to be considered in developing our future research. First, the
NCGG-FAT and TDAS used to classify individuals with MCI in this study were a tablet PC version
of cognitive measurement tools based on the MCI criteria reported by Petersen [2], and evaluation
of the accuracy of MCI's classification is essential for worldwide research. Second, our cohort was
comprised of a localized group of individuals in one rural area of northern Japan, whose actual sample
size (n = 103) did not reach the calculated required sample size (n = 128) due to difficulty sampling
and recruiting in a depopulated, small rural area. Third, considering younger age was associated
with MCI, we could not take the association into consideration. Fourth, although focusing this study
on frailty concept was important, we guessed it was difficult to analyze frail status in detail due to
bias of frail samples between the groups (e.g., 0% of the non-MCI group, 10% of the MCI group).
Further examination concerning frailty is warranted in future research. Finally, we hypothesize that
cognitive domains, gait performance, and tendency to depression might be associated with MCI status.
For the three regression models in this study, WS and GDS were selected as explanatory variables in
Model III. However, further research with sufficient adaptability should be carried out with a large
sample size in multiple rural districts. These limitations need to be considered when interpreting this
study’s findings.

6. Conclusions

In conclusion, WS and GDS were shown to be potential predictive variables of MCI in our
study, and we consider they provide important information about characteristics of MCI in rural
community-dwellers. It is suggested that older individuals living in a super-aging society should work
on training lower limb muscular strength, and avoiding depression in older adults by interaction of
community-dwellers may contribute to prevention of the onset of MCI.

Supplementary Materials: The following are available online at http://www.mdpi.com/2077-0383/8/11/1937/s1,
Table S1: Methodology of the binomial logistic regression models.
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Abstract: To better understand the risk factors and optimal therapeutic strategies of cerebral
white matter hyperintensity (WMH), we examined a large population of adults with and without
various vascular risk factors (VRFs) or vascular risk conditions (VRCs), such as hypertension (HT),
diabetes mellitus (DM), and dyslipidemia (DLP), including the comorbidities. We assessed two
participant groups having no medical history of stroke or dementia that underwent brain checkup
using magnetic resonance imaging (MRI): 5541 participants (2760 men, 2781 women) without VRCs
and 1969 participants (1169 men, 800 women) who had received drug treatments for VRCs and the
combination of comorbidities. For data analysis, we constructed WMH-brain healthcare quotient
(WMH-BHQ) based on the percentile rank of WMH volume. This metric has an inverse relation
to WMH. Multiple linear regression analysis of 5541 participants without VRCs revealed that age,
systolic blood pressure (SBP), Brinkman index (BI), and female sex were significant factors lowering
WMH-BHQ, whereas body mass index (BMI), male sex, fasting blood sugar, and triglyceride levels
were increasing factors. The Kruskal-Wallis test and Dunn tests showed that WMH-BHQs significantly
increased or decreased with BMI or SBP and with BI classification, respectively. Regarding the
impact of impaired fasting glucose and abnormal lipid metabolism, there were almost no significant
relationships. For 1969 participants who had HT, DM, and DLP, as well as their comorbidities,
we found that DLP played a substantial role in increasing WMH-BHQ for some comorbidities,
whereas the presence of HT and DM alone tended to decrease it. Cerebral WMH can be used as a
healthcare quotient for quantitatively evaluating VRFs and VRCs and their comorbidities.

Keywords: white matter hyperintensity; MRI; healthcare quotient; chronic

1. Introduction

Cerebral vessel diseases are classified as large vessels diseases (LVDs) or small vessels diseases
(SVDs) based on whether the diameters of the vessels involved are larger than a few millimeters or
smaller than several hundred micrometers, respectively [1,2]. Both categories can be noninvasively
diagnosed using magnetic resonance imaging (MRI) [3]. With regard to risk factors, many longitudinal
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studies have reported that LVD can be responsible for stroke, cognitive decline, and dementia [1-4].
Hypertension (HT), diabetes mellitus (DM), and dyslipidemia (DLP), three primary vascular risk
conditions (VRCs) in developed countries, are risk factors for LVD [5,6]. Although HT is an obvious
risk factor for SVD, the roles of DM and DLP remain disputable [7,8]. Compared with LVD, SVD has
not yet been sufficiently studied with regard to its onset and development. The pathological complexity
of SVD, such as arteriosclerosis, hyalinosis, blood-brain barrier disruption, and venous collagenosis,
have long complicated our ability to fully comprehend its many aspects [1,8]. For SVD studies using
MRI, it is difficult to include large numbers of participants who have various conditions ranging from
preclinical to chronic HT, DM, and DLP, partly because SVD is mostly asymptomatic and does not
have hospital follow-up like LVD. To clarify the whole range of cerebral vessel damages, a large scale
epidemiological study of SVD including preclinical or chronic HT, DM, and DLP is essential.

Brain MRIs show four major features of SVD: lacuna stroke, white matter hyperintensity
(WMH), cerebral microbleeds, and visible perivascular spaces [9]. In our study, we focused on
WMHs, also known as leukoaraiosis, which are commonly observed in the general population,
particularly among individuals with preclinical or chronic HT, DM, and DLP. WMHs are recognized
in >60% of people over 60 years old [10] and >30% of people with the age range from 40 to 50 years
in Japan, where MRI examination is incorporated as part of health checkups in connection with a
screening program called Brain Dock [11,12]. WMHs are regarded as disappearance of arterioles
and capillary arteries caused by aging, HT, and reduced cerebral blood flow [9,13]. WMHs are also
significantly associated with recurrent stroke, cognitive decline, and dementia [2,5].

Numerous efforts have been made to develop MRI-based measures of health status, such as the
concept of “brain age”, which reportedly reflects the mortality of an individual [14]. Our team earlier
proposed brain healthcare quotients (BHQs) based on gray matter volume or fractional anisotropy
and found significant associations between these proffered metrics and various physical factors,
such as obesity, high blood pressure (BP), and daily personal schedules, as well as social factors,
including subjective socioeconomic status, subjective well-being, and the adoption of a postmaterialism
view of life [15]. In this cross-sectional study, we proposed another BHQ based on WMH, which begins
to appear in early middle age and increases in frequency with age. Using an extensively large database
obtained from 8921 participants who were examined through MRI as part of the Brain Dock component
of a routine health checkups, we analyzed two groups of individuals with VRFs: those without VRCs
and those with VRCs receiving drug treatment for high BP, impaired fasting glucose (IFG), or abnormal
lipid metabolism (ALM), each of which chronically results in the onset of HT, DM, or ALM, respectively.
In the drug treatment group, the BHQs of WMH were compared according to the comorbidity of HT,
DM, or DLP because these VRCs commonly combine together. Nonetheless, the relationship between
WMH and comorbidity remains remarkably unclear [9,10,13]. To help make progress in this area,
we designed and executed a large scale, cross-sectional study covering healthy and non-healthy states
ranging from preclinical to chronic HT, DM, and DLP to examine whether WMH can be used as a
healthcare quotient to maintain a healthy state or prevent the onset and development of VRCs.

2. Materials and Methods

2.1. Participants

Data were collected between January 2013 and April 2017 from the brain dock center (BDC)
affiliated with Kochi University of Technology. From BDC, we enrolled 8921 healthy participants without
a history of cerebral stroke, who underwent the brain dock health checkups only once. Although we
were interested in the WMH of individuals with various medical backgrounds, participants who had
been clinically diagnosed with HT, DM, and DLP but had not been treated with drugs were excluded
(n = 1411). Thus, 5541 participants (2760 males, 2781 females; age, 20-89 years; mean age + SD,
51.38 + 9.80 years; median age, 51 years) with no medical history for HT, DM, and DLP were selected
for analysis (Table 1). Here, the term “medical history” refers to the drug treatment history before and
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at the time of enrollment in the study. In addition, the following participants were also enrolled for
analysis based on the examination results at BDC that compared WMH-BHQ of the participants with
no medical history with that of those with a medical history of HT, DM, and DLP or their comorbidities
(n =1969).

Table 1. Number and age distribution of participants without and with hypertension (HT),
diabetes mellitus (DM), and/or dyslipidemia (DLP).

Total Male Female Mean Age +SD (Years) Median Age (Years)

No medical 5541 2760 2781 514+9.8 51
history

HT only 1074 622 422 59.5+9.3 59
DM only 150 114 36 59.3+9.8 59
DLP only 299 124 175 56.9 + 8.7 57
HT + DLP 220 124 96 60.0 +9.0 59
HT + DM 124 97 27 60.8 +9.0 60
DM + DLP 35 19 16 57.0+7.6 57
HT+DM +DLP 67 39 28 604 7.6 59

All participants lived in Kochi Prefecture, visited BDC, and underwent brain MRI as part of their
routine health checkups. They also answered a questionnaire on their past and present medical history
and lifestyles, such as smoking. Health checkups included systolic blood pressure (SBP), body mass
index (BMI), Brinkman index (BI; multiplying the average number of cigarettes smoked per day by the
number of years the person has smoked), and various blood chemistry test items, including hemoglobin
Alc (HbAlc), fasting blood sugar (FBS), triglycerides (TG), and high- density lipoprotein (HDL) and
low-density lipoprotein (LDL) cholesterol. Based on these tests, BMI, Bl, High BP, IFG, and ALM were
classified according to the criteria shown in Table 2.

Table 2. Classification of body mass index (BMI), Brinkman index (BI), high blood pressure (BP),
and criteria of impaired fasting glucose (IFG) and abnormal lipid metabolism (ALM).

Classification and Criteria

BMI Underweight, BMI < 18.5; normal, 18.5 < BMI < 25, overweight, 25 < BMI< 30; and obese, BMI > 30
BI BI =0, 0 < BI <400, and BI > 400
High BP Systolic blood pressure (SBP) < 139, 140 < SBP < 160, SBP > 160

A (fasting blood sugar (FBS) < 100 and HbAlc < 5.6%)
B (100 < FBS < 100 or 5.6% < HbAlc < 6.0%)

IFG C (110 < FBS < 126 or 6.0% < HbAlc < 6.5%)
D (FBS > 126 or HbAlc > 6.5%)
ALM Triglycerides (TG); TG < 29, 30 < TG< 140, 140 < TG< 400, and TG > 400

Ratios of LDL to HDL (LH ratio): LH ratio <1, 1 < LH ratio < 1.5, 1.5 < LH ratio < 2, 2 < LH ratio < 2.5, and LH ratio > 2.5

2.2. Automated Measurement of WMH Volume

A 1.5 Tesla MRI system (ECHELON Vega; Hitachi Medical Corporation, Tokyo, Japan) was
used to perform MRI examinations for WMH diagnosis. The imaging protocol included T2-weighted
spin-echo (repetition time/echo time (TR/TE) = 5800/96 ms), T1-weighted spin-echo (TR/TE = 520/14 ms),
and fluid-attenuated inversion recovery (FLAIR; TR/TE = 8500/96 ms; inversion time = 2100 ms) images
as described previously [16]. Images were obtained as 27 transaxial slices per scan. The slice thickness
was 5 mm, with no interslice gap, as described previously [11,16]. Measurement of WMH volume
was needed to evaluate the severity, especially for levels more than the maximum of the Fazekas
scale. In our study, WMHs were automatically segmented and quantified for their volume using
the following procedure. First, the FLAIR images were segmented into gray and white matter and
cerebrospinal fluid space using SPM12, which also yielded the intensity inhomogeneity corrected
image (IICI) [17,18]. Then, IICI was anatomically normalized into the template space using advanced
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normalization tools. A region-of-interest delineating the middle cerebellar peduncle was applied to
the anatomically normalized IICI to estimate the intensity distribution of normal white matter of each
subject. IICI in native space was then normalized for its intensity in the brain region segmented by the
gray and white matter. The intensity normalized IICI was thresholded using a 3.5 SD cutoff to segment
WMH, with search regions limited to WMH mask. The WMH volume (WMHYV) was calculated by
multiplying the voxel size by slice thickness. Finally, the measured WMH was automatically colored
red to be detected by the first author (K.P.) who were a neurosurgeon trained enough to confirm the
presence and location of WMH.

2.3. WMH-BHQ, a Novel Quotient Based on WMHV

Based on the WMHYV of each participant, we constructed a new metric, the WMH-BHQ in that
higher values are better and the median value for a given set of subjects is 100. In other words, this new
metric was devised to convert WMHYV to the standardized scale so that one can easily understand
whether the WMHYV of a subject is more or less than the median. In the development of this metric,
we realized that the distribution of WMHYV is skewed, and therefore, we used the percentile rank
to define WMH-BHQ, which is the percentage of scores in its frequency distribution that are equal
to or lower than it. For example, a test score that is greater than 75% of the scores of people taking
the test is said to be at the 75th percentile, where 75 is the percentile rank. From the raw WMHYV we
obtained the percentile ranking for each subject (WMHYV percentile), where zero means the lowest
WMHYV and 100 percentile means that the participant has the highest WMHYV in the group. From this
ranking method, a cumulative probability curve was estimated so that the percentile rank with newer
data could be calculated with this curve. This estimation was based on the nonparametric density
estimation and implemented by using the polspline function in the “polspline” package with R 3.4.3.
We then defined this new brain health metric, WMH-BHQ, to be:

WMH-BHQ = 100 + 15 x (50 — WMHYV percentile)/24, 1

With this formula, the median value, which was equivalent to the 50th percentile, generates
a WMH-BHQ equal to 100. Likewise, the 74th and 26th percentiles produce BHQ 85 and 115,
respectively. Originally, we considered directly using interquartile range (i.e., 75th and 25th percentiles).
However, if the newer data were beyond the range of original data, an error would be produced.
To avoid this prospect, we used the value 24 instead of 25 in the denominator. As a result, the WM-BHQ
of 95% of our subjects ranged from 70.31 to 130. A lower WMH-BHQ means a higher and more
problematic level of WMHYV. A histogram of the WMH-BHQ values of our subjects with upward
sloping curve implies “well-being” of brain health and a downward slope shows “not well-being” in
terms of WMH.

2.4. Statistical Analysis

WMHYV and WMH-BHQ data were not normally distributed. Thus, Mann-Whitney U and
Kruskal-Wallis tests were utilized to evaluate the associations between WMHs and VRCs or other
possible risk factors by comparing the differences between group distributions. The groups were
defined by the presence or absence of VRCs or by standard criteria and classifications of risk factors
described in the upper paragraphs. When the null hypotheses were rejected in the Kruskal-Wallis
tests, we used Dunn tests [18] for pairwise comparisons. The p values were then adjusted using the
Benjamini-Hochberg procedure [19], which controls the false discovery rate for multiple comparisons.
Multiple regression analyses were performed to examine complex associations among multiple
variables while controlling for the effect of potential confounding factors [20]. All statistical analyses
except for the Benjamini-Hochberg procedure were performed using the Statistical Package for the
Social Sciences software version 22 (IBM Corp., Armonk, NY, USA) [20]. Adjusted p values based on
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the Benjamini-Hochberg procedure were calculated using a Microsoft Excel (Microsoft Inc, Redmond,
WA, USA) spreadsheet [21].

2.5. Standard Protocol Approvals, Registrations, and Participant Consents

Written informed consent was received from all participants and this study was reviewed and
approved by the institutional review board of Kochi University of Technology.

2.6. Data Availability
Anonymized data might be shared by request.

3. Results

3.1. WMH-BHQ of Participants with no Medical History According to Age Decades

As shown in Figure 1a, the contour of the histogram for our metric WMH-BHQ changed remarkably
across the different ages of the participants in this study. For subjects in their 40s, it was up right,
while for those in their 50s, it was symmetric like a rainbow curve, and those in their 60s, 70s, and 80s
generated plots shifting up and to the left as the age decades increased. In terms of WMH-BHQ,
brain health obviously declined with age, as shown by the box plot in Figure 1b. The Kruskal-Wallis
test and Dunn tests showed that all pairwise comparisons were significant except for those between
70s and 80s (p = 0.076). The WMHYV histogram was asymptotic with a peak volume of <5 mL;
therefore, WMH-BHQ was clearly superior to WMHYV with regard to visualization and understanding
of changes occurring over the age decades.
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Figure 1. Histograms (a) and box plots (b) of WMH-BHQ with no medical history according to age
decades of 40s, 50s, 60s, 70s, and 80s.

3.2. WMH-BHQ Histograms of Sex
There was a distinct difference in WMH-BHQ between males and females (Figure 2). The histogram
of males was a trapezoid with an upward slope, while that of females showed a plateau, suggesting

that females are more susceptive to WMH than males.
Compared with results across the various age decades, the Mann—-Whitney U test showed a clear
sex difference for participants younger than their 50s but not for participants in their 60s and beyond

(Table 3).

171



J. Clin. Med. 2019, 8, 1823

a
@ o ®) o
Female
80 - 80 -
Teo- Te0-
o )
g El
o o
L 40- 40
b b=
20- 20-
0 . 0~ .
60 80 100 120 140 60 80 100 120 140
WMH-BHQ WMH-BHQ

Figure 2. WMH-BHQ Histograms of females (a) and males (b).

Table 3. Mann-Whitney U test of white matter hyperintensity brain healthcare quotient ((WMH-BHQ)
without medical history according to genders and age decades.

Mann-Whitney U (M-W U) Test

Male Female
AgeDecade N  MeanRank N  MeanRank M-WU z P
30s 351 276.7 239 323.1 35361 -3.24  0.001
40s 955 855.0 865 971.8 359991  —4.74  0.001
50s 920 971.9 1117 1057.8 4704855 -3.28 0.001
60s 437 4495 460 4485 100299.5 -0.05 0.957
70s 89 88.0 82 83.9 3473 -0.54 0.586
80s 8 14.9 18 12.9 61 -0.61 0.541

3.3. Analysis of WMH-BHQ Risk Factors: No VRCs

Multiple linear regression analysis of participants without VRCs was performed using age, sex,
BM], BI, SBP, HbAlc, FBS, TG, HDL, and LDL as independent variables and WMH-BHQ as a dependent
variable (Table 4). A stepwise model was adapted for variable selection procedure. Female or male sex
was a significant risk factor lowering or raising WMH-BHQ, respectively. The increases in age, SBP,
and BI were significantly associated with the decrease in WMH-BHQ, whereas the increases in BMI,
FBS, and TG were significantly associated with the increase in WMH-BHQ. HbAlc, HDL, and LDL
were excluded after the stepwise regressions.

Table 4. Multiple linear regression analysis for white matter hyperintensity brain healthcare quotients
(WMH-BHQ) risk factors.

Unstandardized Standardized o
Model Coefficients Coefficients t p 95% Confidence Interval for B
B Standard Error Beta Lower Bound  Upper Bound
(Constant) 125.170 2.256 55.49 <0.001 120.750 129.595
Age —0.064 0.022 —-0.377 —29.53 <0.001 —0.708 —0.620
Body mass index (BMI) 0.693 0.070 0.135 9.86 <0.001 0.556 0.831
Systolic blood pressure (SBP) ~ —0.079 0.015 -0.074 -5.41 <0.001 -0.108 -0.051
Brinkman index (BI) —0.003 0.001 —0.049 —-3.88 <0.001 —0.004 —0.001
Fasting blood glucose (FBG) 0.045 0.015 0.038 2.96 0.003 0.015 0.074
Triglycerides (TG) 0.008 0.003 0.036 275 0.006 0.002 0.013

3.4. WMH-BHQ without VRCs: the Effect of Three Classifications and Two Criteria

We explored in detail the impact of differing values for BMI, BI, high BP and the criteria of IFG
and ALM. Regarding BMI, the box plots in Figure 3a showed that WMH-BHQ significantly increased
as the classification of BMI became larger. The Kruskal-Wallis test and the following Dunn tests
showed all pairwise comparisons to be significantly different. BMI was also positively associated
with WMH-BHQ. The effect of cigarette smoking, as measured by the BI, was that lower levels were
associated with higher WMH-BHQ values. In particular, a BI value of 0 (Dunn test; p < 0.001) and
0-400 (p < 0.001) revealed significantly better bran brain health than levels above 400 (Figure 3b).
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Also, from Figure 4a, it is apparent that WMH-BHQ declined as SBP increased. Regarding high BP,
WMH-BHQs of >400 (p < 0.010) and 0400 (p < 0.001) revealed significant decreases compared with
levels of >400 (Figure 4a). For IFG, a significant relationship existed only between (FBS < 100 and
HbA1lc < 5.6%) and (FBS > 100 and <110 or HbAlc > 5.6% and < 6.0%) (p < 0.001), although the other
pair matches showed no significance (Figure 4b). TG showed a significant relationship only between
30 < TG < 149 and 150 < TG < 399 (p = 0.001), although the other pair matches showed no significance
(Figure 4c). The LH ratio showed significant differences between 1 < LH ratio < 1.5 and 2.5 < LH ratio
(p = 0.010) and between 1.5 < LH ratio < 2.0 and 2.5 < LH ratio (p = 0.018), although the other pair
matches showed no significance (Figure 4d).
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Figure 3. Box plots of WMH-BHQ with no medical history according to (a) Body Mass Index (BMI)
and (b) Brinkman Index (BI).
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Figure 4. Box plots of WMH-BHQ with no medical history according to (a) systolic BP (SBP),
(b) triglyceride (TG), (c) impaired fasting glucose (IFG) criteria, and d) the ratios of LDL to HDL (LH
ratio). (d) A: fasting blood sugar (FBS) < 100 and HbAlc < 5.6; B: 100 < FBS < 110 or 5.6 < HbAlc < 6.0;
C: 110 < FBS < 126 or 6.0 < HbAlc < 6.5; D: FBS > 126 or HbAlc > 6.5. * p < 0.05; ** p < 0.001
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3.5. WMH-BHQ with VRCs and Their Comorbidities

WMH-BHQ histograms showed a downward slope for HT, while those of DM and DLP are almost
plateaued compared with HT (Figure 5a). We also analyzed WMH-BHQ patterns regarding various
multimorbidities, specifically, HT+DM, HT+DLPF, DM+DLP, and HT+DM+DLP. Somewhat surprisingly,
DM+DLP and HT+DM+DLP showed no downward slopes. Box plots showed that “no medical history”
had the highest and HT+DM had the lowest median WMH-BHQs (Figure 5b). The Kruskal-Wallis test
and the following Dunn test showed that all but DLP+DM had a significant difference in mean rank
compared with no medical history (Table 5).
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Figure 5. Histograms (a) and box plots (b) of WMH-BHQ according to no medical history,
single morbidity, and multiple comorbidities. =~ HT: Hypertension, DM: Diabetes mellitus,
DLP: Dyslipidemia.

Table 5. Dunn test of WMH-BHQ among no medical history, hypertenstion (HT), diabetes mellitus
(DM), dyslipidemia (DLP), and the comorbidities.

Pairwise Comparison by Dunn Test

Comparison 1 Comparison 2 Test Statistic SD z Unadjusted p-Value  Adjusted p-Value

HT 911.74 7229 1261 <0.001 <0.001

DLP 368.32 12872 2.86 0.004 0.015
DM 793.29 179.40 442 <0.001 <0.001
No medical history HT + DLP 765.91 149.05 514 <0.001 <0.001
HT + DM 1307.35 196.87  6.64 <0.001 <0.001

DLP + DM 188.32 367.63  0.51 0.608 0.710

HT + DLP + DM 928.24 26647  3.48 <0.001 0.002

DLP —-543.42 14177  -3.83 <0.001 0.001

DM -118.45 188.98  —0.63 0.531 0.676

HT HT + DLP —-145.83 160.45 —0.91 0.363 0.485
HT + DM 395.61 205.63  1.92 0.054 0.098

DLP + DM ~723.42 37240 -194 0.052 0.098

HT + DLP + DM 16.49 273.01  0.06 0.952 0.952

DM 424.97 21693  1.96 0.050 0.098

HT + DLP 397.59 19258  2.07 0.039 0.098

DLP HT + DM 939.03 231.58  4.06 <0.001 <0.001
DLP + DM -180.00 387.33  -047 0.642 0.719

HT + DLP + DM 559.91 293.05 191 0056 0.098

HT + DLP -27.38 229.57  -0.12 0.905 0.939

DM HT + DM 514.06 263.15  1.95 0.051 0.098
DLP + DM —604.97 40699  -1.49 0.137 0.211

HT + DLP + DM 134.94 31859 042 0.672 0.724

HT + DM 541.44 243.46 222 0.026 0.073

HT + DLP DLP + DM —577.59 39455  -1.46 0.143 0.211
HT + DLP + DM 162.32 302.53  0.54 0.592 0.710

HT+DM DLP + DM -1119.08 41499 270 0.007 0.022
* HT + DLP + DM -379.12 32874  -1.15 0.249 0.348
DLP+DM HT + DLP + DM 739.91 45218  1.64 0.102 0.168
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In addition, there was a statistically significant difference in the mean rank of WMH-BHQ between
DLP and HT (p = 0.001), and a marginally significant difference between DLP and DM (p = 0.098).
Furthermore, there were significant differences in the mean rank of WMH-BHQ between DLP and
HT+DM (p < 0.001) and between HT+DM and DM+DLP (p = 0.022). These results show that DLP may
positively affect WMH-BHQ, or at least, DLP appears unlikely to be a negative factor in this regard.

4. Discussion

Age was the strongest risk factor positively related to WMH on multiple regression analysis.
In addition to age, SBP and BI were positive factors for WMH, which is consistent with prior
reports [4,5]. Conversely, female sex, FBS, TG, and BMI were negative factors for WMH. The reason for
sex differences in WMH remains unclear although the risk factors for LVD include male sex [22,23].
Recently, a population-based cognitively unimpaired cohort study with participants aged >70 years
demonstrated that females had significantly greater WMHYV than males [24]. Although our study
examined the percentile of WMHY, the female susceptibility to WMH was significantly observed in
participants aged <60 years but not in those aged >60 years (Table 3). The average menopausal age
in Japan is around 50 years, but the differences across individuals are also regarded as substantial.
Further study of the exact menopausal age is needed to elucidate the influence of sex hormones.
If anything, sex differences according to age may contribute to the development of sex-specific
preventive strategies against WMH progression linking to stroke and dementia.

Regarding fasting blood glucose and triglycerides, both 3 values were relatively low and
the Kruskal-Wallis test showed no significant relationships according to IGF and ALM criteria.
Fasting blood glucose and triglycerides may not be so heavily involved in WMH onset and development.
Conversely, BMI was a powerful negative factor that increased the strength according to BMI criteria.
BMI is an obesity index, whereas the others indicate waist circumstance (WC) and hip-waist ratio
(HWR) [25]. Obesity directly depends on the amount of adipose tissue that can increase without weight
gain. Obesity can be evaluated more accurately by WC or HWR than BMI, especially in the elderly [25].
Instead of BMI, WC was used for multiple regression analysis and yielded similar result as that with
BMI, a negative factor of WMH. That obesity appears to suppress WMH may be because some growth
factors for vessels are reportedly secreted from adipose tissue [26]. For example, angiopoietin-like
protein 4 (ANGPTLA4) is a member of the angiopoietin family, which encodes a secretory glycoprotein
highly expressed in adipose tissue and liver and placenta [27]. ANGPTL4 and/or other vascular trophic
factors are delivered from adipose tissue to the brain small vessels and may prevent WMH onset and
progression. Further study will be needed to validate the hypothesis.

The existence and progression of WMH in the brain can be visually recognized through WMH-BHQ
before or after VRCs such as HT, DM, and DLP emerge, that is, at any progression of morbidity from
preclinical to chronic stages. The visible changes of WMH in the brain readily force patients to make
efforts to control VRCs, linking to the prevention of stroke or dementia, and can determine when
to start drug treatments or how to promote nondrug therapies, such as low calorie and salt diets
and/or physical exercise. For example, HT diagnosis based on BP values remains unreflective of organ
damages caused by a high BP. If WMH was accurately grasped by means of the new metric WMH-BHQ
and efficiently treated according to the change in this measure, the damages due to HT in the brain and
entire body could be minimized. Thus, WMH-BHQ may be regarded as an effective indicator that can
help us to visualize brain damages and estimate the health of the whole body in terms of cerebral small
vessel damages. Another advantage of WMH-BHQ is that it is based on percentile and ranking order,
which enables minimization of measurement bias compared with WMHYV, which heavily depends on
scanning conditions and the abilities of MRI equipment.

Regarding comorbidity, HT+DM yielded lower WMH-BHQs than the other double morbidities
(HT+DLP and DM+DLP) as well as triple morbidities (HT+DM+DLP), although this may be due to the
possible ceiling effect of the WMH volume associated with the VRF. Multimorbidity is becoming a global
challenge to prevent stroke and extend lifespan [28,29]. A nationally representative cross-sectional
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study of more than 1.4 million persons in Scotland showed that a diagnosis of stroke significantly
became more common as the number of morbidities increased [30]. Additional comorbidities are
widely considered to decrease health with a destructive metabolic domino effect [29]. In our study,
however, DLP may have a suppressive or preventive effect on WMH in comorbidity, although the
Scotland study did not describe DLP at all. According to the ALM criteria, there were no significant
differences in WMH-BHQ. This evidence might imply some effect of statins, usual drugs for DLP,
rather than DLP pathology. Several meta-analyses of placebo-controlled randomized trials suggest
that statins may be beneficial in reducing the overall incidence of stroke [31,32]. It remains to be
determined whether statins prevent onset and development of stroke through suppression of WMH.
In our study, the numbers of DLP and DM patients were extremely smaller than those with HT.
Further validation needs a larger number of participants with DLP and DM for the next follow-up
study. In the near future, MRI parameters could be assessed through artificial intelligence pivoting
on data mining [33,34]. Such approach together with the identification of biomarkers based on novel
nanotechnology or biomedical engineering platforms would allow to propose new biosignatures for
risk stratification in neurovascular patients [35].

Limitations

The Brain Dock program utilizes an MRI-based approach to preventive medicine that was
uniquely developed in Japan, aiming at early detection of unruptured cerebral aneurysms. At Brain
Dock, health checks are conducted for a vast number of participants, and therefore, a large database
could be built for brain research. Our study covered approximately 9000 participants living in Kochi
Prefecture, Japan, and a single MRI machine was used throughout the study. Thus, the selection
and information bias in this study could be minimized. However, our study included a bias of
socioeconomic state involved, whereas one-fourth of the participants belonged to the white-collar class,
such as public officials with moderate yearly incomes. The socioeconomic impact of this proportion is
likely considered significant on WMH and the onset as well as the progression of VRCs to no small
extent. The usage of 1.5 T MRI yields lower measurement of WMH volume as compared with 3 T
MRI [36]. Nevertheless, the difference in magnetic power may be minimized in case of WMH-BHQ
using the percentile of WMH volume. Our study was designed as a cross-sectional approach and only
referred to the associations with WMHs at preclinical and chronic stages of VRCs. The next step will
involve a prospective cohort study to certify the causal validation of WMH-BHQ using participants
undergoing Brain Dock examinations more than twice.

5. Conclusions

In this study, we showed that cerebral white matter hyperintensities can be used as a healthcare
quotient for quantitatively evaluating vascular risk factors or vascular risk conditions. Because of
easiness of interpretation (Higher WMH-BHQ is better for brain in terms of cerebral vascular risk),
WMH-BHQ might be useful for both clinicians and patients/inidividuals to pay their attentions to
reduce cerebral vascular risks.
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Abstract: The main aim of this study was to determine the association of various clinical, functional
and pharmacological factors with the physical (PCS) and mental (MCS) summary components of the
health-related quality of life (HRQoL) of community-dwelling older adults. Design: Cross-sectional
study. Patients and setting: Sample of 573 persons aged over 65 years, recruited at 12 primary
healthcare centres in Malaga, Spain. Sociodemographic, clinical, functional, and comprehensive
drug therapy data were collected. The main outcome was HRQoL assessed on the basis of the SF-12
questionnaire. A multinomial logistic regression model was constructed to study the relationship
between independent variables and the HRQoL variable, divided into intervals. The average
self-perceived HRQoL score was 43.2 (+ 11.02) for the PCS and 48.5 (+ 11.04) for the MCS. The
factors associated with a poorer PCS were dependence for the instrumental activities of daily living
(IADL), higher body mass index (BMI), number of medications, and presence of osteoarticular
pathology. Female gender and the presence of a psychopathological disorder were associated with
worse scores for the MCS. The condition that was most strongly associated with a poorer HRQoL (in
both components, PCS and MCS) was that of frailty (odds ratio (OR) = 37.42, 95% confidence interval
(CI) = 8.96-156.22, and OR = 20.95, 95% CI = 7.55-58.17, respectively). It is important to identify the
determinant factors of a diminished HRQoL, especially if they are preventable or modifiable.

Keywords: health-related quality of life; older adults; frailty; medication; primary care

1. Introduction

The aging of the population is a global phenomenon that is producing dramatic sociodemographic
transformations. In this respect, a recent study modelled life expectancy, all-cause mortality and
cause of death forecasts for 250 causes of death from 2016 to 2040 in 195 countries and territories.
For 2040, Japan, Singapore, Spain and Switzerland were forecast to have an average life expectancy
exceeding 85 years for both genders, and another 59 countries, including China, were projected to
surpass a life expectancy of 80 years. According to these forecasts, Spain will then have the greatest life
expectancy in the world (85.8 years) [1]. This pattern of aging poses a major challenge to health and
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social assistance services, as older people present more chronic conditions and generate higher per
capita healthcare costs. Multimorbidity is strongly associated with adverse health outcomes, such as
disability, dependence, mortality, increased need for health and social services and polymedication,
and diminished health-related quality of life (HRQoL) [2].

Increased longevity should not be achieved at the expense of quality of life. A poor HRQoL
has been associated with reduced activities of daily living, a higher frequency of hospitalisation and
increased mortality [3,4]. Therefore, enhancing HRQoL should be a major consideration in the design
and implementation of health care for older persons [5]. In addition, assigning a greater importance to
the quality of life, in preference to disease-based outcomes, is consistent with the opinions expressed
by such persons themselves [6,7]. As a consequence of the interest being generated by this topic,
patient-perceived quality of life is now widely used as a measure of health care in clinical research and
in health economics assessments [8].

HRQOoL has been defined as “the subjective perception influenced by the current health status of
the ability to perform activities important for the person” [9,10]. In response to heightened interest in
assessing HRQoL and in determining the effectiveness of health care interventions in older patients, a
range of instruments—both generic and specific—have been developed for these purposes.

Many factors can influence the HRQoL of older adults, including health status, social engagement
and cognitive function [11]. In this area, studies have been undertaken to analyse the association
between factors (such as female sex, age, functional impairment and comorbidities) and HRQoL, and
in recent years, the role of medication as a determinant of overall health outcomes has emerged as
an area of great interest. Various aspects of treatment regimens call for special attention, because
they may have a negative influence on the HRQoL of older persons, such as polymedication, and
potentially inappropriate or harmful medication [12-17]. It is important to recall that the benefits of
medication should always outweigh the potential harm, and therefore individual circumstances should
be taken into account. In recent studies, frailty, too, has been highlighted as a possible determinant of
worsened quality of life [18-22]. Frailty is defined as an abnormal health state characterised by the loss
of biological reserves, related to the aging process [23]. Therefore, in providing care for persons with
frailty, special emphasis should be placed on quality of life considerations.

Evaluation of HRQoL can help clinicians to determine the needs of older patients and thus
optimise their decision making. Therefore, we believe it is important to explore factors influencing
HRQoL in this population in order to identify suitable intervention strategies. In this respect, we note
that many previous studies have not addressed all the factors that might have a significant impact
on HRQoL, and in some cases the results presented are contradictory. For all of these reasons, we
consider it interesting to investigate HRQoL in older adults, resident in one of the countries where life
expectancy is highest, to assess clinical, functional and pharmacological aspects of the question. In this
study, we hypothesise that there are multiple predictive factors of a poor HRQoL and that they may
affect its physical and mental components in different ways and to different degrees. Accordingly, our
aim was to determine levels of HRQoL among community-dwelling older people and to analyse the
factors associated with a poor HRQoL.

2. Patients and Methods

2.1. Study Design, Setting and Participants

In this cross-sectional investigation, the study population was composed of 89,615
community-dwelling residents aged 65 years or more, living in Malaga, Spain. Assuming a standard
deviation for HRQoL of 11.0 [24], an absolute precision of 6 = 0.9 and a level of confidence of 1-« =
0.95, we calculated that the minimum sample size needed to estimate the average physical and mental
HRQoL was 570. Finally, the total sample was composed of 573 persons. These patients were recruited
from twelve primary care centres, by stratified random sampling designed to obtain a representative
sample of the population, allocating the population in proportion to the size of each healthcare centre.
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Participants were selected randomly within each healthcare centre from a general list of healthcare
cards issued by the Spanish National Health Service. The inclusion criteria were people 65 years of
age or older, included in the database of healthcare cards, belonging to the outpatient setting (not
institutionalized), and giving their informed consent to participate in the study (people who did not
give consent were excluded).

2.2. Data Collection and Measures

To obtain the study data for analysis, patients were interviewed using a structured questionnaire.
Further data were obtained from medication packaging and digital medical records. The questionnaire
was used to obtain detailed information on the patients’ regular drug use, together with clinical,
functional and sociodemographic data. Clinical diagnoses were examined, and the number of chronic
conditions presented by each participant was determined. Patients” independence in performing
instrumental activities of daily living (IADL) was assessed using the Lawton scale [25]. In addition,
the body mass index was determined for all patients, and frailty was assessed according to Fried’s
criteria (as robust, pre-frail or frail) [26].

Medication assessment. Data were obtained for the medication prescribed (indication, dosage
and duration of treatments during the last three months or more). The presence of polymedication
was considered, defining this as the regular use of five or more medications, as was that of potentially
inappropriate medication (PIM), according to the STOPP v2 criteria (Screening Tool of Older Person’s
Potentially Inappropriate Prescriptions, version 2) [27]. The latter variable was operationalised as the
percentage of patients receiving at least one PIM.

Quality of life assessment. The main study outcome was HRQoL assessed by the SF-12
questionnaire, a widely used generic instrument. The SF-12 is an abbreviated version of the Short
Form-36 Health Survey (SF-36), in which a subset of 12 items/questions are used to derive summary
scores for physical health (PCS score) and mental health (MCS score) [28]. The response options form
Likert-type scales that assess the intensity and/or frequency of people’s health status. The final score
obtained can be between 0 and 100, where lower scores indicate worse, and higher scores better HRQoL.
Using only one-third of the SF-36 items, the SF-12 reproduces the two summary scores originally
developed for the SF-36 with remarkable accuracy, but more quickly and requiring less effort from
the respondent [29]. The SF-12 has been validated for use in the USA, the UK, Spain and many other
European countries [24].

2.3. Statistical Analysis

Exploratory data analysis and frequency tables were used to describe the study variables. Using
the standardised scores of the SF-12 questionnaire for the Spanish population [24], the HRQoL score of
each participant was assigned to one of the following intervals, taking into account the population
reference group according to age and sex:

e  Very low: QoL < 20th percentile of the Spanish population corresponding to their age group
and sex;

e Low: QoL > 20th percentile and <50th percentile of the Spanish population corresponding to their
age group and sex;

e  High: QoL > 50th percentile and <80th percentile of the Spanish population corresponding to
their age group and sex;

e Very high: QoL > 80th percentile of the Spanish population corresponding to their age group
and sex.

A multinomial logistic regression model was used to study the relationship between the
independent variables and the HRQoL variable, grouped into the corresponding intervals [30].
A 5% significance level was assumed to indicate statistical significance. Statistical data analysis was
performed using SPSS version 23.0 (IBM SPSS Statistics, Armonk, NY, USA).
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2.4. Ethical Considerations

This study was conducted in accordance with the provisions of the 1975 Declaration of Helsinki,
revised in 2013. The Mélaga Clinical Research Ethics Committee approved the study (P1-0234-14), and
informed consent was obtained from all patients prior to their inclusion.

3. Results

3.1. Characteristics of the Study Population

The study sample was composed of 573 patients, with a mean age of 73.1 years (standard deviation
5.5, range 65-104) and of whom 57.2% were female. Most lived with their partner (62.4%) or family
(16.5%), but 21.1% lived alone. On average, each patient presented 7.8 chronic conditions (standard
deviation 3.3, range 0-20). The most prevalent diagnoses were bone and joint disorders (mainly
osteoarthritis of the knee, hip, hand and shoulder) (75.2%), hypertension (70.5%) and dyslipidaemia
(51.6%). Most of the patients presented with overweight (40.9%) or obesity (45.7%) and their mean
body mass index was 30.2 (standard deviation 5.1, range 17-54.5). Half were independently capable
of performing IADL, and the mean score on the Lawton scale was 6.6 (standard deviation 1.8, range
0-8). Frailty was present in 137 patients (23.9%; 95% confidence interval (CI) = 20.5-27.5), according to
Fried’s criteria. The main characteristics of the study population are detailed in Table 1.

The prevalence of polymedication was 68% (95% CI = 64.1-71.7), and on average each patient
consumed 6.8 drugs (standard deviation 4.0; range 0-23). The most widely prescribed drugs were
omeprazole and acetaminophen, followed by aspirin, simvastatin, metformin, metamizole, enalapril
and bromazepam. The use of potentially inappropriate medication, according to the STOPP v2 criteria,
was identified in 66.8% of patients (95% CI = 62.9-70.6). The number of PIMs per patient ranged from
0-10 (mean 2.1, standard deviation 2.2). The most frequent PIMs detected were benzodiazepines (61%
of all PIMs).

3.2. Assessment of HRQoL and Analysis of Related Factors

The patients’ perceptions of their HRQoL produced an average score of 43.2 (standard deviation
11.02, range 16.2-65.4) for the physical component summary (PCS) and a somewhat higher one, 48.5
(standard deviation 11.04, range 14.1-66.6), for the mental component (MCS). Males obtained higher
scores than females in both the PCS and the MCS, with average values of 45.91 vs. 41.27 and 51.95 vs.
45.91, respectively. Table 2 shows the distribution within the global sample among the categories of
perceived HRQoL (very low, low, high and very high). A notable feature of this distribution is that a
higher proportion of patients perceived their HRQoL as very high in the mental component than in the
physical one.

To further examine the impact of the independent variables on the HRQoL categories, a multinomial
logistic regression analysis was performed (Tables 3-5). The factors related to having high vs. very
high HRQoL (P5p—Pgp and > Pgy, respectively) were the level of dependence for IADL in the PCS, and
BM], respiratory disease and frailty in the MCS (Table 3). The presence of a low HRQoL (Pp-Ps5p) with
respect to a very high score for the PCS was associated with the level of dependence for IADL, with
accompanied living, with the presence of osteoarticular pathology and with frailty (Table 4). The odds
of these older persons having a low HRQoL decrease by 30% for each additional point of independence
on the Lawton scale (odds ratio (OR) = 0.70, 95% CI = 0.55-0.88). However, they double for those who
do not live alone (OR = 2.13, 95% CI = 1.07—4.27), are 2.5 times greater for those with osteoarticular
pathology compared to those without it (OR = 2.57, 95% CI = 1.35-4.85) and are seven times greater for
those who are frail (OR = 7.43, 95% CI = 2.13-25.82) compared to those who are robust. In the case of
the MCS, the presence of frailty was associated with a three times greater perception of low HRQoL
(OR =3.2,95% CI = 1.21-8.46).
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Table 1. Characteristics of study population (1 = 573).

Quantitative Variables Mean Standard Deviation
Age (years) 73.1 5.5
Lawton (IADL) 6.6 1.8
BMI (Kg/m?) 30.2 5.1
Number of comorbidities 7.8 3.3
Number of drugs per patient 6.8 4.0
Number of PIMs per patient 2.1 22
Qualitative Variables Subjects Percentage

Gender
Male 245 4238
Female 328 57.2

Living Arrangements

Living alone 121 21.1
Accompanied living 452 78.9

Frailty
Robust 124 21.6
Pre-frail 312 54.5
Frail 137 23.9

Most Frequent Comorbidities

Bone and joint disorders 431 75.2
Hypertension 404 70.5
Dyslipidaemia 292 51.0
Insomnia 254 443
Gastrointestinal disease 241 42.0
Peripheral vascular disease 227 39.6
Psychopathology 207 36.1
Diabetes mellitus 172 30.0
Heart disease 139 24.3
Respiratory Disease 123 21.5
Polymedication 390 68.0
PIM prevalence 383 66.8

TADL: Instrumental Activities of Daily Living; BMI: Body Mass Index; PIM: Potentially Inappropriate Medication
(according to STOPP v2 criteria).

Table 2. HRQoL assessment according to SF-12 questionnaire.

HRQoL Component HRQoL Categories, 1 (%)

Summary Score Very low (<Py) Low (P29-Ps0) High (P5p—Pgg)  Very high (>Pgg)
PCS 137 (23.9%) 170 (29.7%) 150 (26.2%) 116 (20.2%)
MCs 143 (25.0%) 117 (20.4%) 125 (21.8%) 188 (32.8%)

PCS: Physical Component Summary; MCS: Mental Component Summary; P: Percentile.

A very low perception of HRQoL (<Py) in the PCS was also related to the level of dependence for
IADL (OR = 0.62, 95% CI = 0.48-0.79), with the presence of osteoarticular pathology (OR = 4.38, 95%
CI = 1.98-9.70) and with the states of prefrailty (OR = 4.19, 95% CI = 1.61-10.86) and frailty (OR =
37.42,95% CI = 8.96-156.22). In addition, the odds of a very low HRQoL increase by 15% for each
additional drug in the treatment regimen (OR = 1.15, 95% CI = 1.02-1.30) and by 8% for each unit
increase in BMI (OR = 1.08, 95% CI = 1.01-1.15). However, age was inversely related to HRQoL. Thus,
all other variables being equal, for each additional year of life, the odds of the patient perceiving a very
low HRQoL decreased by 8% (Table 5). A similar pattern for the age effect was observed with respect
to the mental component of HRQoL; thus, each additional year of life decreased the odds of a very low
HRQoL by 7%. In the MCS, too, the states of prefrailty and frailty were associated with a very low
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HRQoL. In this mental component, and with all other variables being equal, the female patients were
88% more likely than the males to have a very low HRQoL. Finally, the presence of a psychopathology
(usually anxiety and/or depression) was related to a poorer HRQoL; the presence of any such disorder
quadrupled the odds of the patient perceiving a very low HRQoL (OR = 4.69, 95% CI = 2.60-8.47).

Table 3. Factors related to HRQoL. Multinomial logistic regression for High HRQoL (with respect to
Very High HRQoL) for physical and mental health components (PCS-MCS).

Independent Variable PCS OR (95% CI) MCS OR (95% CI)
Age 1.02 (0.96-1.07) 1.01 (0.95-1.05)
No. of comorbidities 1.06 (0.93-1.20) 1.02 (0.91-1.14)
BMI 0.99 (0.94-1.05) 0.94 (0.89-0.99) *
Independence (IADL) 0.74 (0.58-0.94) * 1.17 (0.98-1.39)
No. of medications 1.07 (0.96-1.19) 1.00 (0.91-1.10)
No. of PIMs 1.10 (0.85-1.43) 1.08 (0.87-1.34)
Female gender (ref. male) 0.72 (0.38-1.34) 1.45 (0.81-2.59)
Living accompanied (ref. alone) 1.26 (0.67-2.38) 1.14 (0.61-2.14)
Bone and joint disease 1.40 (0.79-2.49) 0.94 (0.53-1.66)
Heart disease 1.35 (0.62-2.92) 0.81 (0.42-1.54)
Respiratory disease 0.71 (0.33-1.53) 2.05(1.10-3.84) *
Hypertension 1.20 (0.67-2.15) 1.20 (0.67-2.14)
Diabetes mellitus 1.22 (0.63-2.37) 0.76 (0.42-1.36)
Psychopathology 1.11 (0.58-2.12) 1.65 (0.91-2.98)
Insomnia 1.18 (0.64-2.16) 1.26 (0.73-2.16)
Pre—frail (ref. robust) 0.87 (0.48-1.57) 0.95 (0.53-1.69)
Frail (ref. robust) 0.46 (0.11-1.81) 3.39 (1.35-8.51) **

PIMs: Potentially Inappropriate Medications (according to STOPP v2 criteria). * p < 0.05; ** p < 0.01.

Table 4. Factors related to HRQoL. Multinomial Logistic Regression for Low HRQoL (with respect to
Very High HRQoL) for physical and mental health components (PCS-MCS).

Independent Variable PCS OR (95% CI) MCS OR (95% CI)
Age 0.97 (0.92-1.03) 0.98 (0.93-1.03)
No. of comorbidities 1.08 (0.95-1.23) 1.11 (0.98-1.24)
BMI 1.04 (0.98-1.10) 0.95 (0.90-0.99) *
Independence (IADL) 0.70 (0.55-0.88) ** 0.99 (0.84-1.18)
No. of medications 1.11 (0.99-1.24) 0.98 (0.89-1.08)
No. of PIMs 0.94 (0.72-1.22) 1.12 (0.89-1.39)
Female gender (ref. male) 1.01 (0.52-1.91) 1.67 (0.93-3.00)
Living accompanied (ref. alone) 2.13 (1.07-4.27) * 0.84 (0.45-1.57)
Bone and joint disease 2.57 (1.35-4.85) ** 0.96 (0.53-1.72)
Heart disease 1.19 (0.54-2.62) 0.85 (0.45-1.62)
Respiratory disease 1.32 (0.64-2.71) 1.54 (0.81-2.92)
Hypertension 1.75 (0.94-3.27) 0.73 (0.41-1.31)
Diabetes mellitus 0.96 (0.48-1.92) 0.75 (0.42-1.36)
Psychopathology 1.20 (0.62-2.30) 1.36 (0.74-2.50)
Insomnia 1.33 (0.71-2.47) 1.01 (0.58-1.74)
Pre—frail (ref. robust) 1.48 (0.77-2.87) 1.50 (0.81-2.78)
Frail (ref. robust) 7.43(2.13-25.82) **  3.20 (1.21-8.46) **

*p <0.05;*p <0.01.
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Table 5. Factors related to HRQoL. Multinomial Logistic Regression for Very Low HRQoL (with respect
to Very High HRQoL) for physical and mental health components (PCS-MCS).

Independent Variable PCS OR (95% CI) MCS OR (95% CI)
Age 0.92 (0.86-0.98) * 0.93 (0.88-0.98) *
No. of comorbidities 1.11 (0.96-1.28) 0.98 (0.87-1.10)
BMI 1.08 (1.01-1.15) * 0.99 (0.95-1.05)
Independence (IADL) 0.62 (0.48-0.79) *** 0.94 (0.79-1.12)
No. of medications 1.15 (1.02-1.30) * 0.99 (0.90-1.10)
No. of PIMs 0.94 (0.70-1.24) 1.08 (0.87-1.35)
Female gender (ref. male) 1.58 (0.76-3.29) 1.88 (1.01-3.49) *
Living accompanied (ref. alone) 1.63 (0.76-3.50) 0.63 (0.33-1.17)
Bone and joint disease 4.38 (1.98-9.70) ** 1.14 (0.60-2.18)
Heart disease 0.87 (0.36-2.08) 0.74 (0.37-1.49)
Respiratory disease 1.01 (0.45-2.22) 0.94 (0.47-1.89)
Hypertension 1.50 (0.73-3.05) 0.93 (0.51-1.72)
Diabetes mellitus 1.11 (0.52-2.36) 0.88 (0.47-1.63)
Psychopathology 1.53 (0.75-3.11) 4.69 (2.60-8.47) ***
Insomnia 1.24 (0.62-2.46) 1.66 (0.94-2.91)
Pre-frail (ref. robust) 4.19 (1.61-10.86) ** 2.92 (1.36-6.26) **
Frail (ref. robust) 37.42 (8.96-156.22) *** 20.95 (7.55-58.17) ***

*p < 0.05; * p < 0.01; *** p < 0.001.

4. Discussion

Overall, our results for perceived HRQoL among community-dwelling older patients in Malaga
(southern Spain) are consistent with those reported in similar studies conducted in other regions of
Spain [31,32] and elsewhere in Europe [33]. With respect to the components of physical and mental
health, the average PCS score (43.2) is slightly higher than that obtained in previous research [31-34],
while the MCS (48.5) is somewhat lower than the average value for six European countries (54.3), also
obtained using the SF-12 [33]. This lower score in the MCS could be due to cultural differences, and/or
the non-negligible prevalence of psychopathological disorders (mainly anxiety and/or depression)
in our region (these pathologies affect 36% of the older population). Regarding the influence of age
on HRQoL, previous studies have produced conflicting results [32-35]. Our investigation revealed
an inverse relationship between advanced age and the odds of a very low HRQoL. Therefore, other
questions such as comorbidities, frailty, dependence and other possible confounders being equal, as the
patient ages there is a lower probability of him/her perceiving a very low HRQoL, and this is true for
both the physical and the mental components. These findings might be explained in terms of a better
psychological adaptation to aging and perhaps to the fact that with age comes not only wisdom, but
also the attribution of greater meaning or value to life. As concerns the influence of gender, previous
studies have reported a poorer HRQoL among women than among men [31-34,36,37], and our own
results corroborate this difference. Thus, women obtained poorer scores in both components of HRQoL,
although the association was only significant for the mental component of a very low quality of life. In
the physical component, female gender is probably not a determinant factor of a poorer HRQoL due to
the adjustment made for confounding variables such as frailty or osteoarticular pathology, both of
which are more prevalent among women.

One of the most consistent predictors of a poor quality of life is the level of dependence for
IADL. According to the multinomial logistic regression model, with a higher score on the Lawton
scale, i.e., with greater independence, the possibility of a poorer HRQoL decreased significantly (in
all the categories considered: high, low and very low, with respect to very high) always with respect
to the physical component. It seems logical that the higher the degree of independence among older
persons, in activities such as handling economic affairs, using the telephone or managing different
forms of transport, the better the quality of life they will perceive. According to a recent study,
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functional dependence, together with the presence of depressive symptoms, would be an important
factor mediating the well-known association between multimorbidity and a poor quality of life [38]. In
this line, too, it has been shown that disability is one of the most significant conditions worsening the
HRQoL [39]. Older adults who live in cohabitation are twice as likely to have a low physical HRQoL
than are those living alone. This finding may be related to the level of functional dependence presented,
but further study is needed to confirm this possibility.

Regarding medication, the number of drugs prescribed was positively associated with a very
low HRQoL in the PCS. This finding is consistent with previous research, in which polymedication
has been identified as a determinant factor of a poorer quality of life [12-14,40]. In our opinion, this
association may be related to the side effects produced by the joint presence of several drugs within
the patient. On the other hand, we found no evidence of any association between having at least one
PIM and the perception of a poorer HRQoL. We speculate that such a relationship might not have
been demonstrated because the STOPP v2 criteria contain a large number of items, of varying clinical
significance, and therefore the impact produced on HRQoL by a single PIM might be slight. In other
words, the sensitivity of this means of measuring the risk might be insufficient. Other authors, too,
have failed to observe any significant association between the presence of a PIM and HRQoL, whether
using the Beers [16] or the STOPP v2 criteria [41]. On the other hand, other previous studies do suggest
that the prescription of drugs with a high anticholinergic load may be associated with a diminished
quality of life [15-17,42].

Among this population, the most prevalent pathologies observed were osteoarthritis and
hypertension. This is a common profile and similar to that reported in previous research in this field [39].
Our assessment of the impact on HRQoL of different conditions shows that physical disorders mostly
affected the “physical” HRQoL while mental disorders mainly affected the “mental” aspect—as is
only logical. The presence of bone and joint disease was significantly associated with a low or very
low HRQoL, which corroborates previous findings in which this diagnosis was associated both with
disability and with a diminished HRQoL [39]. We believe this relationship may be explained by the
chronic pain which often accompanies these diseases, as well as a degree of physical limitation that
is usually provoked. This association contrasts with its absence for other diagnoses, perhaps with a
worse prognosis but of a more ‘silent” nature, such as hypertension and diabetes mellitus. On the
other hand, the presence of a psychopathology in an older person raises the possibility of his/her
perceiving a very low HRQoL, in the mental component, by 400%, as has also been indicated in
previous studies [12,31,32,43,44]. It would seem that the distress generated by these diseases has a
negative impact on emotional regulation, motivation and other components of subjective perceptions
of health and well-being. According to other researchers, and taking into account the significant
impact on the patient’s quality of life, we believe more screening for depression and anxiety among
older populations should be performed, because these conditions tend to be under-diagnosed and also
because a more active approach to this question would promote healthy aging [31]. In our sample,
the BMI values observed presented two interesting aspects: on the one hand, at the mental level, a
higher BMI was associated with a better HRQoL, but for the physical component it was significantly
associated with a very low quality of life. It seems clear that overweight and obese patients perceive a
poorer physical health [40,45-47]. This is corroborated by the fact that interventions aimed at achieving
weight loss have been shown to improve the physical quality of life [48].

It is interesting to note that the factor most strongly associated with a diminished HRQoL was that
of frailty, which severely affected both the MCS and the PCS, but especially the latter. The odds of a
very low physical quality of life were 37 times greater among frail older persons than among those who
were robust, while the MCS reflected 20 times greater odds of their presenting a poor mental quality of
life. Previous studies, too, have reported this association [18-21,49], which was reinforced in a recent
systematic review and meta-analysis that described it as clear and often substantial [22]. Although
the growing numbers of frail older people pose a real challenge to health systems around the world,
this state of pre-discapacity can in fact be prevented and treated. Furthermore, in our study sample,
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the pre-frail persons also perceived a poorer quality of life than those who were relatively robust.
Accordingly, we believe it necessary to design and incorporate care programmes specifically adapted
to this emerging population of frail and pre-frail patients, to help them age with a better quality of life.

In our opinion, the type of study described in this paper is useful for identifying the characteristics
and clinical conditions that are associated with a poorer HRQoL, with particular attention to those
factors that may be preventable or treatable. As improving the quality of life and well-being of older
persons is a priority objective, it is of major importance to extend our knowledge of these questions.

The strengths of our study lie in the analysis made of a representative sample of healthcare centres,
the global approach taken, and the great variety of clinical, functional and treatment data compiled.
We acknowledge that selecting a sample population from a single region or country may result in a
certain lack of external validity. Nevertheless, the sample examined in this study may be representative
of the population of older adults in the ambulatory setting, which is where the largest number of such
patients are to be found. Another limitation to our study is its cross-sectional design, which does not
allow causal relationships to be established, although it can detect factors related to HRQoL.

With regard to the analysis performed, since HRQoL is a quantitative variable, a multivariate
linear regression model might, in principle, be considered appropriate to identify the factors related
to it. However, in the present case the linear model considered did not meet the conditions of
homoscedasticity and normality of the residuals necessary for the correct estimation of the study
parameters. Previous statistical research has reached similar conclusions, i.e., that HRQoL cannot
be analysed using linear regression models [50]. Neither nonlinear modelling, nor generalised least
squares nor other more complex statistical techniques overcame the problem of achieving an adequate
fit, and therefore we adopted the solution of treating QoL as a qualitative variable and using a
multinomial logistic regression model. This approach provided a good fit to the data considered.

5. Conclusions

In conclusion, many factors may be predictive of a poor HRQoL and they affect its physical and
mental components in different ways. For the PCS, the associated factors were dependence for IADL, a
higher BMI, the number of medications and the presence of osteoarticular pathology. The main factors
associated with a lower MCS score were female gender and the presence of a psychopathological
disorder. Some factors may be preventable or modifiable, and so recognising them and optimising the
response made are crucial to the priority objective of enhancing the quality of life among older people.
Clearly and consistently, the factor that was most strongly associated with a poorer overall HRQoL was
the state of frailty (and also, albeit to a lesser extent, that of pre-frailty). Frailty is a dynamic syndrome,
in which transitions are possible between the states of normality, pre-frailty and frailty. Accordingly,
detecting frailty and addressing it in a suitable way are questions of major importance.
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Abstract: Few studies have investigated the characteristics of stroke inpatients after post-acute care
(PAC) rehabilitation, and few studies have applied propensity score matching (PSM) in a natural
experimental design to examine the longitudinal impacts of a medical referral system on functional
status. This study coupled a natural experimental design with PSM to assess the impact of a medical
referral system in stroke patients and to examine the longitudinal effects of the system on functional
status. The intervention was a hospital-based, function oriented, 12-week to 1-year rehabilitative
PAC intervention for patients with cerebrovascular diseases. The average duration of PAC in the
intra-hospital transfer group (31.52 days) was significantly shorter than that in the inter-hospital
transfer group (37.1 days) (p < 0.001). The intra-hospital transfer group also had better functional
outcomes. The training effect was larger in patients with moderate disability (Modified Rankin Scale,
MRS = 3) and moderately severe disability (MRS = 4) compared to patients with slight disability (MRS
= 2). Intensive post-stroke rehabilitative care delivered by per-diem payment is effective in terms
of improving functional status. To construct a vertically integrated medical system, strengthening
the qualified local hospitals with PAC wards, accelerating the inter-hospital transfer, and offering
sufficient intensive rehabilitative PAC days are the most essential requirements.

Keywords: stroke; post-acute care; medical referral system; propensity score matching

1. Introduction

Acute stroke is a major cause of mortality and disability [1,2]. Stroke patients can incur considerable
costs for medical care, including nursing, rehabilitative, and long term care. Therefore, many countries
are attempting to establish comprehensive and integrated healthcare systems for stroke patients [3,4].
Post-acute care (PAC), which refers to medical care services that support the individual patient in
recovery from illness or management of chronic disability, is aimed at enhancing the functional status
of patients discharged from acute hospitalization [2-5]. Discharges to PAC facilities have increased
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nearly 50% during the past 15 years, and PAC is a major contributor to hospitalization costs in the
United States [5]. To control medical expenses, reform the medical referral system, and improve
continuity of care, the Taiwan National Health Insurance Administration (NHIA) focused on stroke for
its first national PAC project in 2014—post-acute care for cerebrovascular disease (PAC-CVD).

In Taiwan, beneficiaries are free to visit their preferred physicians and are not required to follow
strict referral rules [6]. An efficient PAC system for stroke patients is needed to reduce unnecessary
utilization of hospital resources and to ensure seamless care for these patients [7]. Stroke patients and
their families expect that local hospitals can deliver PAC at a lower cost and with greater efficiency,
effectiveness, and convenience. Our review of studies published in international journals, however,
shows that most studies of PAC have analyzed a limited number of patients in a single hospital [8,9].
Additionally, few studies have used longitudinal data exceeding 1 year, and few studies have applied
propensity score matching (PSM) in a natural experimental design to examine the longitudinal impacts
of a medical referral system on functional status. Therefore, this study coupled a natural experimental
design with PSM to assess the impact of the medical referral system in stroke patients and to examine
the longitudinal effects of the medical referral system on functional status.

2. Materials and Methods

2.1. The PAC Program

In Taiwan, the multidisciplinary PAC stroke team consisted of neurologists, physiatrists, physical
therapists, occupational therapists, speech therapists, and nurses. The PAC rehabilitation program was
prescribed by the physiatrist, and it consisted of a complex program of universal activities that were
performed at least three times per day. One hour of physical therapy, occupational therapy, or speech
and swallowing therapy was carried out at each time. Notably, the fiscal incentive for a medical center
to transfer a patient to a regional or a district hospital is mitigated by several factors, including the
PAC-CVD transfer policy, the willingness of the stroke patient (or family) to accept further post-acute
care in local hospitals, and whether the physician agrees to the transfer. These factors should cause
health providers to reconsider the manner in which patient stays are controlled and to be mindful that
the shortest lengths of stay (LOS) may not obtain the best outcome for the patient [10,11].

2.2. Study Design and Sample

The study population included all stroke patients admitted to PAC wards in four Taiwan hospitals
between March 2014 and March 2018 (defined as ICD-9-CM codes 433.x, 434.x, and 436.x for ischemic
stroke, and codes 430 and 431 for hemorrhagic stroke). The inclusion criteria were acute stroke and
admission to PAC ward within 40 days after day of stroke onset. Another inclusion criterion was
Modified Rankin Scale (MRS) level 2 to 4. Instead of focusing on patients who had received intensive
in-patient rehabilitation, this national PAC project focused on the prevention of complications (e.g.,
pressure sores) in stroke patients who were bed-ridden (MRS 5). Patients who did not have major
disability (MRS 0-1) were assumed to have undergone out-patient rehabilitation or were assumed to
have resumed their pre-morbidity activities of daily living.

In observational studies, non-comparability between the intervention group and the comparison
group can distort the estimation of the treatment effect [12,13]. The propensity score is a balancing
score that can be used to compare groups that do not systematically differ. This study used PSM at the
patient level to compare the baseline characteristics of the two groups, which increased the robustness
of the analysis. A generalized estimating equation (GEE) model was used to cluster stroke patients
treated by the same physician and to generate propensity scores for predicting the probability of the
medical referral system. The covariates included patient demographics (age and gender), clinical
attributes (stroke type, hypertension, hyperlipidemia, diabetes mellitus, atrial fibrillation, and previous
stroke), quality of medical care (acute care LOS and PAC LOS), and pre-rehabilitation functional status.
The caliper matching method (“greedy algorithm”) was used for 1:1 PSM between the inter-hospital
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transfer group and the intra-hospital transfer group. Thus, 483 patients in the inter-hospital transfer
group were compared with an “all participants matched set” of 483 patients in the intra-hospital
transfer group (Figure 1). These PAC stroke patients completed the pre-rehabilitation and the 12th
week and first year post-rehabilitation assessments.

PAC stroke patients during

the study period (n=1.934)

Refused to sign the consent form
(n=267)
[ ]
Intra-hospital transfer group Inter-hospital transfer group
Pre-rehabilitation (n=1.110) (n=557)
Insufficient inpatient training days Insufficient inpatient training days
within 7 days (n=21) & died (n=2) within 7 days (n=12) & died (n=1)
12" week after rehabilitation Intra-hospital transfer group Inter-hospital transfer group
(n=1.087) (n=544)
Incomplete data due to loss to Incomplete data due to loss to
follow-up (n=14) & died (n=5) follow-up (n=7) & died (n=3)
v
1% year afier rehabilitation Intra-hospital transfer group Inter-hospital transfer group
(n=1.068) (n=534)
Propensity score matching
(PSM 1:1)
Intra-hospital transfer group Inter-hospital transfer group
(n=483) (n=483)

Figure 1. Flow chart of recruitment and study procedure.
2.3. Functional Status Instruments

The MRS scores of 0, 1, 2, 3, 4, and 5 are interpreted as no symptoms, no significant disability, slight
disability, moderate disability, moderately severe disability, and severe disability, respectively [14].
The Barthel Index (BI) score was used to measure functional disability in daily life activities (e.g., eating,
grooming, bathing, dressing, walking, transferring, staring, and controlling bladder and bowel) [15].
The score is for the 10-item Bl ranges from 0 (totally dependent) to 100 (independent). The Functional
Oral Intake Scale (FOIS) was used to assess functional oral intake in stroke patients with dysphagia [16].
The FOIS classifies swallowing function from level 1 (nothing by mouth) to level 7 (total oral diet with
no restrictions). The Lawton-Brody Instrumental Activities of Daily Living Scale (IADL) is used to
evaluate performance in daily life activities, including making telephone calls, shopping, preparing
food, housekeeping, laundering, taking medicine, using transportation, and performing financial
activities [17]. In the conventional use of the scale, women are scored in all eight domains, while
men are not scored in the domains of preparing food, housekeeping, and laundering. The rationale
for excluding these three domains in males is that performance of these tasks is subject to cultural
differences in gender roles, which could compromise comparisons of the incidence of disability between
men and women [18]. The EuroQoL five-dimensional (EQ-5D) measure is a self-assessment of mobility,
self-care, usual activities, pain or discomfort, and anxiety or depression as part of a total health
state [19]. The subject is required to score each item from 1 to 3 (no problem, some problem, or extreme
problem, respectively). The Berg Balance Scale (BBS) is a scale of functional balance, including static
and dynamic balance [20]. Each item on this 14-item scale is rated from 0 (poor balance) to 4 (good
balance). The maximum score is 56. The Mini-Mental State Examination (MMSE) is the best-known
short screening tool for cognitive impairment [21]. The MMSE tests orientation, attention, memory,
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language, and visual-spatial skills. The maximum score is 30 points. An MMSE score below an
education-adjusted cut-off score indicates cognitive impairment. The Taiwan version of these measures
has been validated as a reliable and valid tool for measuring functional status in both clinical practice
and research [22].

2.4. Statistical Analysis

The unit of analysis in this study was the individual stroke patient. Descriptive statistics were
tabulated to depict the stroke patient demographics. For clarification, the values predicted by the
regression models were used to illustrate the results, starting from before initiation of PAC until
completion of 12 weeks to 1 year of follow up in the two matched study groups. Thus, the GEE
models were used to estimate difference-in-differences models used to examine the effectiveness of the
medical referral system. For the predicted values, standard errors in differences and standard errors in
difference-in-differences were estimated using a bootstrap technique involving 1000 replications, with
sample sizes equivalent to that of the original sample [23].

Hierarchical linear regression models were used to examine the roles of the MRS after accounting
for demographic characteristics, clinical attributes, quality of care, and pre-rehabilitative function
status. Five-step hierarchical linear regression models were used to analyze differences between
explanatory factors. In Model 1, explanatory factors included age, gender, stroke type, hypertension,
hyperlipidemia, diabetes mellitus, atrial fibrillation, previous stroke, length of stay in acute care, length
of stay in post-acute care, and pre-rehabilitation functional status. Model 2 included Model 1 and MRS
=2; Model 3 included Model 1 and MRS = 3; Model 4 included Model 1 and MRS = 4; Model 5 included
Model 1, MRS, and medical referral system. In each model, the adjusted R-square was estimated
while adjusting for covariates. For each model, the variance inflation factor (VIF) was used to assess
multicollinearity. No models showed multicollinearity.

Statistical analyses were performed using Stata Statistical Package, version 13.0 (Stata Corp,
College Station, TX, USA). All tests were two-sided, and p values less than 0.05 were considered
statistically significant.

3. Results

Table 1 compares the inter-hospital transfer group and the intra-hospital transfer group before
and after PSM. Before PSM, all assessed characteristics significantly differed between the two groups
(p < 0.05). After PSM, no variables significantly differed between the two groups.

All PAC stroke patients had significantly improved scores for functional measures at the 1-year
follow-up survey (p < 0.001) (Table 2). When the 12th week post-rehabilitation scores were used as
the baseline, functional status showed significant improvements at the first year post-rehabilitation (p
< 0.001). All subscale scores continued to improve throughout the follow-up period. Additionally,
in both groups, functional status scores at the first year post-rehabilitation were significantly higher
than the functional status scores at the 12th week post-rehabilitation and the functional status scores at
pre-rehabilitation (p < 0.001). Throughout the follow-up period, the intra-hospital transfer group also
had significantly higher scores for functional status measures compared to the inter-hospital transfer
group (p < 0.001).

Table 3 shows that Model 1 revealed a significant association between patient demographics
and scores for functional status measures at the first year post-rehabilitation during the study period
(p < 0.05). In Models 2—4, patients with MRS = 2 showed very little functional status improvement
after adjustment for patient demographics; however, patients with MRS = 3 and MRS = 4 showed
improvements. That is, rehabilitative PAC improved quality of life in patients with moderate disability
(MRS = 3) or moderately severe disability (MRS = 4) but not in patients with slight disability (MRS = 2).
After adjustment for all relevant influential factors, the intra-hospital transfer group had greater
improvements in functional status scores compared to the inter-hospital transfer group.
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