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Abstract: Considering that the European Directive has imposed that at least 20% of the total energy
should come from renewable energy sources (RES) by 2020 already and the specific targets for each
European Union Member State, this paper attempts to assess the importance of GDP per capita
in realizing these targets and also the effects of the RES share in electricity. Contrary to previous
research, this paper does not consider the connection between economic growth and RES, but rather
the potential connection between the share of RES in electricity and the real GDP per capita. The panel
data models indicated to a positive, but very low impact of GDP per capita on the share of RES in
electricity in the period of 2007–2017 in the case of the EU countries, except Luxembourg that has
outlier values of GDP per capita. However, causality between the two variables was not identified.
Some groups of countries were described according to these variables using cluster analysis. Future
research should focus on the extension of this model by including other important variables such as
RES potential available in the countries with specific geographical conditions.

Keywords: renewable energy sources; electricity; GDP per capita

1. Introduction

In the last few decades, concerns about environmental security, sustainability and climate change
have grown, forcing governments to find viable alternatives to the traditional energy sector to limit
its negative impact on the environment. The use of renewable energy, even if expensive, reduces gas
emissions that negatively influence the environment [1–3]. A world agreement has established the
reduction of greenhouse gas emissions by 80–90% by 2050 [4]. Moreover, considering that fossil fuels
will be depleted relatively soon, the reform of the energy sector has been considered a priority for the
European Union (EU) and other regions of the world too. A potential solution to all these issues could
be represented by the growth of renewable energy sources (RES) not only in energy consumption,
but also in energy production [5]. Today’s technologies are used to generate most part of the renewable
energy, a significant part of it being obtained from biomass. In the last 15 years, generation of wind
and solar energy has sharply increased at the global level. Experts predicted that by 2040 RES will
have a share of 50% in the world energy consumption [6].

The demand for energy in European countries and the increasing wellbeing and standards of
living determined these states to increase production and utilization of renewable energy [7,8]. Energy
plays a central role in national economic development. It may also have a leverage effect on economic
growth. The economic systems of the EU states are directly influenced by the energy policy at the
EU level. The European energy system should respond to climate change challenges and support
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the achievement of sustainable growth in the EU member States [9]. The EU countries with higher
GDP succeeded in making progress in production and utilization of renewable energies as higher
economic development level provides more financial resources and opportunities to invest in new
renewable energy technologies also taking into account geographical conditions of these countries [9].
Another possible explanation would be the fact that in the EU developed Member States the transition
from fossil fuels to renewable energy sources is encouraged by well-developed national legislative
frameworks and strong institutions. The implementation of RES technologies are not regulated by
political actions. The subsidies, tax credits, financial assistance and rebates are well-established in
favour of renewable technologies in developed market economies. Transition countries having lower
GDP per capita and less developed energy markets, have weaker institutions and policy frameworks to
support RES as well as less budget resources to provide financial support for RES technologies [9,10].

Economic sustainability might be ensured by allocation of emission allowances and energy
efficiency [10,11]. The Renewable Energy Directive, known as 2009/28/EC, establishes the EU policy in
terms of energy production from RES. According to the mentioned directive a minimum of 20% RES in
the total energy of the EU countries is required by 2020, specific targets being set up for each state.
The framework on climate and energy as to 2030 imposes a minimum of 27% in what concerns the
share of RES consumption [12–14].

RES development does not compromise economic growth or employment [12], moreover, it may
bring some additional financial advantages [15]. The literature reports that there are business models
that depend on the category of resources and various characteristics of industrialized and developing
economies [16–18].

Solar power and wind are intermittent resources, but this disadvantage can be eliminated by
cross-border and cross-sector cooperation [19,20]. The EU has proposed a low-carbon energy system
with a growing share of renewable electricity sources [21] and an ambitious goal of 100% renewable
energy [22].

Only eleven states have already achieved the 2020 targets [23]. A comparative research between
the countries that might reach the national targets is necessary in this context. For instance, Denmark,
Austria, Finland and Sweden are leaders in terms of the Europe 2020 Strategy [24] implementation,
while France, Germany, Portugal, Italy, Lithuania, Croatia, Ireland, and Latvia have values greater
than the EU average, with respect to environmental and energy performance [25]. Italy, Austria,
Portugal, Latvia, and France are top performers in terms of environmental protection [26]. RES as
capital influences the GDP, a retraction correction being observed when economic growth generates the
growth of renewable energy consumption. The EU candidate countries need to foster the development
of renewable energy [27]. For the EU-28, the results indicate that a growth of 1% in primary production
of RES generates an increase of 0.05–0.06% in GDP per capita [28]. Trajectories towards national targets
are also analyzed in [29]. Difficulties of several countries in reaching the targets can be described as
follows: The Netherlands and Malta have problems with the levels of GHG emissions [30], while
The Netherlands, France, Luxembourg, Ireland, and the United Kingdom encountered difficulties with
the share of RES [31].

There is a plethora of studies [17–46] analyzing the relationship between renewable energy
consumption and macroeconomic indicators from different perspectives and using different
methodologies. A part of these studies constructed a renewable energy sustainability index that was
applied for the 15 EU countries that are different according to level of final energy consumption and
degree of economic development [21]. Another study analyzed energy per capita for 19 Eurozone
countries [25]. A consistent part of researches are focused on the relationship between energy
consumption/renewable energy consumption and different macroeconomic variables, like economic
growth in Europe (for the EU-28 countries [21], new EU member states [27], 42 developing countries [23],
main renewable energy consuming countries in the world [25], 15 former Soviet Union countries [24],),
capital and labour (new EU member states [29]), urbanization (residential sector [36]). Lung [31]
offered own division into the groups of countries according to output and energy consumption basing
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on the data for both developed and developing countries. Previously, a comparative analysis among
the EU-28 member states according to the RES share in gross final consumption was carried out by
Cucchiella et al. [10] using different mathematical models. The authors showed that Finland and
Sweden achieved the best results concerning gross final energy consumption, while Austria, Denmark,
and Latvia reached the 2020 target in the share of energy from renewable sources in the gross final
consumption. Moreover, the authors showed that some EU countries will never achieve the 2020
targets (France, Belgium, The Netherlands, Luxembourg, UK).

A special consideration was assigned to the advantages of renewable energy technologies in the
case of emerging countries [40,41]. Sadorsky proposed two empirical models to capture the connection
between income and renewable energy consumption in some emerging economies. A cointegration
relationship was identified and growth in the case of real per capita income had a positive and
significant influence on per capita renewable energy consumption. If real income per capita grows by
1% in the long run, consumption of renewable energy per capita in emerging economies increases by
around 3.5% [42].

There are many studies dealing with forecasts of energy consumption from renewables based on
various quantitative methods and on the data of the EU-28 countries [43–50] Considering the European
Commission principal objective to extend the share of renewable energy production in electricity,
the aim of this research is to explain the renewable energy in electricity based on GDP per capita, seen
as a measure of standard of living and income inside the EU, in the period of 2007–2017. Knowing the
advantages of RES related to environmental protection and reduction of GHG emissions, this paper
checks whether the increase in renewable energy in electricity has a positive effect on the EU countries’
economies. This objective is achieved by focusing on two directions of research: the explanation of a
share of renewable energy in electricity based on GDP per capita using panel data models and checking
Granger causality on stationary panel data, and the study of groups of the EU countries according to
their shares of renewable energy in electricity using cluster analysis.

Most of the studies in literature address energy consumption in its correlation to various
macroeconomic indicators, less attention being given to the analysis of the renewable energy in the
electricity subsector specifically.

This analysis provides useful conclusions on the share of renewable energy in electricity in relation
to output per capita, while all previous studies have been connecting this indicator only with economic
growth. None of the studies links the share of renewable energy in electricity to per capita GDP.
The novelty of this research is also ensured by application of other methods than those used before to
study this kind of relationship. In our case, the results based on an overall analysis of the countries
using panel data analysis are combined with the results on individual analysis of the countries based
on cluster method.

The paper has a standard logical organization. The current section provides details on theoretical
background with some references from literature, while the methodology is presented briefly in
Section 2. In Section 3, we report the main results with corresponding economic comments. Finally,
in the last section, a deeper discussion is presented.

2. Method and Data

As we mentioned before, the share of renewable energy in electricity will be analyzed in relation
with real GDP per capita for the EU-28 countries. This empirical study employs two methods: panel
data models, including the study of causality in panel, and cluster analysis for identifying groups
of countries according to share of renewable energy in electricity and their economic development
expressed by GDP per capita.

The variables that have been employed in this research refer to the share of renewable energy in
electricity (%), the supply of electricity as gross electricity production in Gigawatt-hour, electricity price
for non-household consumption in Purchasing Power Standard (consumption less than 20 MWh—band
IA, comparable prices) and real GDP per capita (expressed in constant 2010 US dollars). The data
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on these variables were collected for the EU-28 countries for the period of 2007–2017. The data on
the share of renewable energy in electricity are taken from the Statista database, while the World
Bank provided the data for GDP per capita. The data on electricity supply and electricity prices for
non-households are provided from the Eurostat database and the supply of energy plays the role of a
control variable in the panel data models. Other theoretical and empirical studies used CO2, GHG
emissions or population as their explanatory variables [8,9]. The data on CO2 and GHG emissions are
not available for the analyzed period for all the EU Member States. Population is not relevant in this
case since GDP per capita is an indicator computed using data on population. Data on electricity price
per household consumption are available only since 2017.

In this paper, renewable energy sources (RES) refer to those sources of energy that are flow-limited
and naturally replenishing: biomass (biodiesel, wood, solid and wood waste, ethanol, biogas, landfill
gas), wind, hydropower, solar source, geothermal sources etc. This indicator shows the proportion of
electricity derived from renewable sources in each EU country.

The electricity prices for non-household consumers are computed for end users based on the
predefined yearly consumption band. Three levels of taxation are considered in calculation of these
prices (prices excluding VAT and the rest of recoverable taxes, prices excluding levies and taxes, prices
including all taxes, VAT and levies). Gross electricity production/generation describes the process of
producing electrical energy. In this case, electrical energy is obtained by transforming different other
existing forms of energy. Luxembourg is the country with the highest values of the GDP per capita
in the entire period, these values being considered outliers. The maximum value of this indicator
was achieved by Luxembourg in 2015 (77,400 constant 2010 US dollars). Bulgaria is the country
with the lowest values of GDP per capita, the minimum being registered in 2007 (10,400 constant
2010 US dollars). Considering the global economic crisis started in 2008 in the US, all the countries,
but for Poland, registered lower values of GDP per capita in 2009 as compared to 2008, the effects
of the crisis being immediately reflected in the values of output per capita. In Poland, the GDP
per capita maintained its value on the 2008 level. Indeed, Poland is considered to be the single EU
country not affected by the recent world economic crisis due to its large local market and favourable
business environment. Austria has the highest shares of renewable energy in electricity in the EU,
the maximum value being achieved in 2017 (72.6%), being also among the countries with high values
of GDP per capita. On the other hand, Malta is the state with the lowest share of renewable energy in
electricity, a null value being registered in the period of 2007–2010. Some causes for low performance
of Malta would be: small population, planning policies that respond to the ascending demand of
accommodation through buildings that require shadowing of rooftops instead of PV installation.

We will build traditional panel data models: fixed-effects model, random-effects model and model
based on generalized estimating equation. The last type of model is used to explain the structure of the
within-panel correlation. It corresponds to population-averaged (or marginal) models that are described
in the panel-data literature.

The fixed-effects model has the following representation:

Yit = α + X1
it·β1 + . . . + Xk

it·βk + μi + vit (1)

where Y is the dependent variable, X—exogenous variables, i—index for country, t—index for year,
vit—idiosyncratic error, μi—error for cross-sections

The fixed-effect model uses the following assumptions:

- unobservable individual effects are considered as fixed parameters;
- the exogenous variables are not correlated with idiosyncratic error vit but correlate with individual

fixed effects;
- the idiosyncratic errors vit should be independent and identically distributed (iid(0, σ2

v).

4



Energies 2019, 12, 2520

The random-effects model uses the following assumptions:

- unobservable individual effects are considered random variables;
- the exogenous variables do not correlate with idiosyncratic error vit or with individual effects;
- the idiosyncratic errors vit should be independent and identically distributed (iid(0, σ2

v)) [51].

In the case of one explanatory variable, the model has the representation given below:

Yit = α + Xit·β + μi + vit (2)

The average in time is obtained:

average(Yi) = α + average(Xi)·β + μi + average(vi) (3)

The difference between the two previous equations is made:

Yit − average(Yi) = (Xit − average(Xi))·β + (vit − average(vi)) (4)

This internal transformation is required for determining the fixed-effect estimator. The least
squares method is applied in the model (4) and the estimators for β with fixed-effects are calculated.

For testing Granger causality in panel data, we should start from the regression:

Yit = αi +
∑

Yi(t−k)·βik +
∑

Xi(t−k)γik + εit (5)

The data series for variables X and Y should be stationary to check Granger causality between
them. The coefficients should differ across countries (t—index for time, i—index for countries), but are
constant in time. The lag order is K and it should be constant for all the countries in the balanced panel.
Granger causality test implies the identification of significant effects of previous values of X on the
actual values of Y. The null hypothesis is stated as:

H0: γi1 = γi2 = . . . = γiK = 0, i = 1, 2, . . . , N; where N is the number of cross-sections (countries)

Firstly, the data stationarity was checked using a Levin-Lin-Chu (LLC) test and further estimations
are made on stationary panel data. The null hypothesis for LLC test states that the panels include unit
root, while the alternative hypothesis, rejected when the p-value is higher than 0.05/0.1 (at the 5% and
s of significance), confirms that panels are stationary. We chose the estimates with robust standard
errors in order to avoid additional checks for errors’ heteroskedasticity loose the critical value or when
the p-value is higher than 0.05/0.1, at the 5%/10% levels of significance.

Cluster analysis is used to identify groups of countries by GDP per capita and share of renewable
energy in electricity. In this case, we used a non-hierarchical classification with K-mean clusters.
The k-average method starts from k values that are used to build groups. The distance to cluster is
computed using the Ward method that implies more steps:

- for the analyzed variable, the sum of the squares of the deviations of each country in the cluster
from average is computed, in order to minimize the square of the error squares, for example,
to minimize the loss of information;

- for every step of the algorithm, any pair of countries that could be joined in a particular cluster is
analyzed and we unify the pair that with the minimum loss of information.

There is not any strong statistical criterion for determining the number of clusters that should be
considered at a certain probability. The optimal number of clusters is fixed considering some hints:

- theoretical motivation;
- previous use of non-hierarchical methods;
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- results of variance analysis;
- figures representing the countries.

The k-means method supposes the following steps:

(1) k initial classes are considered (each country is placed in one class);
(2) A country is moved in that cluster for which the average or centroid is the closest;
(3) The average is computed again for the two clusters in which that country was at different moments;
(4) The previous two steps are repeated until changes are made.

We have chosen a panel data approach since we are describing here an overall image of the
relationship between RES in electricity and GDP per capita in the EU countries. Moreover, cluster
analysis was applied in order to have a deeper understanding on the tendencies in each country.

3. Empirical Results

A Nalimov test was applied to check for outliers in the data series. For Luxembourg, all the
values of GDP per capita were outliers since the test statistics (for example, 18.93 for 2007 and 27.99 for
2017) were higher than the critical value of 1.95 at the 5% level of significance. Since Luxembourg is
considered an outlier because of the high level of GDP per capita, we eliminated this country from the
panel data models. Two main goals were followed by the empirical analysis:

- A study of the relationship between share of renewable energy in electricity and GDP per capita
based on panel data models and Granger causality;

- An analysis of the groups of countries in the EU-28 according to share of renewable energy in
electricity and GDP per capita.

All the computations were made using the STATA software. Firstly, we tested whether the data in
panel are stationary. Levin-Lin-Chu test indicated that the data series for both variables are stationary
at the 10% level of significance. According to LLC test, the data series are stationary in panel for all the
variables at the 10% level of significance: GDP per capita (adjusted t = 4.23, p-value = 0.000), supply of
electricity (adjusted t = 1.98, p-value = 0.09), electricity prices for non-household consumers (adjusted
t = 2.23, p-value = 0.04).

More panel data models were built to explain the share of renewable energy in electricity in the
EU-28 countries in the period of 2007–2017: generalized linear models, random-effects and fixed-effects
models. According to Pesaran’s CD test, the cross-sectional units are independent at the 5% level
of significance. All the models indicated that growth of GDP per capita by one unit determined, on
average, an increase in the share of renewable energy in electricity by almost 0.001 percentage points.
In other words, an increase in GDP per capita by 1000 units are necessary to extend the share of
renewable energy in electricity by only one percentage points (see Table 1).

Table 1. Panel data models to explain the share of renewable energy in electricity in the EU member
states (2007–2017).

Variable Generalized Estimating Equation Random-Effects GLS Equation Fixed-Effects (within) Regression

Coefficient Chi-square
stat. p-value Coefficient Chi-square

stat. p-value Coefficient Chi-square
stat. p-value

GDP per capita 0.0009 9.38 0.000 0.0009 8.54 0.000 0.001 9.51 0.000

Constant −1.52 −0.32 0.70 −0.15882 −0.04 0.969 −1.92 −1.44 0.17

Supply of electricity 0.89 7.99 0.000 0.92 9.03 0.000 0.89 9.20 0.000

Electricity price for
non-household
consumption

0.005 8.32 0.000 0.0049 7.78 0.000 0.005 8.00 0.000

Pesaran’s test for
cross-section

independence
12.27 0.14 13.56 0.27 12.57 0.15

Source: own results.

6



Energies 2019, 12, 2520

This result indicates that other factors should contribute to the growing share of renewable energy
in electricity, maintaining the concern for growing GDP per capita. This result supports the hypothesis
stated in the introduction: more developed countries tend to use more RES as compared to less
developed countries. However, still more efforts to grow GDP per capita are required in the EU to have
an acceptable increase in RES. As expected, the control variable (electricity supply) has a positive and
significant impact on the dependent variable. The increase in electricity production overall brought
to a higher share of renewable energy in electricity. In other words, renewable energy is more used
in electricity since electricity production overall has increased to correspond to the growing needs
in energy. We applied a Hausmann test to select the best model between fixed-effects model and
random-effects model. The statistics of the test is 45.78 (p-value= 0.000) which indicates that fixed-effects
model explains better than random-effects model the share of renewable energy in electricity in the EU
countries at the 5% level of significance. The values of R-square also indicate fixed-effects model as
better (R-square in this case is 0.803, while for random-effects model R-square is 0.71 and for generalized
estimating equation R-square is 0.76).This can be explained by the fact that the increase in electricity
prices shapes the of renewables in the increase of the share of renewables in electricity production.
However, a significant causality in Granger approach was not identified between GDP per capita and
share of renewable energy in electricity at 5% level of significance (see Table 2).

Table 2. Granger causality test applied on panel data to explain the connection between the share of
renewable energy in electricity and GDP per capita in the EU-28 (2007–2017).

Hypothesis Chi-Square Prob.

Share of renewable energy in electricity does
Granger cause GDP per capita 2.307 0.3155

GDP per capita does Granger cause share of
renewable energy in electricity 3.039 0.218

Source: own results.

Some clusters were formed for 2007 and 2017 to reflect the countries in what concerns share of
renewable energy in electricity and according to the share of renewable energy in electricity and GDP
per capita.

According to the share of renewable energy in electricity, Table 3 describes the two clusters
obtained for 2007:

- countries with high shares of renewable energy in electricity (more than 30%): Austria (64%),
Sweden (53.2%), Latvia (38.6%), Croatia (34%) and Portugal (32.3%) (these percentages are
provided to have an idea about the difference between the countries in the same group);

- countries having lower shares of renewable energy in electricity (less than 30%) for the rest of the
EU-28 countries.

When both the share of renewable energy in electricity and GDP per capita are considered, Table 3
presents a number of three clusters in 2007:

- countries having high GDP per capita and relative high shares of renewable energy in electricity;
- Luxemburg that is considered an outlier because of the high values of GDP per capita;
- some countries with lower GDP per capita.

Two clusters were selected for the share of renewable energy in electricity and three clusters for
the approach based on both variables. We selected these numbers since significant differences between
the groups were allowed. We have thee clusters for the second approach, since Luxembourg is an
outlier that is different from all other countries.

7
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Table 3. Groups of countries in the EU-28 according to the share of renewable energy in electricity and
GDP per capita in 2007.

Clusters according to the Share of
Renewable Energy in Electricity in 2007

Clusters according to the Share of Renewable Energy in
Electricity and GDP per Capita in 2007

Cluster 1 Cluster 2 Cluster 1 Cluster 2 Cluster 3

Austria, Portugal,
Croatia, Latvia,

Sweden

Bulgaria, Belgium,
Cyprus, Estonia,

Denmark, Finland,
Greece, Hungary,
France, Germany,

Ireland, Italy,
Poland, Slovenia,
Lithuania, Malta,

Spain, Netherlands,
Romania, Slovakia,

the UK,
Luxembourg

Austria, Belgium,
Cyprus, Denmark,

Finland, France,
Germany, Ireland,
Italy, Netherlands,
Spain, UK, Sweden

Luxembourg

Croatia, Bulgaria,
Czech Republic,
Estonia, Greece,
Hungary, Latvia,
Lithuania, Malta,
Poland, Portugal,

Slovakia, Slovenia,
Romania

Source: own results.

As we can observe from Figure 1, Austria is the country with the highest share of renewable
energy in electricity in 2007, but also in 2017, being followed by Sweden. Malta is the single country
with null share of renewable energy in electricity in 2007, being followed by Cyprus with a share of
0.1% in 2007. However, after 10 years, all the countries improved their share of renewable energy
in electricity.

Figure 1. Share of renewable energy in electricity in 2007 and 2017 in the EU-28 countries (blue—2007,
orange—2017). Source: own results.

Austria was the leader in 2007 in terms of share of renewable energy in electricity, this country
being successful in what concern sources like biomass from wood, hydropower (a share of more than
96% in renewable energy in electricity) and use of thermal solar energy [47,51].

80% percent of electricity production in Sweden is based on hydroelectric and nuclear power,
fact that explains the low emission rate in this country. It has three nuclear plants and eight nuclear
reactors. Wind power ensures around 11 percent of electricity, power plants and hear ensure nine
percent of electricity in Sweden [52].

In Latvia, hydropower plants have the highest proportion in electricity production (more than
98%). Gas also has a significant contribution to internal supply of electricity, wind and biomass
contributing to the mix mostly in recent years [53].
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In Croatia, renewable energy rapidly expanded. Wind and solar PV energy the most rapidly
expanded, while hydropower and solar thermal developed slower [54].

In Portugal, the main sources of renewable energy are represented by: hydropower, wind power,
solar power, geothermal and wave power, biogas [55].

According to share of renewable energy in electricity, Table 4 shows that there are two clusters
in 2017:

- a group of countries with high shares of renewable energy in electricity (more than 40% which is
an increase compared to 2007): Austria (72.6%), Sweden (64.9%), Latvia (51.3%), Croatia (46.7%),
Denmark (53.7%), Romania (42.7%) and Portugal (54.1%);

- a group of countries with lower shares of renewable energy in electricity (less than 40%) in the
case of the other EU-28 countries.

According to share of renewable energy in electricity and GDP per capita, Table 4 shows that there
are three clusters in 2017:

- a group of countries with high GDP per capita and relative high shares of renewable energy
in electricity;

- Luxemburg that is considered an outlier in terms of GDP per capita;
- a group of countries with lower GDP per capita.

Table 4. Groups of EU countries according to share of renewable energy in electricity and GDP per
capita in 2017.

Clusters Based on Share of Renewable
Energy in Electricity in 2017

Clusters Based on Share of Renewable Energy in
Electricity and GDP per Capita in 2017

Cluster 1 Cluster 2 Cluster 1 Cluster 2 Cluster 3

Denmark, Austria,
Croatia, Portugal,
Latvia, Romania,

Sweden

Belgium, Bulgaria,
Hungary, Italy, Cyprus,
Ireland, Netherlands,

Greece, Lithuania,
Estonia, Ireland,

Germany, Finland,
France, Luxembourg,

Slovakia, Poland,
Slovenia, Malta, UK

Austria, France,
Belgium, Germany,

Netherlands,
Sweden

UK,
Luxembourg,

Denmark,
Finland

Croatia, Malta,
Bulgaria, Slovenia,

Czech Republic,
Italy, Estonia,

Romania, Portugal,
Slovakia, Greece,
Hungary, Cyprus,
Latvia, Lithuania,

Spain, Poland

Source: own results.

In 2017, Denmark and Romania were the countries that achieved also high shares of renewable
energy in electricity together with the states that acted like leaders in 2007. Denmark counts among
world leading countries in wind energy production. Other sources are less used: wood, waste,
solar power, straw, biogas. However, Denmark is among the countries with the less utilization of
hydropower [56]. In Romania, biomass and biogas is the most considerable source of energy used in
electricity, being followed by less used ones: wind, solar, hydro sources [57].

4. Discussion

This paper has aimed to assess the impact of GDP per capita on penetration of RES and its effects
in improving real GDP per capita as well. The objective character of the achieved results is ensured by
utilization of historical data and applied statistical methods. This work also highlights the importance
of producing more energy from RES for the countries to improve their economic growth and standards
of living as the increase in the share of renewables provides for increase in standards of living because
RES are based on new technologies, create new jobs, boost external benefits for the society, including
pollution reduction and
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The EU countries were distributed into two large groups basing on the shares of renewable energy
in electricity. This research also confirms the necessity to implement important policy measures to
promote more active use of RES, taking into account the RES potential available in a country.

One of the main goal in this research has been studying the relationship between the share of
renewable energy in electricity and real GDP per capita. Many of the previous research focused on
correlation between economic development and energy production or/and consumption. We have
chosen GDP per capita since it reflects the achieved level of economic development in the long run and
population well-being is a final goal followed by all citizens, and also by government [58–62].

One of our important results is revealing the lack of causality between the two variables (the share
of renewable energy in electricity and real GDP per capita). This means that production of energy
from RES is not so high as to ensure on long-run economic welfare. Other important macroeconomic
variables need to be taken into account when assessing the impact of RES on economic growth.

On the other hand, developed countries of the EU do not necessarily have high share of renewable
energy in electricity and this is mainly linked to geographical conditions and physical renewable
energy potential. There are numerous examples in this regard. Rich countries like Belgium, France,
Germany, Ireland, Italy, The Netherlands, Luxembourg, and the UK registered shares of renewable
energy in electricity lower than the EU average in 2007 [60]. Except for Germany, these countries also
registered lower values than the 2017 European average for the same indicator.

The proposed panel data models suggested that GDP per capita influences the share of renewables
in electricity positively and statistically significantly although this impact is very small. A consistent
increase in the GDP per capita is necessary to extend the share of renewable energy in electricity [42].
Economic development level of a country has its impact on RES as it allows generating more
financial resources to promote renewables as well advanced economies have better developed
mature energy markets, better institutional indicators, industrial know-hows, community policies,
technological development level, and citizens’ openness to business having also positive impact on
RES penetration [12,15].

One of the EU strategies is to reduce the final energy consumption and this objective could
be achieved following two patterns: improvement of energy efficiency and growth of the share of
renewable energy in final energy consumption and, as an effect of this by growing the share of
renewable energy in electricity. If this goal is achieved, many benefits are obtained: sustainable
development, reduction of global warming, environment protection, reduction of the dependence on
energy imports [61].

The enhancement of renewable energy consumption has been observed since 2010 in the EU
Member States, as an effect of EU Directive given in the year 2009 [62]. Even if most of the EU
member states are on an upward trend, the achievement of the 2020 target it not secure, knowing
that investments in renewable energy production have slowed down since 2015. Spain and Belgium
focused more on the consumption of electricity from RES, the rest of the consumption being based on
other types of fuels. Poland made important efforts to increase renewable energy consumption, but for
achieving the 2020 target, has to boost production from RES. Austria, Denmark, Finland, and Sweden
are countries where RES plays an important role in the energy mix [63]. In these countries, the lack of
fossil fuel resources and the climatic conditions forced society and industry to reduce at minimum the
energy consumption.

Even if significant investments were made in the UK for increasing the production capacity of RES,
especially for solar panels, this country is far from achieving the EU target. The uncertain context of
Brexit creates more barriers. Germany made big progress in the consumption of fossil and nuclear fuels,
while France and Italy have serious problems in meeting the targets for 2020 [64–69]. Netherlands also
encountered difficulties because its final energy consumption is based on a natural gas network that
is quite cheap; government subsidies for the RES promotion are not attractive, being lower than in
Scandinavian countries.
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Portugal has invested heavily in RES, but high costs did not allow it to maintain a high increase
from one year to another. Czech Republic, Romania, and Hungary have a rich network of RES, but the
efforts to meet EU target intensified after these countries joined the EU [70,71].

In some EU countries, the target value for 2020 in the case of share of renewable sources in gross
final consumption was exceeded: Hungary and Estonia since 2011, Sweden and Bulgaria since 2012,
Czech Republic since 2013, and Romania, Lithuania, Italy, and Finland since 2014. By increasing this
share, the EU countries will be able to significantly reduce greenhouse gas emissions and improve the
environment quality.

This analysis is limited by the fact that only a few variables were considered in the panel data
models because of their availability for that specific period and for the EU countries. Moreover, a larger
period would have been required for a deeper analysis, however, the data on all the variables in the
models are available only since 2007. In the future other important variables will be included in the
model and countries will be grouped into clusters according to their geographical conditions and
physical RES potential available.

5. Conclusions

The panel data models indicated a positive, but very low impact of GDP per capita on the share
of RES in electricity in the period of 2007–2017 in the case of the EU countries. However, causality
between the two variables was not identified.

The EU member states were grouped by means of cluster analysis, however, future research would
be necessary to get more robust results and develop specific policy recommendations. The extension of
this model is required by including other important variables such as RES potential available in the
countries based on geographical conditions and other important factors which were not addressed in
this study.

Economic development level of countries is supposed to have significant impact on the exploration
of RES potential taking into account geographical conditions of the countries in question. Higher
economic development level first of all allows raising more funds for renewable energy support.
As the old EU member states have also more developed energy markets, stronger institutions and legal
frameworks, lower corruption perception levels, these issues need to be further explored.

Some other aspects need deeper analysis as well, namely, the political, social, economic,
environmental, and technological determinants behind weaknesses and strengths of renewable
resources. It is also important to assess the effects on RES expansion of the following specific
factors: policies promoting RES, investments in the field of research and development, internal
energy production, industrial know-hows, community policies, energy dependency, technological
development level, and citizens’ openness to business, institutional indicators such as corruption
perception, regulation quality etc.

RES as such is supposed to have a positive impact on economic growth as it provides new jobs,
technological innovations and also promotes GDP growth. Therefore, it is important to analyse the
impact of RES deployment level on economic, social and environmental indicators of the countries,
however, additional variables need to be integrated into the model as also having impact on GDP per
capita growth rate.
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Abstract: The aim of this research is to distinguish business risks that affect natural gas trading
companies operating in the liberalized natural gas market and to assess them according to the potential
impact on the aforementioned gas trading companies. To achieve this, a study of international
scientific literature and empirical research was conducted, as well as the methods of expert survey,
Analytical Hierarchy Process with different measurement scales and logical investigation. The research
of the business risks of natural gas trading companies reflected that natural gas trading companies in
the liberalized market distinguish in significantly different business risks’ portfolios from those that
operate under monopoly conditions. It was also found that it is difficult to evaluate the business
risks’ importance for the natural gas trading companies acting in liberalized markets because they
characterize in a hierarchical structure, which means that they are prone to cascading effects.

Keywords: business risks; gas trading companies; liberalized energy market; analytical hierarchy
process (AHP)

1. Introduction

The main determinants of the structure of Central European markets were formed in the
first 10–15 years after the collapse of the Socialist system [1]. Then an intensive reorganization
of economic-commercial relations based on central planning into a multi-level, free, dynamic,
supply-demand mechanism-driven platform for satisfying social, economic and cultural needs was
ongoing. Formation of market relations requires innovative transformation of the economic structure
associated to the comprehensive reorganization of economic mechanisms, commercial ideology and
economic relations. Unfortunately, the energy sector was lagging behind these structural changes
and remained largely intact in its primary monopolized form till the new European Union (EU) Third
Legislative package was implemented. The electricity market was the first to be liberalized with the gas
sector in some New EU Member Countries remaining in a shadow of ongoing liberalization processes [2].
The opening of markets not only creates possibilities for business development, but also leads to the
emergence of new sorts of risks, with which market players do not always have the experience to deal
with. They were distinguished in the scientific literature, which analyzed business risks in Western
energy markets. A focus on price differences has been highlighted by Dahlgren et al. [3] when assessing
business risks of energy trading companies. Al-Awami and Sortomme [4] put emphasis on the capacity
of the energy transmission grid as a physical bottleneck for providing energy commodities. Wang et
al. [5] deeply analyzed the possibility of lowering the operational amount of business risks of energy
trading companies by precisely forecasting the consumption timing, thus once again stressing the
importance of this business risk in energy trading companies risk portfolios. Implementing smart grids
as a solution for operational amounts of risk management was analyzed by Tushar et al. [6], although
stressing possible negative consequences of this decision, such as price discrimination. The proper price
risk management is a focal point in James’ study [7], who argues that it is the most important business
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risk of energy trading companies, which may determine the whole existence of such business entities.
Although there are attempts to classify energy trading companies in the same group as ones dealing
with financial derivatives trading [8], and proposing to analyze them in one group, Parashchiv [9]
documents a fundamental differences in risk portfolios of these business entities (mainly associated
with energy production, storage and transmission processes), proving unsoundness of this scientific
approach. A blockchain technology is proposed as a solution for precise forecasting of energy demand
by Mengelkamp et al. [10], also this technology displays drawbacks then facing hardly predictable
consumer behavior [11]. This obstacle for precise forecasting of energy demand has been researched
by Haas et al. [12] and Dianshu et al. [13]. The very low margin, which is acceptable in differences
in price for energy commodities provided by different suppliers, was documented by Bohi [14], who
stresses the homogeneity of this product, the fact which determines that difference in prices of different
providers can be no bigger than costs associated with the change of the supplier, which in liberalized
markets are very low. New arising energy trading companies risks, associated with peer-to-peer energy
trading, stimulated by the growth of alternative energy production, are mentioned by Li et al. [15].

These business risks are a particularly new reality to states, which have only recently opened their
energy markets shifting from monopolized and regulated to free supply-demand mechanism-driven
market structure and are in the future for Eastern Europe [16]. Here, due to the need of significant
input of primary investments and long capital’s payback period, the economic experts assumed the
energy sector as a natural monopoly to be regulated, in which competitiveness and the entrepreneurial
activity and efficiency it stimulates, as well as pressure for the final price of the product and openness
of the market, seemed impossible [17,18]. However, lately this attitude is shifting rapidly. This is due to
the implementation of the EU Third Energy legislative Package (Directive EC 2009/73), which is aimed
at creating a secure, transparent, market-oriented common European energy market without energy
islands [19,20]. The Directive divided the previously-existing natural monopoly into separate owners
of natural gas supply and distribution infrastructures independent of one another and natural gas
supply (trade) companies, and created a transparent, competitive natural gas trade market controlled
by demand-supply balance. The implementation of these legal requirements start showing positive
results in formerly monopolized markets. In Lithuania, which started to implement the requirements
of this document in 2014 and finished in 2016, it allowed to introduce new suppliers to the market
(through LNG terminal which became rational and viable only after implementation of core principles
of the Third Energy legislative Package), made a negotiating position of Lithuanian energy suppliers
more firm, and created conditions for emergence of gas trading companies, which, in sum, allowed for
the reduction of the final price of natural gas for the consumers of Lithuania by 30 percent. However,
markets and market players, used to operating in regulated and predictable monopolized markets,
faced the new reality of liberalized markets and are prone to various challenges and risks. New market
regulation mechanisms must be created; new ways of conducting business appear [21]. One such
phenomena is the emergence of particularly new business entities, such as gas trading companies.
In this article we examine the business risks faced by gas trading companies in a newly liberalized
energy market. The aim of this study is to distinguish business risks that affect natural gas trading
companies operating in the liberalized natural gas market and to assess them according to the potential
impact on the aforementioned gas trading companies. The empirical base is a first energy market in
the Baltic States: GET Baltic and the companies operating there. We employed expert interviews and
an Analytical Hierarchy Process method with adaptive, balanced and Koczkodaj scales in order to get
the results.

The study complements the existing stream of scientific literature aimed at evaluating business
risks in immature markets [22–24], liberalization of energy markets [25–27] and energy trading [28–30].

2. The Concept of Business Risk

The scientific approach to risk is being reflected in two different ways: risk is understood as a threat
or indefiniteness. Risk as a threat is perceived as a possibility for “the unpredicted events to happen,
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and the likely events not, if in any mentioned case an unfavorable result is being conditioned” [31,32].
Risk expresses a threat to business goals by a constantly changing environment [33]; it can also be
defined as a positive or negative variable’s deviation from its plausible value [34,35] and often, in
practice, it is a negative result. The research on business risks highlight immeasurability, which can
influence the agent during part of or the entire period of its activity [36]. Business risk is also viewed
as “a problem that has not yet occurred” [37]. Similarly, it can be assessed as a certain situation when a
possibility for an unfavorable deviation from a preconceived goal appears [38]. Another way to study
business risks is from a prism of possibilities [39]. Under this perspective, a risk is perceived as an
obligatory activity in undefined circumstances, during which the probability arises for not achieving
the expected result, or a likelihood for failure or deviation from the goal, and the comprehension of
which highly depends on circumstances; nevertheless, a risk could also manifest as an unpredicted
benefit. Therefore, a risk involves a chance of a particular winning, as it can be “a possibility of danger,
losses or income” [40]. Almost all definitions of risk in scientific literature distinguish two elements:
uncertainty (or probability of coincidence) and losses (negative outcome), which are related with
an unpredicted event. However, the risk itself consists of three main components: events that the
company sought to avoid, but which nevertheless occurred, the likelihood of those events and the
assessment of awaited causal actions. The scientific literature suggests that there is a link between
indefiniteness and risk [41,42], since risk itself is indefiniteness [43]. However, there is also some
criticism regarding this approach, because risks are both known and unknown (undefined), while
indefiniteness is a wider concept [44]. Additionally, a risk can be viewed as uncertainty and unwanted
difficulties that arise due to the operated activity [45]. Therefore, business risk is an opportunity for
inaccuracy, meaning that the achieved results shall deviate from the pursued goal [17]. In fact, both
internal and external environments of the business enterprise are prompting the risk, and the entire
activity of the organization is related to risk and its manifestation [43]. Nevertheless, one feature of
business risk is evident in the definitions given by the majority of scholars; therefore, a generalization
emerges which claims a risk to be the future result of present actions [46].

3. Business Risks in the Natural Gas Trade

Natural gas trading companies are subject to a wide variety of business risks. Some scholars
suggest considering energy commodities trader business risks as starting from product competition
risk [47–49]. Natural gas as an energy commodity in the retail consumption market competes with fuel
oil and biofuel (in manufacturing and heat production) [50], electricity, liquefied petroleum gas, diesel
fuel (in industry), firewood, coal, peat, geothermal energy (in household heat production) and the
like. Therefore, with the increase in the demand of one of the competing commodities, the decrease
in natural gas demand is probable. This could happen if competitive energy commodities grow
significantly cheaper. It is worth mentioning that in order to shift to a different type of fuel, a sustained
essential change in the price of the energy commodity is necessary, as it is necessary to make certain
capital investments (replacing devices, furnaces and the like). The competitiveness of natural gas can
be affected by a significant increase in prices, change in environmental standards or development of
an alternative energy [51,52]. The latter two factors could be induced by certain state actions in the
pursuance of energy security [53], shift in industry structure, or state prestige on the international
level. The risk of over-regulation can also manifest itself through the shifting of market conjuncture.
Personnel risk (encompassing the incompetency or negligence of personnel, dishonest and unlawful
acts and similar issues related to human resources) [45] is a characteristic of all companies without
exception, given there is more than one employee in the organization. As a result, manifestation
of the mentioned risk and the hazard it causes is also plausible in natural gas trading companies,
which in turn conditions three more risks to natural gas trading activities. Technological risk (or risk
for technical breakdowns) is one of them [54]. Even though natural gas trading companies do not
exploit the main or distribution gas pipes and do not have the right to control them (this is prohibited
by the EU Third Energy Legislative Package), any defect of gas supply infrastructure reduces the

19



Energies 2019, 12, 2647

physical possibility of accessing the commodity [55]. Moreover, the employees of a natural gas trading
company indirectly (due to false balancing data) can influence the trustworthiness of physical natural
gas trade infrastructure. As a result, any type of technical breakdown can cause detriment to the
property, health or even lives of the third parties [56]. This can lead to litigation risk [56,57], the
consequences of which cannot be precisely foreseen, because there is no legal practice for investigating
such detriments established so far. Therefore, it can be stated that a probability to incur extremely
significant financial losses exists. Dishonest personnel actions can directly cause risks of legal actions
regarding unfulfilled contract clauses or unfair speculative trade. Incompetency of personnel also
can condition volume risk [58–60], which is one of the essentials in the natural gas trading activity.
Briefly, it can be described as potential financial losses, which are caused by the imprecise calculation
of natural gas demand. If, under a long-term contract, a company purchases an insufficient amount
of natural gas than is necessary for the satisfaction of customer needs, to meet the demand it has to
purchase a certain additional amount of gas in the spot market, i.e., at a higher cost [61]. Unwilling
to lose it clients, the company has to sell the gas at an agreed (or established on the market) price,
i.e., at a lower profit margin. If the amount purchased in the spot market is significant, the company
might become detrimental to trade it or fall short in working capital for purchasing it. If a company
purchases too much natural gas under a long-term contract and has nowhere to realize it, it has to
follow the provision “take-or-pay” and pay the provider forfeit, and as a result, experience financial
losses [62]. Reputation risk is rather widely studied in scientific literature [63–65]; therefore, it shall not
be elaborated. Risk of customers’ default [44] may cause the volume risk, because upon the bankruptcy
(or failure to fulfil one’s contract obligations) of several larger clients, the company might face the
aforementioned situation. Besides, it would also condition credit risk, since in order to continue one’s
activity the working capital would have to be borrowed. Credit risk [66–68] also emerges due to the
intensifying competition between the companies. In order to maintain and attract customers, they not
only have to reduce the sale prices, but also extend the term for payment deferral; this can lead to the
situation where a company has to pay for the purchased production prior to its receiving the money
for the volume sold [69]. This risk assumes the greater likelihood of the event, the greater the quantity
of natural gas is being purchased in the spot market. Risk of supplier default [70] is essential because
given a gas trading company, being in a long-term contract, fails to receive the commodity due to some
reasons (technical, political, economic, etc.), all of the production would have to be purchased in the
spot market. Obviously, this would not allow trading at the agreed-upon (or established) price on
the internal state’s market; the company would lose its customers, which, ultimately, would lead the
company to bankruptcy [71,72]. As any other company that has economic interests in more than one
country which is not a monetary union ally, natural gas trading companies face monetary risk, i.e.,
natural gas is purchased in international payment currency (USA dollar), but sold in the country’s
local currency: Euros [73,74]. It is noteworthy to mention that this is more of a theoretical risk because
none of the natural gas supplying companies operating in the GET Baltic market take the risk directly
on themselves, but rather impose it to the insurance companies. Purchase price risk is directly affecting
the commodity price risk, since the profit margin of a gas trading company basically amounts to the
difference between production selling and purchase prices. Systematized business risks affecting the
natural gas trading companies are presented in Table 1.
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Table 1. Business risks affecting natural gas trading companies.

Type of Business Risk Result of Manifestation

Product competition risk Competitive/alternative energy carriers become more attractive to
consumers than natural gas.

Risk of changes in environmental standards Loss of potential or present consumers.

Alternative energy risk Intensified competition, potential loss of part of consumers.

Risk of over-regulation Economically unfounded intervention actions of state institutions to
the energy carrier market, pursuing political interest.

Personnel risk Speculative trading, submission of false balancing data and other
consequences potentially caused by company’s personnel actions.

Technological risk Performance malfunction of physical natural gas supply
infrastructure.

Litigation risk Obligation to make amends for extensive detriment; temporal
security measures applied during litigation process, etc.

Operating volume risk Necessity to purchase the commodity at a higher cost or execution of
“take-or-pay” provision.

Reputation risk Consumers’ approval of competing companies.

Risk of customers’ default Absence of possibility to sell the purchased quantity of production.

Risk of supplier default Absence of possibility to purchase commodity for resale.

Reserves value risk Potential decrease in value of the commodity purchased for resale.

Currency risk Increase or decrease in commodity price due to currency
fluctuations.

Commodity price risk The commodity becomes too expensive for potential consumers or
too expensive in respect to competitive products.

Risk of changes in tax codes Additionally taxed consumption of fossil fuel or granted tax
concessions for the development of alternative energy carriers.

The whole risk portfolio of gas trading companies operating in liberalized markets is reflected in
Figure 1:

Figure 1. The risk map of gas trading companies. Source: own work.
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As can be seen from the table and figure above, the majority of researched risks affecting natural
gas trading companies are interrelated and can cause a chain reaction of the risks. This makes
the evaluation of risks rather complicated and raises additional challenges in selecting research
methods [75]. Nevertheless, it is necessary to choose the methods that would also allow assessing the
hierarchical dependency of the risks that affect natural gas trading companies. The solution for this
challenge is presented in the methodological section of this research paper.

4. Methodology

In order to decide which business risks are the most important to natural gas trading companies,
we employed an expert survey. The obtained results were processed by applying the Analytic Hierarchy
Process (AHP) model, which is highly recommended for solving complex, interconnected, hierarchical
problems that cannot be solved using purely quantitative methods [76]. Initially, more than ten business
risks were identified during the scientific literature analysis, which is more than the maximum number
of alternatives that AHP is capable of processing. Therefore, we performed an initial survey, during
which we eliminated the less important business risks (according to the potential impact on a gas
trading company) and identified nine of the most significant business risks, which were the subject
of our research: operating volume risk, purchase price risk, product competition risk, alternative
energy risk, risk of customers’ default, risk of supplier default, technological risk, reputation risk, and
personnel risk.

In the pursuance of obtaining more reliable results and following the principle of triangulation, we
employed three different scales of an AHP: balanced, Koczkodaj and adaptive, representing all three
scale groups. After obtaining the results of each scale, the eigenvector of each risk was normalized.

GET Baltic has 77 registered natural gas trading companies, though four of the biggest market
players control over 87% [77] of the market share. In 2018, GET Baltic was responsible for 15.3% of all
natural gas sold in Lithuania. Lithuanian gas trading companies received more than 130 mln. EUR of
revenues from gas retailing in a first half of 2018, showing an increase of 6.5% compared to the first
half of 2017 [77].

The following criteria were employed for selecting the experts: (a) all biggest market players must
be represented in a survey; (b) at least 10% of the rest natural gas trading companies, registered in GET
Baltic, must be represented in the survey; (c) the expert must hold a Master of Science or equal degree
(in fact, all the respondents hold a Master of Science; no MBAs or similar degree holders participated
in the survey), have at least 5 years of experience in gas trading business sector and occupy a position
no lower than manager. In total, 12 experts participated in our survey.

In AHP, the chosen experts evaluated the presented alternatives (business risks of natural gas
trading companies) {θ_1, . . . , θ_n}, by filling individual pairwise comparison matrices, which were
being calculated as follows:

M =
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Here: bij—Pairwise comparison matrix element; mi
mj

—A priority vector of the i-th factor with the
respect to j-th factor.

mij =
1

mji
, ∀ i, j = 1, 2, . . . , n.

After the experts made a pairwise comparison of the criteria presented, all responses (evaluations)
were recorded in the form of standardized matrices.
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A multiplication of the i-th line elements was being computed to every M matrix:

Πi = Πn
j=1mij, (i = 1, . . . , n).

The obtained values were being normalized using the formula:

ki =
n√Πi∑n

i=1
n√Πi

=

n
√

Πn
j=1ai j∑n

i=1 n
√

Πn
j =paij

, (i = 1, . . . , n;
∑

k1 = 1)

A priority rank of each expert was obtained in such a way. After that, a procedure of consistency
of matrices was being undertaken. Matrix was considered consistent, when mik = mijmjk, ∀ i, j, k and
a priority vector was existent, which satisfied the equation: w = (ω1, . . . , ωn), where mij =

ωi
ω j

, ∀ i, j.
After that, the consistency index (CI) of each standardized matrix was being calculated. In order

to obtain CI, an eigenvalue (λmax) of each standardized matrix was calculated using formula:

λmax =
n∑

j=1

(P·v) j

n ·vj
.

Here λmax—the largest eigenvalue of each research standardized matrix; n—Number of
independent rows in matrix; j—Eigenvalue of a matrix. All these steps were represented in Mq

matrix:
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An expert comparison matrix Mq was considered absolutely consistent when λmax = n, although
in reality it almost never happens. In the case of small mij changes, matrix M satisfied the pre-selected
compatibility condition (in this case 0.1 was selected), the λmax value became close to n.

After calculating the eigenvalue λmax, the CI was calculated using formula:

CI =
λmax − n

n− 1
.

Here n—number of possible alternatives.
If CI met the pre-selected compatibility condition (our case: 0.1), the aggregated expert evaluation

was being calculated using formula [78]:

pP
ij =

n
√

p1
i j × p2

i j × . . . × pn
ij

Here pA
ij – aggregated evaluation of element, belonging to i row and j-column;

n—number of matrices of the pairwise comparison of each expert.
After obtaining new aggregated matrixes, a consistency validation procedure was once again

performed. If matrix was consistent, then preferred ranks of alternatives were being calculated using
formula [79]:

ω j =

i
√∏i

j=1 pP
ij∑i

j=1
i
√∏i

j=1 pP
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Here ω j —Weight of alternative j.
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In order to check, whether the experts’ opinions were consistent and valid, and they actually
reflected the realistic picture, the index of expert mutual agreement (S*) was calculated [80]:

S∗ =

1

exp(Hβ)− exp(Hαmin)
exp(Hγmax)

1− exp(Hαmin)

exp(Hγmax)

Here Hα—Shannon alpha diversity; Hβ—Shannon beta diversity; Hγ—Shannon gamma diversity.
Goepel’s index varies between 0% and 100% and shows the agreement level of the experts involved.
After completing the survey, we noticed that two questionnaires of the survey did not meet the

predefined consistency ratio of 0.1. In order to solve this issue, we employed S-Method [81], following
the steps:

o Calculation of a priority vector ω = ω_i using proper vector method;
o Comparison of each P_ijˆ value to respective ratios of the vectors ω_i/ω_j;
1. Identification of element P_ij, which makes the most influence on the inconsistency among experts’

views, and its modification to ω_i/ω_j;
o Identification of the priority values of the modified matrix.

Only after these steps can the results be considered robust and be analyzed further.

5. Results and Discussion

The calculated aggregated index of expert mutual agreement S* equals to 0.64631, meaning
that the level of expert compatibility is 65%. Such a result corresponds to the requirements of the
data reliability for scientific articles; therefore, expert evaluation is acknowledged to be appropriate
and the conclusions based on them are reliable. After additional procedures were taken to increase
compatibility, all of the surveys were recognized as acceptable and eigenvectors of each business risk
were calculated applying balanced, Koczkodaj and adaptive scales. The achieved results are presented
in Table 2.

Table 2. Results of ranking the risk.

Business Risk

Eigenvector
Obtained

Using
Balanced Scale

Eigenvector
Obtained Using
Koczkodaj Scale

Eigenvector
Obtained

Using
Adaptive Scale

Normalized
Eigen Vector

Rank

Alternative energy risk 0.0454 0.0442 0.0428 0.0441 8
Operating volume risk 0.2342 0.2261 0.2438 0.2347 1

Personnel risk 0.0912 0.0949 0.0924 0.0928 5
Risk of customers’

default 0.1531 0.1584 0.1532 0.1549 3

Purchase price risk 0.1721 0.1663 0.1602 0.1662 2
Reputation risk 0.0211 0.0301 0.0248 0.0253 9

Product competition
risk 0.0751 0.0802 0.0774 0.0776 6

Technological risk 0.0522 0.0496 0.051 0.0509 7
Risk of supplier default 0.1556 0.1502 0.1544 0.1534 4

The achieved research results allow classifying business risks that affect gas trading companies
into two groups: substantial risks that have a great impact on the activity of natural gas trading
companies, or primary risks (i.e., operating volume risk, purchase price risk, risk of customers’ default,
risk of supplier default), for the management of which gas trading companies have to pay great
attention; and less substantial, or secondary risks (such as personnel risk, product competition risk,
technological risk, alternative energy risk, reputation risk).
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Referring to the achieved results, it becomes clear that volume risk is the most important for
natural gas trading companies. Namely, in gas trading activity, extremely great attention should
be given to an especially precise forecasting of the demand. It is a difficult task due to the rapidly
changing climate when the average winter temperature of two years in a row in Lithuania may differ
by 2.5 degrees Celsius. This affects the natural gas demand by 13%, since the largest amount of
natural gas, 77%, is consumed in winter. Even greater fluctuations (up to 21%) are observed when
analyzing monthly consumption, which makes the prognostication of a precise operating volume even
more challenging.

Second in importance is the purchase price risk. Such a high position of this risk is not surprising
since gas is an especially homogeneous product, completely undistinguished in its features and sold
having converted it to MWh of energy. As a result, there are no other attributes of this commodity that
could portray its distinctiveness in respect to other products (such as appearance, physical features,
brand, country of origin), and so it is chosen only depending on the price. Therefore, if the gas trading
company purchases the product (natural gas) at a higher price than competitors in the market do, there
is a great likelihood that it will lose consumers and work at a loss.

The importance of customers’ default risk was likely determined by its direct role in affecting
the operating volume risk, described in the theoretical section of this research paper. In fact, in
pursuance of simplifying the analysis, eigenvectors of these two business risks could be summed. This
would reduce the total number of business risks, as well as their interrelations, that affect natural gas
trading companies.

The risk of supplier default stands in the fourth place for the gas trading companies operating in
the liberalized market, whereas in non-liberalized markets it is the most important risk [70]. This is so
because, given the liberalized market, in pursuance to conform to contract responsibilities, natural
gas trading companies can rather promptly purchase the deficient quantity of natural gas in the spot
market. In the closed natural gas market dominant by one supplier, which usually is also the owner of
the natural gas supply and distribution system (i.e., if the requirements of the EU Third Energy Package
are not implemented) and if the gas supplier fails in fulfilling the contract obligations, there is no
possibility to purchase the lacking quantity of natural gas. This potentially determines the bankruptcy
of the natural gas trading company and leaves the customers’ affected. To make matters worse, this can
lead to the consumers’ business failure and cause a marked impairment of citizens’ living conditions,
given the risk manifested in winter.

Analyzing secondary risks affecting natural gas trading companies, we notice personnel risk being
at the top. Even though it can cause plenty of negative outcomes to natural gas trading companies, this
risk is not assessed to be very hazardous, because its manifestation to natural gas trading companies
would not be direct. It cannot directly cause the risk of technology failure, since the balancing data has
to be approved by the transmission system operator (in Lithuania’s case, AmberGrid). The operating
volume is prognosticated and approved by more than one person; therefore, this risk is assumed to be
more theoretical, however, due to the damage that could be caused if it manifested, the risk is assessed
to be the fifth in importance.

Product competition risk and alternative energy risk, in the context of Lithuania and other Baltic
States, should be assessed jointly. Even though the product competition risk covers more factors than
just the development of alternative energy (which caused its higher place on the list), it is only the
development of alternative energy that can affect the competitiveness of natural gas as a commodity in
the Baltic States.

Technological risk, when transmitting and distributing natural gas, is rather widely discussed in
the scientific literature [82–84], thus it is perceived to be inexpedient to elaborate it in this research
paper. It is noteworthy to mention that such a low importance of this risk means the market participants
highly trust in the reliability of physical natural gas transportation infrastructure.

A low place of the reputation risk indicates that the company’s prestige in Lithuania is not
assumed to be an important part of the enterprise’s intangible assets that could significantly affect the
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company’s results. Such findings contradict the supposed assumptions regarding the importance of
this risk in the scientific literature [85] and identify a negative aspect evidencing that the country’s
market is not sufficiently matured yet.

6. Conclusions

The results of this study reflect that natural gas trading companies in the liberalized market
distinguish in significantly different business risks’ portfolios from those that operate under monopoly
conditions; there, the main risk concern is security of supply [86,87]. It is also difficult to evaluate the
business risks’ importance for the natural gas trading companies acting in liberalized markets because
they characterize in hierarchical structures, which means that they are prone to cascading effects.

Nevertheless, when assessing business risks, according to the probability of their manifestation
and potential damage to the gas trading company, we have identified that business risks affecting
such companies can be divided into primary risks (operating volume risk, purchase price risk, risk of
customers’ default, risk of supplier default) and secondary risks (personnel risk, product competition
risk, technological risk, alternative energy risk, reputation risk).

The essential risk for the successful activity of natural gas trading companies is distinguished to
be a risk of operating volume. As a result, in order to successfully operate in the liberalized natural gas
trading market, natural gas trading companies should pay especially great attention to the management
and prognostication of the mentioned risk.
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development: Renewables and the integration of energy systems. J. Secur. Sustain. Issues 2017, 7, 133–139.
[CrossRef]

52. Caporin, M.; Fontini, F. The long-run oil–natural gas price relationship and the shale gas revolution. Energy
Econ. 2017, 64, 511–519. [CrossRef]
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Abstract: The paper analyses the linkages between GDP per capita, greenhouse gas (GHG) emissions,
and renewable energy (RE) in the total final energy consumption and green investments (PICE) which
are measured as private investments, jobs, and gross value added related to circular economy sectors.
The object of the analysis is the EU countries during the 2008-2016 period (crisis and post-crisis
period). In the paper, data from the following databases was used: the Eurostat, the World Data Bank,
and the European Environmental Agency. For addressing the linkages between the aforementioned
indicators, the following methods were applied: panel unit root test, Pedroni panel cointegration
tests, and the fully modified ordinary least squares (FMOLS) and dynamic ordinary least squares
(DOLS) panel cointegration techniques. The findings show that FMOLS and DOLS demonstrate the
same results as GHG, PICE, RE influence on GDP of the EU countries. The findings prove there is
linking between gross domestic product per capita, greenhouse gas emissions, renewable energy
in the total final energy consumption and green investments. The findings also show that green
investment (PICE) could provoke the growth of GDP per capita by 6.4%, the decline of GHG by 3.08%,
and the increase of renewable energy in the total final energy consumption by 5.6%.

Keywords: sustainable development; renewable energy; greenhouse gas emissions; green investments

1. Introduction

The current tendency of greening the economic development contributes to analysing the most
significant drivers that boost this process. All EU countries signed the agreement on achieving
Sustainable Development Goals 2030 (SDGs 2030). According to this agreement, the EU countries, on a
voluntary basis, try to reduce their negative impact on the environment and harmonise their economic,
social, and environmental development. The results of many studies [1–5] indicate that one of the main
drivers which provide the financial base for sustainable development is green investment. Several
studies [6,7] have found that the biggest share of green investments was spent on spreading and
implementing renewable energy which could reduce greenhouse gas emissions (GHG emissions) [8,9].
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Noteworthy here, the experts have created the Sustainable development goal index to demonstrate
countries’ success on the way to achieving SDGs 2030. Thus, according to the official report [10], in
2018, the first five places were occupied by Sweden, Denmark, Finland, Germany. All these countries
belong to the group of high-income countries in which 2016 Gross National Income (GNI) per capita
was $12,235 or higher. For these countries, allocation of additional capital for achieving SDGs is not a
huge issue.

At the same time, such countries as Slovak Republic, Hungary, Portugal, Poland, Bulgaria, Serbia,
Romania, Greece occupied the ranks from 25 to 48. Among these countries, three are high-income
countries (Slovak Republic, Hungary and Greece) and upper-middle-income countries with 2016 GNI
per capita being between $3,956 and $12,235 (Bulgaria, Serbia, Romania), only Moldova belongs to low
middle-income countries in this group.

In this case, for upper and low middle-income countries allocation of additional financial resources
is a big issue due to their unstable economic situation. As green investments can help in achieving
important sustainable development goals: GDP per capita growth, increase of renewable energy
utilisation and GHG emission reduction, the main input of this paper is to test this hypothesis and to
assess the impact of green investments on GDP per capita, the share of renewables in the final energy
consumption and GHG emissions in the EU member states and to develop policy recommendations
stemming from the results of this empirical study.

As indicated above, increasing the share of renewable energy in the total energy consumption
requires additional financial resources. In this case, it would be appropriate to analyse the statistical
significance between GDP per capita, GHG emissions, renewable energy consumption and the volume
of green investments. The authors of this paper have checked the following hypothesis:

H1: There is a linking between green investment, GDP per capita, GHG emissions and the share
of renewable energy in the total energy consumption.

In the next section of this paper, data and methods used are presented. Note that our previous
investigation has been focused on a more general analysis of green investment development. In this
case, the object of our analysis is the EU countries during the 2008–2016 period while our purpose has
been to explain that green investment is one of the ways to attract financial resources.

The reminder of the paper is structured in the following way: Section 2 provides a literature
review on the subject and formulation of the hypothesis; Section 3 delivers data and methods applied
in the study; Section 4 presents discussions of the results and Section 5 concludes.

2. Literature Review

The main dimensions of sustainable development then GDP per capita is growing selected for
this study are as follows: use of renewable energy sources and GHG emission reduction. These are
also the main EU energy policy targets including energy efficiency increase. In addition, increase of
utilisation of renewable energy sources also provides for energy efficiency improvements [2].

According to the dataset, the EU as the whole tries to decrease the GHG emissions compare to the
1990 year (Figure 1).

Figure 1. GDP per capita and greenhouse gas emissions (GHG) emissions for EU countries
(1990–2016) [11,12].
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In this case, the snowballing effect on decreasing GHG emissions could be achieved through
increasing the share of renewable energy in total energy consumption (Figure 2).

Figure 2. GDP per capita and renewable energy consumption for EU countries (1990–2015) [11,12].

The findings in Figures 1 and 2 showed that increasing the share of renewable energy in total
energy consumption leads to decreasing GHG emissions.

The huge range of investigation deals with the analysis of preconditions to develop green
investment market as a financial driver of sustainable development. However, according to the
results of the previous investigations [13–23] the main factor which restricts the developing of green
investment market is misunderstanding the meaning and goals of green investment among scientists,
experts and investors. Thus, Martinez-Oviedo and authors in the papers [24–31] highlighted that green
investment is a capital to low carbon and climate resilient initiatives, clean technologies, renewable
energy, or natural capital that can be considered environmentally beneficial. The one group of scientists
proved that the main goal of green investment is declining of CO2 emission [32–45]. The third group
of scientists defined green investment as investment into renewable energy [46–63]. In this case, it is
necessary to investigate and develop the universal approach to define and classify green investment
which will be based on the classification of green assets.

It should be underlined, that a lot of the scientists investigate the relationship between economic
development and efficiency of SDGs 2030 achieving through the analysis of linking between:
Environmental Performance Index and countries GDP [31,64–67], Environmental Performance
Index and Institutions Quality [68–72]; economic, social and ecological indicators of the countries
development [73–84], socioeconomic development and economic growth [85], economic growth,
environmental pollution and social development which measured by the level of morbidity [86–89].

The author Greco in the paper [89] analysed the sustainable economic development from the point
of view of behavioural economics theory. Greco [89] highlighted that the economic growth related to
the solving of social conflict and improving the quality of life and work conditions.

The scientist [90–95] proved the hypotheses on linking between ecological, social and economic
indicators which influence on country’s GDP. The scientists Zajączkowska M. [95], Kisiała W. [96] and
Malkina, M. [97] proved the relationship between social indicators, ecological indicators which include
efficiency of renewable energy, macroeconomic stability in low-middle income countries [79–99].
Besides, the range of scientists [99] paid attention to analyse the linking between political parameters
on economic growth (eliminating of the ecological factors).

Some group of authors in the paper [100–112] tried to prove the relationship between renewable
energy, economic growth and volume of foreign direct investment in energy efficient projects and
country’s brand. In this case, the foreign direct investment analysed as the green investment by the
authors. Noted, that using such types of green investment limited the complexity of impact analysis of
green investment in the efficiency of sustainable economic development.

The findings allowed making conclusions that most investigation analysed the correlation between
CO2 emissions, renewable energy and investment in renewable energy. Under this investigation,
the authors analysed instead of CO2 emissions – GHG emission as it was indicated the goal of SDGs
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2030. Therefore, green investment was defined as the private investments, jobs, and gross value
added related to circular economy sectors which are an integrated indicator which involves the social,
ecological and economic impact of the investment.

3. Data and Methods

For checking H1 hypothesis and further analysis of the main drivers of sustainable development,
the authors used the modified model of economic growth as follows:

GDP = F(PICE, GHG, RE) (1)

where GDP – GDP per capita, PICE – private investments, jobs and gross value added related
to circular economy sectors; GHG – GHG emission; RE – share of renewable energy in the total
energy consumption.

Modified function (2) can be demonstrated as panel cointegration equation:

ln GDPit = φ + α ln PICEit + β ln GHGit + γ ln REit+ μit (2)

where α, β, γ – regression’s parameters which are evaluated and explain the elastic of output relate on
PICE, GHG, RE; μ is the error term; i = 1, . . . , N; t = 1, . . . , T.

For checking above-mentioned hypotheses, the authors used the databases as follows: World
Data Bank, Eurostat, European Environmental Agency. For the analysis, the EU countries during the
2008-2016 period were chosen (Table 1).

Table 1. Indicators, meaning and sources for analysis

Variables Meaning Sources

GDP per capita (GDP)

GDP per capita is gross domestic product divided
by midyear population. GDP is the sum of gross

value added by all resident producers in the
economy plus any product taxes and minus any

subsidies not included in the value of the
products. It is calculated without making

deductions for depreciation of fabricated assets or
for depletion and degradation of natural

World Data Bank [11]

Greenhouse gas emissions (GHG)

Total greenhouse gas emissions in kt of CO2
equivalent are composed of CO2 totals excluding
short-cycle biomass burning (such as agricultural

waste burning and Savannah burning) but
including other biomass burning (such as forest

fires, post-burn decay, peat fires and decay of
drained peatlands), all anthropogenic CH4

sources, N2O sources and F-gases (HFCs, PFCs
and SF6).

European Environment Agency
[12]

Green Investment (PICE)

Private investments, jobs and gross value added
related to circular economy sectors. The indicator
includes “Gross investment in tangible goods”,

“Number of persons employed” and “Value
added at factor costs”

Eurostat [113]

Renewable energy (RE) The share of renewable energy in total energy
consumption

Eurostat and the European
Environment Agency [12,113]

Sources: compiled by the authors.

Under the research, the following methods were used: panel unit root tests using the Im, Pesaran,
and Shin’s (IPS); Levin, Lin, and Chu test (LLC); and the Fisher-type tests (Augmented Dickey–Fuller
test (ADF) Fisher and Phillips–Perron test (PP) Fisher). In the basis of the abovementioned tests is the
checking of the hypothesis, which assumed the existing a unit root in the panel data on the time series
and alternative absence in the unit root.
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With the purpose to check the long-term correlation, the authors used Pedroni test. If the
cointegration exists, the long-run equilibrium relationship will estimate using the Fully Modified OLS
(FMOLS) and Dynamic OLS (DOLS) panel cointegration techniques.

For analysis, the EU countries were chosen for period 2000–2016 years. Such countries were
chosen as an example for the countries’ potential candidate to EU membership to prove the efficiency
of green investment and stimulate the attractiveness of green investment as a part of the direct foreign
investment. Such investigation could be a base for the further analysis of options to minimize the gaps
between EU policy and the countries’ potential candidate to EU membership.

4. Discussion of Results

At the first stage, the panel unit root tests for parameters GDP, GHG, PICE, RE were done. The
results of the panel unit root tests for GDP, GHG, PICE, RE were presented in Table 2.

Table 2. Panel unit root results for GDP, GHG, green investment (PICE), renewable energy (RE).

Variables
LLC IPS ADF PP

Stat. Prob. Stat. Prob. Stat. Prob. Stat. Prob.

Level
GDP −2.86 0.002 0.59 0.72 59.64 0.16 55.32 0.28
PICE −4.13 0.00 −0.16 0.44 64.16 0.12 58.66 0.24
GHG −7.76 0.00 −3.09 0.001 99.08 0.0001 154.09 0

RE −6.04 0.00 0.58 0.28 74.01 0.02 88.57 0.0012
1st differences

GDP −24.05 0.00 −9.54 0.00 184.36 0.00 260.56 0.00
PICE −17.78 0.00 −7.20 0.00 159.45 0.00 215.83 0.00
GHG −20.57 0.00 −9.52 0.00 191.90 0.00 261.07 0.00

RE −11.76 0.00 −5.04 0.00 132.10 0.00 177.93 0.00

Sources: calculated by the authors.

The findings (Table 2) of using Levin Lin and Chu (LLC), Im Pesaran and Shin (IPS), ADF
Fisher Chi-square and PP Fisher Chi-square tests confirmed that all variables were non-stationary at
levels and after the first difference, all variable had become stationary. The obtained results allowed
indicating the character of stationary of GDP, GHG, PICE, RE, for EU countries but also established
the basis for panel cointegration analysis as the using of the regressions on non-stationary variables
can give misleading parameter estimates in the economic relationship among variables. All findings
are statistically significant at the level – 1% and 5%. The findings allowed realising the test for panel
cointegration between GDP, GHG, PICE, RE. The cointegration test was conducted using by the Pedroni
panel cointegration tests (Table 3).

Table 3. Pedroni panel cointegration tests.

Dimension Test Statistics Stat Prob
Weighted statistic

Stat Prob

Within-dimension

panel v-statistic −1.19 0.88 −1.09 0.86
panel rho-statistic 2.54 0.99 2.70 0.99
panel PP-statistic −2.85 (0.002) ** −2.83 (0.002) **
panel ADF-statistic −2.85 (0.002) ** −2.70 (0.0034) **

Between-dimension
group rho-statistic 5.02 1.00
group PP–statistic −3.20 (0.0007) **
group ADF-statistic −2.32 (0.01) *

Note: * and ** represents significance at the 1% and 5% levels.

Sources: calculated by the authors.
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Thus, the findings in Table 3 showed that six from eleven results of the test exclude null hypothesis
(no cointegration of time series). Therefore, the obtained results affirmed the cointegration between
GDP, GHG, PICE, RE for the EU countries existed on significance at the 1% and 5% levels. It allows
making the conclusion, about the long-term relationship among GDP, GHG, PICE, RE which could
be checked by using the FMOLS and DOLS panel cointegration techniques. For that purpose, four
assumptions were checked:

- assumption 1: Influence of GHG, PICE, RE on GDP;
- assumption 2: Influence of GDP, PICE, RE on GHG;
- assumption 3: Influence of GDP, PICE, GHG on RE;
- assumptions 4: Influence of GDP, GHG, RE on PICE.

The obtained results of using FMOLS and DOLS panel cointegration techniques were presented
in Table 4.

Table 4. The findings of the fully modified ordinary least squares (FMOLS) and dynamic ordinary least
squares (DMOLS) panel cointegration techniques for four assumptions.

Variables FMOLS DMOLS

Dependent Independent Coefficient Prob Coefficient Prob

GDP
PICE 6.40 (0.00) * 5.80 (0.00) *
GHG 0.39 (0.00) * 0.41 (0.00) *
RE 38.18 (0.00) * 37.24 (0.00) *

GHG
GDP 9.35 (0.00) * 9.33 (0.00) *
PICE −3.08 0.27 4.61 0.33
RE −5139.85 (0.00) * −5142.43 (0.00) *

RE
GDP 0.002 (0.00) * 0.0021 (0.00) *
PICE 5.600 (0.00) * 7.0 (0.0002) *
GHG 0.01 (0.00) * 0.0021 (0.003) *

PICE
GDP 0.19 (0.0001) * 0.21 (0.005) *
GHG 0.004 (0.0003) * 0.0053 (0.002) *
RE 99.44 (0.01) ** 100.31 (0.013) **

Note: * and ** represents significance at the 1% and 5% levels.

Sources: calculated by the authors.

The findings showed that FMOLS and DOLS demonstrated the same results as GHG, PICE, RE
influence on GDP for EU countries. The obtained results were statistical significance –1% for all three
parameters. Thus, the increasing by 1% of PICE leads to increasing of GDP by 6.4% (FMOLS) and
5.6% (DMOLS), the increasing by 1% of GHG lead to increasing of GDP by 0.39% (FMOLS) and 0.41%
(DMOLS), the increasing by 1% of RE provoked the increasing of GDP by 38.18% (FMOLS) and 37.24%
(DMOLS).

It should be noted, that increasing of RE by 1% lead to decreasing of GHG by−5139.85%. Therefore,
increasing by 1% of PICE provoked the increasing of RE by 5.6% (FMOLS) and 7% (DOLS). At the
same time, increasing of RE by 1% provoked the increasing of PICE by 99.44% (FMOLS).

The obtained results proved the hypothesis of linking between green investment, GDP, GHG
emissions and share of renewable energy in the total energy consumption for EU countries. In this case,
the findings proved that green investment could provoke the increase of the share of renewable energy
in the total energy consumption and decreasing of GHG emissions. At the same time, the spreading of
RE leads to declining of GHG.

Besides, all indicators green investment (PICE), GHG emission and share of renewable energy in
the total energy consumption had a statistically significant impact on GDP. Thus, the increasing of
green investment (PICE) could provoke the growth of GDP by 6.4%, the declining of GHG by 3.08%
and the increasing of renewable energy in the total energy consumption by 5.6% (FMOLS).
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The traditional investment market in the countries’ potential candidate to EU membership should
be “greening” (Figure 3).
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Instruments
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Figure 3. The framework concept of transformation from traditional to green investment market.

Source: developed by the authors on the basis [108–112,114,115].
The same analysis should be done for the countries’ potential candidate to EU membership with

the purpose to allocate the mechanism to minimize the negative imbalances in the EU on the way on
achieving SDGs 2030. In this case, for further investigation, it is necessary to analyse the EU incentive
mechanism to stimulate the attractiveness of green investment as a part of the direct foreign investment.

5. Conclusions

This empirical study has been operating data on the EU member states and the econometric
modelling proves that green investments have a positive economic effect. The findings show that green
investment could provoke the growth of GDP per capita by 6.4%, reduction of GHG emissions by 3.08%
and the increase of renewable energy in the total final energy consumption by 5.6%. These findings
proving there is cointegration between GDP and green investments are similar to the results presented
in [32–45].

As the energy utility industries are the power generators of GDP and the causes of environmental
damages in countries at the same time, their activities should be transformed according to the
SDGs goals.

Such transformations so that to fit the SDGs require more of green investments for implementing
more energy-efficient projects (oriented on renewable energy, clean technologies etc.). Together they
would allow reducing GHG emissions.

The results of our analysis of the EU countries’ experience in attracting green investments for
renewable energy projects prove that openness and transparency of non-financial reporting are the
main factors influencing investors’ decisions.

Besides, regular publishing of non-financial reports leads to decreasing of greenwashing and
strengthening of positive green brands. And this, in turn, would lead to increasing investing’s
attractiveness of companies for green investors.

As the EU experience shows, such reports should be published by companies on a regular basis
and this norm should become obligatory on the government level. Moreover, potential candidates
for the EU membership should analyse and implement incentive instruments so that to follow the
principles of openness and transparency in their companies’ non-financial reporting basing on the
provided framework of transformation from traditional to green investment market.
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96. Kisiała, W.; Suszyńska, K. Economic growth and disparities: An empirical analysis for the Central and
Eastern European countries. Equilib. Q. J. Econ. Econ. Policy 2017, 12, 613–631. [CrossRef]

41



Energies 2019, 12, 3891

97. Malkina, M. Contribution of various income sources to interregional inequality of the per capita income in
the Russian Federation. Equilib. Q. J. Econ. Econ. Policy 2017, 12, 399–416. [CrossRef]

98. Singh, S.N. Regional Disparity and Sustainable Development in NorthEastern States of India: A Policy
Perspective. Socioecon. Chall. 2018, 2, 41–48. [CrossRef]

99. Yevdokimov, Y.; Melnyk, L.; Lyulyov, O.; Panchenko, O.; Kubatko, V. Economic freedom and democracy:
Determinant factors in increasing macroeconomic stability. Probl. Perspect. Manag. 2018, 16, 279–290.
[CrossRef]

100. Alfaro, L.; Chanda, A.; Kalemli-Ozcan, S.; Sayek, S. FDI and economic growth: The role of local financial
markets. J. Int. Econ. 2004, 64, 89–112. [CrossRef]

101. Bhandari, M.P. Impact of Tourism of Off Road Driving on Vegetation Biomass, a Case Study of Masai Mara
National Reserve, Narok, Kenya. Socioecon. Chall. 2018, 3, 6–25. [CrossRef]

102. Bhowmik, D. Financial Crises and Nexus Between Economic Growth and Foreign Direct Investment. Financ.
Mark. Inst. Risks 2018, 2, 58–74. [CrossRef]

103. Fogarassy, C.; Neubauer, É.; Mansur, H.; Tangl, A.; Oláh, J.; Popp, J. The main transition management issues
and the effects of environmental accounting on financial performance–with focus on cement industry. Adm.
Manag. Public 2018, 31, 52–66. [CrossRef]

104. Lin, B.; Benjamin, I.N. Causal relationships between energy consumption, foreign direct investment and
economic growth for MINT: Evidence from panel dynamic ordinary least square models. J. Clean. Prod. 2018,
197, 708–720. [CrossRef]

105. Lyulyov, O.; Chygryn, O.; Pimonenko, T. National brand as a marketing determinant of macroeconomic
stability. Mark. Manag. Innov. 2018, 142–152. [CrossRef]
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Abstract: The purpose of this study is to explore how pro-environmental energy behavior is manifested
at a military unit and what behavioral change factors can enhance such behavior. The military
unit represents an organization dominated by an exceptionally strong sense of community and
belonging where individual pro-environmental energy behavior goes in line with a collective one.
The application of Capability-Opportunity-Motivation-Behavior (COM-B) approach led to a better
understanding of energy-saving behavior in the military as an organization where personnel are
trained to increase their awareness of their peers’ behavior. Methods: The results were obtained
using data collected from two independent samples of both professional soldiers and conscripts at a
military unit of Lithuanian defense forces located in a fixed installation in the time frame of 2018–2019.
The total sample of respondents (professional soldiers and conscripts) was N = 454. A series of
statistical tests were performed at the 0.05 level of confidence. Results: An extended COM-B model
for the analysis of pro-environmental energy behavior in the military was proposed and applied. The
results show that the three behavioral change factors—capability, opportunity, and motivation—are
first of all positively linked with the collective energy behavior at the military unit and only then
with the individual soldier’s pro-environmental energy behavior. This is a new insight into the
COM-B model as collective and individual behavior are identified as separate indicators and then
combined into a single measurable construct. In addition, the results indicate that in the military unit,
communality plays an important role in sustaining pro-environmental energy behavior, even if an
individual behavior indicates low-involvement.

Keywords: energy security; pro-environmental behavior; energy usage; military energy behavior;
behavioral change; COM-B; collective behavior; conscripts; professional soldiers

1. Introduction

Attention towards energy and energy security over the last decade increased as the efficient
military energy usage is considered to be one of the key enablers of military operational capabilities.
This trend is reflected in European Union (EU) and NATO strategic priorities and initiatives that
underline the importance of ensuring energy security for military operations as well as reducing the
environmental impact of military operations [1–3]. In addition, a portion of research, technology,
and innovation (RTI) projects in military and defense are focused on energy and particularly on
renewable energy solutions. In general, three key factors that affect energy usage can be listed: energy
generation technologies, energy management, and energy data collection and analysis systems together
with energy behavior at military units [4,5]. Resonating with an overall trend in energy transition
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towards pro-environment energy usage [6–8], military RTI initiatives stress on technological solutions.
Meanwhile, the energy behavior remains an inadequately explored factor in reducing the energy
usage and thus increasing military energy security [9] and energy efficiency [10]. Even though energy
behavior in the military is gaining more attention, overall attempts in changing energy behavior of
military personnel remains a managerial challenge.

The Capability-Opportunity-Motivation-Behavior (COM-B) model proposed by Michie et al. [11]
and tested in numerous research projects is applied in this paper to investigate the energy-saving
behavior in the military. The application of COM-B model to energy behavior leads to a better
understanding of pro-environmental behavior in the military and facilitates a detailed analysis of
the factors affecting this behavior. The model works in a context where three factors of the behavior
(capability, opportunity, and motivation) are surrounded by managerial interventions, organizational
policies, and limitations.

In the military context energy behavior is rooted into the trilemma of: (i) how to assure energy
security for the military operations, (ii) how to use energy efficiently, and (iii) how to reduce the
environmental impact of the operations [1]. In this context, energy behavior plays a critical role after
the energy policies and standard operating procedures are introduced and related technologies are
deployed. All three considerations are gradually translated into the requirements for the United
Nations (UN) peacekeeping operations as well as EU and NATO military environment promoting not
only technological development but also energy behavioral changes. Specifically, the UN peacekeeping
forces had implemented environmental policies in all peacekeeping missions since 2009 [12]. This
includes the requirements for environmental management systems that include energy, water, and
waste management. As a new step in promoting pro-environmental energy usage in the military,
the UN introduced its Environment Strategy of the UN Department of Field Support (DFS) which came
into effect in January 2017. Its energy related objective “to reduce overall demand for energy through
efficiencies” is planned to be realized by 2023 [2] (p. 2). This includes not only the requirements
for energy efficient infrastructure but also the behavioral incentives where “awareness-raising and
behavioral change” [2] (p. 2) play an important role. In general, the UN initiatives complement NATO’s
approach on energy security, energy resilience, and the protection of critical energy infrastructure.
The improvement of energy efficiency becomes one of the key priorities [10,13], therefore NATO’s
approach is also focused on the military by “reducing the energy consumption of military vehicles and
camps, as well as minimizing the environmental footprint of military activities” [14]. At the Brussels
Summit in 2018, those priorities were emphasized to the Member States underlining the importance
of “more education and training opportunities” [3]. This highly resonates with energy priorities in
security and other sectors [15]. Energy and energy security as the strategic priority was elaborated
through the activities of NATO Energy Security Center of Excellence that was established in Lithuania
in 2012 in order to assist Strategic Commands, other NATO bodies, nations, partners, and other civil
and military entities by supporting NATO’s capability development process, mission effectiveness,
and interoperability by providing comprehensive and timely subject matter expertise on all aspects of
energy security.

Given the situation where the energy policies and standard operating procedures are already
introduced, and energy related technologies are deployed the COM-B model explaining the behavior
change factors becomes an effective tool for the further research of military energy behavior. According
to the model’s designers Michie et al. [11], three factors heavily influence the behavior: capability
(C), opportunity (O), and motivation (M) (Figure 1). The model explores individual’s behavior in the
organizational context and provides the basis for managerial interventions [16], as well as includes
main steps for behavioral change [17]. According to this model, all three conditions must be met
in order to make an influence on individual’s energy behavior: the individual’s physical and social
capability, individual’s social and physical ability to explore new opportunities, and self-motivation as
the crucial part of the behavior change [18]. This model was theoretically grounded and applied in
a wide variety of contexts: nutrition [19], smoking [20], physical activity [21], as well as for energy
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use by households [22] and other end-users [23]. The COM-B model was applied to improve energy
behavior in the military too [14,24]. However, those behavioral interventions in military and defense
were purely practical and lacked intrinsic validity. This suggests that the COM-B model should first of
all be tested as a solution/construct in the military context.

Figure 1. The original construct of COM-B model for behavioral change [11,16,21].

Assuming that a military context differs from a civilian context, the COM-B model needs to
be validated and factors influencing the pro-environmental energy behavior in the military need to
be identified. Studies showed that military members are indoctrinated already at the beginning of
their military career [25]. Consequently, military culture penetrates attitudes and behavior, whereas
individuals report strong identification with the military [26–28]. The military’s impact on an individual
increases along the duration of the military service [29]. Based on this evidence it could be assumed
that the awareness of energy criticality in the military is increasing over the years of service, as
shown by research in military energy efficiency [10]. Capability, opportunity and motivation affecting
pro-environmental energy behavior are positively strengthened with the understanding that energy
in military is considered to be a critical combat’s “tooth” [1]. These considerations are taken into
account when planning and conducting military operations for professional soldiers as well as for
military conscripts. It is also assumed that the conscripts’ perception of the importance of energy in
the military differs from the professional soldiers. The conscripts are serving for a short term and they
can be not yet fully indoctrinated [30]. Their capabilities, opportunities, and motivation to behave in a
pro-environmental way could be linked to their civil life experiences of a green lifestyle [31] and not to
the military service.

Efficient usage of military equipment and infrastructure is perceived as a potential for the freedom
of action and an opportunity for enhanced capabilities of the military operations [1]. Consequently,
important parts of the military’s RTI are directed at addressing those issues. For example, new
technologies that are used in expeditionary environment as well as in fixed military installations are
focused on improving energy supply and reducing the usage [32,33], but the awareness of energy
behavior remains limited. Despite the emphasis on technical solutions related to energy, the call for
behavioral change at a unit level remains a priority [10,34]. Considering that at military bases soldiers
are semi-isolated from their existing ties as well as their life outside the military, their bond with a
military unit rises [35], and therefore, pro-environmental energy behavior must be analyzed not only
from an individual’s behavioral perspective, but also from the individual’s social identification with
the military unit. During the demanding military training, professional soldiers as well as conscripts
are trained in order to increase their awareness of their own behavior in the context of the unit and
their peers [35]. Therefore, COM-B model must focus not only on the individual’s behavior, but also
include the collective military behavior of the military unit.

The unique feature of our research is that we disaggregate two groups of energy behavior:
individual energy behavior (“my” behavior) and unit energy behavior (“our” behavior). While
the former follows the COM-B traditional paradigm used and validated in a series of studies
(e.g., [11,16,21,36]), the latter relies exclusively on military research that puts a stress on soldier’s bond
with a military unit [28,37].
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The purpose of this study is to explore how a politically and institutionally favorable environment
that forces military transition towards the pro-environmental energy behavior is reflected at a military
unit level. The rest of the paper proceeds as follows. First, we outline our research instrument and
measurement model by extending the construct of COM-B model for behavioral change in the military.
Next, we perform data analysis using a series of statistical tests. By applying the COM-B model we
investigate energy behavioral factors and postulate that the three behavioral change factors—capability,
opportunity, and motivation—are positively linked not only with individual soldier’s behavior, but
also with a collective energy behavior of the unit. Finally, discussion and conclusions are presented in
the last section.

2. Materials and Methods

To measure the relationships between energy behavior in the military and affecting factors we
collected data by making an annual survey for two consecutive years. The research was performed
using traditional paper questionnaires at a selected Lithuanian military unit (fixed installation). The first
survey was executed in October 2018 followed by the second survey in October 2019. During the
first stage of data collection, 235 soldiers, non-commissioned officers, and officers were surveyed,
while during the second stage the number of respondents was 219 soldiers, NCOs, and officers.
Most respondents were conscripts (70 percent), followed by professional soldiers, NCOs, and officers
(30 percent). Hence, the total sample was N = 454. Detailed demographic information of the
respondents is presented in Table 1. In some categories, the sum of all answers is less than 100% due to
some missing responses. They were eliminated from further analysis.

Table 1. Demographic information of the respondents.

Category Description
Year: 2018 Year: 2019

Number of
Respondents

Percentage
Number of

Respondents
Percentage

Gender
Female 31 13% 23 10%

Male 204 87% 196 90%

Age

20 or below 77 33% 69 32%

21–30 115 49% 132 60%

30 or more 43 18% 18 8%

Service type
Professional soldier 85 36% 44 20%

Conscript 147 64% 172 79%

Participated in previous
energy-saving initiatives

Yes 28 12% 29 13%

No 207 88% 187 85%

The questionnaire consisted of Likert one-to-five scale questions where value 1 corresponded to
“strongly agree” and value 5 to “strongly disagree”. In total there were 18 randomly listed statements
related to COM-B measuring three latent variables: Motivation to save energy, Capabilities of the
respondents, and available opportunities to exhibit the energy-saving behavior. Five statements were
related to the capability category, seven statements to the opportunity category, and four to motivation.
Two questions were attributed to the behavior category; they are analyzed later in the text. The ordinal
scale of Likert questions limited statistical comparisons, and therefore several questions were included
to measure the same variable, e.g., if three questions are used then the sum of the answers to these
questions goes from 3 to 15, therefore it can be treated as an interval variable. We used Cronbach’s
alpha (CA) coefficient to measure the internal consistency of the composing questions. During the
process, one motivation-related question and two capability-related questions were eliminated from
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further analysis due to their detrimental effect on the CA coefficient of the corresponding variables.
In other words, they were independently measuring something else than intended.

The three latent variables, their questions, and reliability (the CA coefficients) are presented in
Table 2. Observed variables were also validated individually: none of them have more than 5% of the
missing values. Average values of all questionnaire answers are presented in Figure 2.

Table 2. Variables and their corresponding questions of the COM-B questionnaire.

Latent Variable Question Coding
Factor

Loading
Cronbach’s

Alpha

Motivation (M) scale:
3 (best)–15 (worst)

I want to save energy
I think it is important to save

I’d like to do something about saving

M1
M2
M3

0.75
0.70
0.77

0.718

Opportunity (O) scale:
7–32

I know about energy-saving activities 1

Superiors care about saving energy
O1
O4

0.74
0.30

0.621

It is possible for me to save energy
Saving does not interfere with my activities

O2
O3

0.69
0.24

Saving energy decreases our operational capabilities 2 O5 0.84

Saving energy decreases our operational security 2 O6 0.83

My colleagues would laugh at me for saving energy 2 O7 0.68

Capability (C) scale:
3–15

I feel I have a good understanding where the energy
losses are largest C1 0.65

0.508I know how to save energy at work C2 0.13

I receive information about saving energy C3 0.84
1 The question had only two values—Yes and No. 2 The answers had to be inverted before performing the analysis.

 
Figure 2. Average values of all answers. “S” denotes overall satisfaction (max 10), “B1”—“my” behavior,
“B2”—“our” behavior, other variables are defined in Table 2, and they range from 1 (best) to 5 (worst).

Additionally, we performed the principal component analysis on all answers of the questionnaire
using SPSS software in order to assess its internal consistency. Sum of eigenvalues of the main five
components covered almost 60% of the variance. The first component corresponded exactly with
the motivation questions, explaining their high CA coefficient and the reliability of measurement.
The questions have high loading factors above 0.7 (see Table 2) and their contribution to other latent
variables is negligible. The second component grouped questions C1 and C3, with the C2 question also
having a large load (0.71) in the third component and therefore significantly decreasing the reliability of
capability measurements—it is the lowest among the latent variables. The remaining seven questions
were grouped into three components separated in Table 2 by horizontal lines, where O5, O6 and O7
constituted the strongest component of the three, O1 went together with O4, and the last component
consisted of O2 and O3. Together the seven questions were assigned to the opportunity variable as
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initially intended. Overall, the analysis validated the independence of the three latent variables and
the reliability of their measurement.

According to the COM-B model [38] the behavior is determined by the three constituting factors:
the previously defined latent variables Capability (C), Opportunity (O), and Motivation (M). For the
purposes of further analysis of the data, the three variables were combined into a single COM variable:

COM = 1− [(C− 3)/12 + (O− 7)/25 + (M− 3)/12]/3 (1)

where the scale of each variable is shifted to zero and normalized to 1 so that their contribution has the
same weight, and then the normalized sum value is inverted to produce the combined COM variable
with values from 0 (worst) to 1 (best).

Variable B (behavior) was tested using two separate questions that represent connotations related
to “My” versus “Our” energy behavior. It differs from the original COM-B construct presented in
Figure 1 where only one behavioral indicator is foreseen. We took into consideration the uniqueness of
the military culture where collective behavior and soldiers’ psychological bond with his/her unit is
manifested and adopted the COM-B model to the military context. “My” behavior (B1) was measured
using a statement “I turn off the electricity when I stop using it”. For “Our” energy behavior (B2) we
used a statement that represents a commitment to unit’s performance: “We manage energy well in the
unit”. All together these two statements created a We-I behavioral construct for measuring energy
behavior in the military (Figure 3). These statements were measured using the Likert scale. Taking
into consideration that COM-B model works in a context, we additionally tested an overall workplace
satisfaction (see variable “S” in Figure 2) of the soldiers using one 10-point Likert scale question.

Figure 3. An extended construct of COM-B model for behavioral change in the military.

3. Results

Using the COM variable, we performed a series of tests for different groups of respondents at the
0.05 level of confidence. We found a statistically significant COM increase of 12% among those who
had participated in some energy-saving initiatives (COM = 0.64) versus the other group (COM = 0.57),
see Table 3. It is important to note that the number of those who had participated in energy-saving
initiatives is relatively low and does not differ between the years.

Table 3. Comparison of Capability-Opportunity-Motivation (COM) values for different groups
of respondents.

Category Description
COM

2018 2019 Total

I participated in previous energy-saving activities Yes 0.63 0.65 0.64
No 0.57 0.56 0.57

I turn off electricity when I stop using it Yes 0.59 0.58 0.59
No 0.52 0.54 0.53

Service type Professionals 0.60 0.60 0.60
Conscripts 0.57 0.57 0.57
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Similarly, respondents who reported energy-saving behavior had a statistically significant 9%
higher COM (average COM = 0.59) than their colleagues who do not exhibit energy-saving behavior
(average COM = 0.53). The results stand well with the COM-B theory where higher capabilities,
opportunities and motivation influence a better behavior.

To determine the context of COM-B we measured how an overall satisfaction with the military
service is influencing COM. The satisfaction (see Figure 4) measured from 1 (lowest) to 10 (highest)
has a 0.49 correlation coefficient with the COM variable (at the 0.01 significance level). This is not
surprising as we expected the satisfaction to be related with the motivation variable.

 
(a) 

 
(b) 

Figure 4. Interdependency between overall satisfaction with the service and the COM variable
(Capability-Opportunity-Motivation) of: (a) professional soldiers, (b) conscripts.

Considering the uniqueness of our sample that consists of professional soldiers and conscripts
we checked whether there are any differences between these two groups of respondents one year
apart. There was no statistically significant difference in average COM value indicating independent
groups of responders as a large part of the professional soldiers was rotated and all the conscripts
were replaced over that year. Meanwhile, the T-test of independent samples suggested a statistically
significant although quite small difference in energy-saving behavior between the professional soldiers
and conscripts: the average COM value of professional soldiers (0.60) exceeded the corresponding
value of conscripts (0.57) by 5%.

In testing our main statement that COM is positively linked not only with individual soldier’s
behavior, but also with collective energy behavior of the unit, we measured the impact of the behavioral
factors on an individual’s behavior (“my” behavior) in relation to collective energy behavior of the unit
(“our” behavior). For this reason, we split the respondents into 6 different subgroups based on their
responses about their own behavior and the collective energy behavior of the unit. The groups and
their corresponding COM values are presented in Table 4. The first column shows the energy-saving
behavior of the unit as reported by a respondent: a plus sign is given when the respondent positively
evaluated the collective energy behavior, a minus for the negatively reported behavior, and a zero when
the respondent reported a neutral behavior. The second column has two values depending on whether
the respondent herself/himself exhibits energy-saving behavior (either a plus or a minus). One-way
analysis of variance (ANOVA) showed a significant difference in mean COM values between all groups.
The results show a much stronger effect of COM value on “our” behavior than on “my” behavior.

Individually, each of the behavior variables positively correlates with the COM variable—the
correlation coefficient is 0.45 for “our” behavior and 0.16 for “my” behavior. This can be observed in
Figure 5, where the behavior becomes more positive as the COM variable grows.
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Table 4. COM values with “our” and “my” energy-saving behavior.

“Our” Behavior “My” Behavior Mean COM Value

+ + 0.6319 1

+ − 0.5691 1

0 + 0.5396 1

0 − 0.5305 1

− + 0.5199 1

− − 0.4319 1

1 The mean difference is significant at the 0.05 level.

Figure 5. Capability-Opportunity-Motivation variable (COM) versus the self-reported energy-saving
behavior of an individual (white hatched boxes—“my” behavior) and a group (grey boxes
—“our” behavior).

4. Discussion

This study fills the gap in the research on military energy behavior and suggests that
pro-environmental energy behavior in the military is linked not only with an individual soldier’s
attitudes and intentions, but also with its military unit. Institutionally favorable environment that forces
military transition towards the pro-environmental energy behavior is reflected as a collective action.
So far, many studies focused on technical solutions for reducing energy usage [33,39,40] and enabling
decision makers [5,14,41] and individual soldiers [10,24] to save energy. It appears that this research
for the first-time underlines collectivity and connects individual and collective pro-environmental
energy behavior into one measurable construct.

Pro-environmental energy behavior in the military should be considered in a special way as
military culture penetrates attitudes and behavior [26,28]. Respectively, our conceptual construct that
includes a collective energy behavior goes in line with other studies designed for communality in
the military. Transformation from “I” to “We” is unique to the military as it serves as a protective
psychological construct in difficult exercises and war situations [35]. According to our findings, in the
case of pro-environmental energy behavior, this transformation makes a positive impact on both
the collective and the individual behavior. These findings go in line with the findings where macro
influences on energy behavior are discussed. According to the comprehensive review of studies
about energy behavior in organizations, energy behavior is driven by broad social and institutional
considerations [7,42]. In response to this statement, our research findings indicate that in the military
unit communality acts as the factor of sustaining pro-environmental behavior, i.e., when the change
factors decrease, the unit still exhibits a positive behavior even if individual’s pro-environmental
energy behavior might falter.
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The segregation of collective and individual behavior is a fundamentally new approach in COM-B
model testing. These results can be explained by the fact that the COM-B model was not tested before
in organizations or communities where communality (strong sense of belonging) is more important
than individual contribution. At the same time, the results are consistent with research results from
various fields in the military and shows that a collective identity becomes more important than an
individual soldier’s identity [1,27,43]. For example, the collective identity was found dominating in
the research on military innovations [27], where a unique military culture was found manifesting.
Similarly, studies on leadership in the military [44] are predominately concerned about the function of
military leaders to create subordinates’ emotional attraction to the organization which in turn increases
commitment and resilience of soldiers.

Despite the segregation of the behavioral element, energy behavior in the military unit follows
the classical COM-B model. Just like other researchers, we adopted the construct to the context of
the organization. Thus, the results of this study resonate with the evidence of other studies using
the COM-B model: the model is constructed with three statistically reliable indicators: capabilities,
opportunities and motivation [11,21,45]. In addition, the overall variance of the variables compares to
the other energy behavioral models (e.g., [15,46–48]).

Furthermore, our research goes in line with the findings of research that energy-saving behavior is
a learned behavior [49]. In our study, those who participated in prior energy-saving initiatives reported
a more positive energy-saving behavior. Energy behavior is a learned entity, thus prior experience
increases the level of capability and splits energy users into groups according to this component. These
findings are in line with the COM-B approach where the capability is one of three behavioral change
factors [11,45].

Although the results of this study test behavioral change factors of energy behavior at a military
unit, certain limitations need to be considered. Firstly, the data was collected at a unit located in a fixed
installation only. To overcome this limitation, data was collected twice for two consecutive years to
level out the operational tempo at the unit. The relative consistency of behavioral data suggests that
these differences are minimal.

Secondly, the behavioral indicators of individual and collective behavior are measured using
only a few questions. This is since the questionnaire response time was shortened to 10 min so as
not to distract soldiers from their tasks. Therefore, the behavioral indicator was measured only with
two measures: one for the individual and one for the collective behavior. Separation of individual
and collective behavior was not foreseen from the start of this study—it became evident only during
the data analysis. Despite this limitation, the relationship between COM and behavioral factors is
statistically strong. However, in future research, we suggest using several measures for individual and
for collective behavior.

Based on this discussion, the research has a few practical implications:
For practitioners in the military, these results are interesting for gaining statistically tested model

for pro-environmental energy behavior change. Our findings point out that pro-environmental energy
behavior in the military unit follows the classic COM-B model with one exception: behavior (element
B) is segregated into two components: collective and individual behavior. This revised model can be
applied in practice and used to measure behavioral change when behavioral interventions are applied
in the unit.

For practitioners in other than military organizations, this analysis demonstrates the duality
of collective and individual factors in energy behavior. Our findings point to an importance of
communality in the organization. Communality makes an impact on capability, opportunity, and
motivation in pro-environmental energy behavior in an organization. Specifically, the findings indicate
that in the organization with a strong sense of belonging, collective pro-environmental behavior
remains active even if an individual behavior indicates low-involvement.
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5. Conclusions

This study addresses personal and collective factors emerging in energy behavior in a military
unit. These are the main conclusions from the study:

First, collective and individual behavior has to be segregated while testing energy behavior
in a military unit. The research findings justify this conceptual segregation and show that the
dependence between the behavior change factors and the collective energy-saving behavior is
pronounced more than the dependence between the factors of the individual’s behavior. The
segregation of collective and individual behavior is a fundamentally new approach when testing the
Capability-Opportunity-Motivation-Behavior (COM-B) model.

Second, an extended COM-B model can be used while measuring pro-environmental energy
behavior in the military. The model validation process led to a construct with three statistically reliable
indicators representing the three independent COM variables. In this construct, the three indicators
were formed of a different number of measures, respectively: Capability was defined by three levels of
knowledge (I receive information, I know, I understand). Opportunity was defined by seven measures
and composed the largest indicator in the construct. Motivation, composed of three measures, was the
strongest component of the model.

Third, positive energy behavior is linked with an overall satisfaction with the military
service. This finding indicates that the three COM-B model variables—Capability, Opportunity, and
Motivation—need to be understood more broadly than only in conjunction with pro-environmental
energy behavior. Motivation is the dominant variable of the COM-B model in this study and it is,
therefore, linked with the satisfaction too. Military service satisfaction through motivation is said to
influence energy behavior in the military unit.

Fourth, there is only a small difference in energy behavior between the professional soldiers and
conscripts. This finding demonstrates that while collective behavior prevails over the individual one
in the military unit, the time and nature of the military service does not make a significant impact on
energy behavior. This confirms the theoretical statements that energy behavior is a learned entity and
therefore, further research on energy behavior in military organizations should incorporate this insight.
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Abstract: Low-cost carriers (LCCs) have been growing by 11.4% in revenue passenger kilometers
over 2017 and changed the airline industry radically. It drove down prices in the industry. Southwest
Airlines (USA) designed the LCC blueprint model, and Ryanair copied it within Europe, followed by
other airlines. This research aims to fulfill the gap in contemporary research upon LCC successfulness
in Europe by a description of the current situation within Europe (2018 and January 2019) and the
development issues it faced, which are mapped by the Ishikawa fishbone diagram. Furthermore,
to rank the airlines on strength and vulnerability, The Technique for Order of Preference by Similarity
to Ideal Solution (TOPSIS) methodology was used for meeting LCC characteristics and airline success.
By comparison of meeting the LCC characteristics and the rank of the successfulness, the results of the
TOPSIS analysis showed that the airlines meeting the most LCCs characteristics are seemingly less
vulnerable to the development issues that airlines are facing, as Wizz Air and Ryanair are meeting
most characteristics and are the most successful. Concluded is that airlines meeting the most LCC
characteristics are the least vulnerable to current issues. However, major disruptions can still form
an issue and limit growth. This research can be useful for comparing and positioning airlines in the
market, based on issues and operational choices.

Keywords: low-cost carrier; development; airline industry; airline issues; transport industry;
industry growth

1. Introduction

Low-cost carriers (LCCs) are a phenomenon that provided various people around the world
access to air transportation with low prices, whereas in the past, aviation was known by its exclusivity
for richer people and business travel. The airline industry has seen a big growth in its totality.

The number of passengers carried in 2017 grew by 7.2%, whereas the revenue passenger kilometers
(RPKs) on scheduled traffic in 2017 grew by 7.9%. Also, freight transport by air grew in 2017. The freight
tonne kilometers (FTKs) on scheduled flights grew 9.5% [1].

The growth of the industry is ongoing since the last decline in 2009, with the number of passenger
kilometers now approaching 8000 billion, whereas it used to be around 4500 billion in 2009 [2].
Besides the decline of 2009 and during other kinds of crises affecting the airline industry, it appears that
the industry is growing exponentially in its overall trend after the end of World War II [1]. However,
deregulations and freedom agreements are what caused the industry’s growth in the first place.
The Chicago Convention of 1944 led to a set of “freedoms” that are universal across the globe for
providing international air travel. The first five freedoms are universal across the globe. The further
four freedoms are provided only in special agreements [3]. Examples of deregulations and liberalization
are the USA’s Deregulation Act of 1978, the Open Skies Treaty between the European Union (EU),
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and the Single Skies of the EU that allowed competition to grow. It drove down prices and allowed
(new) airlines to operate the routes they want.

So-called low-cost carriers with their total share of 30% of carried passengers on scheduled flights
caused a big portion of this growth in the airline industry. Their growth in 2017 was 11.4%, which is
about 1.5 times the size of the growth of the total number of passengers [1,4,5].

The growth of this type of airline is remarkable and getting attention around the world. Southwest
Airlines in the United States of America (USA) and Ryanair in Europe are the most well-known LCCs
around the world. Their ability to grow has different reasons while operating a similar business model.
Whereas Southwest mainly operates in the USA, which gave the airline the advantage of a big country
with lots of destinations within this country, Ryanair just started to grow after the deregulation of the
British Islands and later the EU [4]. However, growth is, like in many cases, not without issues.

The purpose of this article is to identify significant factors that influence the development of
LCCs in Europe in 2018, combined with the current status of the airlines. This research aims to find
the issues and risks airlines face, to find out which airline currently has the best business model for
being profitable and able to grow, and can, for this reason, be an example for LCC development in the
environment of 2018 in Europe. It is a novelty since it describes the issues that airlines face in 2017 and
2018, and how they compared in 2018. Hence, some airlines changed their model or went through
changes. Also, it limits the article to the issues of this current period and will not describe the effects of
the economic crisis of 2008 or the terrorist attacks of 11 September 2001; e.g., LCCs have the most effect
on the prices and different types of LCC that have been developed. The tasks done during this research
are literature research on definitions, business models, development, and issues of LCCs, specifically
in Europe, to gather data from airlines about successfulness and what typical characteristics of LCCs
have or do not have. The statistical model, technique for order of preference by similarity to the ideal
(TOPSIS), is used to compare the selected airlines with each other and to rank these airlines according
to best performing on business success factors and meeting the most LCC requirements. Methods used
in the research are literature analysis, information comparison, grouping, visualization by Ishikawa’s
fishbone diagram, and TOPSIS calculation.

2. Low-Cost Carrier Definitions and Concepts

Low-cost carriers are, in many cases, defined by what they offer. Different names are also not
uncommon, where names such as low-fare airlines [5], discount carriers [6], “price fighters” [7]
and no-frills airlines [8] are used. However, the most generally accepted name is low-cost carrier [2],
since it is the given name by the main organizations in the airline industry. The most common definition
is “an air carrier that has a relatively low-cost structure in comparison with other comparable carriers
and offers low fares or rates” [2]. Another one is, “Although marginally different, most researchers
define LCCs as carriers which, through a variety of operational processes, have achieved a cost
advantage over full-service carriers (FSCs)” [9].

The definition of the International Aviation Organization (2004) is similar to the one of Schlumberger
and Weisskopf (2014) but is not pointing to other types of airlines.

Airlines make their own strategic and operational choices based on what they want to achieve.
Low-cost carriers aim to have the lowest costs so that they can provide the lowest fares when the
customer only pays for the basic product, which is transportation. All the other “frill” services,
like the provided food or allowed checked-in luggage, must be paid for now [10]. According to Dennis
(2007), this can speed up the turn-around of aircraft at airports, since aircraft do not need to be cleaned
and catered at every airport. This will allow airlines to use their aircraft for more flights per day.
As mentioned in the definitions above, it is to achieve a customer’s preference for them because of the
cost advantage. However, every LCC makes its own decisions. However, there are some models of
low-cost carriers to distinguish. In the first place, there are the “pure LCCs,” sometimes also referred
to as ultra-low-cost carriers (ULCCs) [11]. This type of airline has to meet certain requirements in the
research. These are:
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1. Fleet homogeneity;
2. Single-class cabin;
3. Secondary airport;
4. Direct sales only;
5. No complimentary in-flight service with lowest fare category;
6. No complimentary in-flight service with highest fare category;
7. No free checked baggage with lowest fare category;
8. No free checked baggage with highest fare category;
9. No frequent flyer program;
10. Point-to-point services only;
11. No code-sharing;
12. One-way fares only;
13. No more than one fare at any time;
14. No more than two fares at any time [11].

Doganis (2009) [12] named point-to-point connections, uniform fleet, use of secondary airports,
direct sales of tickets, one-way fares, and no-frills in services as typical characteristics. Klophaus,
Conrady, and Fichert split fare categories in their requirements mentioned above, Besides the criteria
mentioned above, the success of the airline can be assessed by some more, such as Earnings Before
Interest, Taxes, Depreciation and Amortization (EBITDA) margin of the airline and load factor [13].
Airlines tend to have their growth ratio over the year in their annual reports [14].

Klophaus, Conrady, and Fichert (2012) also distinguished models of LCCs in their report, where
they placed the LCCs in categories based on the number of criteria they met. These are:

• “Pure low-cost carriers,” meeting at least 11 out of the 13 criteria;
• “Hybrid carrier with dominating LCC characteristics,” between eight and 10 criteria;
• “Hybrid carrier with dominating full-service airline characteristics,” between five and

seven criteria;
• “Full-service carriers,” 0 to four criteria. [11].

Given the rapid changes that the airline industry is going through, such as the earlier mentioned
rapid growth, aircraft, and business development, the ideas of Klophaus, Conrady, and Fichert
(2012) [13] are not completely relevant anymore for the situation in 2018. Some of the assessed airlines
are not existing anymore or changed their business model. Recently, the Latvian airBaltic announced
a switch over to a full Airbus A220-300 series fleet of at least fifty aircraft with options for 30 more
aircraft [15]. But for example, as Klophaus, Conrady, and Fichert (2012) mentioned, this aircraft-type
did not even exist. Additionally, the profitability and growth of the airlines in the research of Klophaus,
Conrady, and Fichert (2012) are not taken into account since their focus was on characteristics.

The definitions and concepts are described above. However, airlines make their own decisions
regarding their strategy and fleet. Some of these strategic decisions influence eventual sensitivity for
some of the issues the airline industry can face, such as high oil prices. An assessment of meeting LCC
criteria and successfulness of the airline (in EBITDA margin, growth, fleet size, and aircraft on order
number of destinations) is done. Before this assessment, authors described the issues that airlines
faced over the last year so that later authors could evaluate different strategies by the success and the
possible effects of the issues in the industry.

3. Issues Faced by Low-Cost Carriers from 2017 until December 2018

The LCCs have been growing fast in Europe, and the whole airline industry has grown too.
Besides growth and positive developments, there are also risks in the industry. It is important to
identify the issues that can become risks to airline sustainability. In this research that is chosen for
the years 2017 and 2018, the authors could identify the most recent issues. It is also a limitation so
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that “former” issues, such as effects of economic crises or terrorist attacks, are not taken into account,
as mentioned in the introduction. This analysis was conducted by literature research that was later
summarized and structured by using the method of the Ishikawa diagram [16].

LCCs faced issues in these years. Most notably have been the strikes at Ryanair, where pilots are
striving to have a better salary, good base locations, and working hours. It caused cancellations and
lots of damage to the reputation of the airline. Ryanair keeps on growing but gave a profit warning to
its shareholders [17]. Ryanair started giving in to the desires of some of the labor unions. Ryanair’s
problems seem to stay by just the company itself [18]. It is one of the examples why it is important to
point out briefly what the issues were, and the reasons for the issues.

Monarch, Air Berlin, and Primera Air went to bankruptcy recently [19]. Primera Air, as the
most recently fallen airline, filed for bankruptcy, while it just started operating new aircraft and new
routes. However, the airline was not prepared to withstand the losses it made. New aircraft deliveries
caused the airline to lease other aircraft, but since they promised their low prices, it got into trouble.
The leasing costs of the other aircraft were very high, most likely since the airline had to do it in the
middle of the summer [20].

Air Berlin lost its main investor and was doomed to file for bankruptcy. Air Berlin tried to brand
itself as LCC, but it was more an FSC with a few LCC characteristics [11]. After years of losses, Etihad
stopped investing in the airline, which meant that Air Berlin had to carry the losses by itself [21].

Another factor that can be an issue in the future is the limited capacity available. The capacity
is that some of the airports are getting close to their maximum capacity, like Amsterdam Schiphol
Airport [22]. Given that the airports are located close to the cities in most cases, space to expand can
be limited. This means that a slot on these airports is getting more expensive by the lack of supply.
However, the demand for air transportation of passengers is increasing, since globalization is still
ongoing. Growth within the air freight market is also noticeable. This will tighten the airports even
more in their number of slots [23].

One other issue, which is universal for all the airline industry, is the oil price. Fuel is the highest
cost for an airline, followed by personnel cost. However, the airlines found a way to limit the fluctuation
by hedging the costs. The real issue is the hedging itself. Due to the continuous fluctuation of the oil
price, it can be that the hedged price for the fuel can lead up to higher costs than necessary when the
prices go down [24]. However, LCCs seem to be less affected due to their younger, more efficient fleet
than FSCs [25].

Flight taxes can put a hold on growth and low prices. Ryanair is known for its really low prices
from around 10 €. This situation is becoming more difficult when a country implements a flight tax
with a fixed number of euros. Some countries implemented flight taxes based on distance. This tax
affects traffic patterns, where airlines need to adjust. For an airline, taxes can be a reason why some
destinations are not interesting to fly to [26].

The described issues above seem to be coming from different categories, which may be grouped
into personnel, machines, material, and environment, according to Ishikawa’s original fishbone
diagram [16]. In this research, the Ishikawa diagram is used as a tool to map the issues of the airline
industry into the factors that affect the airline industry. Ryanair went into a labor dispute with its
pilots, which led to strikes (personnel). After a short life as an LCC, Primera Air filed for bankruptcy
since the supplier of aircraft, Airbus, was late with their delivery (machines). Primera Air already
planned forward on having these aircraft, so they had to find replacement lease aircraft to carry
out their promised services. This led to their fate of filing for bankruptcy. It shows how difficult it
can be to enter the market and to maintain the position. Air Berlin had to file for bankruptcy after
the stop of investments from Etihad Airways (material), and airlines had to deal with higher fuel
prices (material). Slot problems are mainly due to a lack of capacity at airports or limitations in slots
(environment). The causes led to the development issues are summarized by the following diagram
(Figure 1), according to the model of Ishikawa [16].
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Figure 1. Ishikawa diagram of the airline development issues. Source: compiled by authors based on
issues described in the article.

In Figure 1, it is visible that there are four different types of (development) air transport issues
that can be encountered by low-cost carriers within the period from 2017 and 2018, and can lead to
development issues. There is, for example, a period of economic growth, where the countries in the
EU had an average growth of 2.8% [27]. However, this means that airlines need to be able to grow in a
time when there is economic growth [28]. An assessment of airlines is based on the need for airlines
performance analysis following the LCC criteria. The airlines all can face some of the issues mentioned
above, in the future, or face these issues already; for that reason, it is necessary to see how their business
model has succeeded. In order to analyze the successfulness of the business model, it is necessary to
research which characteristics of LCCs the airlines meet.

4. Methodology

This research aims to give an overview of the airline industry’s issues regarding the growth,
development, and sustainability of the airline industry. This is combined with how airlines are currently
performing and what LCC criteria they meet, so that can be compared generally in which airlines can
sustain future issues.

The structure of the research consisted of five processes, as shown in Figure 2. The processes were
supplied with information through input from literature, annual reports, and databases. Analysis of
the literature revealed the definition of LCCs and describes the issues faced in the airline industry,
and forms a list for the main characteristics of LCCs. The issues faced were mapped into the Ishikawa
diagram, where the issues were grouped by the affected factors of the airline process. The main
characteristics of the LCCs provide input to the first TOPSIS, which compares the business models of
the airlines on how they are meeting the listed LCC-characteristics. Annual reports and data from
databases form the input of the second TOPSIS, which focused on growth, EBITDA, and efficiency of
the airline. The output of both TOPSIS processes were mapped into a quadrant diagram, which shows
how the airlines are meeting the characteristics and how successful they are.
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Figure 2. Diagram of research structure. Compiled by the authors.

The airline development issues described above were put into an Ishikawa diagram (see Figure 1)
for providing an overview. For an airline, it is then important to see how it can withstand some of the
issues, and what can be affecting the airlines. For example, The International Air Transport Association
(IATA) (2018) says that airlines try to counter the fuel price increase not only with fuel hedging but
with fuel efficiency provided by new, efficient aircraft. Therefore, an airline has a low average fleet
age, preferably. Moreover, airlines that mainly fly to secondary airports generally have more space to
grow there than at a major European hub. Therefore, it is important to see how the airlines operate
and what their success is in the environment of 2017 (financial results, yearly averages) and 2018
(fleet characteristics, operating model). What can be seen from IATA’s statement is that multiple criteria
have to be met by an airline to withstand issues in the industry. Focus is on how well the airlines are
meeting the criteria of the operating model of an LCC, which is combined with a criteria analysis upon
the airlines’ success.

The methodology used to assess if the airline is meeting the LCC definition criteria and the LCC
development’s success is the technique for order preference by similarity to the ideal solution (TOPSIS)
from where the outcome leads to a ranking of alternatives, in this case, the airline’s business model.
The assessment exists of different criteria and numbers and it can, therefore, be seen as fuzzy data
analysis. This needs to be approached by a multiple criteria decision method (MCDM). Normally,
TOPSIS is meant for ranking alternatives in decisions, but it can be used for ranking models, too.
Hence, the TOPSIS method was based on a set of criteria and situations. TOPSIS is preferred over
simple additive weighting since it can handle negative data in its calculations. This is required since
airlines can decline, make losses, and sell aircraft. Based on the fuzzy dataset, the methodology
TOPSIS was chosen to rank the airlines to identify the successful airlines in the market. This led to an
output that shows if meeting LCC criteria can lead to more successfulness and lower vulnerability.
The two rankings were presented together in a quadrant diagram. In Table 1, the criteria used in the
two TOPSIS analyses in Tables 2–5 are presented. In this way, the split was done between the earlier
mentioned criteria [29].

The TOPSIS analysis was based on retrieved data regarding meeting the LCC criteria, as well
as the airlines’ successfulness in growth (in passengers), efficiency (seat occupancy, fleet age), and
EBITDA. The data used for the analyses are presented below in Tables 2 and 4. This was the input
to the TOPSIS calculations on meeting the LCC requirements in Table 2 and the success in Table 4.
TOPSIS requires normalized data for the statistics, so the numbers in the table needed to be normalized
by the following formula [29]:

Nij =
Xij√∑m
i=1 X2

i j

, (1)
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where N is the normalized number, X is the given number, i is the value of the alternative in relation to
the criterion, and j marks the criterion involved in the calculation.

Since TOPSIS is based on weights, the normalized numbers in the table were multiplied by the
assigned weight given for the concerned criterion. After this multiplication, the highest and the lowest
numbers were visible. After this, the positive and negative ideal per criterion were calculated. Before
this, what is positive and negative needed to be established. A high EBITDA margin is positive, but
a high average fleet age is negative. The following formula was used to calculate the positive and
negative ideal [29]:

Positive:

V+ =
(
V+

1 , V+
2 , . . . , V+

n

)
=

⎛⎜⎜⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎜⎜⎝

max
i

i j

j ∈ Ji

⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝

min
i

i j

j ∈ Ji

⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠ , (2)

Negative:

V− =
(
V−1 , V−2 , . . . , V−n

)
=

⎛⎜⎜⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎜⎜⎝

min
i

i j

j ∈ Ji

⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝

max
i

i j

j ∈ Ji

⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠ (3)

where V+ is the positive ideal and V− is the negative ideal.
When the positive and negative ideals per criterion were calculated, the TOPSIS method proceeded

with the calculation of the distance of each alternative to the positive and negative ideal. In this
case, each airline’s normalized weighted number for each criterion was compared to the positive and
negative ideal by using the following formulas:

Distance to Positive:

S+
i =

√√√ n∑
j=1

(
Vij −V+

j

)2
(4)

Distance to Negative:

S−i =

√√√ n∑
j=1

(
Vij −V−j

)2
(5)

where Si
+ is the distance to the positive ideal solution and Si

− is the distance to the negative
ideal solution.

The goal of the application of the TOPSIS was to provide an order preference for similarity to the
ideal solution. In this case, it is how the airlines are meeting the LCC criteria and how successful the
airlines are, as mentioned in Table 1. For this final calculation, this formula was used [29]:

Pi =
S−i

S−i + S+
i

, (6)

where Pi is the biggest similarity to the negative solution.
The closest result to a value of one is the most similar to the best solution, which in this research

is the airline that meets the highest number of LCC criteria and that is the most successful in terms
of profitability, growth, network size and fleet age. The closest to 0 is the most similar to the worst
solution, which is a vulnerable airline for eventual issues that occur, which means an airline can have
an old fleet or is making losses at the moment. TOPSIS is a method to compare alternatives based on
criteria [29]. In this research, airlines form the “alternatives.”

The LCC criteria mentioned by Doganis (2009) and airlines was assessed by Klophaus, Conrady,
and Fichert (2012). Miranda, Baltazar, and Silva (2016) formed the base for the analysis of success.
The EBITDA margin was chosen since this provides the operating profit margin, not including taxes,
interests, or depreciation and amortization of the airline of the revenue they make [13]. It was also
chosen since it does not include taxation since that can be different in each country.
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Table 1. Criteria for TOPSIS analysis.

Criteria TOPSIS LCC Criteria Criteria TOPSIS Successfulness

The ratio of aircraft of the same type, measured by dividing the
biggest group of aircraft in the fleet by the total fleet (C1)

Aircraft on order and in memoranda of
understanding (as of 1 December 2018) (C12)

Rather using airports ranked as secondary airports, avoid
flying to Paris Charles de Gaulle and London Heathrow(C2) Average fleet age (as of 1 December 2018) (C13)

Direct sales of the airline tickets via the airline’s own website is
the most common (C3) Number of destinations (C14)

One-way fare tickets are the main way to sell tickets (C4) The profitability of airline
(EBITDA margin in %) (C15)

No usage of jet bridges (unless required) (C5) Average load factor of 2017 in % (C16)
No included onboard services on Short-haul (C6)

Average growth/decline figure
over 2017 in % (C17)

No frequent flyer program (C7)
No free checked baggage (C8)
No code sharing (C9)
No cargo license (C10)
No guaranteed connections to another flight (of the carrier
itself or cooperating airlines) (C11)

All the criteria mentioned were based on the definitions given on what a real LCC or ULCC
should be like. Since defining a secondary airport is hard, it was chosen to have a limited look at the
airports serving Europe’s two most populated functional urban areas, which are London and Paris [30].
Airlines can differ from them in their strategy. However, in that way, they were not meeting the real
definitions or requirements. Definition criteria were equally weighted, whereas successfulness criteria,
i.e., profitability, growth, and the number of destinations offered were given a higher weight. It was
based on an assumption of what is important.

Klophaus, Conrady, and Fichert (2012) assessed 20 airlines for their simple LCC index, based on
the 20 largest LCC, ranked by capacity [31]. Some of these airlines no longer exist. Other airlines focus
on one country, rather than having bases in more countries. Within this research, the airlines Ryanair,
easyJet, Eurowings, Norwegian, Vueling, Wizz Air, airBaltic, and Transavia were chosen based on the
following factors:

• Named as LCC by Deutsches Zentrum für Luft- und Raumfahrt (2010);
• Flying with aircraft that are capable of carrying at least 130 passengers;
• Bases in more than one EU country;
• Still active on 20 November 2018;
• Assessed on winter schedule 2018–2019.

The quadrant diagram shows the positions of the different airlines regarding successfulness and
meeting the LCC criteria. The axes are successful, vulnerable (vertical), and “hybrid carrier/FSC or
True” LCC. The quadrants wherein the airlines can be located:

• True LCC, successful;
• True LCC, vulnerable;
• Hybrid carrier/FSC, successful;
• Hybrid carrier/FSC, vulnerable.

This shows how the different operating models of the airlines can lead to successfulness.

5. Results—Data Gathering and Processing by Applying TOPSIS

For the assessment in TOPSIS, whether airlines are meeting LCC requirements, it is important to
systemize the knowledge and to construct the table. In the case of yes-or-no answers to the question,
if a requirement is met, then the answer will be 1 (yes) and 0 (no). Fleet similarity (as of 30 November 2018)
and the different LCC characteristics are described in Table 2. Wizz Air, Transavia, and Vueling are
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the only airlines that operate a complete one-type fleet of only Airbus A320-family- and Boeing
737-family-type aircraft. Operating a one-type fleet is one of the main characteristics of an LCC and
provides several operational benefits in maintenance, training, and flexibility [11]. The data of flying
from London Heathrow and or Paris Charles de Gaulle shows that only three of the eight airlines
avoid these airports [32]. By browsing for a flight from each assessed airline, the main booking option
via the airline’s website was ranking the highest with the best price offer. The flights used for this
research were:

- Vilnius–Eindhoven (Wizz Air) [33];
- Vilnius–Amman (Ryanair) [34];
- Eindhoven–Kraków (Transavia) [35];
- Amsterdam–Prague (easyJet) [36];
- Madrid–Barcelona (Vueling) [37];
- Vilnius–Paris Charles de Gaulle (airBaltic) [38];
- Düsseldorf–Berlin Tegel (Eurowings) [39];
- Vilnius–Stockholm Arlanda (Norwegian) [40].

Skyscanner is a neutral website that aims to discover the lowest prices on flights, and the cheapest
options for the flights were in the first place in the offers for the same flight. Eurowings, Vueling,
and Transavia flights are also code-sharing, mainly with (partners of) their parent companies, such as
Lufthansa Group, IAG, and Air France-KLM.

Via the airline websites, it became clear that every airline first provides the one-way services, and
showed the frequent flyer programs [41–48]. In the case of Eurowings, Vueling, and Transavia, it is
the same as their parent company. The analysis of airline website contents also revealed that food
and drinks are not available “for free” on short- and medium-haul flights of the airlines. Ryanair
and easyJet changed their business model slightly [49,50]. They started providing connections and
cooperation with other long-haul carriers. This is part of changed and adjusted strategies.

Table 2. Input for TOPSIS LCC criteria. Source: compiled by the authors.

Criteria
C1
[50]

C2
[51]

C3
[33–40]

C4
[41–48]

C5
[52–59]

C6
[41–48]

C7
[41–48]

C8
[41–48]

C9
[33–40]

C10
[60]

C11
[41–50]

Weight 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091
Wizz Air (W6) 1.000 1 1 1 1 1 1 1 1 1 1
Ryanair (FR) 0.994 1 1 1 1 1 1 1 1 1 0

Transavia (HV) 1.000 1 1 1 0 1 0 1 0 0 0
easyJet (U2) 0.997 0 1 1 0 1 1 1 1 1 0
Vueling (VY) 1.000 0 1 1 0 1 0 1 0 0 0
airBaltic (BT) 0.400 0 1 1 0 1 0 1 0 0 0

Eurowings (EW) 0.748 0 1 1 0 1 0 1 0 0 0
Norwegian (DY) 0.802 0 1 1 0 1 0 1 1 0 0

The data in Table 2 and the result of the calculation in Table 3 prove that Wizz Air is meeting all the
LCC requirements, whereas airBaltic is meeting only the ones that every researched airline is meeting.
Wizz Air is in this way ranking first, followed by Ryanair and easyJet, that both started following
some different principles in the time between the publication of Klophaus, Conrady, and Fichert (2012)
and today. Wizz Air is, according to this research, the single “true” LCC. The TOPSIS calculations
in Tables 4 and 5 show which airline is the most successful, both financially and in terms of growth.
The calculation towards the results in Table 3 can be found in Appendix A.

The data presented in Table 4 show that all of the airlines grew in 2017. This varied between
6.5% and 77%. However, the 77% for Eurowings was caused by the acquisition of the remains of the
fallen Air Berlin [61]. The most noticeable data in Table 3 are the aircraft on order by Wizz Air, the
complete fleet replacement by airBaltic, the high load factor, and the high EBITDA margin of Ryanair.
Norwegian is the only airline in this research that reported a loss, which means that its operating costs
are exceeding the revenue made. All of the data upon the criteria are placed in Table 4. In Table 5 the
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results of the calculations can be found, whereas the calculations of the successfulness can be found
in Appendix B.

Table 3. Results of TOPSIS LCCcriteria. Source: compiled by the authors.

Airline Si
+ Si

− Pi Rank

Wizz 0 0.15 1 1
Ryanair 0.091 0.122 0.573 2

Transavia 0.141 0.06 0.287 4
easyJet 0.123 0.090 0.421 3
Vueling 0.151 0.022 0.126 6
airBaltic 0.150 0 0 8

Eurowings 0.151 0.013 0.077 7
Norwegian 0.144 0.048 0.249 5

Table 4. Input for successfulness TOPSIS. Source: compiled by the authors, see footnotes.

Criteria
C12

[62–69]
C13
[61]

C14
[15,70–77]

C15
[14,59,69,78–82]

C16 1

[14,59,69,78–82]
C17 2,3

[14,59,69,78–82]

Weight 0.1 0.05 0.15 0.4 0.1 0.2
Wizz Air 257 4.7 146 14.1 91.2 24
Ryanair 135 6.9 243 20 95.3 10.3

Transavia 0 8.2 115 5.6 90.6 11
easyJet 147 7.3 163 8.1 92.9 10.2
Vueling 45 7.2 112 12.7 84.7 6.5
airBaltic 36 9.4 70 5.8 76 22

Eurowings 4 11.1 137 2.3 79.91 771
Norwegian 116 3.9 161 -5.75 87.5 13

1 Ryanair, easyJet, and Wizz Air work with a broken fiscal year (FY). The profit margin given is the one of FY that
covered the most of 2017. 2 Eurowings is put in the same group as Brussels Airlines in Lufthansa Group’s Annual
Report. The load factor given in this table is the one of Eurowings and Brussels Airlines combined. 3 Eurowings
grew by 77%, mainly due to Lufthansa group’s acquisition of the parts of Air Berlin.

Table 5. Results successfulness TOPSIS. Compiled by the authors.

Airline Si
+ Si

− Pi Rank

Wizz Air 0.149 0.276 0.650 2
Ryanair 0.158 0.346 0.687 1

Transavia 0.258 0.150 0.368 7
easyJet 0.225 0.189 0.457 4
Vueling 0.204 0.243 0.544 3
airBaltic 0.243 0.156 0.391 6

Eurowings 0.247 0.195 0.441 5
Norwegian 0.372 0.052 0.122 8

From this TOPSIS calculation and its result in Table 5, it can be concluded that Ryanair has the
highest rank, whereas Norwegian is ranked last. This ranking tells that Ryanair is the best performing
LCC, by being the most similar to the positive ideal solution, which is a growing, profitable, (fuel-)
efficient airline. This is mainly caused by its high EBITDA, as well as a young, nearly single-type
fleet of aircraft, as well as its high seat occupancy. Newer aircraft are more fuel efficient and have
a single-type fleet that allows the company to save on crew (all the crew able to operate all the aircraft in
the fleet) and maintenance costs (the maintenance crew only needs to have knowledge on one aircraft
type and the airline does not need to maintain a stock of different aircraft types). High seat occupancy
is a key performance indicator for airlines since this determines how well the provided capacity is
used to create revenue. Norwegian is the only airline making a loss amongst this group and had to
sell new aircraft to pay bills. Noticeable is that the “subsidiary LCCs,” such as Eurowings, Vueling,
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and Transavia, are not amongst the highest in meeting LCC criteria and also not in the successfulness
TOPSIS. A probable reason for this is that they mainly operate out of main airports, operate an older
fleet, and have lower load factors than the airlines that are meeting more LCC criteria. The older
fleet can cause less efficient aircraft and higher vulnerability when the oil price rises. In Figure 3,
the data presented shows how the airlines compare to each other, based on the overall score on both
TOPSIS analyses. Wizz Air and Ryanair are the least vulnerable to the industry’s problems, given their
successfulness and growth (perspectives). Norwegian is the most vulnerable.

Figure 3. Quadrant diagram results of TOPSIS Source: compiled by the authors.

From the compiled quadrant diagram, it can be concluded that Ryanair and Wizz Air are
the two airlines that are the most successful and meet the most LCC criteria. Also located in
the “True LCC”–Successful quadrant, easyJet is the fourth most successful airline in this research.
Based on this final result, it can be stated that the chances for a listed LCC to be successful are mainly
based on how many criteria they meet to become a true LCC. Independence also seems to have an
influence, as both Eurowings and Transavia are on the vulnerable side. Vueling is the only airline that is
not meeting the majority of the LCC criteria and is a successful airline. Concerning the theory, it can be
stated that airlines that are based on characteristics, which can be considered as “True LCC”, are in the
European market and are more likely to be successful than LCC airlines that are more focused on
a hybrid model. The exact cost savings and profits have to take place in the case studies of the airlines.
However, a single-type, young aircraft fleet seems to be more profitable than operating different aircraft
types, as all the airlines that are on the “Successful” side have this in common. Additionally, high seat
occupancy seems to be contributing to the success of the airline as well.

6. Conclusions

This research showed that the airline industry is growing quickly since 2010, as is described in the
introduction, based on International Civil Aviation Organization (ICAO) (2018) in its annual report
about 2017. Since the financial crisis of 2008 and 2009, the airline industry started growing and has
nearly doubled in the number of passengers [83–86]. However, the airline industry has proven to be
vulnerable to issues such as oil crises, financial crises, and the 9/11–terrorist attacks, and immediately
showed a decline or a stop of growth. This research provided insight into the current development
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problems of the airline industry on its fastest-growing business model. It shows that an increase in
oil prices is still one of the causes of serious airline troubles. However, airlines can counter this with
a newer, more fuel-efficient fleet and successful fuel-hedging practices.

Issues of a whole other type are personnel problems, such as strikes. It is hard to find one exact
reason for this issue. In the case of Ryanair, one of the airlines in this research, the reasons given by
the pilots are a demand for a better salary, better rosters, and a base location closer to their homes.
Furthermore, there are fleet problems, based on unexpected, required aircraft repairs and late deliveries
of new aircraft. Airlines are forced to lease aircraft, which is a costly event. The last issue, airport
capacity limitation, will affect every airline. Whether it is a limited runway capacity, aircraft stand
capacity, or noise reduction measures. It will cause airports to run out of available slots for airlines.
Given the high growth rate of the industry, the prices for a slot will go up. Airlines can counter this by
flying to other airports (for example, secondary airports or by operating a modern, quieter aircraft).

As is visible from the conclusions given above, factors of LCCs can play a role in countering the
negative effects of the development problems for airlines [11,12,87–95]. Flying to secondary airports of
London, rather than the congested London Heathrow, operating a modern fleet, and achieving high
load factors can counter effects. Machine problems, like engine problems such as Norwegian faced or
late aircraft delivery (Primera Air), are difficult to prevent. It will delay the development of the airline
and cause extra costs. Another risk is the stop of investments in an airline; this is, however, more risk
for airlines that make a (structural) loss. Only Norwegian seems to have a riskier position on this issue.

The TOPSIS revealed as well that Wizz Air is the only airline meeting all the LCC criteria, whereas
Ryanair and easyJet changed their business models during strategy changes. Wizz and Ryanair are
both the most successful airlines of the group, with easyJet being in a third place. Subsidiary LCCs as
Eurowings, Vueling, and Transavia are performing worse and are flying in general with the oldest fleet.
Although ranking low on meeting LCC criteria, airBaltic is profitable and growing. It is implementing
a brand new, efficient fleet and will shift to a single-type fleet. Norwegian is, given its loss and sale of
new aircraft, ranking low.

Based on this research, in general, it can be concluded that the LCC business model has the
potential for success regarding profitability and growth while having the possibility to counter the
effects of some of the development problems in the industry. The efficient use of materials and a focus
on a single type of aircraft can contribute to the success of the airline. Ryanair could counter its major
effects of the personnel strikes, since its operating model led to successfulness, whereas Norwegian
had to sell aircraft to maintain its existence. A further case study for each airline is recommended to
for in depth research of how airlines survive the major issues in the airline industry. This research has
led to the possible direction for research in the form of the exact operating model and risk prevention
measures of the airlines. The case study of Vueling might give different insights, as it is a subsidiary
airline, which is not meeting the majority of the LCC criteria, while it still is the third regarding
successfulness within this research. It also has a rather small fleet on order and has one of the lowest
seat occupancies amongst the airlines in this research. Further research can also be located in the
operating models of FSCs and their success. Case studies can also lead to the improved weighting of
the criteria for the MCDM analyses.
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Appendix A

Table A1. Full calculations of the LCC criteria TOPSIS.

Data C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11

Weight 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091
Wizz Air 1.000 1 1 1 1 1 1 1 1 1 1
Ryanair 0.994 1 1 1 1 1 1 1 1 1 0

Transavia 1.000 1 1 1 0 1 0 1 0 0 0
easyJet 0.997 1 1 1 0 1 1 1 1 1 0
Vueling 1.000 0 1 1 0 1 0 1 0 0 0
airBaltic 0.400 0 1 1 0 1 0 1 0 0 0

Eurowings 0.748 0 1 1 0 1 0 1 0 0 0
Norwegian 0.802 0 1 1 0 1 0 1 1 0 0

Table A2. Full calculations of the LCC criteria TOPSIS.

Normalized C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11

Wizz 0.397 0.577 0.354 0.354 0.707 0.354 0.577 0.354 0.500 0.577 1.000
Ryanair 0.394 0.577 0.354 0.354 0.707 0.354 0.577 0.354 0.500 0.577 0.000

Transavia 0.397 0.577 0.354 0.354 0.000 0.354 0.000 0.354 0.000 0.000 0.000
easyJet 0.396 0.000 0.354 0.354 0.000 0.354 0.577 0.354 0.500 0.577 0.000
Vueling 0.397 0.000 0.354 0.354 0.000 0.354 0.000 0.354 0.000 0.000 0.000
airBaltic 0.159 0.000 0.354 0.354 0.000 0.354 0.000 0.354 0.000 0.000 0.000

Eurowings 0.297 0.000 0.354 0.354 0.000 0.354 0.000 0.354 0.000 0.000 0.000
Norwegian 0.319 0.000 0.354 0.354 0.000 0.354 0.000 0.354 0.500 0.000 0.000

Table A3. Full calculations of the LCC criteria TOPSIS.

Weighted C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11

Wizz 0.036 0.052 0.032 0.032 0.064 0.032 0.052 0.032 0.045 0.052 0.091
Ryanair 0.036 0.052 0.032 0.032 0.064 0.032 0.052 0.032 0.045 0.052 0.000

Transavia 0.036 0.052 0.032 0.032 0.000 0.032 0.000 0.032 0.000 0.000 0.000
easyJet 0.036 0.000 0.032 0.032 0.000 0.032 0.052 0.032 0.045 0.052 0.000
Vueling 0.036 0.000 0.032 0.032 0.000 0.032 0.000 0.032 0.000 0.000 0.000
airBaltic 0.014 0.000 0.032 0.032 0.000 0.032 0.000 0.032 0.000 0.000 0.000

Eurowings 0.027 0.000 0.032 0.032 0.000 0.032 0.000 0.032 0.000 0.000 0.000
Norwegian 0.029 0.000 0.032 0.032 0.000 0.032 0.000 0.032 0.045 0.000 0.000

Table A4. Full calculations of the LCC criteria TOPSIS.

V+ (Best) 0.036 0.052 0.032 0.032 0.064 0.032 0.052 0.032 0.045 0.052 0.091

V− (Worst) 0.014 0.000 0.032 0.032 0.000 0.032 0.000 0.032 0.000 0.000 0.000

Table A5. Full calculations of the LCC criteria TOPSIS.

Airline Si
+ Si

− Pi Rank

Wizz 0 0.150025 1 1
Ryanair 0.091 0.119302 0.567533 2

Transavia 0.141 0.050349 0.262682 4
easyJet 0.123 0.100528 0.474484 3
Vueling 0.151 0.021655 0.127299 6
airBaltic 0.150 0 0 8

Eurowings 0.151 0.012572 0.077941 7
Norwegian 0.144 0.047719 0.252185 5
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Table A6. Full calculations of the successfulness TOPSIS.

Data C12 C13 C14 C15 C16 C17

Weight 0.1 0.05 0.15 0.4 0.1 0.2
Wizz Air 257 4.7 146 14.1 91.2 24
Ryanair 135 6.9 243 20 95.3 10.3

Transavia 0 8.2 115 5.6 90.6 11
easyJet 147 7.3 163 8.1 92.9 10.2
Vueling 45 7.2 112 12.7 84.7 6.5
airBaltic 36 9.4 70 5.8 76 22

Eurowings 4 11.1 137 2.3 79.9 77

Table A7. Full calculations of the successfulness TOPSIS.

Normalised C12 C13 C14 C15 C16 C17

Wizz 0.752 0.217 0.345 0.463 0.369 0.277
Ryanair 0.395 0.319 0.569 0.656 0.385 0.119

Transavia 0.000 0.377 0.269 0.184 0.366 0.127
easyJet 0.366 0.337 0.382 0.266 0.375 0.118
Vueling 0.132 0.333 0.262 0.417 0.342 0.075
airBaltic 0.105 0.435 0.164 0.190 0.307 0.254

Eurowings 0.012 0.513 0.321 0.075 0.323 0.887
Norwegian 0.340 0.180 0.377 −0.189 0.354 0.150

Table A8. Full calculations of the successfulness TOPSIS.

Weighted C12 C13 C14 C15 C16 C17

Wizz 0.075 0.011 0.051 0.185 0.037 0.055
Ryanair 0.040 0.016 0.085 0.262 0.039 0.024

Transavia 0.000 0.019 0.040 0.073 0.037 0.025
easyJet 0.037 0.017 0.057 0.106 0.038 0.024
Vueling 0.013 0.017 0.039 0.167 0.034 0.015
airBaltic 0.011 0.022 0.025 0.076 0.031 0.051

Eurowings 0.001 0.026 0.048 0.030 0.032 0.177
Norwegian 0.034 0.009 0.057 −0.075 0.035 0.030

Table A9. Full calculations of the successfulness TOPSIS.

V+ 0.085 0.009 0.075 0.262 0.039 0.177

V− 0.025 0.026 0.000 −0.075 0.031 0.015

Table A10. Full calculations of the successfulness TOPSIS.

Si
+ Si

− Pi Rank

0.149 0.276 0.650 2
0.158 0.346 0.687 1
0.258 0.150 0.368 7
0.225 0.189 0.457 4
0.204 0.243 0.544 3
0.243 0.156 0.391 6
0.247 0.195 0.441 5
0.372 0.052 0.122 8
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7. Erkuş-Öztürk, H.; Terhorst, P. Variety of modes of governance of a global value. Tour. Geogr. 2010, 12, 217–245.
[CrossRef]

8. Button, K. Low-cost airlines: A failed business model? Transp. J. 2012, 51, 197–219. [CrossRef]
9. Schlumberger, C.E.; Weisskopf, N. Ready for Takeoff? International Bank for Reconstruction and

Development/The World Bank: Washington, DC, USA, 2014.
10. Dennis, N. End of the free lunch? The responses of tradional European airlines to the low-cost carrier threat.

J. Air Transp. Manag. 2007, 13, 311–321. [CrossRef]
11. Klophaus, R.; Conrady, R.; Fichert, F. Low cost carriers going hybrid: Evidence from Europe. J. Air Transp.

Manag. 2012, 23, 54–58. [CrossRef]
12. Doganis, R. Flying Off Course: Airline Economics and Marketing; Routledge: London, UK, 2009.
13. Miranda, M.; Baltazar, M.E.; Silva, J. Airlines performance and efficiency evaluation using a MCDA

methodology. The case for low cost carriers vs legacy carriers. Open Eng. 2016, 6, 389–396. [CrossRef]
14. Ryanair. Annual Report FY 2018; Ryanair: Dublin, Ireland, 2018.
15. airBaltic. airBaltic Receives Tenth Airbus A220-300. Available online: https://www.airbaltic.com/en/airbaltic-

receives-tenth-airbus-a220-300 (accessed on 30 July 2018).
16. Ishikawa, K.; Loftus, J. Introduction to Quality Control; 3A Corporation: Tokyo, Japan, 1990.
17. Ryanair. Ryanair Cuts Fy19 Guidance by 12% Due to Higher Oil Prices, Higher Eu261 Costs, & Weaker Fares

Due To Recent Strikes. Available online: https://corporate.ryanair.com/news/ryanair-cuts-fy19-guidance-
by-12-due-to-higher-oil-prices-higher-eu261-costs-weaker-fares-due-to-recent-strikes/ (accessed on 1
October 2018).

18. BBC. Ryanair Pilots ‘Reach Deal to end Strike’. BBC News, 23 August 2018. Available online: https:
//www.bbc.com/news/world-europe-45280416 (accessed on 7 December 2018).

19. Tsang, A. Passengers are Stranded as Another European Airline Collapses. The New York Times. 2 October
2018. Available online: https://www.nytimes.com/2018/10/02/business/primera-air-collapse.html (accessed
on 8 December 2018).

20. Slotnick, D. Primera Air, Which Sold $99 Tickets from the US to Europe, is Filing for Bankruptcy and Shutting
Down Operations. Business Insider. 1 October 2018. Available online: https://www.businessinsider.com/
primera-air-filing-for-bankruptcy-2018-10 (accessed on 8 December 2018).

21. The Associated Press. Air Berlin Files for Bankruptcy after Key Shareholder Pulls the Plug on Funding. CBC,
15 August 2018. Available online: https://www.cbc.ca/news/business/air-berlin-bankruptcy-protection-1.
4247874 (accessed on 9 December 2018).

22. Zuidberg, J.; Vinkx, K. Capacity Demand at Schiphol Airport in 2023; SEO Amsterdam Economics: Amsterdam,
The Netherlands, 2018.

23. Benlic, U. Heuristic search for allocation of slots at network level. Transp. Res. Part C Emerg. Technol. 2018,
86, 488–509. [CrossRef]

69



Energies 2020, 13, 639

24. Cobbs, R.; Wolf, A. Jet Fuel Hedging Strategies: Options Available for Airlines and a Survey of Industrial Practices;
Kellogg School of Management at Northwestern University: Evanston, IL, USA, 2004. Available online:
http://www.kellogg.northwestern.edu/research/fimrc/papers/jetfuel.pdf (accessed on 9 December 2018).

25. Zuidberg, J. Identifying airline cost economies: An econometric analysis of the factors affecting aircraft
operating costs. J. Air Transp. Manag. 2014, 40, 86–95. [CrossRef]

26. Mayor, K.; Tol, R.S. The impact of European climate change regulations on international tourist markets.
Transp. Res. Part D Transp. Environ. 2010, 15, 26–36. [CrossRef]

27. Eurostat. Real GDP Growth Rate—Volume. Available online: https://ec.europa.eu/eurostat/tgm/table.do?
tab=table&init=1&language=en&pcode=tec00115&plugin=1 (accessed on 10 December 2018).

28. International Air Transport Association (IATA). Economic Performance of the Airline Industry; International Air
Transport Association: Montreal, QC, Canada, 2018.

29. Tzeng, G.H.; Huang, J.J. Multiple Attribute Decision Making: Methods and Applications; Chapman and Hall/CRC:
Boca Raton, FL, USA, 2011.

30. Eurostat. Population on 1 January by Age Groups and Sex—Functional Urban Areas. 2016. Available online:
http://appsso.eurostat.ec.europa.eu/nui/submitViewTableAction.do (accessed on 10 December 2018).

31. Deutsches Zentrum für Luft- und Raumfahrt. Low-Cost Monitor 2/2010; Deutsches Zentrum für Luft- und
Raumfahrt: Cologne, Germany, 2010.

32. Flightradar24. Airlines. Available online: https://www.flightradar24.com/data/airlines (accessed on 30
November 2018).

33. Skyscanner. VNO-EIN. Available online: https://www.skyscanner.net/transport/flights/vno/ein/
181213/?adults=1&children=0&adultsv2=1&childrenv2=&infants=0&cabinclass=economy&rtn=0&
preferdirects=true&outboundaltsenabled=false&inboundaltsenabled=false&ref=home#details/17567-
1812130715--31669-0-112 (accessed on 12 December 2018).

34. Skyscanner. VNO-AMM. Available online: https://www.skyscanner.net/transport/flights/vno/amm/
181312/?adults=1&children=0&adultsv2=1&childrenv2=&infants=0&cabinclass=economy&rtn=0&
preferdirects=false&outboundaltsenabled=false&inboundaltsenabled=false&ref=home#/ (accessed on 12
December 2018).

35. Skyscanner. EIN-KRK. Available online: https://www.skyscanner.net/transport/flights/ein/krk/
181312/?adults=1&children=0&adultsv2=1&childrenv2=&infants=0&cabinclass=economy&rtn=0&
preferdirects=false&outboundaltsenabled=false&inboundaltsenabled=false&ref=home#/ (accessed on 12
December 2018).

36. Skyscanner. AMS-PRG. Available online: https://www.skyscanner.net/transport/flights/ams/prg/181213/
?adultsv2=1&childrenv2=&cabinclass=economy&rtn=0&preferdirects=true&outboundaltsenabled=
false&inboundaltsenabled=false#details/9451-1812131845--32356-0-15538-1812132015 (accessed on 12
December 2018).

37. Skyscanner. MAD-BCN. Available online: https://www.skyscanner.net/transport/flights/mad/bcn/
181312/?adults=1&children=0&adultsv2=1&childrenv2=&infants=0&cabinclass=economy&rtn=0&
preferdirects=false&outboundaltsenabled=false&inboundaltsenabled=false&ref=home#/ (accessed on 12
December 2018).

38. Skyscanner. VNO-CDG. Available online: https://www.skyscanner.net/transport/flights/vno/cdg/190907?
flexible_origin=true&flexible_depart=direct&adults=1&children=0&adultsv2=1&childrenv2=&infants=
0&cabinclass=economy&rtn=0&preferdirects=true&outboundaltsenabled=false&inboundaltsenabled=
false#det (accessed on 12 December 2018).

39. Skyscanner. DUS-TXL. Available online: https://www.skyscanner.net/transport/flights/duss/berl/
190906/?adults=1&children=0&adultsv2=1&childrenv2=&infants=0&cabinclass=economy&rtn=0&
preferdirects=true&outboundaltsenabled=false&inboundaltsenabled=false&ref=home#details/11165-
1909060625--32332-0-1 (accessed on 12 December 2018).

40. Skyscanner. VNO-ARN. Available online: https://www.skyscanner.net/transport/flights/vno/arn/
190909/?adults=1&children=0&adultsv2=1&childrenv2=&infants=0&cabinclass=economy&rtn=0&
preferdirects=false&outboundaltsenabled=false&inboundaltsenabled=false&ref=home#/ (accessed on 12
December 2018).

41. airBaltic. Book a Flight. Available online: https://www.airbaltic.com/en-LT/index?opentab=FLT (accessed on
12 December 2018).

70



Energies 2020, 13, 639

42. Ryanair. Flights. Available online: https://www.ryanair.com/gb/en/ (accessed on 12 December 2018).
43. Wizz Air. Flights. Available online: https://wizzair.com/en-gb#/ (accessed on 12 December 2018).
44. Vueling. Flights. Available online: https://www.vueling.com/en (accessed on 12 December 2018).
45. easyJet. Flight. Available online: https://www.easyjet.com/nl (accessed on 12 December 2018).
46. Norwegian Air Shuttle. Flight. Available online: https://www.norwegian.com/us/ (accessed on 12

December 2018).
47. Transavia. Homepage. Available online: https://www.transavia.com/en-EU/home/ (accessed on 12

December 2018).
48. Eurowings. Flight Search. Available online: https://www.eurowings.com/skysales/Search.aspx?culture=en-

GB (accessed on 12 December 2018).
49. Ryanair. Always Getting Better. Available online: https://www.ryanair.com/gb/en/useful-info/about-ryanair/

always-getting-better (published 2018) (accessed on 10 December 2018).
50. easyJet. Worldwide by easyJet. Available online: https://www.easyjet.com/en/worldwide (published 2018)

(accessed on 10 December 2018).
51. Flightradar24. Airports. Available online: https://www.flightradar24.com/data/airports (accessed on 30

November 2018).
52. Thomson, N.; Baden-Fuller, C. Basic Strategy in Context; John Wiley & Sons: Hoboken, NJ, USA, 2010.
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Abstract: The problems of efficient use of energy costs have been actively explored in recent decades
in connection with rising energy prices. During this period, the main models for assessing energy
efficiency and energy management were developed, including the models Total Quality Management,
Six Sigma and Sustainable Value Stream Mapping. The aim of the research was to study the energy
efficiency of the production and services in Kazakhstan based on materials of the large-scale national
study on the estimation of production and transaction costs by these methodologies. To assess the
data obtained, a statistical analysis of the dependence on the indicators of variation and ranking was
used. Electricity costs are among the leading manufacturing costs and affect management models.
However, according to the maturity model of energy management, energy efficiency in Kazakhstan is
low. Despite the government’s declarations of effective energy policies, the administrative burden for
businesses remains high, and legislation does not stimulate a reduction in energy costs.

Keywords: costs; energy management; energy efficiency; Kazakhstan

1. Introduction

The problem of increasing energy efficiency is connected with the historical development of
management systems. One of the purposes of industrial production management has always been
to increase productivity. In periods when energy resources were cheap, electricity costs were an
insignificant part of production costs and were an accounting item rather than an important management
task [1]. Energy consumption was controlled by the accountant as part of overhead costs.

With rising energy prices, the share of energy costs in the value of the created product has increased
significantly. It took a change in production processes to reduce these costs and energy management
became part of the management system. This change was particularly evident in the development of
European management in the last third of the 20th century [2]. During this period, an independent
energy management area was formed, which is able to provide organizations with efficient use of
production resources [3,4]. Having become part of the management system, energy management has
been included in the solution of a wide range of environmental and social problems and has become
an integral part of the organization’s image [5,6].

We aimed to study the energy efficiency of enterprises in Kazakhstan [7]. In Section 2, we look at
issues of improving energy efficiency in industrial systems and the relationship of energy efficiency
with creating value for the client. Section 3 is devoted to the research methodology and description of
the source data. Section 4 contains an analysis of the results, which are discussed in Section 5. General
conclusions are drawn and prospects for future research are determined in Section 6.
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2. State of the Art

2.1. Increasing of Energy Efficiency of Industrial System

Improving the energy efficiency of enterprises plays an important role at all management levels.
At the national and regional levels, efficient use of energy helps to ensure a territory’s energy
independence and often ensures its political independence. The ability to create a product with fewer
resources, including energy, allows organizations to increase customer satisfaction and increase their
own competitiveness. Combining the interests of the state and business in improving energy efficiency
has allowed the creation of a set of energy management tools.

Based on modern research, three categories of energy management tools were identified:
compulsory, incentive, and educational.

• Let us include legal norms of legislative regulation of business entities into the compulsory
measures. Their implementation is possible in countries with an established legal culture of
population and business representatives, for example, in the countries of the European Union.
In EU, such regulations are gradually evolving on the basis of national technical regulations
(e.g., UNI-CEI-EN 16001: 2009), which are being transformed into supranational standards (EN
15900 and ISO 50001). At the international level, we can cite the example of the Kyoto Protocol
(localized in Europe by Directive 2006/32/CE), which declares the need to clearly define goals,
mechanisms, and incentives aimed at improving energy efficiency of national enterprises of the
signatory states.

• Incentive events involve exposure to the manufacturer. In countries that actively use this method,
financial incentive instruments as well as PR tools are used. It must be recognized that the domestic
market of Kazakhstan is quite limited, which makes it less attractive for international companies
with high labor productivity, protecting this way national producers. However, national producers
need to increase labor productivity by improving the quality of the workforce. Kazakhstani
workers and specialists still do not have the necessary competencies to generate internal resources
for productivity growth and cost reduction.

• Educational methods imply an impact directly on the consumer, the formation of a new consumer
culture based on careful environmental management, and a conscious choice of energy-saving
technologies. In turn, consumer demand determines that supply—manufacturers—introduce
“green” solutions to meet the wishes of customers.

Moreover, high complexity of sectoral energy systems becomes an objective barrier to energy efficiency
growth in the industry. Production systems of industrial facilities with auxiliary components are
not standardized and may differ significantly one from each other. This creates obstacles to creating
generalized solutions and therefore does not allow for economies of scale. It also prevents and even leads
to refusal of implementing potentially feasible energy-saving technologies [8]. The individual features
of some energy-efficient technologies also prevent their implementation at industrial facilities [9].

Companies are constantly improving their production and management optimization processes.
Industrial companies lack accessible and effective methods to address energy efficiency issues in
production management. Six Sigma, Lean Manufacturing, and Total Quality Management are popular
concepts used in many industries around the world, but each of them does not pay due attention to
energy efficiency and environmental issues. Bunse et al. [3] suggested that future research should give
preference to new control concepts, new visualization approaches, and evaluation methods in order to
integrate energy efficiency into production management.

Thanks to the British government, companies use the “Matrix of Energy Management” [10],
which makes it possible to understand and evaluate existing energy use patterns that track and
measure future improvements and identify energy saving opportunities. The matrix is a five-level
structure, which is analyzed on the basis of six main directions of energy management: energy policy,
organization commitment, information systems, marketing, and investment. It enables companies to
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conduct self-assessments through analysis, identify areas for the development of energy management,
and formulate measures for improvement not directly related to international standards.

Singh et al. [11] asserted that successful continuous improvement provides many opportunities to
achieve the reduction of production cost while simultaneously growing client satisfaction. Ni et al. [12]
found that continuous improvement positively influences organizational learning and leads to overall
performance improvements. However, studies have found a time gap between continuous learning
and improved efficiency. Jeyaraman et al. [13] in turn showed that staff responsibility, strong
leadership, and access to relevant data are the main drivers of successful continuous improvement.
Albliwi et al. [14] confirmed to a certain extent this conclusion by summarizing the factors of failure
to create, maintain, and develop continuous improvements in enterprises, among which the main
factors were the lack of committed management, insufficient communication, and insufficient training
of operators.

The energy efficiency of the system can be increased through a holistic approach, where the study
of individual components and functions is accompanied by the study of production systems and their
external and internal customers. One of the possible strategies to find solutions that improve the
effectiveness of the system is Value Stream Mapping (VSM). However, according to Faulkner et al. [15],
the usual VSM methods do not count how energy contributes to value creation because they do not
account for energy flows. Efficient energy management requires not only identification and use of a
methodological approach, but also knowledge of energy efficiency methods and tools [16,17].

Svensson et al. [18] showed that modern VSM models underestimate the importance of the
energy aspect, and there have been few studies and proposals for adding energy aspects to VSM [15].
Therefore, Alvandi et al. [19] argued that VSM does not take into account energy and resource
consumption from a system-wide perspective, as it is limited to presenting the flow of a product family
or individual product.

Modern companies realize that energy management is an effective tool for improving overall
production efficiency, not just reducing energy costs. This approach is reflected in the provisions of ISO
50001, which describes the global energy management standards in force since its adoption in 2011.

The development of energy management required clarification of the applied concepts of “energy
efficiency” and “energy conservation”. Energy conservation is the process of reducing energy
consumption through less consumption. It is a quantitative method of energy management aimed
at reducing non-productive losses. Energy efficiency determines the quality of control by estimating
the ratios of input resource to energy flow and result to energy consumption [20]. The task of energy
management in this case is to obtain the maximum effect from each unit of energy consumed [21,22].

Over time, changes in the external environment have generated several economic and political
factors that have changed the paradigm of managing energy costs. Multiple increases in energy prices
were accompanied by increased public attention to environmental issues. As a result, the world
community has moved towards the European Union’s Greenhouse Gas Emissions Trading System (EU
ETS) and the promotion of end-use optimization programs. To maintain their strategic competitive
position, producers of industrial products with energy-intensive industries (oil and gas, metallurgical,
etc.) had to move to a qualitatively new level of energy management.

In recent decades, significant progress has been made in the development of industrial energy
management, but the overall level of energy efficiency remains inadequate. Researchers note that
there is a significant potential for the introduction of already developed technologies to ensure high
profitability of their implementation. However, a significant “energy efficiency gap” between the
achievable and real levels has been formed [23]. Several studies focus on organizational “non-technical
improvements”, the implementation of which further increases the energy efficiency potential and
widens the gap with the real level [24].

In the fight against global warming, the most important means is to improve energy efficiency in
the industrial sector. In turn, industrial production thus increases the competitiveness of production
and ensures sustainable development [25].
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Even though energy management has proved to be effective in ensuring profitability, in real
production practice, methods of direct restriction of energy consumption are still used rather than
system control of its use in product creation. In general, industrial enterprises, having defined the
limitations of direct saving methods, have moved to a more systematic approach to reducing losses,
changing consumption principles and methods of energy flow management. Piper wrote thatm in
“the past twenty years, energy management has repeatedly demonstrated itself as one of the most
cost-effective ways to increase profitability” [26].

The problem of energy management as an independent and important part of the management
system is especially topical for production enterprises, where 85% of the energy consumed is used
to create a production processes [27]. The development of energy management was formed in the
directions of evaluation of programs and practices of energy audit [28,29], development and evaluation
of programs and measures for industrial end-use energy policies, benchmarking energy efficiency,
and optimizing the power system or processes through statistical modeling [30].

Here are a few more definitions of energy management: “Energy management is considered
as the proactive and systematic, coordination of procurement, conversion, distribution and use of
energy within a company, aiming on continuously reducing energy consumption and related energy
costs” [31]; “To us, energy management is: The efficient and effective use of energy to maximize profits
(minimize costs) and enhance competitive positions” [32]; and “In our research we define ‘energy
management in production’ as including control, monitoring, and improvement activities for energy
efficiency” [3].

Energy Management (EM) is the smart and efficient use of energy to maximize profit and
strengthen competitive position. According to Petrecca [33], “energy management means ensuring
that users receive all the necessary energy, when and where it is needed, as well as the required quality,
delivered at the lowest cost”. The separation of energy management into an independent management
function has finally taken shape in the last two decades according to Capehart et al. [34]. Of course,
this goal should be achieved while ensuring adequate safety for both production and environmental
needs. Thus, the ultimate goal of energy management is the most efficient and effective use of energy
supplied [26], which affects not only the supply and distribution of energy, but also its final usage.
Energy management requires a systematic and ongoing approach, and it should not be confused with
programs or projects that are time-limited, as noted by Piper [26].

2.2. Connection of Energy Efficiency with Value Engineering for Customer

Energy management is developed on the basis of integration of the general management
theory, quality management concept, and other modern methodological approaches of economic
theories [35,36]. In the application of energy management in production, the decisive role is played
by the presence of a leader who consistently conducts the program of increasing the efficiency
of energy use [37]. However, an administrative solution along will not ensure success; energy
management programs provide for the participation of all members of the organization [38].
Large organizations consuming a significant amount of energy resources, as a rule, form special
teams ensuring implementation of energy-saving programs [39]. Support of a leader from among top
managers will ensure the efficiency of such team [40].

Modern management increases the value of a product by attracting consumers to create it at all
stages of the value chain [41,42]. Different customer requests for consumer value generate different
energy demand, which is not considered an important part of the process, since it does not generate
revenue, but only reduces costs [43].

Traditional VSM models do not sufficiently take into account energy management capabilities,
but Faulkner and Badurdeen included environmental factors and expanded the model to the Sustainable
Value Stream Mapping (sus-VSM) format [15].

The sus-VSM model uses visual methods to evaluate the results of measuring energy consumption.
Application of the model provides identification of the part of processes that consume significant
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energy resources, which allows further improvement of its use without compromising the creation of
consumer value. However, modern sus-VSM still does not sufficiently take into account environmental
and social factors and consumer needs. The lack of a clear methodology limits the widespread use of
the model in various industries, since the inclusion of additional indicators in a number of production
systems makes it more difficult to use visual maps. Faulkner and Badurdeen [15] recommended further
studies using the sus-VSM method for various configurations of production systems to assess their
suitability for use and identify problems in assembly and data analysis.

The development of energy management methods will increase the involvement of consumer
requests in the processes of improving energy efficiency.

Historically, the formation of the existing structure of the electric power industry of the Republic
of Kazakhstan and economic relations in it was determined by the goal of preserving the potential
of the industry and its further development. In the period of transition of the economy to market
relations, since 1995, the privatization of the main electric power facilities and the restructuring of the
industry have been carried out. The reform of the electric power sector has led to a change in the form
of public administration of the industry. Electricity transmission is carried out through the national
electric network, by the state company “KEGOC” JSC. The national electric network consists of a set
of substations, switchgears, and inter-regional and interstate power lines with a voltage of ≥35 kV.
Electricity production in the country is carried out by 138 powerplants (including renewable energy
facilities) of various forms of ownership, most being private. Electricity distribution in Kazakhstan is
carried out by 18 regional energy companies (RECs) and about 150 small transmission companies that
control regional-level electric networks with a voltage of 0.4–220 kV.

3. Materials and Methods

3.1. Kazakhstan Energy Data

The program of the Government of the Republic of Kazakhstan “Energy Conservation—2020”
provided for a reduction in the energy intensity of the gross domestic product by at least 40% by
2020 from the 2008 level. However, no significant improvement was achieved, about 100 energy
conversation projects were implemented annually, and the program was canceled [7]. In terms of
energy intensity, Kazakhstan’s Gross Domestic Product (GDP) is 119th of 143 countries.

Since 2012, Kazakhstan has passed a series of legislative acts defining the basic requirements in
the field of energy efficiency. Currently, the law “On Energy Saving and Improving Energy Efficiency”
is the main document. By 2020, the energy intensity of GDP should have decreased by 40%, but the
government’s goal was not met. Given the conditions for the availability of cheap fuel and maintaining
low tariffs for electricity and heat in Kazakhstan, energy conservation measures require significant
investments and have relatively long payback periods. The main task of the state in achieving its goals
to reduce the energy intensity of GDP is to create an effective legislative framework with the aim of
stimulating energy efficiency in energy-intensive sectors of the economy. According to the data of
Ministry of Energy of Republic of Kazakhstan, the annual increase in electricity consumption in the
republic is about 5%, while industry accounts for 58% of the consumption.

In 2017, a large-scale national study was conducted in Kazakhstan to assess production and
transaction costs by the methodology Standard Cost Model (SCM), which was developed [44] to
provide a simple and reliable method for assessing administrative costs incurred by government
and individual departments to determine the magnitude of administrative barriers and measure the
impact of reduction policies on them. SCM is designed to measure the administrative consequences
of established regulation and requirements for enterprises. SCM does not aim to answer whether
the barrier is justified—it gives an answer about how much it costs the business. The essence of
SCM is to divide regulation into its constituent parts in the form of so-called “information” (that is,
requiring the provision of information to authorities or other parties) obligations or requirements and
administrative actions for their implementation. In addition, the time spent on individual operations
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are operationalized and evaluated. The total amount of time translated into money through labor and
overhead costs gives the cost of the barrier from the standpoint of administrative costs.

The study examined the possibility of reducing the level of influence of state regulation om
existing business relations with natural monopolies and the quasi-public sector. The tasks noted are
an integral part of the energy management content, which allowed the authors to use the data of the
primary research for secondary processing and analysis of the efficiency of energy costs at enterprises
and organizations in Kazakhstan.

3.2. Methods

The methodology of this national study is presented in detail in an open publication [45].
The sample of research objects was 2,963 organizations, which provides a probability of 97% and a
sampling error of 2% from the total population of 1,185,163 business entities. Sector quotas were
carried out on the basis of GDP share, since costs are part of the final cost of the product.

As part of the study, a mass survey was conducted where 5,546 subjects were interviewed:
owners, managers, and accountants. The sample corresponded to the planned probability level of 97%.
The survey form contained open and closed assessment questions on the Likert scale. Based on a mass
survey, the impact of costs on energy supply for enterprises was assessed using the following rating
scale: “costs did not change”, “increased (up to 10%)”, “increased very (10–20%)”, “grew very much
by 20–30%”, “critically increased from above 30%”, and “I find it difficult to answer” (Table 1).

Table 1. The share of organizations with a growth in production costs of more than 25%.

№ Costs Manufacturing Sector Services Sector

1 Raw materials 48 33
2 Salary of production workers 31 23
3 Salary of auxiliary workers 18 16
4 Depreciation 37 20
5 Auxiliary materials 22 14
6 Social package for workers 15 11
7 Fuel 50 27
8 Transportation 38 22
9 Electricity 39 35
10 Heating 26 34

Source: [7].

Electricity costs and transaction costs for energy supply monopolies are among the most significant
for the economy of the republic. Kazakhstani managers point out that rising energy prices are a serious
problem for business development. According to Kazakhstan managers, a significant problem for
business development is primarily the rising prices for fuels and lubricants, energy, and raw materials.
More than a third of respondents called energy supply costs a serious obstacle to current activities in
industry and services. The scale of the answers allowed us to name the urgent problem of managing
these costs and consider them as part of the broader problem of inefficient energy management.

The authors investigated the formation of energy management efficiency as control systems at
various levels (see Figure 1).
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Energy management of Enterprise 

Territorial 

Branch 

  State 

 Supernational level 

Figure 1. Schematic representation of energy management levels. Source: personal elaboration.

The level of energy costs was formed under the influence of factors of all levels. Each energy
management level has a specific set of influence tools (Table 2).

Table 2. Energy Management Levels.

Levels Factors and Instruments of Influence

Supranational Dominant and innovative technologies, global market conditions, international agreements
(quotas, norms, sanctions, etc.)

State Laws, standards, tariffs, energy and environmental policies, social programs
Branch The existing infrastructure, industry-specific management models, internal cooperation.

Territorial Territorial infrastructure, resource availability, local statutory regulation
Enterprise Production technology, control system

Source: personal elaboration.

Energy management problems become more acute when assessing their effectiveness at
various levels.

At present, the state manages the electric power industry through such levers as licensing, setting
limit tariffs, regulating the activities of natural monopolies, etc. From the beginning of 2019 in
Kazakhstan, along with the electric energy market, there is an electric power market. The tariff is
divided into two components:

• The electricity tariff is a variable part that will provide a recoupment of costs for the production of
electric energy.

• The capacity tariff is the permanent part, which will ensure the return on investment in the
construction of new powerplants, while updating, modernizing, reconstructing, and expaning the
existing ones.

However, the average levels of energy supply costs that have formed in various regions of the
country show the heterogeneity of the implementation of state policy (Table 3).
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Table 3. The share of electricity costs in the total cost structure (%).

Regions
Akmola
region

Aktubinsk
region

Almata
region

Atyrau
region

West-Kazakhstan
region

Zhambyl
region

Karagnda
region

Kostanay
region

Portion 5.7 6.5 5.6 9.7 7.5 2.5 10.1 7.7

Regions
Kyzylorda

region
Mangistau

region

South-
Kazakhstan

region

Pavlodar
region

North-
Kazakhstan

region

East-
Kazakhstan

region

Astana
city

Almaty
city

Portion 9.1 8.7 8.0 15.9 4.6 5.7 5.1 2.8

Source: personal elaboration.

The spread of electricity costs is significant across the republic. The average value of the indicator
for manufacturing enterprises is 7.2%, with a range of variation of 13.4% (R = Xmax − Xmin = 15.9 −
2.5 = 13.4). In the most energy-intensive industrial region of Pavlodar region, where energy-intensive
metallurgical production is located, the average cost of electricity is 15.9% of the cost structure.
The lowest indicator −2.5% falls on the Zhambyl region with low volumes of industrial production.

Graphical analysis involves checking the normal distribution, which would be characteristic for
the implementation of a unified energy management policy in the republic (see Figure 2).
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Figure 2. Distribution of the average share of energy costs across the republic (%). Source:
personal elaboration.

To assess the degree of difference in the territorial significance of energy costs, standard indicators
of variation were calculated.

Coefficient of variation—as a measure of the relative spread of the values of the population—shows
the ratio of the standard deviation to the mean.

v =
σ

x
=

3.136
7.2

100% = 43.56%, (1)

Each value of the series differs from the average value of 7.2% by an average of 3.136%. Since the
coefficient of variation is within 30% < v < 70%, the variation is moderate. The presence of moderate
variation may indicate the presence of a single (state) policy in the field of energy supply management.
However, such national energy management is not efficient enough, which creates an asymmetry of
indicators. The degree of asymmetry determines the moment coefficient of asymmetry.

As =M3/S3, (2)

where M3 is the central moment of the third order, S is the standard deviation.
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M3 = 482.38/16 = 30.15,

As = 30.15/3.1363 = 0.977

A positive value indicates a right-handed asymmetry. The right-sided asymmetry of the values
of the share of energy costs indicates a shift in costs towards their increase, which may arise due to
insufficient efficiency of state energy management, which increases costs due to an increase in the
administrative burden. In the future, this assumption should be checked, including the possibility
of corruption.

The industry level of energy management was considered separately for production and services.
The industry-wide assessment of the level of influence of energy costs in production is presented in
Table 4.

As noted above, electricity costs are in the top 10 costs of industrial enterprises. The share of
the item “electricity” in the total cost structure of manufacturing enterprises also has a spread from
6.2% to 10.5% in the processing of agricultural products. However, graphical analysis suggests the
proximity to the normal distribution and the relationship between cost increases and the assessment of
the strength of influence on the management model (Figure 3).

 
Figure 3. Effect of energy costs in production.

Note that the impact of the cost item was assessed according to the responses of managers who
indicated that the cost of electricity at their enterprise increased by more than 25% and had a significant
impact on the production process. Respondents’ answers are a subjective assessment but reflect
the effectiveness of production management models that can regulate the overall cost structure and
production efficiency.
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The relationship between the opinions of managers and the share of costs was checked using
Spearman’s rank correlation coefficient.

Since among the values of the signs x and y there are several identical ones, i.e., related ranks are
formed, in this case, the Spearman coefficient is calculated as:

p = 1−
∑

6d2 + A + B
n3 − n

, (3)

where
A = 1

12
∑

(A3
j −Aj)

B = 1
12
∑

(B3
k − Bk)

j is the number of ligaments for characteristic X.
Aj is the number of identical ranks in the jth connective along X.
k is the number of ligaments for characteristic Y.
Bk is the number of identical ranks in the kth bunch according to U.

A = [(53 − 5)]/12 = 10

B = [(23 − 2)]/12 = 0.5

D = A + B = 10 + 0.5 = 10.5

p = 1− 6× 112.5 + 10.5
103 − 10

= 0.308

The calculation shows that the connection between the attribute Y and factor X is weak and direct.
The presence of a direct, but weak connection shows that, in production, an increase in electricity

costs and an increase in their share in the total cost structure leads to the need to change production
management models. However, the specifics of production are such that, in the value chain, energy is
an input resource and is involved in the process of creating a product at the initial stage. The increase
in the cost of electricity in production falls on the total costs and in the future the negative impact
is smoothed out either by increasing the price or by adjusting the costs at the subsequent stages of
the chain.

4. Results

Processing interviews with Kazakhstani managers shows that they do not consider energy saving
at the production stage as a priority task of developing production and increasing its efficiency.
The model of Kazakhstan’s energy management at the enterprise level can be assessed as passive.

An assessment of the level of impact of electricity costs in the services sector is presented in Table 5
and differs significantly from the situation in production.

The authors believe that in the service sector a fundamentally different role is played for electricity
costs in the value chain. Due to the specifics of the service (it is impossible to save, separate from the
consumer, etc.), electricity consumption is necessary at almost all stages of the chain. Different types
of services require a different share of energy costs and fundamentally different energy management
models are implemented. Graphical analysis also shows differences and contradictions in assessing
the strength of the impact of rising energy costs in various types of services (Figure 4).
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Figure 4. The impact of energy costs in the service sector. Source: personal elaboration.

The relationship was also checked according to the Spearman rank correlation criterion (see
Table 6).

Table 6. Ranking by Y and factor X.

X
Portion of Cost

Summary, %

Y
Portion of Answers “Affects

Strongly and More”, %
Rank X,

dx

Rank Y,
dy

5.19 33 1 5
13.78 14 10 1

9.3 26 9 4
5.67 57 2 9
6.94 36 4 6
7.2 51 8 8
6.94 58 4 10
6.94 24 4 3
6.94 19 4 2
6.33 38 3 7

Source: personal elaboration.

Since among the values of the signs x and y there are several identical ones, i.e., related ranks are
formed, in this case, the Spearman coefficient is calculated as:

A = [(43 − 4)]/12 = 5

D = A + B = 5

p = 1− 6× 226 + 5
103 − 10

= −0.375

Calculations showed that the relationship between trait Y and factor X is weak and inverse. In a
number of types of services, an increase in the share of electricity costs does not lead to a strong
influence on the overall business efficiency. IT services have the largest share of energy costs in the
overall cost structure, but their management is such that they are less concerned about the growth of
these costs. At the same time, public catering has a rank of 2 in terms of costs, but in assessing the
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impact a rank of 9. In this type of service, energy supply is involved at all stages of the value chain
from cooking to creating conditions for consumption.. The cost of electricity in this type of service is
not so high in terms of the share of total costs, but catering management is energy-sensitive. A similar
situation exists in the field of accommodation services.

In general, the energy management of Kazakhstan’s business services sector is more heterogeneous
than in production. Non-volatile control models and energy-sensitive models are used, where electricity
takes part in the chains of creating the material and emotional value of the service. Such industries
(food, accommodation, and recreation) have not yet developed an effective energy management model.

Energy management at the enterprise level is formed not only under the influence of industry or
territorial factors, but is also largely determined by the dimension of the business. During the study,
an assessment was received of 83 microbusiness entrepreneurs, 817 small businesses, 348 medium-sized
enterprises, and 100 large business companies. Electricity costs have a steady tendency to decline in
proportion as the enterprise grows. The share of electricity costs in large business is three times less
than at the initial stage of development, i.e., in microbusiness (Figure 5).

 

9.50%

7.60%
6.90%

3.20%

micro business small business medium business
big business

0.00%

1.00%
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8.00%

9.00%

10.00%

Figure 5. The portion of electricity costs for a business of various sizes. Source: personal elaboration.

5. Discussion

As the study showed, for small businesses, the cost of electricity is more significant, because
enterprises do not have efficient energy management models. Large enterprises build their own
energy management models taking into account international experience and global influence factors.
The state provides for the requirements to introduce energy management systems in enterprises
consuming more than 1050 tonnes of oil equivalent per year, while ISO 50001 was chosen as the main
energy management standard, for which the corresponding state standard was adopted and approved.

Small-and medium-sized enterprises need help in mastering energy-saving models. According to
the estimates of Kazakhstan Institute for the Development of Electric Power and Energy Saving (JSC),
on average, enterprises can reduce energy consumption by 10% by budget organizations and small
businesses up to 40%.

In addition to direct production costs, enterprises in Kazakhstan bear the additional administrative
burden of providing electricity. In the Doing Business—2019 rating, Kazakhstan took 67th place [46] in
terms of connection to the energy supply system. Every fourth entrepreneur noted the strong impact
of cost costs in obtaining permits from the state (monopolists and the quasi-public sector) and in the
process of state control. Our studies show that, in addition to the costs directly related to the payment
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of energy consumption services, business entities have to bear serious financial costs for obtaining
additional services of monopolistic enterprises.

In the course of a survey of specialists from companies conducting financial and/or accounting,
the following types of additional services of natural monopolies holder (NMH) in the energy sector
were found and analyzed:

• connection (disconnection) of electrical installations to electrical networks of energy-transmitting
organizations;

• connection to heat networks of an energy transmission (energy producing) organization;
• connection of electrical installations to electric networks of energy-transmitting organizations of

NMH according to the requirements reflected in the technical conditions of NMH;
• connection of heat consumption systems to heat networks of a power transmission (energy

producing) organization according to the requirements of technical conditions for connecting heat
energy consumers issued by NMH;

• obtaining permits from NMH when carrying out work related to changing the electricity
metering scheme;

• payment of the costs of extraordinary verification of a commercial meter for electric energy
for connection (if the consumer is disconnected for violation of the terms of the power supply
agreement);

• payment of the costs of extraordinary verification of a commercial water meter and connection (if
the consumer is disconnected for violation of the terms of the contract);

• payment of costs for the extraordinary verification of a commercial meter for thermal energy
and for connection (if the consumer is disconnected for violation of the terms of the heat supply
agreement); and

• costs associated with obtaining information about the availability of free capacities of natural
monopolies (information costs for electricity, heat, and water).

The administrative burden for energy is not only an extensive list, but also a large variation in
prices for similar services. The authors carried out a secondary grouping of the cost of services for
connecting to the elements of the electric grid infrastructure (Figure 6).

 

Connection (disconnection) of electrical installations to …

Connection of electrical installations to electric networks 
of energy-transmitting organizations of CEM according …

Obtaining permits during work related to changes in the 
electric energy metering scheme

Payment of the costs of extraordinary verification of a 
commercial meter for electric energy for connection (if …

Costs associated with obtaining information about the 
availability of free capacity in the subjects of natural …

0% 20% 40% 60% 80% 100% 120%

1 -2 level 3-5 
level over 6 level

Figure 6. Cost of services for connecting to elements of the power grid infrastructure. Source:
personal elaboration.

Data on the cost of services were brought to six conditional levels. The first level at the time of the
assessment was 20 thousand tenge (equivalent to 64 dollars at the rate in April 2017). The third level is
from 300% to 500% of the first level, while the sixth level includes costs exceeding the initial level by
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six times or more. According to the article “Obtaining permits from NMH when carrying out work
related to changing the electricity metering scheme” for 10% of entrepreneurs, marginal costs were
35 times higher than the services that 80% of enterprises received at the base cost.

We did not set a special goal to investigate the problem of corruption, but Petrenko et al. [45]
indicated the significant role of corruption in the economy of Kazakhstan. A special role in this context
is given to the energy sector, in which corruption can reach 75%. To a large extent, for this reason,
a significant gap in the cost of similar services across territories and entities is noted not only by the
low level of energy management, but also contains a corruption component. The study identified the
costs of enterprises associated with corruption costs (Table 7).

Table 7. Corruption costs.

Transactional Corruption Costs
Answers “Affects Strnogly”. %

Production Services

Bribery to the officer of state 13% 16%
Bribery to the bank representative of the second level 10% 13%

Bribery to the representative of natural monopoly holder (NMH) 10% 9%

Source: personal elaboration.

The costs incurred by enterprises under the article “Obtaining permits from NMH when carrying
out work related to changing the electricity metering scheme” averaged 277.5 thousand tenge
(890 dollars) according to the calculations for the year; 446.5 thousand entities used the service
and incurred cumulative costs of 123.9 billion tenge (397 million dollars). According to experts,
this service should be completely canceled. Connection (disconnection) of electrical installations to
electric networks of energy-transmitting organizations on average in the republic costs 183.3 thousand
tenge (588 dollars); it was proposed to reduce it by 50%, which would lead to a reduction in costs of
41 billion tenge (131 million dollars).

According to the maturity model of energy management [47], the matrix indicators—”Awareness,
knowledge, and skills”, “Methodological approach”, “Energy characteristics of leadership”,
“Organizational structure”, and “Strategy and alignment”—at the first level are described by the values
“fragmented” and “does not exist.” The second level of the energy matrix of maturity is characterized
by “Appointment of a person responsible for energy” and “Definition of policy and public information
campaign”.

According to the results of the study, it is obvious that Kazakhstan companies can be considered
as being at the first (Initial) or, for larger organizations, possibly at the second (Occasional) level (see
Table 8).

The government of Kazakhstan also sets mutually exclusive tasks in the current period: frontal
reduction of costs while replenishing the budget. It is obvious that for state executive bodies the
need to replenish the budget will always be a priority and therefore motivates the fiscal authorities to
impose finesand other penalties in every possible case, which places an additional burden, especially
on small- and medium-sized businesses. “The Energy Conservation—2020” program, which sets
ambitious goals and whose adoption in 2013 was widely reported in the media, was relatively quietly
canceled already in 2016, which may indicate both the lack of development of the program itself and
its objective inefficiency.

In these conditions, to increase the energy efficiency of national companies, there is a need to
review the regulatory framework and enforce the abolition of all unsustainable penalties that impede
business development, since they are not only a financial burden, but also a psychological barrier.
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Table 8. Levels and dimensions of maturity in EMMM.

Level Maturity Measurement

Awarness,
knowledge,

skills

Methodological
approach

Energy
characteristics of

leadership

Organizational
structure

Strategy and
alignment

5 Optimized Optimized and used Optimized and used Optimized and used Optimized and used

4 High-technology Energy management
system used

Improved, Stable
and Used

Improved, Stable
and Used all justification

3 considerable
progress

project-based
approach in usage

Standardised and
used project organization

Considerable
progress (general

progress)

2 Basic
Random

Identification
Intervention

Basic
Appointment of a
responsible person

for the energy sector

Policymaking and
Public Information

Campaign

1 Segmental It does not exist It does not exist Scattered
(nonexistent) It does not exist

Source: [47].

Thus, the conclusions obtained in this article suggest a further study of the resulting phenomenon,
which is characterized by:

1. Small business interest in developing energy management and improving corporate
energy efficiency.

2. The declarative interest of the state and a small movement in the real implementation of the
model of energy management systems (ISO 50001: 2011), which is a guide for organizations.
Additionality in the world division of labor, world trade and, therefore, global competition suggests
the possibility of further research on obtaining non-trivial conclusions for national enterprises.

6. Conclusions

The national economy of Kazakhstan is characterized by high energy intensity. The main gross
product is created in the sectors of mining, oil and gas production, and metallurgy. Labor productivity
in industry remains low, and the state protects domestic producers by various measures. It must be
recognized that the domestic market of Kazakhstan is quite limited, which makes it less attractive for
international companies with high labor productivity, thus protecting national producers. However,
national producers need to increase labor productivity by improving the quality of the workforce.
Kazakhstani workers and specialists still do not have the necessary competencies that can generate
internal resources for productivity growth and cost reduction. Therefore, rational management
practices are needed to maintain long-term energy efficiency gains. The GDP of Kazakhstan is
produced with unreasonably high energy costs. There are significant and clear opportunities to reduce
energy consumption in industry, transport, and utilities. In this context, Kazakhstani business lacks
the necessary level of productivity to compete internationally. Therefore, any increase in costs not
absorbed by productivity growth puts enterprises at risk and, when significant, has a negative impact
on the national economy. In turn, the task of productivity growth lies in the plane of technological
restructuring of production. As long as production uses obsolete tangible assets, productivity will be
low and costs excessive. Kazakhstani industry needs renovation of fixed assets and the government
should stimulate introduction of modern energy-saving equipment.

The materials in this article expand the analysis of previously conducted studies that determined
that research on production costs should be conducted separately by industry [45]. A significant part
of production energy costs is unproductive. Sale of energy on the Kazakhstan market is carried out on
a monopoly basis by quasi-public suppliers on an overestimated tariff [48].

The Government of Kazakhstan in the current period sets mutually exclusive tasks: frontal cost
reduction and budget replenishment. The need to replenish the budget motivates fiscal authorities to
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impose fines, and other penalties in every possible case, and this places an additional burden, especially
on small- and medium-sized businesses. It is necessary to revise the regulatory framework and abolish
all irrational penalties that impede the development of a business at such a critical time, being not only
a financial burden, but also a psychological barrier.
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Abstract: The deployment of renewable energy sources (RES) is considered to be an important
objective for the energy sector in the European Union (EU). The EU Directive adapted in 2009 fixed
mandatory national targets for the use of renewable energy in transport as well as for the share of RES
in the gross final energy consumption. Contrary to previous studies, this paper does not examine the
link between the RES and economic growth but rather focuses on real gross domestic product (GDP)
and the implementation of national renewable energy targets. We employ panel data models for the
case of the EU-28 countries covering the period between 2007 and 2017 that yield a low and positive
relationship between the impact of GDP per capita and the share of RES in the final consumption.
Our results show that there is a significant causality only from real GDP per capita to the share of
renewable energy in final consumption, marking the potential of developed countries to consume
more RES. We list some groups of countries according to these variables using a cluster analysis
approach. Starting from the proposed panel data models, we constructed the scenarios for the 2020
for various shares of RES and different EU Member States. Overall, it appears that more attention
should be attributed to policy proposals in which funding opportunities would be dependent on the
achievements of national targets and economic benefits should be given to countries with very good
performance in achieving high shares of renewable energy in their final energy consumption.

Keywords: renewable energy sources; energy consumption; GDP per capita; European Union

1. Introduction

One important global concern nowadays is related to the adverse effects of the climate change
and to the belief that it should be stopped. One of the solutions for this impending problem is the
reduction of the emissions of greenhouse gases (GHG) that could be made by replacing the fossil fuels
with renewable energy sources (RES) [1]. There are infinite sources of energy on Earth represented by
the sun, wind, stream, and sea that could protect the environment and reduce the emissions of GHG.
Moreover, prior to the Industrial Revolution, all energy was obtained from renewable sources, which
supports the hypothesis that energy is an important input factor for production. However, due to the
growing demand for energy in the 21st century, better technology should be used to exploit RES and
provide energy at a lower price.

The EU emissions trading system (EU ETS) is an important tool for reducing the level of GHGs
and it represents an important part of the EU’s policy for managing climate change. This system is
applied in the EU countries, including United Kingdom, but also in Norway, Liechtenstein, and Iceland.
It established limits for the emissions from airlines between these countries and from more than
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11,000 installations that intensively use energy. Some targets were proposed for 2020 and for 2030.
The target for 2020 will be surpassed (emissions in the targeted sectors are by 21% lower than the
level in 2005), while the target for 2030 was raised to 43% compared to 2005. The EU ETS rules were
revised in 2018 to allow power sector and industry to implement innovation and make investments for
low-carbon transition. Moreover, free allocation of allowances continued to ensure competitiveness
and to reflect technological progress. The Market Stability Reserve was reinforced and the pace of
annual reduction in allowances was fixed at 2.2% starting from 2021.

The concern about a sustainable future and the use of RES is also prevalent in the European Union
(EU). Here, renewable energy could be obtained from various sources with each country having a
dominant source. For example, one could find wind turbines in Germany, hydro power plants in
Austria, nuclear power plants in France, biomass in the Netherlands, wind power in Denmark and in
the North Sea [2]. In general, there are two types of renewable energy sources in existence:

- Traditional RES (e.g., hydro energy, or biomass);
- New renewable sources (solar, wind, geothermal energy, etc.) [3]

The energetic potential of the European Union and the consumption of renewable energy
considerably affect its economy and, consequently, the standard of living for all its citizens. In addition,
the energy strategy developed by the EU focuses on more directions that should be analyzed in the
frame of sustainable development:

- securing the energy supply and costs;
- ensuring that energy costs do make Europe less energy dependent;
- protecting the environment and mitigating climate change;
- improving energy networks [4].

RES should be analyzed from a macroeconomic point of view, given the fact that sustainable
development is a goal of the EU. In this context, all sectors of the economy should converge
to an evolution that supports the pillars of sustainable development (economic development,
social development, and environmental protection). At a macroeconomic level, one should focus on
the relationship between output and aspects related to RESs that might support economic growth
which constitutes a goal for any given economy. Therefore, our research question is related to the role
of RESs in supporting economic development. GDP per capita is considered a good proxy for the
economic development that also determines the standard of living in any given country. Within this
context, the main objective of our paper is to study the share of renewable energy consumption in
relation to the GDP per capita in the EU in the period 2007–2017 using a panel data approach that can
also capture the differences between the countries in an overall framework.

Apart from the connection between RES and the economy, RES could be linked to the environmental
challenges. An important issue is related to RES volatility. This issue is determined by the nature of
the RES technologysince RES can only produce electricity when the wind is blowing and the sun is
shining. According to Sinn, the best strategy to buffer the RES volatility supposes demand management,
pumped storage, and structures that retain traditional plants and grid expansions [5]. Pumped storage
plants ensure a better energy management. Big storage needs are required by the volatility of power
consumption. Nuclear power plants and lignite plants might also be used to address volatility.

An important advantage of the renewable energy is related to the reduction of harmful emissions.
This type of energy has the capacity to decrease the greenhouse gas (GHG) emissions. However, a more
stable legal framework and supportive financing conditions should be ensured [6].

A European Directive adapted in 2009 prescribes the implementation of the National Action Plans
for renewable energy (National Renewable Energy Action Plans-NREAPs) that was submitted by all
the EU Member States to the European Commission (EC) [7]. The Directive provides details about
the policy of regional planning, facilitating and equal access to electricity, nature and environment
protection, requiring a fast adaptation to the new energy sources. Each EU country established own
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targets to introduce legislation for achieving the required goals. All EU Member States must customize
the existing regulations of established goals [8].

The European Central Bank (ECB) supports investment in renewable energy projects, while
commercial banks finance mature technologies that present less risk (e.g., wind farms). The EU funds
are also allocated to the research and development of the new technologies and test of the energy
potential of these technologies, innovation in technological processes, smart grids, and pilot plants [9].

Article 194 of the EU Treaty makes RES development and promotion the key objectives for the EU
energy sector. Moreover, Directive 2009/28/EC fixes mandatory national targets for the RES shares in
transport and in the gross final energy consumption [10]. These mandatory national targets correspond
with the EU’s objective of reaching the 20% of RES in the gross final energy consumption by 2020 and
at least 10% of transport fuel production covered by the renewable sources.

The development and promotion of energy savings and energy efficiency should be achieved in
cooperation with the EU Member States and third countries (Directive 2009/28/EC). A progress report
with information on the promotion and utilization of RES should be delivered by each EU country
once every two years [11]. By 2030, the share of RES in the gross final energy consumption should
increase to a minimum of 27% as the 2030 Climate and Energy Policy Framework stated. In the Energy
Union strategy, renewable energies contribute to the decarbonisation of the energy system. The EU
Cohesion Policy (2014–2020) makes investments of EUR 29 billion in sustainable energy which include
renewable energy, energy efficiency, smart energy infrastructure and innovation as well as the research
into low-carbon future [12].

In general, the renewables share in the gross final energy consumption is perceived to be one of
the main indicators of the Europe 2020 target. It indicates the degree of the utilization of renewable
energy and the extent to which fossil and/or nuclear fuels were substituted by RES on the way to the
EU decarbonisation. Several EU Member States already reached this target before 2020 while the others
are aiming at achieving it by 2020 [13].

The final energy consumption in the EU Member States relies upon such factors as economic
development, structure of energy system, and the availability of RES. Eurostat [14] defines energy
consumption in a number of ways at the national levels.

The gross final energy consumption is defined as the energy used by the end consumers plus
the self-consumption of power plants and grid losses. The Renewable Energy Directive (2009/28/EC)
estimates the gross final energy consumption as a sum of energy commodities intended for energy
purposes and aimed at the final consumers (transport, services, industry, households, agriculture,
and fisheries and forestry), consumption of heat and electricity by the heat and electricity production
sectors, as well as losses of heat and electricity during the distribution and transmission [15].

Gross inland consumption represents the amount of energy required for covering the inland
consumption of a given region. Gross inland consumption consists of primary product receipts,
indigenous production, direct use from imports, stock changes. However, exports and international
marine bunkers are not included. Gross inland energy consumption describes the overall energy
demand of a region or a country. It represents the volume of energy for satisfying inland consumption
of the analysed region. Gross inland energy consumption includes the final energy consumption by the
end users, consumption by the energy sector, transformation and distribution losses, and the statistical
differences [16].

Most of the previous papers covering the research on this topic address the energy consumption
in relation to the other macroeconomic indicators. However, the analysis of the share of RES and their
consumption in final consumption of energy was not carried out a lot before. This indicator (which is
defined by Eurostat) is computed at the final gross energy consumption, including the final energy
consumption. Our analysis provides some new insights since it offers the empirical evidence on the
share of renewable energy consumption in relation to the GDP per capita. To be best of our knowledge,
the majority of the previous studies connected the indicator only to the economic growth and neglected
the connection between the share of renewable energy consumption and the GDP per capita.
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From a certain economic point of view, the differences in RES supply are explained by the regional
gaps in costs. For example, wind is cheaper on coastal regions and in the Northern Europe, while
PV has comparative advantage in the South. Regions with more forests can provide cheap biomass.
Regions with mountains and lots of moving water ensure cheaper hydro. Without omitting these
regional gaps, our paper does not focus on regional gaps since official regional data are not available
for assessing economic costs. We focus on the relationship between the real gross domestic product
(GDP) per capita and the share of renewable energy in final energy consumption because these data at
national levels are available.

Our paper is organized as follows: Section 2 provides details on theoretical background with
references from the research literature, while the methodology and the empirical model are presented
briefly in Section 3. In Section 4, we report the results of the empirical model estimations. Section 5
provides some relevant comments and insights on the obtained results. Finally, in the last section
(Section 6), we present conclusions, implications, and highlight pathways for further research.

2. Literature Review

In sum, final energy consumption from all available resources consists of RES, as well as oil
products, gas, solid fuels, nuclear heat, electrical energy, and waste. It embraces the total energy
consumption in the transport, industry, and other energy sectors [17]. Final energy consumption from
RES includes solar energy (photovoltaic, thermal, and concentrate), wind energy, hydroelectric power,
geothermal energy, tidal power, biofuels, as well as the renewable part of waste.

EU Member States closely watch the final energy consumption from all traditional and renewable
sources in order to assess the 40% GHG emission reduction by 2030 target [18]. This commitment
makes the EU states to introduce different measures aimed at encouraging the deployment of RES.

With regard to the above, Sadorsky described two empirical models for assessing the relationship
between the consumption of renewable energy and income in the emerging economies [19]. He detected
a cointegration relationship and demonstrated that the real per capita income growth yielded a positive
and significant relationship with the per capita renewable energy consumption. He confirmed that if
the real income per capita rises by 1% in the long run, the renewable energy per capita consumption in
the emerging economies also rises by 3.5%.

There is a plethora of studies [20–28] that focus upon the relationship between renewable energy
consumption and different macroeconomic variables applying various perspectives and methodologies.
More studies investigated the connection between RES and economic growth mainly attributed to the
GDP. The majority of these papers revealed a long-run relationship between economic growth and the
volumes of used RESs. Few publications showed the significant role of RES to economic growth or
attempted to determine the variables that stimulate the others. In most of the cases, GDP acts like
dependent variable, while RES consumption, labor force gross and fixed capital formation (GFCF) are
the most frequent predictors (see Svenfelt et al. [29], Aslan [30], Sasana and Ghozali [31] or Destek and
Aslan [32]).

Some of the papers mentioned above came up with a renewable energy sustainability index
which was computed for the EU-15 countries with various levels of the final energy consumption
and economic development [20]. Another interesting study focused on studying the per capita
energy in the case of 19 Eurozone countries [21]. Moreover, there are many studies explaining the
relationship between the energy consumption and a number of macroeconomic indicators, such as the
economic growth (in the case of EU-28 countries [22], new EU member states [23], Gulf Cooperation
Council (GCC) countries [24], 42 developing countries [25], leading countries with the highest shares
of RES in the entire world [26], a sample of the 15 ex-Communist countries [27], nine South and
Southeast Asian countries [28], China [33], Algeria [34]), capital and labour (new EU member states [35]),
technological innovation (China [36]), urbanization (China [37]), carbon dioxide emissions and financial
development (Gulf Cooperation Council (GCC) countries [38]), residential sector [39]). Liddle and
Lung [40] identified few groups of countries according to energy consumption and GDP using data for
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countries with different degree of development. In a previous study, a comparison between all EU
countries according to their share of energy from renewable sources in gross final consumption was
made using different mathematical models [8]. The countries’ performance appears to be different:
Finland and Sweden reached their target for the gross final energy consumption, while in the same
time Denmark, Austria, and Latvia reached the 2020 target for the share of energy obtained from RES
in their gross final consumption. Some EU countries have minimum changes to achieve the 2020
targets (Netherlands, Luxembourg, France, Belgium, UK). Other studies provided forecasts on energy
consumption considering based on the relationship with economic growth, import, export, financial
development, and capital in Japan [41], or China [37].

The different effects of renewable and non-renewable energy consumption are considered in the
case of OECD countries [42], some OIC countries [43], and China [44]. The benefits of renewable
energy technologies are mostly analysed for emerging countries [23].

We used GDP per capita as a proxy for economic development while other studies employed
other variables: economic growth [22–25] and GDP [19]. We employ the share of renewable energy
consumption in final energy consumption, while other studies proposed other proxies for the renewable
energy consumption: gross final energy consumption [8], renewable energy consumption [19], per capita
renewable energy consumption [20], or the and renewable energy sustainability index [21].

Considering the EU Commission’s commitment to increase the share of RES consumption in
the final energy consumption, the objective of our paper is to analyse the evolution of the share of
final energy consumption from RES in the connection with the GDP per capita used as a measure of
living standard and income in the EU between 2007 and 2017. Even though the advantages of RES
for the environmental protection and reduction of GHG emissions are quite obvious, our research
investigates the impact of GDP per capita (as the independent variable) on the share of renewable
energy consumption in the final energy consumption (dependent variable). We achieve this by carrying
out the empirical research in two main directions: i) the explanation of the share of the renewable
energy consumption in the final energy consumption based on the GDP per capita using panel data
models and checking Granger causality on the stationary panel data, and ii) the study of the groups of
the EU countries according to their share of the renewable energy consumption in the final energy
consumption using the cluster analysis.

3. Methodology and Empirical Model

As described above, in this paper we focus on the share of RES in the final consumption relative to
the real GDP per capita in all EU-28 countries. Our empirical approach is based on two main methods:
(i) different panel data models that contain a study of the causality in the panel, and (ii) cluster analysis
aimed at unveiling the groups of countries grouped by their shares of renewable energy in the final
consumption and their levels of economic development expressed by the GDP per capita.

In order to achieve that we employ some traditional panel data models: fixed-effects model,
random-effects model, and the model based on generalized estimating equation (with the latter being
used to describe the structure of the within-panel correlation). The last model corresponds with a
population-averaged (or marginal) model from the panel-data literature.

The fixed-effects model can be presented in the following general form:

Yit = α + X1
it·β1 + . . . + XK

it·βK + μi + νit (1)

where Y is the dependent variable, X—exogenous variables, i—index for country, t—index for year,
νit—idiosyncratic error, and μi—the error term for cross-sections

Here, the fixed-effect model makes the following assumptions:

- unobservable individual effects are seen as the fixed parameters;
- the exogenous variables are uncorrelated with idiosyncratic error vit, but correlated with fixed

individual effects;
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- independent and identically distributed idiosyncratic errors vit(iid(0, σ2v)).

In addition, the random-effects model has the following assumptions:

- unobservable individual effects are seen as random variables;
- the exogenous variables are uncorrelated with idiosyncratic error vit or with individual effects;
- independent and identically distributed idiosyncratic errors vit (iid(0, σ2v)).

For one explanatory variable, the model can be presented as follows:

Yit = α + Xit·β + μi + vit (2)

We compute the mean time as the following:

average(Yi.) = α + average(Xi)·β + μi + average(vi) (3)

With the difference between the two equations above calculated as follows:

Yit − average(Yi.) = (Xit − average(Xi))·β+(vit −average(vi.)) (4)

It becomes apparent that this internal transformation is required for computing the fixed-effect
estimator. We apply the least squares method in the model (4) to determine the estimators for
β with fixed effects. In addition, we check the Granger causality in panel data starting from the
following regression:

Yit = αi +
∑

Yi(t-k)·βik +
∑

Xi(t-k)γik + εit (5)

It is established that the data series for the two variables for which the causality is checked have
to be stationary. The coefficients have to vary across countries (in this case, t is the index for time, i is
the index for countries) however otherwise remain constant over time. The lag order is K and it does
not change remaining the same for all the countries in the balanced panel. We employ the Granger
causality test for identifying the significant effects of the previous values of one variable on the actual
values of the second variable. The null hypothesis can be represented as follows:

H0: γi1 = γi2 = . . . = γiK = 0 i = 1,2, . . . ,N; (6)

where N represents the number of cross-sections (in this case, countries)
We employ the cluster analysis for classifying the groups of countries by the GDP per capita

and their shares of RES in their final consumption. In order to do so, we apply a non-hierarchical
classification with K-mean clusters. The k-average method starts with the k values that are used to
form the groups. The distance to the cluster is determined based on the Ward method that can be
explained as follows:

- for each variable, the sum of the squares for deviations of each country in the cluster from average
is calculated, in order to minimize the square of error squares (for example, to minimize the loss
of information);

- at any step, the pair of countries that could be joined in a particular cluster is analysed and the
pair are unified as to have minimum loss of information.

We do not possess a strong statistical criterion in order to compute the number of clusters that
should be considered with a certain probability. Thence, we select the optimal number of clusters
based on the aspects such as: results of variance analysis, theoretical motivation, previous utilisation
of non-hierarchical methods, and graphical representation of the countries. The k-means methods are
carried out following the four consecutive steps:

(1) k initial classes are considered (there is one class for each country);
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(2) a country is relocated in that cluster for which the average is the closest;
(3) the average is recomputed for the two clusters in which that country was;
(4) the previous two steps are redo until changes are made.

4. Model Estimations and Results

Our approach uses the share of renewable energy in the final consumption (%) as dependent
variable and GDP per capita (constant 2010 US dollars) as independent variable. The data on these
variables was collected for the sample of the EU-28 countries covering the period 2007–2017. The RES
share of renewable energy in final consumption data was obtained from Statista, while the data on
GDP per capita values was collected from the World Bank.

All EU countries registered a tendency for the growth in the GDP per capita in the period
2007–2017. However, Greece faced some difficulties in 2016 when GDP per capita decreased by 2.47%
compared to previous year, but the increase was resumed in 2017 when GDP per capita grew by 2.03%
compared to 2016. The austerity measures brought Greece into one of the deepest economic depression
in its entire modern history. The hard austerity is also supported by the improvement in primary fiscal
balance by more than 14% of GDP in the period 2009–2017 despite the economic recession. The Greek
economy returned to its growth only in 2017. As expected, Luxembourg registered the highest value
for GDP per capita in 2015. This country has the most competitive economy in the world due to
diversified industrialization and intensive export.

Our two main objectives were reached by using the following empirical analysis:

- Investigating the relationship between the share of renewable energy in final consumption
(dependent variable) and the GDP per capita (explanatory variable) using panel data models and
the Granger causality;

- Classifying groups of the EU-28 countries according to their share of renewable energy in final
consumption and GDP per capita in 2007–2017.

In the beginning, the panel data were checked for stationarity and the Levin-Lin-Chu showed
stationary data for both variables at 10% level of significance. Then, we constructed more panel data
models in order to explain the RES shares in the EU-28 final consumption during 2007–2017, as we
can see in Table 1. Random-effects and fixed-effects models, as well as generalized linear model were
applied. All the models confirmed that an increase in the GDP per capita by one unit determined
an increase in the RES share in the final consumption by almost 0.0005 percentage points. To put
it differently, an increase in the GDP per capita by 10,000 constant 2010 US dollars is necessary to
increase the share of renewable energy in the final consumption by 5 percentage points. This result
showed that some other factors have to influence the growth of the share of renewable energy in the
final consumption maintaining the concern for the growing GDP per capita. These factors might be
represented by: progress in the transport sector, market conditions (costs, resource availability, diversity
etc.), policy decisions, including the financial support to make renewable energy cost-competitive.
We introduced covariates like degree of urbanization and environmental taxes as a share of GDP as
covariates in the model, but these variables did not have a significant impact on the dependent variable
(the share of renewable energy in final consumption).

Nevertheless, the Granger causality test on stationary panel data showed that the real GDP per
capita was an actual cause for changes in the share of renewable energy in final consumption. Moreover,
the increase of RES in the electricity did not cause an increase in the living standard in the EU-28
countries (with a GDP per capita used as a proxy). The Granger causality test is run on stationary data
sets at 5% level of significance and the results are presented in Table 2. If p-value is lower than 0.05,
the null hypothesis is rejected. In this case, the p-values are higher than 0.05 and the null hypothesis is
not rejected in both cases.
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Table 1. Panel data models to explain the share of renewable energy in final consumption in the EU-28
countries (2007–2017).

Variable
Generalized Estimating

Equation
Random-Effects GLS

Equation
Fixed Effects (within) Regression

Coef. Chi-square
stat. p-value Coef. Chi-square

stat. p-value Coef. Chi-square
stat. p-value

GDP per capita 0.0005 8.22 0.000 0.0005 8.80 0.000 0.00049 7.80 0.000
Constant 2.536 0.84 0.400 0.976 0.56 0.574 3.132 1.15 0.251

Own results.

Table 2. Granger causality test to check the relationship between the share of renewable energy in final
consumption in the EU-28 countries and GDP per capita (2007–2017).

Hypothesis Chi-Square Prob.

Share of renewable energy in electricity does Granger cause GDP per capita 2.307 0.3155
GDP per capita does Granger cause share of renewable energy in electricity 3.039 0.218

Own results.

It becomes apparent from Figure 1 that Sweden remains the country with the highest share of
RES in the final consumption in 2007 and 2017. It is followed by Latvia in 2007 and Finland in 2017.
Malta had the lowest share of renewable energy in electricity in 2007 (0.2%), followed by the UK with a
share of 1.5% in 2007. However, after 10 years, all the countries improved their share of RES in the
final energy consumption.

 

Figure 1. Share of renewable energy in final consumption in 2007 and 2017 in the EU-28 countries
(blue-2007, orange-2017). Source: Own results.

More groups of countries were identified according to share of renewable energy in the final
consumption and GDP per capita (Tables 3 and 4) in 2007 and 2017.
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According to Table 3, two groups of countries were identified based on the values of the share of
renewable energy in the final consumption in the EU-28 in 2007 (the k-means method was used to
build the groups). The first group includes countries with high shares of renewable energy in the final
consumption: Austria, Croatia, Portugal, Latvia, Finland, and Sweden. For these countries, the share
is more than 20%, the highest share being registered by Sweden (42.7%) [45].

More than 50% of the energy used in Sweden is based on the renewable energy sources. In 2012,
this country achieved the target of 50% that was established by the government for 2020. Sweden
is the country that succeeded in combining high energy consumption with low carbon emissions.
This performance is due to the rich supply of moving water and biomass. The most used renewable
sources in Sweden are water, mostly for electricity production, and bioenergy mostly for heating. Austria
is the first European country in hydropower utilization, offering a dynamic business environment to
innovative firms. Bioenergy is the most important renewable energy source in Austria [46]. Sweden
promoted renewable electricity by applying a subsidy scheme, quota system, and specific tax regulation
mechanisms. Renewable heating is stimulated in Sweden by the tax exemptions. The same incentives
are used in transport sector for promoting the use of biofuels. In Sweden, electricity generation systems
have to be connected to the grid. Companies in the field are obliged to connect a heating plant. In case
of lack of any agreement, the operator of district heating network has to ensure usual grid access to this
heat generation plant. In the domain of wind energy, Sweden promotes policies for the construction,
installation and utilization of RES installations.

Biofuel (wood) appears to be the most crucial individual energy source in Finland. The expansion
of this source might be due to the waste wood from the forest industry and burning of its by-products.
In the total energy consumption, the wind power has a low share in Finland, lower than biofuels in road
transport [47]. Quota system is also applied in Finland in transport sector. Cost effective development
of RES in Finland is promoted by tender based premium scheme. Moreover, state subsidies are offered
to enhance the investment in RES. “Heat bonus” is provided for CHP plants based on wood fuel and
biogas. Policies were developed to support the acquisition and utilization of RES installations.

In Portugal, renewable source that produced more electricity is represented by wind, being
followed by water, sun and biofuels [48]. The consumption of electricity based on hydropower is
conditioned by weather conditions. A feed-in tariff (FiT) is used in Portugal to promote electricity
from renewable sources from plants. Tax exemption applies to small producers of biofuels and quota
system is used for biofuels. What concerns the access of electricity from RES to grid shall, priority is
given to this type of electricity to the detriment of traditional one, excepting hydro plants having a
capacity higher than 30 MW.

Croatia stipulated that the share of renewables in gross final consumption of energy would reach
20% by 2020, but this target was already surpassed before 2020. In Croatia, wind and solar PV energy
developed faster than hydropower and solar thermal [49]. A guaranteed feed-in tariff and a premium
tariff are used in Croatia to promote electricity from RES. Special provisions are assigned to electricity
from wind power plant. RES installers benefited from a training program to promote electricity and
heating based on RES.

Latvia has hydropower and biomass as its most frequently used renewable energy sources.
However, wind power and solar energy should be developed more in the future. A complex support
system is applied in Latvia to promote electricity based on RES. This system includes quota system,
feed-in tariff, and tenders. However, high suspicions of corruption eliminated the feed-in tariff since
January 2020. Two policies were implemented to support the installation and utilization of RES
installations. Different tax benefits are assigned to cooling and heating based on RES. Companies are
obliged to sell diesel and oil mixed with biofuels.

In 2017, Finland does not appear anymore in the group of countries with the high share of
renewable energy in the final energy consumption. However, considerable progress was made by
Denmark, Romania and Lithuania. Denmark is among the countries of the world with the highest
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consumption of energy coming from wind power, while hydropower still needs exploitation in this
country [50].

The natural potential of Romania in producing and consuming energy based on renewable sources
is justified by its geographic location and climate. The sources are represented by the biomass resources
that account the highest share in renewable energy consumption, wind and solar PV power plants,
wind with opportunity to build offshore wind farms, and the solar potential [51]. Romania uses quota
system to promote electricity from RES. The financial support for the new installations in this field
ceased at the end of 2016 because of significant financial losses registered by producers. Emergency
ordinances were emitted to eliminate legal uncertainties and to promote transparency of the support
scheme based on Green Certificate. Other policies promote RES-H infrastructure development and
training programs for RES installers.

Starting from the proposed panel data, some scenarios were made for the share of renewables
in gross final consumption of energy in 2020. The final scenario is an average of the scenarios
corresponding to the three panel data models. For providing the forecasts for the share of renewable
energy in the final consumption, we used predictions for GDP per capita for 2020 made by Trading
Economics (see Table 5).

Table 5. Scenarios for the share of renewable energy in final consumption (%) in the EU-28 in 2020.

Country Share of Renewable Energy in Final Consumption in 2020 (%)

Austria 37.6
Belgium 8.8
Bulgaria 20.1
Croatia 33
Cyprus 10.7

Czech Republic 16.7
Denmark 33.2
Estonia 30.5
Finland 44.3
France 17.3

Germany 16.1
Greece 16.7

Hungary 15.7
Ireland 11.2

Italy 18.9
Latvia 40.1

Lithuania 27.4
Luxembourg 6.6

Malta 6.8
Netherlands 7.2

Poland 13.3
Portugal 29.5
Romania 27.3
Slovakia 14.1
Slovenia 25

Spain 18.8
Sweden 56.7

UK 9.6

Own results.

As we initially expected, many countries are going to have difficulties in achieving the required
EU targets. An increase in the share of renewable energy in final consumption is expected in 2020
compared to 2017, but other measures are necessary to accelerate the growth. Countries that have
already achieved the targets will continue to yield increase, but low performers need to revise the
measures to achieve the national targets.
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5. Discussion of Results

RES play a strategic role in the European sustainable agenda. This paper comes up with the
quantitative analysis that might be useful for the decision-makers. Usually, the performance of RES is
evaluated by benefits related to the environment protection and less to the GHG emissions. However,
these effects should also be analysed by the means of real GDP per capita. The validity of our results is
confirmed using the historical data as well as some advanced statistical methods. Our work stresses
the importance of using larger amounts of RES for improving the living standards [52–57].

The EU countries were divided into two groups with respect to their share of renewable energy
in the final energy consumption. This research indicates that two urgent measures should be taken.
One measure might be a policy action to support the expansion of RES in the countries with the lower
shares of renewable energy in the final energy consumption. The second measure should emphasize
that RES and energy efficiency determine the evolution to a low-carbon society. The levels of energy
based on RES should be in accordance with the citizens’ and firms’ needs from the economic point of
view, without neglecting the environmental effects.

One important strategy for the EU is to lower the final energy consumption. This represents an
objective that might be reached by improving the energy efficiency and increasing the share of RES in
final energy consumption. If the final energy consumption is reduced, the other goals are achieved:
progress in sustainable development, more environment protection, less global warming, and the
decrease in the dependence on energy imports.

Our main outcome is that EU’s energy consumption based on RES has been continually and
significantly growing. This represents the fact that made us to accept the decrease in the traditional
energy consumption, which might arrive below the established target in 2020. Even if the EU countries
increased their share of the renewable energy consumption in their final energy consumption, there
would be different patterns for various European countries.

Therefore, every EU country established its own 2020 target which was based on specific
characteristics, economic performance, and the potential for the use of renewable sources in
consumption [56–58]. As a result, starting from 2007, the share of energy from RES in the final
energy consumption has been rising for all EU Member States. It becomes obvious that many EU states
have to increase their share of RES in order to achieve their national energy consumption targets in
order to comply with the EU strategy. Some changes in the national renewable energy action plans and
policies are needed without neglecting the essential support from the EU. If this is not done, the gaps
between the EU countries might intensify and only some countries would continue to increase their
shares of RES in their final energy consumption. It is apparent that the immediate consequences are
related to the distortion and fragmentation of the national energy market which might results in the
higher costs and lower usage of RES in the EU as a whole [59].

Considering the actual energy market architecture, some authors explain that the renewable energy
will be less scalable and more expensive in the future [60–65]. The established goal (100% transition to
renewable electricity sector) will not be achieved. An increase in the market share of renewable energy
required a successful co-existence between the fossil fuels and the renewable energy [66].

6. Conclusions and Implications

All in all, it can be established that starting from 2010, the increase in the renewable energy
consumption has become quite significant. This was the time when massive investments into the
development of RES were made in the EU Member States after the EU Directive that was accepted just a
year earlier. Even if all the EU Member States are following the upward trend, reaching the 2020 target
is not certain because since 2015 the investment in RES production has halted. Countries like Spain and
Belgium focused more on RES for generating their electricity with the rest of the energy consumption
based on traditional carbon fuels. Poland made important progress in the consumption of RES but
needs to develop the production from RES further to achieve the 2020 target. For Austria, Finland,
Denmark, and Sweden RES occupy an important place in their energy mix. All these countries have
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climatic conditions and lack of fossil fuel resources that impose on the society and industry the pressing
need to minimize the energy consumption. New EU commitments were established in the Directive
(EU) 2018/844/ for 2030: GHGs reduction by at least 40% compared to the values registered in 1990,
improvement in EU competitiveness, energy security and sustainability, more energy savings, and
the increase in the share of RES consumption. Within this context, consistent efforts should be made
by all EU countries. In the United Kingdom, significant efforts were made to increase the production
of RES, especially by expending the technologies for solar power, but in spite of this the EU target
seems to be far away. The uncertainties generated by the Brexit detracted the interest for the renewable
growth among Brits. The political rhetoric and practical decision-making focused more on the issue
of coal. Germany is a country that made formidable development in the consumption of fossil and
nuclear fuels, but even there problems prevail. However, the urgency of phasing out coal in Germany
has been ignored for many years. Oei et al. (2020) showed that in 2007, Integrated Energy and Climate
Programme (Integrierte Energie-und Klimaprogramm) became the main reference in climate policy in
Germany. It fixed as target the reduction of emissions by 40% in 2020 [67]. Moreover, it should be
mentioned that France and Italy experience serious issues with achieving the EU 2020 RES targets.
The Netherlands also report some problems due to the fact that its final energy consumption is largely
based on a natural gas network with the gas being cheap at the moment. Furthermore, government
RES subsidies are not attractive and are lower in comparison with the Scandinavian countries. On the
other side of the EU, Portugal pumped funding into RES, but the costs were high and prevented a high
increase in the share of energy from the renewable sources from one year to another. Czech Republic,
Hungary, and Romania all boast high shares of RES and even increased their efforts to meet the EU
targets after their EU accession in 2004.

Nevertheless, there are also some EU countries in which the RES 2020 target in gross final
consumption was exceeded: Czech Republic since 2013, Sweden and Bulgaria since 2012, Hungary
and Estonia since 2011, and Romania, Lithuania, Italy, and Finland since 2014. One important objective
of this paper was the study of the relationship between the share of the renewable energy in the final
energy consumption and real GDP per capita. Many previous studies only considered the relationship
between economic growth and (RES) energy consumption. We selected the GDP per capita instead of
economic growth because we consider the GDP per capita to be an indicator that better describes the
long-run development. The economic growth presents high fluctuations, especially in the times of
the economic crisis but the standard of living of population is more stable without high fluctuations
from one year to another. Moreover, this indicator is followed not only by all citizens, but also by
the governments and the firms. One important result following from our study is that the real GDP
per capita was a real cause for the growth in the share of the renewable energy in the final energy
consumption. This means that countries with high GDP per capita will have a higher share of renewable
energy in the final consumption. All the panel data models indicated a positive but also small impact of
GDP per capita on the share of renewable energy in the final consumption. If wealthier countries used
more RES in proportion to their total energy consumption, their energy security would be improved
and the sustainable development would be consolidated. This involves the access to more sustainable,
reliable and modern energy. The sustainability of a country has been a priority in line with the goal to
reduce the dependency on the non-renewable sources of energy.

The results of this research confirmed that higher standard of living in a country could enhance
the energy consumption based on RES. However, other latent factors could contribute to the intensive
utilization of RES in energy production and consumption. Some of these factors related to social
and fiscal aspects, like urbanization and environmental taxes, were not relevant in explaining energy
consumption based on RES. Other factors did not have quantitative measures that could be introduced
in the econometric models, but they had a strong impact on RESs. One relevant example could
be the specific policies in the field that were applied in each EU country. Appropriate policies to
promote RES were described for the countries with the high share of renewable energy in the final
energy consumption. For example, quota system is intensively applied in Sweden, Finland, Latvia,
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Romania and in Portugal only for biofuels. A feed-in tariff was implemented in Portugal, Croatia
and Latvia. In all these countries investments were made to promote the acquisition and utilization
of RES installations. Sweden obtained the best performance, because more types of incentives were
applied. Some of these incentives refer to all RESs (subsidy scheme, quota system, and specific tax
regulation mechanisms) while other ones focus on specific RESs (tax exemptions for renewable heating
and biofuels production). However, improvements should also be brought to these policies in order to
achieve the new targets for 2030.

It appears that a considerable increase in the GDP per capita is required in order to increase the
share of RES in the final energy consumption. The scenarios for 2020 revealed notorious difficulties
represented by the low performances in achieving a significant increase of RES in the final consumption
and the expectations are confirmed, since some EU countries are not capable to achieve the EU required
targets set up for 2020.

The pathways for the future research might continue in two main directions: First of all, there might
arise some policy proposals for establishing funding opportunities for the EU countries according
to the progress in achieving the national targets. Secondly, setting a rule is necessary for directing
more economic benefits to those countries with high performance in achieving the RES target share in
the final energy consumption. Following the first proposal, we should focus more on the economic,
social, environmental, political, and technological factors regarding string and weak points and the
capacity for using more RES. Following the second proposal, we should analyse more the situation of
the states with the best performance. All in all, it is necessary to evaluate the effect of more factors on
RES development: internal energy production, technological development, investment in research and
development, foreign dependence, community policies, subsidy policy, industrial know-how, as well
as citizens’ openness to doing business and protecting environment [64–80].
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25. Armeanu, D.; Vintilă, G.; Gherghina, Ş. Does renewable energy drive sustainable economic growth?
Multivariate panel data evidence for EU-28 countries. Energies 2017, 10, 381. [CrossRef]
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Abstract: This paper employs the cluster analysis to classify the energy sector into three types, namely,
technology-, capital-, and labor-intensive energy company. It then studies the interactive endogenous
relationship between R&D investment and financially sustainable performance and the moderate
effect of the executive incentive through three-stage least squares (3SLS) of the simultaneous
equations model (SEM). The results show that for the technology-intensive energy company,
an increase in the previous period in R&D investment improves the current period of financially
sustainable performance, and the improvement in the current period in financially sustainable
performance results in a decline in financially sustainable performance in the next period, which
demands an increase in R&D investment subsequently. In contrast, for the capital-intensive
energy company, R&D investment can significantly improve the financially sustainable performance
in the current period, and the improvement in financially sustainable performance can also promote
the intensity of next period R&D investment. For the labor-intensive energy company, R&D
investment depends on the company’s previous period returns, while R&D investment has no
significant impact on the financially sustainable performance in the current period and the next
period. In addition, the salary incentives for executives have a significant positive moderate effect
on the relationship between R&D investment and financially sustainable performance, especially
in the technology-intensive energy company, while equity incentives for executives do not show any
significant effect in the sample for different types of companies.

Keywords: R&D investment; financially sustainable performance; executive incentive; endogenous
relationship; energy enterprises

1. Introduction

Nowadays, the energy system in the world is mainly based on fossil fuels, nuclear energy and
hydropower [1,2]. This system has been highly resilient against external shocks over the past few
decades, but is facing a variety of challenges at present. In the wake of the 1970s oil crisis and
owing to ascending carbon dioxide concentrations in the atmosphere, concerns about the security
of supply and the sustainability of the concurrent regime are rising. In addition, after relentless
nuclear accidents in Chernobyl in 1986 and Fukushima in 2011, several countries decided to opt out of
nuclear power [3]. All of these cases expedite the on-going transformation of the energy system and
the strengthening development of renewable energy technologies [4]. One of the driving forces behind
this transformation is innovation [5]. Faced with complex environments and the changing market
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demand, the energy industry should strive to increase investment in innovations [6,7] and explore
an effective executive incentive system to enhance its core competitiveness and promote corporate
sustainable development [8].

As modern enterprises, most energy companies, however, have a principal-agent problem of
ownership-management separation. Shareholders tend to pursue high returns of technological
innovation, and realize the long-term development of companies through innovations, and finally
achieve the goal of maximizing corporate value [9]. In contrast, managers are more inclined to focus on
activities related to short-term interests such as their own salaries and benefits. Therefore, managers
are likely to avoid technological innovations in pursuit of short-term benefits due to the characteristics
of technological innovation such as uncertainty, high risk, and a long profit cycle [10]. This results
in insufficient investment in corporate R&D projects, which is unfavorable to the sustainable growth of
energy companies [11]. Therefore, how managers balance the relationship between the short-term
profits and the sustainable development becomes a main factor affecting the decision-making of
R&D investment.

The existing literature suggests that R&D investment can promote corporate financially sustainable
performance [12–14]. However, few studies focus on whether corporate R&D intensity can be
maintained, or whether current corporate performance can trigger managers’ short-sighted behaviors
such as reducing R&D expenditure. According to the principal-agent theory, managers may prefer to
have behaviors that are beneficial to their positions and interests but not for the maximization
of corporate value in an information asymmetrical environment [10]. Financially sustainable
performance appraisal is one of key indicators determining the managers’ retention [13,15]. Therefore,
the managers usually try to increase corporate profits while cutting costs to achieve current target
performance [16]. This phenomenon will undoubtedly induce managers to deliberately reduce
the current cash expenditures in R&D investment and other activities with high uncertainties in order
to achieve target financial performance, thus jeopardizing the long-term development objectives
of the company. Therefore, it is necessary to study the impact of R&D investment on financially
sustainable performance and the interactive endogenous relationship between R&D investment and
financially sustainable performance.

Managers play a leading role in innovation activities of energy companies. The effective executive
incentive mechanism is a critical factor ensuring corporate R&D investment [17]. Since managers’ return
is mainly derived from the short-term salary income and the salary income depends on the short-term
financial performance of the energy companies, managers are often not in favor of R&D projects due to
the high risks and uncertainty [18]. Therefore, it is an important choice for shareholders to implement
the executive incentive to improve the risk-taking ability and enhance the core competitiveness of
energy companies. In recent years, a lot of studies have focused on the impact of equity incentives and
salary incentives of executives on R&D investment and financially sustainable performance [19–21],
but no consistent conclusions have been drawn. In addition, there is little literature on the interactive
endogenous relationship between R&D investment and financially sustainable performance. Some
questions need to be asked. Will other production factors impact on the economic returns from point
of the view of R&D investment in the energy sector? How is financially sustainable performance
reversely reflected by the period and intensity of R&D investment? Are the moderate effects of different
types of executive incentive on the relationship between R&D investment and financially sustainable
performance consistent? Therefore, all these issues need to be further discussed to expand the research
field of innovation performance and beneficial to optimize and update the energy industry structure.

The contribution of this paper is as follows. First, this paper studies the interactive
endogenous relationship between R&D investment and financially sustainable performance and
focuses on the reverse effect of financially sustainable performance on R&D investment. This will
fill the gap of research on the effect of financially sustainable performance on R&D investment
in the existing literature. Secondly, we explore the moderate effect of different types of executive
incentive on the relationship between R&D investment and financially sustainable performance. Finally,
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the three-stage least square method (3SLS) of the simultaneous equation method (SEM) is employed
in this paper. This can not only control the endogeneity of variables but also exclude the subjectivity of
the choice of instrumental variables to make the empirical results more realistic and robust. The second
part presents a literature review and the hypotheses, and the third part contains the methodology.
The fourth part is the empirical results, and the final part is the conclusions and suggestions.

2. Literature Review and Hypotheses

2.1. Relationship between R&D Investment and Financially Sustainable Performance

The direct target of innovation investment is to obtain profits, and enterprises introduce new
production technology to improve financially performance and achieve excess returns. Most studies
have shown that innovation investment has a significant positive effect on corporate performance.
Stam and Wennberg [22] found that innovation investment improves the performance of start-up
high-tech enterprises. Yunis et al. [23] found that there is a significant positive correlation between
innovation investment and enterprise performance. However, some scholars argued that there is
a non-significant positive relationship between innovation investment and corporate performance.
Rosenbusch et al. [24] investigated the relationship between innovation investment and corporate
performance in high-tech enterprises and found that there is a weak negative correlation between them.
Hsu et al. [25] found that there is an inverted U-shaped relationship between innovation intensity and
enterprise performance under the control of technical indicators. Naranjo-Valencia et al. [26] found
that although there is a significant positive correlation between innovation investment and corporate
performance, there is no significant relationship between the number of innovation personnel and
corporate performance.

In terms of the lag effect of innovation investment, Ciftci and Cready [27] found that innovation
investment is positively correlated with the company’s future profit, and significantly positively
correlated with the change in stock price lagging by one year, but not with the change in stock price
in the current period. Falk [28] found that there is a significant positive correlation between innovation
investment intensity and sales growth rate of lagging two periods, but this positive effect gradually
decreases with time. Zabala et al. [29] explored the impact of innovation investment on financially
sustainable performance from the perspective of property right heterogeneity. The results show that
innovation investment has a positive impact on current period financial performance, and the positive
correlation between innovation investment and lag financial performance gradually decreases.

Most of the existing literature measures financial performance directly by the indicators such as
return on total assets and return on net assets, lacking distinction between short-term performance
and long-term performance. The R&D period of the energy industry is long [30], and the corporate
profitability indicator is hard to reveal the effect of technological innovation in the short term.
In the meantime, because the short-term financial performance is related to the performance assessment
of the management, the management will choose less innovation investment to pursue corporate profits
for their own interests driven by the psychology of risk aversion. Therefore, the short-term performance
of innovation investment is difficult to improve rapidly, while the improvement in long-term
performance and value of technological innovation could be more significant.

2.2. The Impact of Executive Incentive on R&D Investment and Financially Sustainable Performance

According to the principal-agent theory, managers will not only pursue the goal of monetary
income, but also obtain some non-monetary income. In a relatively perfect market environment,
investors can establish a portfolio to avoid risks, while executives cannot disperse their human
capital to obtain portfolio income, and only use operation performance in exchange for short-term
returns such as compensation and benefits. Therefore, the management, especially the risk-averse
management, will focuses on the projects that can improve the short-term performance, avoid
the innovative R&D projects with high uncertainty, and adopts the appropriate incentive and constraint
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mechanism. For the executives, the key is to increase their innovation investment and improve
the sustainable performance.

In terms of salary incentive, most scholars believed that salary incentive is positively related to
financial performance, and it will strengthen the role of innovation investment in promoting sustainable
performance. Coles et al. [31] found that salary incentive could effectively solve the principal-agent
problem and enhance the motivation of management to engage in venture capital projects. Jacobsen
and Andersen [32] found that salary incentives improve corporate performance significantly and
positively moderate the relationship between innovation investment and corporate performance.
However, some studies demonstrated that there is no significant positive correlation between salary
incentive and corporate performance. Lui et al. [33] found that innovation investment has a significant
positive effect on financial performance, and the positive moderate effect of equity incentive is excellent,
but the moderate effect of salary incentive is poor. Lu et al. [34] found that there is an inverted U-shaped
relationship between salary incentive and innovation investment.

In terms of equity incentive, Fong [35] believed that executive ownership can significantly increase
the investment in innovation projects to improve the enterprise innovation level. The “interest alignment
hypothesis” proposed by Jensen and Meckling [36] holds that with the increase in the proportion of
executives’ shareholding, the consistency of their own interests and corporate interests will also be
improved. Therefore, equity incentives are conducive to reducing the first type of agency problem
between shareholders and managers and urging executives to increase innovation investment to
improve financial performance. Xu et al. [37] found that equity incentives can significantly moderate
the positive correlation between innovation investment and financially sustainable performance.
However, some scholars believed that the relationship between innovation investment and corporate
performance is non-linear or even negative under the moderator of equity incentive. Alessandri
and Pattit [38] found that salary incentives have a moderate negative effect on the relationship
between innovation investment and financially sustainable performance, while equity incentives have
a moderate positive effect. Zattoni and Minichilli [39] found that equity incentives do not improve
financially sustainable performance. They argued that improving the corporate governance mechanism
is an essential way to promote development of the equity incentive system. Polder and Veldhuizen [40]
found that equity incentives are positively related to financial performance, but have an inverted
U-shaped relationship with innovation investment.

The existing research has not formed a unified conclusion on the moderate mechanism of executive
incentives between innovation investment and financially sustainable performance. The reasons could
be as follows: first, the research objects are quite different, as some scholars select the whole industry
enterprises as samples, while other studies take state-owned enterprises, private enterprises, high-tech
enterprises as samples. Second, the application of executive incentive mechanisms in China is short,
which may have a deviation on the impact of innovation investment and financial performance. Finally,
there are gaps in the R&D cycle and innovation risks in different industries, and the moderate effects of
executive incentives are also different. Therefore, the research on the effect of executive incentive and
innovation investment in the energy industry needs further analysis.

2.3. Hypotheses

Since Schumpeter [41] proposed the innovation theory, innovation performance has been a research
hotspot. Innovation investment not only improves the core competitiveness of the enterprise, but also
significantly improves the productivity of the enterprise [42]. Meanwhile, it brings new products or
new technology to the enterprise, which makes the enterprise operate differently and beneficially to
improve the market share of the enterprise. On the one hand, due to the long cycle and uncertainty of
innovation and R&D, especially in the field of advanced technology, the economic returns brought
by innovation investment may lag many operation years [43], but in the long run, its cumulative
effect will significantly promote the improvement in enterprise performance. On the other hand,
based on the principal-agent theory and the management defense hypothesis, the decision-making
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behavior of management is subject to annual performance appraisal, while high-risk innovative projects
may lead to higher R&D expenditure. To pursue the improvement of financial performance during
the term of office, management may limit the scale of R&D expenditure, resulting in short-sighted
behavior of self-interest, which is not conducive to the long-term development of enterprises. Therefore,
this paper argues that there is an endogenous relationship between corporate innovation investment
and sustainable financial performance.

As different industries have different forms of R&D, the extent of performance improvement
brought by innovation investment will be different. For technology-intensive energy enterprises,
their development is based on technological innovation, which is the source of enterprise life, thus
the input-output benefit of innovation is obvious; for capital-intensive energy enterprises, scale effect
should be an important strategy for their development; and for labor-intensive energy enterprises,
service mode change and management process innovation could bring more profits for enterprises.
This leads to the phenomenon of some enterprises investing a lot in innovation while others do not have
R&D activities. Therefore, it is necessary to analyze the relationship between innovation investment
and financial performance from the industry level. Based on the above analysis, this paper proposes
the following hypotheses:

H1: Innovation investment has a positive effect on financially sustainable performance, and this effect is the most
significant in technology-intensive energy enterprises.

H2: There is an interactive endogenous relationship between innovation investment and financially sustainable
performance, and financially sustainable performance has a reverse effect on innovation investment, and the reverse
effect is the most significant in technology-intensive energy enterprises.

From the perspective of the principal-agent theory, the management will adopt the egoism behavior
that pays attention to the short-term economic benefit based on their own interest, and ignore or
avoid the innovative RD investment that has risk uncertainty but is helpful to improve the sustainable
operation ability of enterprises. Therefore, enterprises must implement some incentive policies
to enhance the motivation of management to make innovative RD decisions, such as increasing
short-term compensation returns or implementing equity incentive plans, so that their personal
interests and the company’s interests converge. Based on the above analysis, this paper proposes
the following hypotheses:

H3: Salary incentives have a significantly positive moderating effect on the relationship between RD investment
and financially sustainable performance.

H4: Equity incentives have a significantly positive moderating effect on the relationship between RD investment
and financially sustainable performance.

3. Proposed Methodologies

3.1. Energy Enterprises Background

With the continuous development of the economy, the production factor density is widely
used in the research field of enterprise classification. It was first proposed by Heckscher and Ohiln
in H-O theory [44], which mainly refers to the degree of influence on production and management
activities and the degree of dependence on various production input factors in the production process.
The classification method of production factor intensity categorizes enterprises into three types,
including technology-intensive, labor-intensive and capital-intensive enterprises. This classification
could not only reveal the productivity and resource advantages of enterprises, but also reflect
the changes in the proportion of production input factors brought about by technological progress.

Technology-intensive enterprises refer to enterprises with large investment in technical knowledge,
high costs for RD, high cultural and technical level of workers, and high added-value of products,
including, for example, renewable energy enterprises; capital-intensive enterprises refer to enterprises
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with large investment capital and great influence on production and operation activities, including, for
example, electric power enterprises; labor-intensive industries refer to enterprises with large labor input
and great influence on production and operation activities, including, for example, coal enterprises.

3.2. Data Source

Based on the CSMAR database, this paper collected data from the energy sector in the stock market.
The executive incentive data and enterprise financial performance data were all from the CSMAR
database; the RD investment data were obtained from the annual reports of each enterprise; some
missing data of financial indicators were obtained through the sorting of the Tonghuashun database;
and other relevant missing data were obtained from the WIND database and www.cninfo.com.cn.
The statistical analysis was performed using Stata and Excel statistical software.

We used Ward linkage method in the cluster analysis to classify samples. According to
the proportion of fixed assets, enterprises with a larger proportion of fixed assets belong to
the capital-intensive companies, indicating that the capital is of higher importance. In terms of
the RD expenditure-salary ratio, enterprises with higher ratios belong to the technology-intensive
companies, indicating that the technological is of higher importance and others belong to
the labor-intensive companies.

3.3. Variables

3.3.1. Financially Sustainable Performance

The existing literature focusses on financially sustainable performance from different perspectives
and there is no unified conclusion based on measurement methods. Different measurement
methods have their own advantages and disadvantages. Considering the data characteristics and
the comprehensiveness of the evaluation indicators, we used the factor analysis method to measure
financially sustainable performance. According to the article by Sher and Yang [45], this paper divided
financially sustainable performance into two dimensions: short-term profitability and long-term
development capacity.

• Short-term profitability (STP). Profitability refers to the ability of a company to make a profit.
The fundamental goal of a company’s survival is to obtain profits. The acquisition of profits is
the guarantee of the realization of investors’ interests and the basis for the sustainable growth of
companies [46]. If the company has a lower profitability, and even suffers from continuous losses,
the survival of the company will be threatened. The high-quality profitability is the basis for
the company to maintain its sustainable growth. In this paper, the measurement of profitability
is mainly based on some financial performance indicators, namely total return on assets (ROA),
return on net assets (ROE), and operating profit margin (OPM).

• Long-term development capacity (LTD). The existing literature has argued that managers are
concerned about the improvement of business performance [47–49], while investors are more
inclined to realize the long-term profit [50]. Therefore, this paper selects three indicators, including
net profit growth rate (NPGR), earnings per share growth rate (EPS), and total asset growth rate
(TAGR), as the measurement indicators of the company’s long-term development capacity.

First, we performed KMO and Bartlett tests on the sample data. The results show that the value
of KMO is 0.695, which is greater than 0.5, indicating that the factor analysis method is appropriate.
The Bartlett test has a p value of 0.000, which also indicates that the sample data are valid for factor
analysis. Second, we extracted the common factor and performed dimension reduction of the principal
components. The results are shown in Table 1. The cumulative contribution rate of the two principal
component factors reached 90.119%, indicating that the indicator system retains most information
of original variables. Finally, we established a load matrix for the two principal components factors.
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The results are shown in Table 2. Then we built the following comprehensive indicators of short-term
profitability and long-term development capacity.

STP = (0.893ROA + 0.842ROE + 0.851OPM)/3 (1)

LTD = (0.961EPS + 0.907NPGR + 0.912TAGR)/3 (2)

Table 1. Total variance explained.

Component
Rotation Sums of Squared Loadings

Total % of Variance Cumulative %

1 3.162 56.102 56.102
2 2.934 34.017 90.119

Table 2. Rotated component matrix.

Factors
Component

1 2

EPS 0.037 0.961
NPGR 0.015 0.907
TAGR 0.012 0.912
ROA 0.893 0.057
ROE 0.842 0.059
OPM 0.851 −0.019

3.3.2. RD Investment

The RD investment includes a series of investments such as scientific and technological talents,
RD funds, and mechanical equipment. We follow Cumming et al. [51] and used the proportion of RD
expenditure in operating revenue to represent RD investment.

3.3.3. Executive Incentives

This paper defined enterprise executives as all supervisors, directors, managers, presidents,
and board secretaries [37]. The long-term equity incentives (EI) are represented by the sum ratio of
executives’ shareholdings (in millions RMB). The short-term salary incentives (SI) are represented by
the total annual salary of executives.

3.3.4. Control Variables (C)

This paper mainly considered the following variables: the company size (Size), leverage ratio
(Lev), ownership concentration (Own), the nature of ownership (State), the proportion of independent
directors (Indep), board size (BS), industrial (Industry) and annual (Year) fixed effect [52–54].

3.4. Modeling

This paper used the simultaneous equations method to test the relationship between RD investment
and financially sustainable performance and performs 3SLS to build Models (3)–(6).

RDi,t = a0 + a1STPi,t + a2STPi,t−1 + a3STPi,t−2 + θl

∑i=l

i=1
Ci,t + μi,t (3)

RDi,t = a0 + a1LTDi,t + a2LTDi,t−1 + a3LTDi,t−2 + θl

∑i=l

i=1
Ci,t + μi,t (4)

STPi,t = β0 + β1RDi,t + β2RDi,t−1 + β3RDi,t−2 + θm

∑i=m

i=1
Ci,t + εi,t (5)
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LTDi,t = β0 + β1RDi,t + β2RDi,t−1 + β3RDi,t−2 + θm

∑i=m

i=1
Ci,t + εi,t (6)

To examine the impact of executive incentive on the relationship between RD investment and
financially sustainable performance and avoid the endogenous interaction between RD investment
and financially sustainable performance, we used the dependent variable of the lag period and
the interaction term between RD investment and executive incentive to explore the impact of executive
incentive. Then, Models (7) and (8) were created as follows.

STPi,t = γ0 + γ1RDi,t−1 + γ2RDi,t−2 + γ3SIi,t−1 + γ4EIi,t−1 + γ5INIi,t−1

∗SIi,t−1 + γ6RDi,t−1 ∗ EIi,t−1 + θn

∑i=n

i=1
Ci,t + ϕi,t

(7)

LTDi,t = γ0 + γ1RDi,t−1 + γ2RDi,t−2 + γ3SIi,t−1 + γ4EIi,t−1 + γ5RDi,t−1

∗SIi,t−1 + γ6RDi,t−1 ∗ EIi,t−1 + θn

∑i=n

i=1
Ci,t + ϕi,t

(8)

4. Results, Nalyses and Discussion

4.1. Descriptive and Correlation Analysis

The descriptive analysis results are shown in Table 3. To eliminate the influence of extreme
values, this paper uses the Winsorize method to deal with continuous variables according to 1% and
99%. The results in Table 3 demonstrate that the mean of RD investment is 0.031, indicating that
the RD investment of enterprises is insufficient. The mean of salary incentives is 6.14 million RMB,
but the difference between the minimum value and the maximum value is large, which shows that
there is a significant difference in executive incentives. The mean of equity incentive is 0.105, but there
are also extreme cases in which managers have no shares or executives hold more than 0.721 shares.
Therefore, Chinese energy enterprises have implemented different equity incentives.

Table 3. Descriptive analysis.

Variables Mean Std. Min. Max.

STP 0.124 0.085 −0.639 1.145
LTD 0.261 0.552 −0.874 3.814
RD 0.031 0.035 0.001 0.195
SI 6.14 7.415 0.601 32.457
EI 0.105 0.251 0.000 0.721

Size 21.817 1.441 17.632 24.502
Lev 0.541 0.198 0.095 0.915

Own 0.351 0.154 0.025 0.751
State 0.623 0.474 0.000 1.000

Indep. 0.359 0.055 0.094 0.805
BS 2.251 0.233 1.421 2.941

The correlation analysis results are shown in Table 4. The Spearman correlation coefficient
between RD investment and financially sustainable performance (STP, LTD) is significantly positive
at the levels of 1% and 5%, respectively, while Pearson correlation coefficient is not significantly
negative, which indicates that RD investment and financially sustainable performance may not be
a one-way relationship, and their relationship needs further study. In terms of executive incentives,
salary incentives and equity incentives are positively related to short-term profitability and long-term
development capacity, which shows that executive incentives are conducive to the improvement of
financially sustainable performance. In addition, there is no significant correlation between salary
incentives and equity incentives, which helps to examine the role of the two in Models (7) and (8).
The other correlation coefficients in Table 4 are small, indicating that there is no multicollinearity
between variables.
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Table 4. Spearman and Pearson correlation analysis.

Variables STP LTD RD SI EI Own State Indep. BS

STP 1 0.281 ** 0.171 ** 0.352 *** 0.253 ** 0.069 ** −0.254 ** −0.064 ** −0.015
LTD 0.321 * 1 0.143 *** 0.315 ** 0.103 ** 0.072 ** −0.175 ** −0.075 ** −0.038
RD −0.007 −0.015 1 0.061 ** 0.95 *** −0.103 ** −0.148 ** 0.003 −0.077 **
SI 0.197 *** 0.088 * 0.035 *** 1 0.081 0.064 ** 0.015 −0.025 0.225 ***
EI 0.087 * 0.095 *** 0.009 * −0.038 1 −0.105 ** −0.227 ** 0.037 * −0.037 *

Own 0.077 *** 0.125 * −0.062 ** 0.041* −0.013 1 0.284 ** 0.019 *** 0.038 ***
State −0.127 *** −0.081 ** −0.076 ** −00.51 ** −0.415 *** 0.351 ** 1 0.018 0.161 ***
Indep. −0.067 ** −0.215 ** 0.015 0.043 ** 0.027 0.035 0.035 1 0.035

BS 0.013 0.027 −0.041 ** 0.271 ** −0.051 * 0.059 ** 0.171 ** −0.391 ** 1

Note: The upper and lower triangle are Spearman and Pearson correlation coefficient, respectively;
***, **, * Significant at 1%, 5%, and 10% levels, respectively.

4.2. Endogenous Test

The above analysis shows that executives could improve the current period performance through
reducing RD innovation expenditure. However, the increase in RD investment will inevitably
enhance the market competitiveness of energy enterprises, thus improving the financially sustainable
performance. Therefore, there may be an endogenous relationship between RD investment and
financially sustainable performance, which leads to the endogenous deviation in the results of
the ordinary least square method. Therefore, this paper first tests the endogeneity of these two
variables. We employed the Hausmann endogeneity test, and the results are shown in Table 5. ε1 and
ε2 are the residuals obtained by linear regression of all exogenous variables with RD investment
in Equations (3) and (4), respectively. Then this paper introduces them into Equations (5) and (6),
respectively. The regression coefficients are−2.808 and−2.359, respectively. The coefficients significance
shows that there is an endogenous relationship between RD investment, short-term profitability and
long-term development capacity. Therefore, we need to use simultaneous equation model to estimate
the relationship between RD investment and financially sustainable performance.

Table 5. The results of the Hausman test.

Item Coefficient p Value Adj-R2

ε1 −2.808 0.000 0.225
ε2 −2.359 0.000 0.248

4.3. Regression Analysis of Full Samples

The full sample regression results in Table 6 show that, from the perspective of the relationship
between RD investment and financially sustainable performance, the results of 3SLS estimation are
partially opposite to those of ordinary least square (OLS) estimation, because OLS estimation does
not solve the endogenous problem. The 3SLS estimation could effectively solves the endogenous
problem of RD investment and financially sustainable performance. In the aspect of RD investment
affecting financially sustainable performance, the results show that the current period’s RD investment
has a significant negative impact on short-term profitability and long-term development capacity,
which means that the increase in RD expenditure in the current period will reduce profits. Meanwhile,
RD investment in lag period I and II has a positive impact on the current period’s financially sustainable
performance, but the coefficient is not significant. The reason could be that different types of RD project
produce actual economic benefits at different times.
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Table 6. The results of three-stage least square (3SLS) and ordinary least square (OLS) regression based
on the full sample.

3SLS Estimation OLS Estimation

Equation (3) (4) (5) (6) (3) (4) (5) (6)

Variables RD RD STP LTD RD RD STP LTD

STPt
0.401 ** −0.054 ***
(2.43) (−3.43)

STPt-1
−0.559 *** 0.055 ***

(−5.07) (2.65)

STPt-2
−0.122 *** −0.018

(−2.59) (−0.97)

LTDt
0.851 * −0.077 ***
(2.86) (−4.34)

LTDt-1
−0.423 ** 0.088 ***
(−6.51) (3.34)

LTDt-2
−0.357 *** −0.127

(−2.65) (−2.34)

RDt
−1.275 *** −1.605 ** −0.132 −0.325

(−2.85) (−4.51) (−1.19) (−2.35)

RDt-1
0.243 0.354 −0.094 −0.116
(0.95) (1.25) −0.65) (−1.54)

RDt-2
0.087 0.151 0.087 0.145
(0.63) (0.89) (0.85) (3.23)

_Cons
0.802 0.205 −0.035 −0.157 −0.051 −0.203 −0.327 ** −0.536 **
(0.35) (0.39) (−0.51) (−0.45) (−0.34) (−0.74) (−7.24) (−9.28)

Controls Yes Yes Yes Yes Yes Yes Yes Yes
Year and Industry

Fixed Effects - - - - Yes Yes Yes Yes

N 1520 1520 1520 1520 1520 1520 1520 1520
R2 0.343 0.359 0.466 0.472 0.457 0.455 0.445 0.447

Adj. R2 - - - - 0.431 0.427 0.419 0.424

Note: ***, **, * Significant at 1%, 5%, and 10% levels, respectively; () of 3SLS estimation and () of OLS estimation
represent z value and t value, respectively.

In the aspect of financially sustainable performance reverse affecting RD investment, the short-term
profitability and long-term development capacity of the current period are positively correlated with RD
investment, while the lag period I and II of short-term profitability and long-term development capacity
are negatively correlated with RD investment. This shows that RD investment decision-making
has a time lag. In the case of better financially sustainable performance in the current period,
the company lacks motivation for future RD innovation. On the contrary, poor financially sustainable
performance in the current period will promote RD investment. At this stage, we believe that financially
sustainable performance lags behind RD investment, so it is less likely that financially sustainable
performance will reverse affect RD investment. Therefore, this is only a measurement result and has
no practical significance.

4.4. Regression Analysis of Different Type Energy Companies

The results of 3SLS estimation for different types of energy companies are shown in Table 7.
For technology-intensive energy companies, the short-term profitability and long-term development
capacity of lag period I and II are significantly negative correlated with RD investment. The RD
investment in lag period I and II has a positive impact on the short-term profitability and long-term
development capacity. The coefficient of lag period I is significant at the level of 1%, and has a significant
negative correlation with the short-term profitability and long-term development capacity of the current
period. This means that the economic benefits of RD investment have an obvious lag effect, which is
consistent with the characteristics of technology-intensive energy companies. In addition, the current
RD investment has a negative impact on the financially sustainable performance.
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Table 7. The results of 3SLS regression based on industry.

Industry Technology Capital Labor

Equation (3) (4) (5) (6) (3) (4) (5) (6) (3) (4) (5) (6)

Variables RD RD STP LTD RD RD STP LTD RD RD STP LTD

STPt
1.417 *** −0.247 *** −0.325 ***

(3.81) (−2.86) (−4.17)

STPt-1
−0.445 ** 0.145 *** 0.421 **
(−2.25) (3.49) (1.28)

STPt-2
−0.559 *** −0.035 −0.031

(−4.91) (−1.71) (−0.35)

LTDt
0.1384 ** −0.255 ** −0.401 **

(3.94) (−3.17) (−5.51)

LTDt-1
−0.543 ** 0.135 ** 0.243 **
(−6.92) (3.16) (2.51)

LTDt-2
−0.635 ** −0.015 −0.024
(−5.48) (−1.16) (−0.05)

RDt
−0.323 ** −0.441 *** 10.914 ** 4.151 *** 0.354 0.404
(−2.85) (−5.25) (3.42) (1.73) (0.35) (0.59)

RDt-1
0.197 *** 0.235 *** −8.013 ** −5.509 ** −1.141 −1.245

(2.79) (3.57) (−2.81) (−2.15) (−1.24) (−2.05)

RDt-2
0.085 * 0.115 * −5.124 ** −4.619 ** 0.367 0.465
(1.75) (2.36) (−2.62) (−3.65) (0.72) (1.35)

_Cons
−0.149 −0.045 −0.027 −0.029 0.015 0.015 −0.941 * −0.345 * −0.512 ** −0.135 * −0.159 −0.175
(−0.36) (−0.39) (−0.54) (−0.65) (0.08) (0.16) (−2.53) (−4.17) (−3.05) (−4.25) (−1.24) (−2.23)

Controls Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
N 630 630 630 630 380 380 380 380 510 510 510 510
R2 0.278 0.275 0.359 0.351 0.277 0.279 0.355 0.346 0.439 0.447 0.242 0.235

Note: ***, **, * Significant at 1%, 5%, and 10% levels, respectively; () of 3SLS estimation represents z value.

For the capital-intensive energy companies, the result is quite different from that of
technology-intensive energy companies. The short-term profitability and long-term development
capacity of lag period I are significantly positively correlated with the current period’s RD investment.
RD investment in the current period has a significant positive impact on short-term profitability
and long-term development capacity. The input is proportional to the output, which is also in line
with the characteristics of capital-intensive energy company. However, the RD investment in the lag
periods I and II significant restrains the short-term profitability and long-term development capacity
of the current period, which may be due to the increase in the depreciation and amortization ratio
brought by the RD investment in the previous period, thus reducing the enterprise’s revenue.

For labor-intensive energy companies, the short-term profitability and long-term development
capacity of lag period I have a significant positive correlation with RD investment at the level of
10%, which is similar to capital-intensive energy companies. Only with better financially sustainable
performance in the previous stage can energy companies invest their profits in future RD. There is no
significant correlation between RD investment and short-term profitability and long-term development
capacity, which could be related to low RD investment and innovation efficiency of labor-intensive
energy companies.

4.5. The Moderating Effect of Executive Incentives

RD investment and executive incentives in the lag period are used as independent variables and
introduced into Equations (7) and (8). The results are shown in Table 8. In the context of the full sample,
the RD investment in the lag period has a positive effect on short-term profitability, and the impact
in the lag period I is significant, which is consistent with the previous results. After the introduction of
the interaction between the lag period executive incentives and RD investment, it is found that salary
incentives could significantly improve the short-term profitability and long-term development capacity,
and the interaction term coefficient with RD investment is also significantly positive, which means that
salary incentives can promote the increase in the previous period’s RD investment. It has a positive
moderate effect on the relationship between RD investment and financially sustainable performance.
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Table 8. The moderating effect of executive incentive based on industry.

Industry Full Sample Technology Capital Labor

Equation (7) (8) (7) (8) (7) (8) (7) (8)
Variables STP LTD STP LTD STP LTD STP LTD

RDt-1
0.087 * 0.085 * 0.076 ** 0.081 ** −0.285 −0.403 −0.874 * −0.805 *
(1.71) (2.52) (2.37) (2.53) (−0.56) (−0.65) (−2.17) (−2.35)

RDt-2
0.065 0.047 0.162 ** 0.225 ** −0.138 −0.131 0.068 0.091
(1.45) (0.72) (2.51) (4.36) (−0.27) (−0.27) (0.15) (0.28)

SIt-1
0.135 *** 0.614 ** 0.118 * 0.157 * 0.057 * 0.078 * 0.017 0.054

(3.81) (6.41) (1.85) (1.41) (0.75) (0.88) (0.24) (0.59)

EIt-1
−0.061 −0.085 0.016 0.082 −0.028 −0.015 −0.085 −0.046
(−0.81) (−2.45) (0.29) (0.51) (−0.14) (−0.07) (−1.26) (−1.41)

RDt-1 * SIt-1
1.704 * 1.857 ** 2.512 ** 2.241 ** 1.573 *** 1.331 ** 1.831 *** 1.803 **
(1.71) (2.85) (2.67) (2.46) (2.27) (4.24) (3.14) (2.51)

RDt-1 * EIt-1
2.253 1.385 0.853 0.827 0.825 0.816 6.143 ** 5.046 ***
(1.82) (1.45) (0.35) (0.54) (0.19) (0.17) (2.18) (2.51)

_Cons
−0.095 ** −0.547 * −0.048 −0.064 −0.288 ** −0.245 * −0.159 * −0.251
(−1.94) (−6.58) (−0.57) (−0.63) (−2.34) (−2.25) (−1.65) (−1.74)

Controls Yes Yes Yes Yes Yes Yes Yes Yes
Year and Industry

Fixed Effects Yes Yes Yes Yes Yes Yes Yes Yes

N 1520 1520 630 630 380 380 510 510
R2 0.379 0.378 0.445 0.447 0.469 0.452 0.415 0.413

Adj. R2 0.332 0.335 0.427 0.392 0.392 0.384 0.338 0.345

Note: ***, **, * Significant at 1%, 5%, and 10% levels, respectively; () of OLS estimation represents t value.

In the context of the enterprise level sample, the technology-intensive energy companies further
verify the role of salary incentives. However, for the capital-intensive energy companies and
labor-intensive energy companies, although the lag period RD investment may inhibit the current
period’s financially sustainable performance due to depreciation and amortization, the salary incentive
still plays a catalytic role, which can significantly moderate the positive impact of RD investment on
short-term profitability and long-term development capacity. However, for equity incentive, no matter
the full sample or the enterprise level sample, RD investment has no significant impact on short-term
profitability and long-term development capacity.

5. Conclusions and Policy Implications

The results demonstrate that the previous period’s sustainable financial performance
has a significant negative impact on the current period RD investment. Meanwhile, the current
period’s RD investment has a significant negative impact on the current period’s financially sustainable
performance, while the previous period’s RD investment has a positive impact on the current
period’s financially sustainable performance with no significant level. In the context of different types
of energy company, for technology-intensive energy companies, the previous period’s financially
sustainable performance has a significant negative impact on the current period RD investment.
For capital-intensive energy companies, the result is the opposite compared to technology-intensive
energy companies. The financially sustainable performance in the previous period is positively
correlated with the RD investment in the current period, and the RD investment in the current
period is significantly positively correlated with the financially sustainable performance in the current
period. However, the previous RD investment has a significant negative impact on the current period
financially sustainable performance. For labor-intensive energy companies, the impact of financially
sustainable performance on RD investment is similar to that of capital-intensive energy companies,
while the positive effect of RD investment on financially sustainable performance is not significant.

In the moderate effect of executive incentives, salary incentives could significantly improve
financially sustainable performance, and has a moderate positive effect on RD investment
and on financially sustainable performance. In the context of different types of companies,
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for technology-intensive energy companies, salary incentives can improve the executive motivation
of RD investment and enhance the future profitability of the company. For capital-intensive energy
companies and labor-intensive energy companies, although the previous period’s RD investment
may have a negative impact on the current period’s financially sustainable performance, the increase
in executive incentives is conducive to the smooth operation of energy companies and the improvement
of financially sustainable performance. Therefore, this paper believes that salary incentives have
a significant positive moderate effect on the relationship between RD investment and financially
sustainable performance. In contrast, equity incentives are not significant in the regression
results of the full sample, which means that equity incentives have no significant moderate effect
on the relationship between RD investment and financially sustainable performance.

The implications of this paper are as follows: first, energy enterprises should improve their
incentive mechanisms for executives—on the one hand, improving the level of salary incentives could
stimulate managers’ motivation to serve the company, and on the other hand, improving the level of
equity incentives can reduce the conflict of interests between managers and shareholders and improve
energy enterprise’s financially sustainable performance by reducing the managers’ short-sighted
behavior and the cost of principal-agent problems. Second, energy companies should enhance
their awareness of technological innovation and increase RD investment. In the increasingly fierce
market competition, although technological innovation activities are uncertain and high-risk, most
scholars believe that RD investment can bring sustainable growth to enterprises. Innovation-oriented
energy enterprises have greater potential for sustainable growth and increase investment in RD
activities. Therefore, technology-intensive energy enterprises rely on more innovation activities than
non-technology-intensive energy enterprises, and they should pay more attention to RD investment
than that of general energy enterprises. Finally, energy companies should attach importance to
the combination of executive incentives and RD investment. The results indicate that the impact of
RD investment on financially sustainable performance will be moderated by executive incentives.
According to the theory of competitive advantage, the resources owned by an enterprise are the source
of its own advantages. The effective utilization of resources can be transformed into unparalleled
competitive advantage.

This paper uses short-term profitability and long-term development capacity to measure financially
sustainable performance. However, future research could use different methods, such as the sustainable
growth model proposed by Colley et al. [55], to measure financially sustainable performance to expand
the robustness and consistency of the research model.
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