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Abstract: Vehicular sensor networks (VSN) provide a new paradigm for transportation technology
and demonstrate massive potential to improve the transportation environment due to the unlimited
power supply of the vehicles and resulting minimum energy constraints. This special issue is focused
on the recent developments within the vehicular networks and vehicular sensor networks domain.
The papers included in this Special Issue (SI) provide useful insights to the implementation, modelling,
and integration of novel technologies, including blockchain, named data networking, and 5G, to name
a few, within vehicular networks and VSN.

Keywords: vehicular sensor networks (VSN); vehicular ad-hoc networks (VANET); security; privacy
and trust; cyber security; multimedia and cellular communication; emerging IoT applications in
VANET and VSN; blockchain within VANET and VSN

1. Introduction

Recent years have witnessed tremendous growth in connected vehicles due to the major interest
in vehicular ad-hoc networks (VANET) technology from both the research and industrial communities.
VANET involves the generation of data from on-board sensors and its dissemination in other vehicles
via vehicle-to-everything (V2X) communication, thus resulting in numerous applications such as
steep-curve warnings. However, to increase the scope of applications, VANET has to integrate various
technologies including sensor networks, which results in a new paradigm, commonly known as
vehicular sensor networks (VSN).

Unlike traditional sensor networks, every node (vehicle) in VSN is equipped with various
sensing (distance sensors, Global Positioning System GPS, and cameras), storage, and communicating
capabilities, which can provide a wide range of applications including environmental surveillance
and traffic monitoring, etc. VSN has the potential to improve transportation technology and the
transportation environment due to its unlimited power supply and resulting in minimum energy
constraints. However, VSN faces numerous challenges in terms of its design, implementation, network
scalability, reliability, and deployment over large-scale networks, which need to be addressed before it
is realised.

2. Contributions

In this special issue, we collected and compiled twelve outstanding contributions focusing on
various aspects, including its modelling, security, trust management, test-bed implementation of

Sensors 2020, 20, 3686; doi:10.3390/s20133686 www.mdpi.com/journal/sensors1
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vehicular networks, and VSN technology. In the following, a brief summary of each accepted paper is
provided to encourage the readers.

In the first paper, the authors emphasize the importance of software-defined networks (SDNs) and
cellular networks in the realization of vehicular networks [1]. The paper provides an overview of the
existing cellular network-based solutions for vehicle-to-everything (V2X) communication. Furthermore,
the paper also discusses the existing architectures for integrating cellular networks with vehicular
networks. Based on the discussed architectures, the role of SDN and its features are discussed for
realizing V2X communication. Without loss of generality, the primary focus of this paper is on
software-defined vehicular networks (SDVNs). The authors took different architectures and their
implementations and carried out a comparative analysis of these techniques to define elements that are
essential for the design of SDVNs. Overall, the paper provides the features of different implementations
pertaining to SDVNs.

Hyogon and Kim [2] cover a very important topic of content trust in the safety-critical applications
where a vehicle receives a safety message which is then used by a decision-support system to trigger a
designated action by the vehicle which could be, for instance, deceleration, emergency brake, and so
on. In this regard, it is critically important to perform a plausibility check on the content of the received
message. This paper discusses the existing plausibility-based mechanisms to provide content trust in
vehicular networks. The paper proposes a beacon-based ‘whispering’ approach where low-power
beacon messages are used to verify the neighbors and then decide whether to trust the content of the
received message or not. This work is also closely related to the Sybil attack where illusion is created
by creating fake nodes. The low-power in the beacon messages is an important contribution where the
authors take into account the fact that using low power in the beacon could be beneficial for proving
the proximity of the neighbors. Thus, they could be used to check the plausibility of the received
message contents.

Salman et al. [3] addressed the problem of data dissemination in smart cities. In smart cities, a
massive amount of data is generated by a huge number of data sources and there is a need for efficient
mechanisms to collect data and send it to the control units for further processing. The vehicular
network is one option to carry out such tasks where vehicles are used as data carriers. Instead of using
dedicated mechanisms for data sharing with the control units, in this work, the authors use mobility
patterns of the vehicles and leverage them for data dissemination as well. This phenomenon not only
increases efficiency, but also reduces the carbon emission because of the massive data dissemination
in smart cities. This paper develops a mathematical model to measure the degree of data offloading
by taking into account the communication between vehicles and RSUs. The software then develops
an algorithm to select the data dissemination nodes in an energy-efficient way to offload data to the
control centers in smart cities. The paper also takes Auckland city as an example to validate the efficacy
of the proposed data dissemination schemes.

Likewise, Hadiwardoyo et al. [4] have targeted another very interesting idea of bringing UAV
communication to the connected vehicles domain. The rationale behind this idea is to bring connectivity
and positioning services among cars which are non-line of sight due to the terrain and infrastructure
hazards. In this paper, the authors have modelled UAV to act as a mobile roadside unit (RSU) and
proposed an algorithm to achieve good visibility levels towards the current location of a target car. The
positioning technique proposed optimizes the position of the UAV, defining its best altitude so that it
can avoid terrain blockages.

On the other hand, works in [5,6] studied the cache management problem in vehicular networks
over the new paradigm of informationcentric networking. In particular, Amadeo et al. [5] presented
the benefits of tracking the content lifetime in named data networking (NDN) packets to prevent stale
information from becoming disseminated in the vehicular network. Furthermore, they also proposed
an efficient NDN-compliant caching strategy that accounts for the content lifetime for both replacement
purposes and caching decisions.

2



Sensors 2020, 20, 3686

Unlike the conventional case when all nodes store copies of the popular data, Meng et al. [6]
proposed a new distributed caching strategy at the edge of the network in vehicular social networks
environments to reduce the number of overall data dissemination problems. The proposed strategy
called DCS is studied comparatively against a number of conventional caching strategies and the
presented results show its efficiency in terms of memory consumption, path stretch ratio, cache hit
ratio, and content eviction ratio.

As the VSNs have become popular over time, a massive increase in the data traffic has been
observed from the connected vehicles. This data traffic is usually transferred via 5G mobile networks.
Therefore, the device-to-device (D2D) communication mechanisms have also been studied recently to
make the resultant communication performance better for vehicles within 5G-based VSN. However,
D2D communications are prone to network interference. The interference is usually reduced via
different interference management techniques including power controls and optimal mode controls.
Hyebin and Lim [7] proposed a novel technique using joint power-control and optimal mode-selection
via reinforcement learning which provides energy optimization within VSN. Extensive simulations are
carried out to validate the proposals, which suggests that the proposed scheme performs best in terms
of achievable data rate and system energy efficiency.

Recently, blockchain has been introduced as a novel mechanism to achieve security in the vehicular
networks. In particular, Lewis et al. [8] proposed a novel blockchain-based event driven message
protocol dissemination framework for vehicular networks using edge computing in the 5G cellular
architecture. In this proposed architecture, the authors used a lightweight multi-receiver signcryption
scheme without pairing to ensure low-time consuming operations, security, privacy and access control
in the network. Further, the architecture uses a private blockchain system in the network for reliability
and auditability purposes. The proposed architecture is validated, and the efficiency of the protocol is
evaluated in terms of overall security, communication and computational costs.

On the other hand, Chuanyi and Li [9] have explored a completely different yet timely topic
of resource-limited wireless sensor networks and cluster formation. Communication protocols in
WSNs are very much in numbers, however, most of those schemes failed to consider the resource
efficiency issue of the trusted computing itself. In this new study, the proposed cross-validation scheme
computes trust values among cluster members and cluster heads. The proposed trust management
scheme is believed to be fast and resource-saving as it enables the cooperation of nodes in an efficient
way. Further, the trust model is effective against collaborative attacks as well. Through extensive
simulations, a proof of concept is provided to further validate the scheme.

Geetanjali et al. [10] discussed the issue of malicious intruders in the vehicular networks. The main
aim of these intruders is to mislead the overall communication by disseminating malicious content to
both connected and autonomous vehicles in the network. To address these issues, the authors proposed
a novel blockchain-based framework which can ensure the secrecy and transparency in the network as
the information is stored and traced in the backend blockchain. This framework is validated across
various security criteria including fake requests of the user, compromise of smart devices, probabilistic
authentication scenarios and alteration in stored user’s ratings. The proposed framework achieved the
success rate of 79% over the baseline method which shows that this blockchain-based framework can
be utilized to secure the connected and autonomous vehicles in the network.

Moving further, Sani et al. [11] have proposed a new MAC protocol for wireless sensor networks
(WSN) that comprises a new Initial Control Frame Message, Traffic Estimation Function, Control Frame
Message, and Adaptive Function. Using these four data structures, through different simulations in
OMNET++, the protocol achieves higher latency and less energy consumption.

Farman et al. [12] proposed an efficient and accurate barrier control system to recognize the
vehicle license plate using sensor platforms. As the license plate has various backgrounds, colors
and fonts, it is extremely challenging to recognize the license plate of the vehicle accurately. In the
proposed method, a vehicle is detected automatically using ultrasonic sensors and then image-based
recognition is utilized with the aim to recognize a vehicle license plate. The authors implemented this
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mechanism on a PC running MATLAB and Raspberry Pi running Python and OpenCV. The results
showed high accuracy where several license plates were used and nearly 93% of license plates were
identified correctly.

Acknowledgments: We would like to acknowledge all the authors for their valuable contribution in making this
SI successful. Further, we are thankful to the Sensors editorial team for their continuous cooperation throughout
the SI. Lastly, we are grateful to the anonymous reviewers for their valuable input, comments, and suggestions for
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Abstract: There is a strong devotion in the automotive industry to be part of a wider progression
towards the Fifth Generation (5G) era. In-vehicle integration costs between cellular and
vehicle-to-vehicle networks using Dedicated Short Range Communication could be avoided by
adopting Cellular Vehicle-to-Everything (C-V2X) technology with the possibility to re-use the existing
mobile network infrastructure. More and more, with the emergence of Software Defined Networks,
the flexibility and the programmability of the network have not only impacted the design of new
vehicular network architectures but also the implementation of V2X services in future intelligent
transportation systems. In this paper, we define the concepts that help evaluate software-defined-based
vehicular network systems in the literature based on their modeling and implementation schemes.
We first overview the current studies available in the literature on C-V2X technology in support of
V2X applications. We then present the different architectures and their underlying system models
for LTE-V2X communications. We later describe the key ideas of software-defined networks and
their concepts for V2X services. Lastly, we provide a comparative analysis of existing SDN-based
vehicular network system grouped according to their modeling and simulation concepts. We
provide a discussion and highlight vehicular ad-hoc networks’ challenges handled by SDN-based
vehicular networks.

Keywords: software-defined vehicular network; vehicle-to-everything (V2X); modeling and
implementation; software defined network

1. Introduction

Vehicle-to-everything (V2X) communications are definite technologies in vehicular networks
to drastically reduce road accidents and enable a high-level of vehicle automation. For years, the
technology of choice for V2X, on one hand, has been Dedicated Short Range Communication (DSRC) [1],
which is based on IEEE 802.11p technology [1,2]. On the other hand, Cellular-V2X (C-V2X) technology
is seen as a new communication standard supporting V2X services [3]. LTE-V2X technology is a
derivative of the cellular uplink technology that maintains similarity with the current LTE systems [2].
Furthermore, the focus on V2X technology expands the availability of a wide range of services
that include cloud-based vehicular services and edge computing [3]. Therefore, vehicles access
these cloud-based services through road side units (RSUs). Thus, RSUs increase the reliability of
disseminating critical safety messages to a large number of vehicles [4].
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RSUs are communication nodes with the vehicular networks. This means that the vehicle needs
to have access to road infrastructures through RSUs using infrastructure-based communications
(hereafter V2I) [5]. For instance, RSUs forward received messages to intelligent transportations system
(ITS) application servers by exploiting wide area networks [5]. Although communication capabilities
between vehicles depend highly on the number of RSUs deployed and their coverage, RSUs are surely
costly to deploy and to maintain. Consequently; there is a trade-off between full connectivity through
RSUs and the deployment cost. To overcome the deployment cost of RSUs, road operators (ROs)
can additionally leverage spectrum owned by mobile network operators (MNOs) to control traffic
management services. In this situation, ROs are certainly expected to deploy and manage public-sector
RSUs [6]. Following this, the ROs can enter into business arrangements with MNOs to surely deploy
RSUs and run V2X services provided by ITS’s authorities [6]. Therefore, MNOs should leverage
existing cellular infrastructure to promote efficient deployment of V2X services.

Though the IEEE 802.11p was tested, automotive makers have manifested interest in C-V2X
technology and question the applicability of the IEEE 802.11p for enabling many new V2X services.
These doubts about the use of IEEE 802.11p coincides with the emerging of the fifth generation (5G)
technology which aims to reduce network management through automation [7]. Furthermore, the
commitment of automotive OEMs to test cellular communication for V2X motivated them to be part of
a wider progression of 5G era [7]. The key technology of 5G design is mainly focused on the automation
of network resources by using network slicing [8] which in turn is based on two new network
technologies: network function virtualization (NFV) and software-defined networks (SDNs) [9]. The
SDN concept together with edge computing could resolve most issues in vehicular networks such as
irregular connectivity packet loss rate [8,10]. Therefore, software-defined-based vehicular network
(SDVN) systems [8,10] improve resource utilization, selection of best routes, and facilitate network
programming [9]. These SDVN architectures define local SDN domains through clustering in order to
access the global intelligence of the network managed by the SDN controller [11,12].

There is a considerable amount of research work on SDVN [8–12] that focuses on different
concepts, including the definition of SDN, software entities of the control plane, routing protocols
using SDN-based VANET, etc. Some authors have proposed innovative architectures based on existing
V2X scenarios that provide optimization results of their proposed architecture. There is also a number
of surveys [13,14] that summarize the current work in the literature. However, it is quite challenging
for most of the researchers to quickly decide which proposed solution could be suitable for their use
case from schemes that propose modeling, architecture and optimization.

In this paper, we provide a review of published articles in the literature to comprehend the present
state of research concerning software-defined networks-based vehicular networks with a particular
focus on the articles whose contributions include modeling and implementation. Consequently, we
performed a search on Google Scholar with the following keywords: software-defined networks,
software-defined networks-based vehicular networks and modeling and implementation. In addition,
we used the same keywords on other three research web engines, namely ScienceDirect, IEEE and
ACM. Since SDN and VANETs are relatively new topics, we did not retrieve a huge number of papers
that required an established protocol for evaluation and selection. Therefore, articles were manually
selected or excluded if a given article provides clear modeling and implementation techniques. Other
criteria were used in the selection such as significance, citation or rank of the publication venue.

In this work, we mainly focus on providing implicit literature that focuses on classifying existing
SDVN solutions based on their modeling and implementation. To the best of our knowledge, it is the
first work that groups SDVNs based on their modeling and implementation schemes. Therefore, in
this paper the main contributions are summarized as follows:

• We first overview the current studies available in the literature on C-V2X technology in support of
V2X applications.

• We then present the different architectures and their underlying system model for
LTE-V2X communications.
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• We also describe the keys ideas of software-defined networks and their concepts for V2X services.
• We define four elements that are considered for modeling and implementations of SDN for

vehicular networks. We then present a comparative analysis for existing schemes grouped
according to their modeling and simulation concepts.

• We provide a discussion and highlight vehicular adhoc network(VANET)’ s challenges handled
by SDN based vehicular network.

The remainder of the paper is organized as follows: the current studies and technologies for V2X
services are detailed in Section 2. A comparative study of architectures and a system model of LTE-V2X
communication in the implementation of V2X services are discussed in Section 3. The modeling and
implementation of software-defined vehicular networks for V2X is detailed in Section 4, together with
a definition of SDN, before briefly discussing findings on the comparative study of existing SDN based
vehicular network in Section 5. Finally we conclude our work in Section 6.

2. Current Studies and Technologies for V2X Services

This section relates the evolution of vehicles equipped either with IEEE 802.11 p or C-V2X wireless
communication technologies for deploying V2X services. This section describes the V2X and C-V2X
communications modes. A comparative study of existing architectures and a system model of LTE-V2X
communication in the implementation of V2X services are detailed.

2.1. V2X Communication Modes

A vehicle can interact with its environment through various types of communication as specified
in [15]:

(1) Vehicle-to-Vehicle (V2V): A type of communication, in which User Equipements (UEs) (such as
vehicles) communicate using V2V services.

(2) Vehicle-to-Pedestrian (V2P): A type of communication, in which both UEs (vehicle, pedestrian)
communicate using V2P services.

(3) Vehicle-to-Infrastructure (V2I): A type of communication, in which one part is a vehicle- capable
user equipement (VUE) and an RSU entity, both communicating using V2I services.

(4) Vehicle-to-Network (V2N): A type of communication, in which one part is vehicle-capable user
equipment (VUE) and the other part is a V2X application server on the cloud for instance, both
communicating using V2N services. As shown in Figure 1, V2N relates to any communication
between vehicles and computing infrastructures such as RSU deployed either with eNodeB or
like a standalone stationary UE [15].

Figure 1. 3GPP Release 14 [16] for V2X services using direct communication over side link PC5
and LTE-Uu.
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2.2. Evolution of Vehicles Using V2X Services

The study on the socio-economic benefits of cellular V2X [17] conducted by “The Analysys
Mason” [17] specifies four (4) case scenarios to study the evolution of vehicles either equipped with
IEEE 802.11 or C-V2X technologies for deploying V2X services. These case scenarios are numbered
from one (1) to four (4). Scenario one (1) is the case adoption of C-V2X and IEEE 802.11p in the absence
of any government measures. The second scenario is the case all new vehicles to support ITS services
using IEEE 802.11 p in 2020; the third scenario is the case in 2023 all new vehicles are equipped with
LTE PC5. The fourth scenario is the case the Equitable 5.9 GHz use is adopted for V2X communications.

Lessons learned from the study in [17] are described in Table 1, which summarizes case scenarios
about V2X communications and relevant challenges. In the absence of any government regulations,
V2V would use IEEE 802.11p or LTE-V2X PC5 [18]. This means that no-direct communication
interoperability between IEEE 802.11p and PC5 exists. Therefore, V2V is possible via cellular LTE and
vehicles without IEEE 802.11p or PC5 will use V2I and V2P via LTE-Uu of a smartphone brought in the
vehicle. The case scenario 2 concerns all new vehicles that will use IEEE 802.11p in 2020 to support ITS
services. Although vehicles without IEEE 802.11p would not communicate via V2V and V2I, vehicles
equipped with IEEE 802.11p and LTE Uu could communicate via the cellular network. The challenge
of the scenario case 3 (all new vehicles equipped with LTE PC5) would dictate ROs to add PC5-based
RSU to existing RSUs potential. This means that vehicles without PC5 enabled would have to use V2I
via smartphone. The case scenario 4 that predicts the use of Equitable 5.9GHz would allow automotive
OEMs to use IEEE 802.11 p for V2V/V2I and Cellular (LTE-Uu) for V2N. In conclusion, the base case
(case scenario 1) and equitable 5.9GHz RSU (case scenario 4) [19] deployment are thus suggested to be
the most profitable way to deploy V2X services based on the net benefit perspective.

Table 1. Use Case scenarios to study the penetration of V2X services. The study was carried out by
Analysys Mason [17].

Scenario# Description
Vehicular

Communication
Remarks

Base case
Adoption of C-V2X and IEEE
802.11p in the absence of any

government measures

V2V using IEEE 802.11p or
LTE-V2X PC5

V2V is possible via cellular LTE
and V2I and V2P via LTE-Uu of

a smartphone

Scenario 2 In 2020, all new vehicles to support
ITS services via IEEE 2020 IEEE 802.11p for V2V and V2I

Road operators should install
new RSUs or expand them to

support V2I

Scenario 3 In 2023, all new vehicles equipped
with LTE PC5 V2V and V2I via LTE PC5 Road operators add PC5-based

RSU to existing RSUs

Scenario 4 Equitable 5.9GHz use Division spectrum for V2V
based PC5 and IEEE 802.11p

IEEE 802.11 p for V2V/V2I,
Cellular(LTE-Uu) for V2N and

others use PC5 for V2V/V2I

The number of vehicles equipped with embedded C-V2X communication technology is expected
to increase as shown in Figure 2. Even though after a while we would expect C-V2X to be equipped in
a greater number of vehicles, vehicles which do not have embedded C-V2X would use LTE PC5-based
smartphones for accessing V2I and V2P services. In this context, the base case (scenario 1) seems to be
the one to be adopted by many automotive makers. A key challenge in this scenario is predicted when
different automotive OEMs would deploy different V2V communication solutions. Consequently;
the inefficient use of the equitable 5.9 GHz spectrum could occur due to no direct-communication
interoperability of the two technologies (C-V2X and IEEE 802.11p).

8



Sensors 2019, 19, 3788

Figure 2. Evolution of the number of vehicles using V2X services in base case scenario 1 (Table 1) of
vehicular technology [17].

2.3. 3rd Generation Partnership Project (3GPP) Cellular-V2X

3GPP Release 14 [16] for V2X services using direct communication over side link PC5 and LTE-Uu
is shown in Figure 2. Direct communication uses links over the side link PC5 reference interface.
In fact, side link PC5 defines features based on proximity service (ProSe) which is adapted for V2V
communication scenarios [16]. PC5 communication mode enables V2I communication between
vehicles and road infrastructures such as traffic control lights. In addition, V2N service uses LTE-Uu
for allowing communication between vehicle and computing infrastructures, for example, an RSU
implemented either with an eNodeB or as a standalone stationary UE, central cloud computing.
A vehicular enabled UE exchanges data with deployed computing infrastructures over the LTE-Uu
interface through RSU. The RSU broadcasts V2X messages towards multiple vehicles enabled UEs in a
target area through the evolved multimedia broadcast multicast service (eMBMS) [16]. V2N serves
VUEs in communication with an application server hosting ITS management applications, referred as
a V2X Application Server (AS), which would provide a global state of traffic, the management of it,
and service information [16,19–22].

Actually, cellular communication today represents the most embraced solution to collect data from
vehicles and retransmit them to the network through RSUs. This avoids having to build new or set-ups
expensive installations of RSUs [23,24]. To address admittedly V2X services use cases, the technical
specification group (TSG), radio access networked (RAN) define V2V service using device-to-device
(D2D) as specified in Release 12 [21]. Thus, a direct communication interface called sidelink (or PC5
interface) was thereafter specified in Release 14 [16] to allow direct communication link between
devices. In addition, improvements to this interface have been added within Release 14 to study the
V2V use cases in the ITS 5.9 GHz band and more specifically in [22].

3. A Comparative Study of Architectures and a System Model of LTE-V2X Communication in the
Implementation of V2X Services

Important research on LTE-V2X communication in implementing V2X services has started to
show relevant results. The relevant results of existing works focus mostly on the following network
concepts: (i) long-term evolution-vehicle (LTE-V) standard supporting V2V communications using PC5
in LTE [25], (ii) methodical and assimilated V2X solution based on time-division LTE (TD-LTE) [26],
(iii) multi-channel licensed-assisted access (LAA) schemes to enlarge multi-carrier Wi-Fi network [27].
We identify the following categories of work addressing system model of LTE-V2X communication in
the implementation of V2X services:

(1) Relevant use cases and requirements for V2X services
(2) Design choices determining the performance of LTE-V2X communications
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3.1. Relevant Use cases and Requirements for V2X Services

Boban et al. [28] describe the benefits of vehicles cooperating through V2X communication. They
define descriptions and requirements of some relevant use cases which would be supported by future
V2X communications systems. Among relevant use cases presented, some of them are bandwidth-
demanding applications with high link reliability estimated to reach 99%. Considering latency, the
authors mentioned that a low latency with a value below 10 ms is required for most of relevant uses
cases. Therefore, these relevant uses cases require a high throughput of tens of Mb/s per vehicle.
In addition, Seo et al. [4] provide a survey of the service flow and conditions of the V2X services
based on LTE systems. They also discuss relevant scenarios suitable for an operational LTE-based
V2X services system. Their work reveals some challenges such as high mobility and high density of
vehicle which would bring a great impact in designing practical and technical solutions to satisfy the
requirements of V2X services.

3.2. Design Choices Determining the Performance of LTE-V2X Communication

Masegosa et al. [25] put forward an overview of the long-term evolution-vehicle (LTE-V) standard
supporting V2V communications using LTE’s direct interface known as PC5 in LTE. The overview of
physical layers changes presented under release 14 for LTE-V allows both communications modes 3
and 4 of the LTE-V. LTE-V is under study and its specifications would be published in Release 15 [6].
This Release 15 defines specifications on fifth-generation (5G) for supporting both V2X services and
self-driving vehicles’ applications. Indeed, the goal of Masegosa and al.’s work [25] was to review V2X
Communications under mode 3 and mode 4 with LTE-V. In mode 3, the resources are assigned by the
cellular network while mode 4 does not depend on cellular coverage, and vehicles autonomously take
their radio resources using a relegated scheduling scheme supported by congestion control.

The results of the works in [25] discusses the performance achieved by the most major wireless
technology IEEE 802.11p compared to LTE-V when vehicles transmit 10 packets per second (pps) to
a distance of 160 m. In case the 802.11p data rate is increased to 18 Mb/s to a distance up to 160 m,
IEEE 802.11p achieves a smaller packets data rate (PDR) than LTE-V thanks to the physical layer
performance and the overriding effect of propagation. The authors analyzed also the performance of
(LTE-V) standard when the channel load increases, this means when a vehicle transmits 50 packets per
second (pps); the results show that the packet collisions become the primary source of errors.

Chen et al., [26] put forward a long-term evolution (LTE)-V model with a contribution on a
methodical and assimilated V2X solution based on time-division LTE (TD-LTE). The main idea is
the use of a centralized architecture that highlights features of TD-LTE and LTE-V-cell optimizes
radio resource management for supporting better V2I. The results from their study are compared
with the well-known wireless technology, IEEE 802.11p. The comparison reveals that LTE-V inherits
the advantages of TD-LTE, including local features of TD-LTE and LTE-V-cell for supporting V2I
communication implemented based on a centralized architecture. Therefore, they suggested that
LTE-V would consort new features to overcome the challenges of V2V communications, such as
congestion control.

Mukherjee et al. [27] studied the impact of unlicensed spectrum operation on the LTE physical
layer architecture and the study of farther enhancements about licensed-assisted access (LAA). They
present a brief survey of valuables enhancements for LAA for upcoming LTE releases. The experimental
results of their proposed system expose clearly that from the synchronization point of analysis and the
influence on the non-substitute Wi-Fi network, both classes of multi-channel LAA LBT schemes are
realizable and can enlarge the performance of a multi-carrier Wi-Fi network assimilated when it is
synchronizing with another Wi-Fi network.

Kawasaki et al. [29] proposed a performance evaluation between two methods of LTE-based V2X.
The two methods are Uu-based LTE-V2X based and PC5-based LTE-V2X which is supported by device
to device (D2D) communication [22]. The authors argue that queuing latency is significantly affected
by bandwidth allocation, latency, parallel degree (PD) both in PC5-based and Uu-based. The authors
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reveal that the numbers of admissible parallel transfer are decided by different factors in Uu-based
and PC5-based LTE V2X. However, in case the number of parallel transfer is equivalent to a larger
logical bandwidth, queuing latency is estimated to remain smaller. The experimental evaluation results
show that at PD=8, Uu-based was recorded to have the latency of 69.91msec and PC5-based LTE to
have a latency of 11.82 msec. To sum up, the latency of PC5-based had only 16.9% of the latency in
Uu-based. PC5-based LTE unveiled to retain a better performance than Uu-based while PC5-based
requires additional functions compared to the existing LTE.

4. Modeling and Implementations of Software-Defined Vehicular Networks for V2X

4.1. Definition of Software-Defined Networks

Software-defined networks (SDNs) [30] are based on the separation of data and control planes.
In SDNs, communication between the control layer and network layer takes place through the SDN
control protocol because the control plane and forwarding plane are decoupled. Based on this principle
of decoupling data and control plane, a standard protocol with multivendor support was needed
for enabling communication between SDN‘s layers. As a result, OpenFlow was developed for this
purpose [30]. OpenFlow was the first open-source control protocol for communicating between the
SDN controller and the network devices. OpenFlow enables the implementation of a user application
program to manipulate directly network devices without implementing various network protocols.
Furthermore, OpenFlow maintains what it calls a flow table [31] on the network device (forwarding
devices). The flow table contains information on how the data needs to be forwarded [30]. The SDN
controller can then use OpenFlow to program the network devices of an OpenFlow-enabled switch by
altering this flow table [32]. To program the forwarding information and set up the path across the
network, the OpenFlow architecture supports two modes of operation, reactive and proactive [33]. The
reactive mode is the default method of implementing SDN using OpenFlow and assumes that there is
no intelligence of a control layer running on the network devices. In this mode, the first packet of the
data traffic received on any of the forwarding nodes is sent to the SDN controller, and then the SDN
controller uses this information to program the flow across of the whole network. In proactive mode,
the SDN controller is preconfigured with some default flow values, and the traffic flow is programmed
preemptively as soon as the switch is brought up. SDN controller and switches exchange the flow of
information over the network using a secure channel such as Secure Socket Layer (SSL) or Transport
Layer Security (TLS) while the OpenFlow manages communication between network layer and control
layers [34,35].

4.2. Software-Defined Networks and their Concept in Vehicular Networks for Deploying V2X Services

The control layer plane is responsible for collecting and maintaining the status of all SDN cellular
network devices, RSUs, and the vehicles [8]. An example of such SDN deployment in V2X services
could be the route prediction on demand. The application could monitor vehicles on the roads
and provides additional route prediction paths at a certain time of the day or when the vehicles are
temporarily disconnected due to the high speed of the vehicles. The control layer would have to
provide with the information about the vehicle’s future route based on the Global Positioning System
(GPS) or a navigation system [11]. The ability to deploy V2X services through SDN concepts is perhaps
the most significant for automakers to solve the challenges of the no-direct interoperability of vehicle’s
wireless interface. Today, deployment of V2X services demands higher agility in network restoration,
massive scalability, faster deployment, and operating expense optimization [36]. Therefore, V2X
services cannot simply afford to be slowed down by the lack of speed in human-driven processes.

Automakers’ onboard wireless communication interfaces have been traditionally specific to their
vehicles. Automakers offer limited support for allowing external network devices to make decisions
based on the logic and constraints across the vehicular networks. SDN offers a solution by linking V2X
services to the vehicular network and bridging the challenge that existed with manual control and
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management processes. In addition, maximum use of automated tools and application have become a
necessity to meet the V2X service demands. Automation and programmability capability are needed
to support the provisioning of V2X services, the monitoring, and interpreting of V2X networks devices
data. Therefore, automated tools implement run-time changes based on high mobility of vehicular
networks, road traffic loads, and disconnection due to a high speed.

Since the SDN puts the intelligence of the vehicular networks in a central controlling software
called SDN controller which conveys vehicular routing protocols to VANET’s wireless nodes (such
vehicles, RSUs). In fact, the vehicular routing protocols automatically react to the vehicle’s mobility
since the global view of the network is permanently available on SDN Controller. Therefore, the
dissemination of routing path based on the vehicle’s speed could be built directly into the SDN
controller. Alternatively, the open protocols to manage the V2X applications can run on the top of the
SDN controller using the northbound bound APIS [30] to proceed down the routing policies and rules
to the controller and southbound APIS [30] to convey routing policies from SDN controller to the V2X
forwarding devices. In conclusion, features of the SDN should handle the issue of high mobility and
then improve V2X messages exchanged in a heterogeneous VANET architecture.

4.3. Architecture Overview of Software-Defined Vehicular Networks

Figure 3 depicts the components of various wireless communications in the software-defined
vehicular network. To allow an SDN-based vehicular network (SDVN), simulation conducted on it
leads to a certain number of SDN components. The SDN controller is the central logical intelligence of
the SDN-based vehicular system. The SDN controller has a generalized and global view of the vehicular
network and implements Openflow protocol to handle routing policies to eNB-type RSU controller on
RSU. In fact, eNB-type RSU controller deployed on the edge of the vehicular network shortens the
decision of generating new routing packets undefined in forwarding devices’ flow tables. The SDN
controller V2X network management conveys routing policies to UEs (vehicles) by implementing ITS’s
goals set up on the cloud or at the edge of the network for lowering processing decisions. The SDN
controller is not only responsible to provide the whole performance but also provide routing rules
for wireless devices (vehicles) selecting best routing paths to their destinations in VANET. OpenFlow
enabled V2X-EU is the SDN wireless node and is responsible to control the data plane elements [12].
Data plane on vehicle implements OpenFlow protocol and is embedded in the OnBoard Diagnostic
Unit (OBU). Furthermore, data plane elements are the VUEs that perform control message in term
of routing policies from the eNB-type RSU controller to execute predefined actions which state ITS’s
goals once implemented in the application plane of the SDVN.

4.4. Modeling and Implementations of SDN for Vehicular Networks

The study of existing works on SDN-based vehicular networks was conducted based on the four
(4) basics elements of modeling and simulation scheme [37]. First, we identified the targeted drawback
that the researchers addressed. The second element is the classification of the existing SDVNs or
VANETs system on which belong the addressed drawback. The third is the systems analysis which
allows identifying parts of the SDVN system that are relevant to the problem. Finally, the model of the
proposed solution, in turn, provides the implementation of the model related to the SDVN system in
considering the outputs of its system analysis. Modeling and simulation scheme of existing work on
SDVN was proposed to study the issues of several problems that originate from the complexity of ITS’s
applications understudy in VANETs and Internet of Vehicles. Thus, the models of software-defined
vehicular networks contribute as a network technology to provide a solution to current VANETs’
applications. In addition, SDVN is considered as a system because it is a part of VANET technology
that will influence the design of future vehicular network architectures. The summary of the modeling
and simulation schemes of existing works on SDN-based vehicular networks is described in Table 2.
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Figure 3. Software-Defined Vehicular Network. Data plane on vehicle implements OpenFlow protocol
and is embedded in the OnBoard Diagnostic Unit (OBU). The SDN controller has a Generalized
Vehicular cloud Openflow Controller on RSU. The SDN controller conveys routing policies to UEs
(Vehicles) by implementing ITS’s goals set up on the cloud.

Mainly, a VANET deals with systems in its objectives in a way of filling the separation between
heterogeneity caused by communications interfaces equipped in vehicles or infrastructure-based
communication. For instance, let us consider the fact that high mobility of vehicles causes dynamic
topology change that in turn generates packet losses in the network, therefore routing protocols in
mobile entities to effectively handle the short lifetime link are required. To this, the modeling and
implementation of this issue conducted by the authors in [12] and summarized in Table 2 show that
it is an SDVN’s challenge and the research community suggests what could be done to solve the
problem. The system analysis which represents the entities of the system that are relevant to the
problem discloses trace of message overhead between vehicles (data planes entities) and the SDN
controller. To this end, researchers should quickly decode that message overhead between vehicles
(data plane) and SDN controller is the root cause, therefore, the implementation of the solution to
a new problem related to routing protocols that could break link quality would start on message
overhead on the SDN controller. Thus, the model proposed by the authors in [12] involves a new
routing protocol that improves the packet delivery ratio by selecting stable routes with the lowest
latency to control the overhead message on the SDN controller. Inalterability in protocol deployment
due to the heterogeneity of wireless infrastructures prompted the authors in [38] to provide a system
analysis that centers on abstracting heterogeneous wireless nodes as SDN switches enabled OpenFlow
and designing SDN controller to manage dynamically network resources.

The output of the system analysis prompts the authors in [38] to propose a solution model that
includes an adaptive protocol for heterogeneous multihop routing, a topology that enables SDN
management overhead via the status of SDN switches and finally provide use cases of SDVN-enabled
V2V, V2I, and V2N. To improve the performance in communication by mitigating the connectivity loss
between vehicles and central SDN controller in [39], the authors suggested a system analysis based on
selecting local SDN controller domains through clustering concepts. They proposed a hierarchical
SDNV as the implementation model to decrease connectivity loss at the SDN controller, consequently;
enhance the robustness of internetworking of data plane entities.
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Table 2. Summary of related works on SDN based vehicular networks grouped according to the
modeling and implementation scheme.

Description of the Problem System System Analysis
Model of the Proposed
Architecture

Connectivity loss between vehicles and
SDN controller [39] SDVN Local SDN controller domains

through clustering

Hierarchical placement of SDN
controllers decrease
connectivity latency between
them

Routing in mobile cloud [12] SDN-based routing
Track message overhead
between vehicles and
controller

Control the overhead of the
SDN controller and packet
delivery ratio

Amount of data transfered for
multimedia applications [1] SDVN Analyze throughput,

end-to-end delay

RSU micro-datacenter,
stochastic switching for
reconfiguration overhead

Heterogeneity of wireless
infrastructures and inalterable in
protocol [38]

SDVANETs

Abstract heterogeneous
wireless nodes as SDN
switches enabled OpenFlow
Allocate network resources
through SDN controler

Deploy adaptive protocol for
heterogeneous multihop
routing; mitigate SDN
management overhead via
status of SDN switches; SDN
enabled V2V, V2I and V2N.

Efficient resource utilization [11] Software-defined
Cloud/Fog network

SDN supports hybrid mode,
Control plane is distributed
between SDN controller, BS
and RSU

Fog computing concept is
adding to provide FSDN

Latency control [10] Software-defined Mobile
Edge computing

Software-defined cloud/edge
vehicular networking

Latency control mechanisms:
radio access steering at the
base stations (BSs)

Latency control [40] on Multiple core
network for autonomous driving
vehicle

Software-defined
VANET with 5G

Local knowledge of
surroundings nodes, SDN
controller, Broadcast beacon
message

Cellular network integrated
with network Model, SDN
control eNB infrastructure,
RSU controller controls RSU

Latency control and cost on cellular
network [32]

Software-defined
VANET with 5G

Control communication:
VANET based, cellular
network-based, hybrid-based

Optimize southbound
communication via rebating
mechanism, game equilibrium,
two-stage leader-follower
game for best decision between
vehicle and controller

Dynamic resource management [14] Software-Defined
VANETs

Topology of SDN controller,
Model of Node in
Mininet-WiFi

Extend modeling of node car
in mininet-WiFi

Control latency communication [13]
Vehicular networking;
heterogeneity of radio
access technologies

Vehicle network architecture
for resource management,
SDN controller, redesign of
existing vehicular networks

Model SDHVNet architecture

ITS scenarios in future VANETS require quality of service (QoS)s and efficient utilization of
network resources for enabling autonomous driving. The authors in [11], [14] addressed the challenge
of efficient resource utilization. In [11], the system on which the problem is associated use the fog(edge)
computing technology, thus the SDN-based fog network is evaluated to propose location-aware services
with less communication latency. To this end, the system analysis centers on the deployment of the SDN
to support hybrid mode (central-based and distributed-based configuration of SDN controller) and on
the configuration of control plane (SDN controller) in distributed mode with both the base station (BS)
and RSU. Considering the outputs of the SDN-based fog computing, the authors in [11] propose a
model that combines edge(fog) computing services for allowing heterogeneous communication access
for V2V, V2I, and V2N. The authors in [14] provide a system analysis that centers of the topology
deployment of SDN controller and the possibility to model communication nodes (vehicles) as an
SDN switch using the open-source simulation tool known as Mininet-WiFi [14]. The proposed model
offers efficient utilization of network resource after modeling the vehicle as a node using Mininet-WiFi.
Taking mobile edge computing step further, the authors in [10] investigate the possibility of deploying
VANET’s application with low-latency and high-reliability communication delay in software-defined
mobile edge computing. The system analysis provided by the authors in [10] takes into consideration
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the edge vehicular network architecture which in turns provide a modeling solution on how to control
the communication latency through radio access steering at the base station.

The advancement of 5G in the automotive field brings the integration of VANETS and 5G
technology to construct 5G software-defined vehicular network with SDN technology as a primary key
enabler. The authors in [32,40] investigated the challenge of communication latency and the cost on
multiple core network for the autonomous driving vehicle. The modeling and implementation of [32]
provide a systematic analysis based on the control of latency at VANET position, the cellular network-
or hybrid-based (VANET and cellular position). The outputs of the system analysis prompt the authors
in [32] to model their solution for decreasing communication latency by optimizing southbound
communication via both rebating mechanism and the use of game equilibrium associated with the
two-stage leader-follower game in order to select best routing paths between vehicle and controller.
In [40], the modeling concepts centers on the system analysis based on broadcasting V2V beaconing
messages so that the local knowledge of surroundings nodes and their topology are available at
the SDN controller. After system analysis, the proposed solution provides a model that includes
the integration of SDN controller, eNB infrastructures, RSU controller and 5G to design 5G based
SDN concept.

The full transformation of VANET into SDVN requires to model SDVN solutions not only based
on system architectures of SDVN but also based on mathematical analysis. Since the SDVN integrates
the use of the SDN concept on the VANETs, a mathematically-based model is the natural modeling
language to break up complexity problems and make VANETs’ and SDVNs’ challenges tractable.
Mathematical-based theory applied to SDVN should bring further improvements and variations for
allowing SDN to fully enhance VANETs, consequently, minimizing latency and cost, safety message
delivery using heterogeneous communication interfaces [41]. A thorough mathematical model theory
for all the above–analyzed articles that would lead to a new proposed concept that along with its
implementation shall be addressed in future work.

5. Discussion

In this section, we summarize our findings from the classification of SDVNs based on the
modeling and implementation schemes. The modeling strategy used in this paper to break up SDVNs’
architecture helps to sort out existing VANETs’ challenges addressed by integrating the SDN concept
in VANETs. Some of the problems and system analysis in the process of modeling for problem-solving
have been covered in Section 4.4, however, the rest of this section covers the summary of the four
elements on which we centered the modeling of existing SDVN architecture in order to comprehend
the current VANET’s challenges solved by SDVN system. The simplicity of modeling proposed in this
paper aims at encouraging a research combination towards SDVN with 5G and with edge computing
as an alternative solution for future VANET’s applications. Based on our study, we provide SDVNs’
systems analysis of existing SDVN architecture.

The comparative study of existing SDVN based on the modeling and implementation scheme
as shown in Table 2 provides a list of a number of VANET issues addressing the full transformation
of VANETs to SDVN. To this end, the identified VANET issues handled over to SDVN systems are
summarized in the following contributions: firstly, the contributions in [10,13,32,39,40] that address
the issue of loss of connectivity by controlling the data plane latency, secondly, the contributions of
authors in [12] that are related to routing protocols in the mobile cloud environment, thirdly, the
contributions from authors in [11,14] which address the issue of resource utilization. Finally, the
authors in [1] provide a study on the amount of data transferred for multimedia applications. Lastly,
the contributions in [32,40] address the issue of communication latency and the cost of using multiple
core network for autonomous vehicles.

Moreover, handover control and proper allocation of radio resource were analyzed in [42] to
mitigate the challenge of mobility management and transmission delay. The mobility management in
VANETs increases delays in the transmission where handover procedures are not properly implemented.
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To this, SDVN with fog computing would allow meeting the requirements of low transmission delay by
adopting a hybrid handover scheme, optimizing radio resource allocation through the Markov decision
process [42]. However, inefficient control for high mobility that causes unsteady wireless channel for
SDVN and latency on the distribution of commands from controllers and interworking breach through
heterogeneous networks were among ongoing VANETs’ challenges to contend with SDVN. In addition,
network slicing and NFV [25] in SDVN introduce potential research opportunities. In fact, SDN allows
operative network slicing in a dynamic topology. The NFV with the use of hypervisor has the task of
adjusting OpenFlow in the way to enable heterogeneous network interworking.

The system analysis of SDVN systems identifies components, architectures, protocols directly
linked to the SDVN challenge addressed. Note that there are six (6) architecture systems of SDN- based
vehicular network proposed in the literature: SDVN [1,39], SDN-based routing [12], software-defined
VANETs (SDVANETs) [14,38], SDN-based cloud/mobile (fog/edge) computing [10,11], software-defined
VANET with 5G [32,40]. A comprehensive study of SDVN architecture, its benefits and services
are described in [36]. Although six systems of SDVN architectures are currently implemented and
simulated, system analysis provides insights to relevant components, architectures, protocols and
simulation tools to be considered before providing a solution model to VANET’s challenge. In
fact, we can list a few of SDVN system’s analysis as summarized in Table 2: placement of SDN
controller [11,13,14,39,40], communication control VANET-based or cellular network-based [32], local
knowledge of surrounding nodes via beacon or geo-broadcast messages [39,42], network simulator
tools such as Mininet-WiFi [14], trace of overhead messages between vehicles and SDN controllers [1].

Comprehensive surveys on the software-defined networks in [41,43] lack a comparative study on
the system analysis of existing SDVNs to point out SDVN components, architectures and algorithms
investigated to tackle SDVN drawbacks. Authors in [41,43] investigate SDVN architectures to identify
their benefits and challenges against the VANETs regarding communication in [41], and security
in [43]. Within the existing SDVN solutions, technology for SDN controllers, implementation tool
for the OpenFlow protocol have been proposed, yet a comprehensive study on SDVN architectures
based on the modeling will provide the required insights on the components needed for further
enhancements. Since the system analysis of SDVN systems provide key enabling technologies for
investigating SDVENs’ challenges, the solution model proposed in the implementation based the
system analysis entities in SDVN shows potential research opportunities towards an efficient SDVN
that could allow a huge number of next-generation VANET applications.

6. Conclusions

Software-defined networks (SDNs) are a network technology based on the separation of data
and control planes. This paper mainly focuses on discussing implicit literature that concentrates on
classifying existing SDVN solutions based on their modeling and implementation. In addition, this
work provides an overview of the current studies available in the literature on C-V2X applications in
support of V2X applications. The keys ideas of software-defined networks and their concepts for V2X
services were also presented. We show that the simplicity of modeling that was proposed provides a
detailed analysis of known solutions including SDVN or SDVN with 5G, SDVN-based cloud/mobile
edge computing in order to solve current VANET issues in most cases. Loss of connectivity between
vehicles and SDN controllers, routing in mobile (edge) cloud computing, were among the issues tacked
by existing solutions such as SDVN, software-defined edge computing, SDVN with 5G and SDN-based
routing that are currently implemented in order to solve current and ongoing VANETs challenges.
Lastly, we discussed some guidelines for future research work.
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Abstract: Although the IEEE Wireless Access in Vehicular Environment (WAVE) and 3GPP Cellular
V2X deployments are imminent, their standards do not yet cover an important security aspect;
the message content plausibility check. In safety-critical driving situations, vehicles cannot blindly
trust the content of received safety messages, because an attacker may have forged false values in
it in order to cause unsafe response from the receiving vehicles. In particular, the attacks mounted
from remote, well-hidden positions around roads are considered the most apparent danger. So far,
there have been three approaches to validating V2X message content: checking based on sensor
fusion, behavior analysis, and communication constraints. This paper discusses the three existing
approaches. In addition, it discusses a communication-based checking scheme that supplements the
existing approaches. It uses low-power transmission of vehicle identifiers to identify remote attackers.
We demonstrate its potential address in the case of an autonomous vehicle platooning application.

Keywords: V2V communication; message contents plausibility; power control

1. Introduction

In vehicle-to-everything (V2X) communications, various threats exist. They range from physical
types such as signal jamming and Global Positioning System (GPS) spoofing to more logical types such
as higher level protocol attacks or cryptanalyses. Unless thoroughly addressed, they can pose grave
safety problems for human lives, not to mention less serious losses. Unfortunately, there is not a single
overarching solution for all, due to the aforementioned diversity of the potential attacks. Each threat
may require a different set of countermeasures.

The most notable security feature of V2X communication is the use of security credentials, a.k.a.
certificates, commonly assumed by the Wireless Access in Vehicular Environment (WAVE) in IEEE
1609.2 [1] and the 3G Partnership Project (3GPP) Cellular V2X framework in 3GPP TR 36.885 [2].
Every safety message, the Society of Automotive Engineers (SAE) J2735 basic safety message (BSM) [3]
broadcast from each vehicle in particular, is required to carry the certificate or its digest to provide the
message source authentication and integrity check [1]. Also, it is used to provide privacy, by requiring
frequent and continuous change [4].

However, one obvious threat that the certificate-based V2X security framework is not addressing
is the message content fabrication. Unless appropriately filtered, vehicles can utilize received BSMs
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without knowing whether the contents of the messages sent by the nearby vehicles are genuine or
fake. In case an attacker has access to the device with a valid credential, she could forge an erroneous
message and transmit it, which will not be filtered by the certificate check. Then, the attacker could
cause the receiver vehicles to inappropriately react to the faulty message content and possibly face
critical consequences such as collisions. Since tampering with the sensory input data such as GPS
position information to be transferred by communication protocols is easier than breaking the protocols
or the cryptographic system, this type of attack may be more beneficial for the attackers.

Although the content fabrication attacks from a close distance can easily be refuted by the
multitude of on-board sensors such as radars, cameras, and lidars on the vehicle, remote attacks out of
the line of sight (LoS) of these sensors cannot be adequately filtered. A notable case would be roadside
attacks, where the attacker can broadcast false information to the passing vehicles. For example,
the attacker can fabricate false positional messages of a “ghost vehicle” to cause a multi-car pile-up in
a long platoon [5]. Therefore, to obtain the users’ confidence in this technology, the credibility of the
V2X messages from remote locations out of the range of the LoS sensors should be checked.

Below, we propose a solution where vehicles employ low-power beaconing messages (called
“whispers”) to judge whether the vehicles can trust the contents of the received vehicle messages or not.
This paper particularly focuses on the data fabrication attacks on the position information, a crucial
and endangered subpart of the system [6]. We demonstrate the value of the proposed approach
by considering a promising use case of V2X, platooning, so that the platoons can maintain traffic
efficiency in the situation that the roadside attacker transmits fake messages. Although studies applying
vehicular communication to truck platooning have dealt with these issues theoretically and practically
Ref [7,8], the fact that platooning vehicles can receive vehicle messages containing false contents was
not addressed in them. As the most effective attack target is the platoons, which is considered one
of the promising applications of cooperative autonomous driving [9]. Finally, our proposal can be
implemented only by utilizing the existing power control functionality that is already used for the
congestion control in the V2X communication.

The contributions of this paper can be summarized as follows.

• By narrowing the spatial attack window to a small distance to the potential victims on the road,
the proposed scheme can force the attackers into the detection range of the line-of-sight (LoS)
hardware sensors. Thus, the scheme creates an opportunity for the cooperation between the LoS
sensors and the communication for the message contents validation.

• By applying the proposed scheme to platooning, potentially the most vulnerable application of
V2X to the false position attack, we show that it can mitigate not only the collision risk but also
the discomfort from the unnecessary responses to the false position attack.

2. Related Work

The problem of message forgery has been noticed from the early days of V2X communication [10],
to have dire safety consequences [11]. It is even considered the most serious security threat for its ease
of implementation and execution [6]. Although the certifying authority (CA) is supposed to revoke the
certificates on misbehaving devices as per the IEEE 1609.2 [1], there is an issue of how the authority can
obtain and accumulate sufficient evidence that the devices are faulty or compromised [12]. Even if it
could, it will take time during which the attacker has a time window of attacks to exploit. Especially if
the attacker misbehaves in a discontinuous manner, namely evading detection intelligently, the task
of identifying the misbehaving device and revoking its certificates will not be easy in the first place.
So, the message correctness check is considered the primary focus of misbehavior detection [13].

There have been mainly three approaches to solving the problem, i.e., behavior analysis [11,14,15],
sensor-fusion [16–18] and communication-based constraint check [5,12,19]. These approaches are not
mutually exclusive, so they can be used alone, or in combination. The first exploits physical constraints
of vehicle movement dynamics. The second uses multiple sensor inputs to verify the position
information in the received message. The third uses maximum communication range constraints.

20



Sensors 2019, 19, 5493

Below, we will briefly discuss these three that check the plausibility of the position information
conveyed in a vehicle-to-vehicle (V2V) message. We note that because many of the existing approaches
have been around for a long time, they do not reflect the recent standards development. It is one of the
reasons that we need a new solution approach that is based on the standardized framework for the
V2X communication.

2.1. Vehicle Dynamics-Based Validation

This approach relies on models of plausibility for vehicle behaviors. Laws of physics or driver
behavior model can be used to judge if a claimed movement of a suspected vehicle is plausible.
Stübing et al. [11] used Kalman filter to analyze the path taken by neighbor vehicles. By comparing
the Kalman prediction of the path of a neighbor vehicle with the mobility data claimed in its periodic
safety messages such as position, speed, and heading, this method judged if the deviation of the
reported mobility data from the Kalman prediction is in an acceptable range; otherwise, it raises an
alert. Finding that the Kalman filter cannot keep up with highly dynamic maneuvers such as sudden
overtaking and hard braking, though, it additionally employed a hidden Markov model (HMM)
to verify such movements. Sun et al. [20] also used Kalman filter on the received signal from the
transmitter. Yavvari et al. [14] more extensively utilized the information contained in the BSM [3]
to check the plausibility of the claimed movement (location and kinematics) by the message sender.
Since the BSM has the lateral and longitudinal acceleration, speed, position, heading angle, and vehicle
length and width, these data can be used to check the plausibility of the claimed movement given
the past few transmissions from the message sender. If a claimed value exceeds the error range of the
given dynamics model of the vehicle, the checking algorithm flags anomaly. Leinmüller et al. [19] tried
to check if the V2X message has false position information by the fact that vehicles can move only at a
well-defined maximum speed such as the general speed limit on streets. It also exploited the fact that
only a restricted number of vehicles can reside in a certain area, whereby it can prevent Sybil attacks.
It also used maps to check if a vehicle can navigate through the claimed position. Ghaleb et al. [15]
used neural networks to find misbehavior in the communicated information. The local dynamic map
(LDM) is constructed from the shared information, and each message is determined legitimate or
malicious based on the historical behavior of the model.

2.2. Sensor-Based Cross-Checking

Bißmeyer et al. [16] used sensor fusion and particle filters to check the plausibility of the position
information in the incoming messages and assign a trust level to the message sending vehicle.
A separate particle filter was used for each tracked neighbor vehicle. The particle filter combines
all available different position information from a variety of input sources such as V2X message,
radar, road map, etc., to detect inconsistencies among them, introduced by faulty nodes or malicious
attackers. For example, a radar, lidar, or camera could detect no neighbor vehicle at a position claimed
through V2X. Not only each V2X message is evaluated in terms of the trustworthiness using the
particle filter framework, but also the trust level of the message sending vehicle is computed based on
the message trust rating. Schmidt et al. [17] presented a similar heuristic framework to combine the
plausibility ratings from different sensor modules such as radars, lidars, and ultrasonic to check the
message plausibility. The sensor-based check is part of a battery of tests using the movement analysis,
sensor-proofed position check, minimum distance moved check, map-proofed position check, etc.
Kim et al. [18] also combined various information sources such as sensors, maps, and input from other
vehicles. Yan et al. [19] checked the position information in the received message through radar sensors.
Each vehicle first monitors the neighboring vehicles using the radar in its range. Then it propagates the
information to other vehicles to share the information globally. LeBlanc et al. [21] relies on road-side
units (RSUs) to provide GPS reference values to defeat false position attacks.
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2.3. Communication-Based Validation

The last approach to evaluate the trustworthiness of V2X reported position information uses the
message conveying technology itself. First of all, a vehicle could compute the angle [22] or distance to
the message sender using the received signal strength, the time-of-flight, and the angle-of-arrival of
the V2X message. However, highly dynamic V2X channel conditions such as shadowing by blocking
vehicles or multipaths created by metal-hulled vehicles make it hard to obtain reliable measurements.
Moreover, the strict time synchronization between vehicles that is required for the computation
would be hard to satisfy on the on-board units (OBUs) as these devices are not created for such
purpose. Therefore, in this section, we will discuss only the schemes that rely on the most conservative
constraints, i.e., the maximum possible communication distances.

Parno et al. [5] proposed a scheme where a vehicle’s relative location is defined by its entanglement
with other vehicles. Each vehicle regularly broadcasts its identity (a public key) along with its signature
of a current timestamp. When a vehicle A receives such a broadcast from another vehicle B, it signs B’s
ID and rebroadcasts it. If a vehicle C on the opposite lane rebroadcast A’s identity before it rebroadcasts
B’s identity, then B can conclude that A is ahead of him/her. As the authors noted, however, this scheme
was a sketch of a possible solution and had strong assumptions to make it work. For one, it depends
on the opposite-side traffic, a condition we cannot always rely on. However, the idea of entanglement
within the communication range is viable, and we borrow it for our own proposal discussed later.
Raya et al. [12] proposed a method to evict a misbehaving vehicle from the trusted set of neighbors
even before the certifying authority (CA) includes the attacker’s certificates in the revocation list.
In particular, if the attacker reports an implausible position that stands out from the observation of the
honest majority, i.e., if messages are received beyond their expected area of propagation, the honest
neighbors in the communication range of the attacker notice it. Then the honest majority begins to
warn any new vehicle that comes into the communication range of the attacker to watch out for
the potentially fabricated information from the suspected vehicle. Furthermore, if the accusation in
the warning message collects enough supporting signatures from the honest majority, it promotes
to the disregard message. When the disregard message with enough signatures is picked up by the
roadside unit (RSU), it is forwarded to the CA so that it can revoke the certificates of the attacker.
Leinmüller et al. [23] also exploited the maximum communication range limitation in addition to other
behavioral anomalies of the vehicle in question to verify neighbors’ position information. In case an
observing vehicle M overhears communication between N and A, it compares their positions and
check if a possible attacker A can be within the maximum communication range of N. If the previously
claimed position of A contradicts the condition, M considers A sending out false position information
when it is actually at a position closer to N. Since this work is for multi-hop forwarding situation where
the identity of the next forwarding node is known, we cannot directly apply it to the one-hop broadcast
situation. Moreover, this checking method cannot be used against the remote attacker pretending to be
close when it is actually far away.

Schmidt et al. [17] used a checking method that requires the neighboring vehicle should be
heard during at least twice the maximum communication range dTX, which is called the minimum
distance moved (MDM), in order to be trusted. This check is to cope with stationary attackers
whose transmission range is dTX. Unfortunately, however, the current standards typically allow
the adaptation of the transmit (Tx) power for the purpose of congestion control. In particular, the SAE
J2945/1 stipulates that a Wireless Access in Vehicular Environment (WAVE) device can transmit at
a Tx power ranging from 10 dBm to 23 dBm, depending on the channel congestion condition [24].
Consequently, a factor of 20 power difference obviously wildly affects the communication range of
BSM. Moreover, the range can be also highly dependent on the given scenario and buildings in the
vicinity, and be anywhere between 100 m and 500 m [13]. Under these circumstances, the position
plausibility check based on the estimated maximum communication distance constraint cannot be
reliable. Received signal strength indicator (RSSI)-based plausibility check mechanisms are subject
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to the same problem. Ruj et al. [25] exploits the time of flight to check the distance to the transmitter.
But this scheme requires extremely precise time synchronization between vehicles.

Lastly, we stress that our paper is not about Sybil attacks. In Sybil attacks, the attacker can forge
many false identities [26,27]. In the current V2X standards, however, the vehicle identity in each
message must be proven by the attached security credential based on public key infrastructrure (PKI)
Ref [1]. Our solution is based on the current standards, so we assume that even the attack should use
its certificate to mount the attack. In our threat model, the attacker is not capable of tampering with
the PKI. It can only tamper with the sensor input (e.g., Global Positioning System (GPS) coordinates)
that is provided to the IEEE 1609.2 security module. In fact, it is the focus of this paper. When an
authenticated attacker tries to propagate false information, we can narrow the spatial attack window
to a short distance to the potential victims so that the hardware sensors can double-check the received
false information.

In Section 3, we will introduce a complementary scheme in the third category, based on physical
constraints of low-power communication, to defend against remote roadside attackers. Although it does
not preclude the possible employment of the other two approaches in combination, an independent
check based on the communication constraints has certain advantages over them. First, it can work even
when the sensor-based position check does not work, e.g., the in non-line-of-sight (NLoS) condition.
This is because most vehicle sensors such as camera, radar, and lidar are LoS devices. Second, it can
work when the behavioral analysis may fail. For one, the behavioral analysis cannot be applied to a
stopped vehicle, since it does not exhibit any movement behavior. Since V2X is expected to become a
regulation-enforced safety feature in the near future [28], we believe the communication-based position
verification should be included irrespective of other additional checks. In particular, our scheme can
be easily implemented in the WAVE or the cellular V2X (C-V2X) framework.

3. Neighbor Verification through Low-Power Beacons

The core idea of our proposal builds on the physical communication constraint that messages from
neighbor vehicles transmitted at a small transmit (Tx) power reach only the immediate proximity of
the sender [29]. It contrasts with existing communication-based approaches that exploit the maximum
communication range (e.g., 300 m) of the attacker as the constraint to be checked against [6,17].
In this section, we discuss our proposal to use low-power beaconing for proximity proving purpose,
in order to defend against position data forging attack from stationary roadside attackers. The proposed
scheme has a few desirable properties. First, it does not require a new hardware component beyond
existing wireless access in vehicular environment (WAVE) on-board unit (OBU). Second, it does not
excessively increase channel utilization as to hamper normal beaconing activities using BSMs [3].
Third, it works where sensor fusion is not applicable, and against a stationary attacker to which the
behavior-based checking is not applicable. Below, we sketch the solution approach.

3.1. Sketch of Solution Approach

See Figure 1 that depicts the movements of two honest vehicles U and V on a road strip,
and two attackers K and K′ on the roadsides. An attacker K′ is less than dB apart from a potential
victim V, where dB is the maximum distance that a BSM beacon can reach. Note that the attacker
can use the standard Tx power (e.g., 23 dBm) or increase dB by using an amplifier or directional
transmission. Without the proposed low-power beacon check scheme, K′ can inject false positions
or other safety-critical information in its BSM, BSMK′ , and coax V into believing it and elicit a
dangerous and unnecessary reaction (e.g., hard braking). But with the proposed low-power beaconing,
each vehicle is designed to trust only those vehicles that are within the low-power beacon range
dW � dB. It checks the condition not by the location information in neighbors’ BSMs, but per the
physical constraints of wireless communication. Notice that it does not require the addition of new
hardware or modification of the standard WAVE OBU, because the message Tx power can be explicitly
controlled by application in WAVE short message protocol (WSMP) [30].
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Figure 1. Low-power beacon checking setup.

In our solution approach, each vehicle broadcasts special beacons carrying the sender’s randomly
chosen identifier at much lower Tx power, in addition to BSM beacons. For convenience, we will call
this special beacon “whisper” in the rest of this paper. Only if a neighbor echoes the received whisper
identifier in its own whispers, the neighbor is trusted. In Figure 1, the remote attacker K′ does not
hear these whispers of V’s, as it is not within dW from V. Thus K′ cannot include V’s identifier in its
whispers, so V rejects the BSMs from K′ as suspicious. For an attacker to mount the false position
attack, therefore, it must come within the distance dW to the roadside. Moreover, it should exchange
whispers with a passing vehicle (e.g., U) to enable an attack. For example, the attacker K in Figure 1 has
a chance to mount the attack. Even in this case, the window of attack is limited to ±2 dW in principle.
So, with a sufficiently small dW , we can drastically reduce the attack window for K. Furthermore,
we can introduce an extension to this baseline scheme to further limit the attackers that come within
dW from the roadside, which we will discuss in Section 3.6. Recollect that the purpose of limiting the
Tx power of the whispers is to let only the neighbor vehicles in close proximity, but not a remote
attacker, hear them. Finally, a desirable fallout from using a small Tx power for whispers is that it helps
suppress the increase of the channel utilization due to this additional security measure to a small value.
Even with this added security mechanism, therefore, we can still keep a larger chunk of the channel
bandwidth for ordinary BSMs. Below, we discuss the details of the sketched idea.

3.2. Attacker Model

Before delving into the details of the proposed scheme, we specify the adversary model as follows.

• The attacker is stationary and located on the roadside [6,11], which will be the most frequent
attack scene. The stationary attacker is identified in Leinmüller et al. [6] as the most threatening
attack for its low complexity of implementation and execution.

• Before transmission, the attacker can tweak the data obtained from sensors or from the in-vehicle
networks such as the controller area network (CAN) bus.

• The attacker has a valid security credential [11]. So, the attacker can correctly encode invalid
position data.

• The attacker can increase the Tx power or use directional transmission to affect farther vehicles.

Note that the neighbor check using whispers is focused on the safety-related events that take
place in the local neighborhood of each vehicle. To be precise, the local neighborhood is the two-hop
range of the whispers (= 2 dW). Thus the check completely prevents the attackers from placing “ghost
vehicles” unless the attacker comes into the two-hop distance of the whispers. Then for the attackers
that are indeed within the two-hop distance, we can develop an extension of the whisper scheme to
further remove the attacks. For most safety-critical events, the attack prevention within 2 dW will be
sufficient, as they take place in close proximity, e.g., forward collision. There will be safety applications
where vehicles need to heed messages from long distances, but they are beyond the scope of this paper.
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3.3. Neighbor Check through Low-Power Beaconing

In the WAVE framework, every vehicle periodically transmits a beacon called BSM, at up to 10 Hz.
Such safety beaconing is similarly performed in C-V2X as well, with two more higher rates (20 Hz and
50 Hz) [31]. In this paper, we additionally require that every vehicle V transmit special beacons called
whispers, denoted by WV , that carry the following information:

• IV : whisper identifier (WID) of V
• LV = {Ix|x ∈ Nt

V}: list of WIDs heard by V, where Nt
V is one-hop neighbors that passed the

neighborhood check using whispers
• dig(CV): digest of V’s certificate [1]

The whisper identifier (WID) IV is randomly chosen by each vehicle, and changed every update
interval tu, much more frequently than the pseudonym change [24]. (the WID should also change upon
the pseudonym replacement as stipulated by SAE J2945 [24], as well as every tu.) Otherwise, once the
attacker learns of IV , it would be able to prove itself as a close neighbor of V by using IV . Then the
attacker could attack V with false information as long as its forged BSM can reach V. By changing IV
frequently, however, the vehicle V can make it hard for the attackers that once learned of IV to attack
V later in time.

Every vehicle V puts in LV all whispered neighbor identifiers Ix that heard and passed its “whisper
check”, and rebroadcasts them in its own whisper WV . The whisper check refers to the following test:
if a receiver U of WV finds its whisper identifier IU ∈ LV , U trusts the content in subsequent beacons
BSMV to come from a close neighbor V. If a neighbor vehicle fails the whisper check, on the other hand,
its whisper identifier (WID) is neither stored nor rebroadcast. The one-hop whisper neighborhood NV
of V is defined by the maximum distance from which a whisper reaches V. Nt

V ⊆ NV is the subset of
the one-hop neighborhood that passed the whisper check.

Each vehicle V stores the binding (Ix, dig(Cx)) for each neighbor x ∈ Nt
V . This is to prevent

impersonation attacks. Suppose V has received a whisper from U and confirmed IV ∈ LU. At this
moment, the binding (IU, dig(CU)) is made at V. Once the binding is made, K cannot impersonate U
because it does not have the private key of U to sign the BSM that is validated only by CU . On the other
hand, suppose that K hears the whisper and the BSM from U before the binding (IU, dig(CU)) is made
at V. In this case, K can attempt to pretend to be U and make a biding (IU , dig(CK)) at V. However, U is
not (yet) a trusted neighbor of V, so the whisper WU does not have IV . Therefore, K could not prove that
it is a one-hop whisper neighbor of V. When BSMK reaches V, V will reject this forged BSM.

Algorithm 1 shows the description of the proposed whisper checking logic. Line 3 is the whisper
check. If the received whisper fails this test, the sender is determined to be unverifiable as a neighbor
(line 16). If the whisper check succeeds, the whisper ID is used as a key to find the bound certificate
(line 4). If none, we create one to prevent the impersonation attack (line 5). If there is a binding, however,
the WID-certificate binding is checked against the values in the received whisper (line 9). If they match,
it is a confirmation of both the neighbor relation and the WID-certificate mapping. The trust is
strengthened as the credit for the received whisper is incremented (line 10). This information will be
later used in an enhanced version of the base algorithm discussed here. If the binding and the whisper
say otherwise, the whisper is ignored (line 12). Note that the binding should be newly created when
either the pseudonym change or WID change takes place.
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Algorithm 1 Whisper check at U.

1: procedure WHISPER-CHECK(WV) � U received whisper WV from V
2: Extract LV , IV , and dig(CV) from WV
3: if IU ∈ LV then � Did V hear my whisper?
4: if BU(IV) == ∅ then � B is the WID-certificate binding set; No binding exists for V yet
5: BU(IV) ← dig(CV) � Make one for V; CV is the link to BSM from V
6: LU ← LU ∪ IV � Store V’s whisper ID (WID) for rebroadcast
7:
8: else � Binding exists for IV
9: if BU(IV) == dig(CV) then � Binding confirmed?

10: C(IV)++ � Credit up
11: else � Conflict
12: return � Ignore this whisper
13: end if
14: end if
15: else
16: return � Ignore this unverifiable neighbor
17: end if
18: end procedure

3.4. Range Extension

One obvious question will be about the appropriate value of the whisper range dW . It should
depend on applications that require contents plausibility checks. What if an application requires a
wider checking range? One may argue that we could increase the Tx power of whispers to extend
the range, but it would increase the channel utilization as well. As a consequence, it can trigger the
BSM congestion control [24] so that fewer BSMs are transmitted and the vehicle position tracking
error increases. In essence, it can have safety ramifications. In order to extend the range of whisper
check to two hops without such side effects, we could take an approach similar to Parno et al. [5].
Namely, when WV passes the whisper check at U, we can let U not only trust BSMs from V, but also
those from the vehicles in LV . So U can identify two-hop trusted neighbors Nt2

U =
⋃

Lx, where x ∈ Nt
U .

Unfortunately, under the two-hop whisper check, when the distance dK between the attacker’s
true position and the message receiving vehicles is less than dW , the attacker can also exploit the
overheard whisper identifiers (WIDs) to extend the attack range. Figure 2 depicts the situation.
Here, the attacker K can obtain IV from LA, for A ∈ Nt

V and d(A, K) ≤ dW . Echoing this overheard
IV in its whisper WK, the attacker can extend its attack range from dW to 2dW . Not only that, after V
passes K, a similar situation can happen if there is another intermediate vehicle (e.g., B) between the
attacker and the victim.

Figure 2. Distances in credit-based whisper.
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Furthermore, there are two more factors that can extend the attacker’s reach even beyond 2dW .
The first is the whisper ID update. Recollect that the WID is changed every tu (see Section 3.3). If vehicle
V moves at speed v, it can add as much as vtu to dK because V can continue to use the same Iv even
after moving more than 2 dW away from K, before the next update instant. The second factor is the
message gap between consecutive whispers. Suppose V changes its WID from Iv to I′v. Since the update
will be reflected in the next whisper to transmit, a neighbor U can send its BSM containing the old
WID Iv. If V performs the whisper check against its new WID I′v, this legitimate BSM from U will be
filtered. Therefore, before whispering with the new WID, each vehicle should accept BSMs with its old
WID. Assuming the whispering rate of c Hz, neighbors BSM with the old WID can arrive as late as
1/c second after the update, which we reflect to the attacker’s overhearing range calculation. In total,
the attacker can attempt to deceive a vehicle at distances

dX ≤ 4 · dW + v · (tu + 1/c), , (1)

where dX is the maximum distance that the attacker can exploit V’s WID. We stress that the extended
attack range dX is not where the attacker can mount the attack from. The attacker should still be
physically within dW of the road to overhear the whispers. In this paper, however, we shun away from
the multi-hop whispering possibilities due to the potential to extend the attacker’s capability. We leave
it as future work and focus on exploring the efficacy of the single-hop whispering.

Note that the changed mobility model can affect the attack distance dX . In particular, the increased
vehicle speed v affects Equation (1), extending the attack distance. In this case, according to the same
equation, more rapidly changing the whisper ID (namely, smaller tu) can be used to counter it.

3.5. Whispering Rate and Tx Power

Lowering the Tx power of whispers helps filter the messages from remote roadside attackers
and reduce the channel utilization incurred by the whispers. But the Tx power set too low can render
the BMS from even close neighbors not trusted. Therefore, we should find an appropriate Tx power.
As to the channel utilization, another parameter that affects it is the whispering rate. To find appropriate
whispering Tx power and frequency to be used for the rest of this paper, let us consider two highway
driving scenarios depicted in Figure 3. There are four lanes on the simulated road. The BSM Tx power
is set to 23 dBm, and the messaging rate to 10 Hz. On the other hand, the Tx power of whispers is
varied between 7 and 10 dBm, and the messaging rate between 6 and 8 Hz. The channel model is set to
two-ray ground. The physical layer transmission rate is set to 6 Mbps for the most robust delivery [32].

Figure 3. Highway driving simulation scenarios (a) poor visibility (b) blocked line of sight.
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In (a), vehicles move at 80 km/h in the rainy road condition, where the road surface friction
coefficient is 0.3 [33]. The headway distance between vehicles on the same lane is set to 100 m. In this
case, the host vehicle V cannot detect the stopped vehicle X due to poor visibility. In (b), vehicles
move at 120 km/h on dry road where the friction coefficient is 0.8. The headway distance between
vehicles on the same lane is set to 50 m. There is a vehicle between V and the stopped vehicle X.
The stopped vehicle warns approaching vehicles through BSMs. Other vehicles check the distance to
the stationary vehicle at the moment of receiving the first BSM that passes the whisper check. In (b),
the intervening vehicle changes lanes to evade Y. The human reaction time typically ranges from 0.7 s
to 1.5 s [34]. In this paper, we set it to 1 s. When vehicles move at 80 km/h on a rainy road or 120 km/h
on a dry road, the braking distances based on our assumptions are 104.5 m and 102.8 m, respectively.
Given these parameters, we compute the distance d between the host vehicle and the stopped vehicle
when a whisper checked the first BSM from the stopped vehicle arrives at the host vehicle. Based on d,
Figure 4 shows the probabilities in the two scenarios that the host vehicle collides with the stopped
vehicle as it could not stop in time. The collision depends on the message delivery loss ratio and
latency experienced by the BSM from the stopped vehicle. Now, given the success probability of the
forged message delivery, the vehicle collision takes place if

d + v f · v
|a| < v ·

(
1 +

v
|a|

)
+

v2

2a
,

where d is the headway distance to the front vehicle U, v f is the speed of U, v is the speed of the host
vehicle V, a is the maximum deceleration.

Figure 4. Vehicle collision probabilities as functions of messaging rate and Tx power

Let dca denote the distance between the BSM sender and the receiver at which the collision
probability is less than 5%. In (a), the message reception is possible at distances d > dca at 9 dBm and 7
or 8 Hz. In (b), all three messaging rates qualify at 9 dBm. For this reason, we will assume in the rest
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of this paper that the whisper Tx power is set to 9 dBm, and the whispering frequency to 7 Hz. Note
that these numbers are only used as rough guidelines to demonstrate the potential of the proposed
approach. If need be, they will be refined in future work.

3.6. Further Check Based on Credit

An attacker within dW of the roadside can still hear the whispers of the target vehicles and mount
the attack. In order to cope with such attackers, we can extend the whisper scheme by incorporating
the notion of credit. In this extension, each vehicle V tracks the credit CV(U) for each neighbor vehicle
U. Without further sophistication, we simply let the credit increase by one point per each passed
whisper test and decrease by one point each second. In Algorithm 1, we showed how the credit for each
neighbor is increased. To prevent the attacker from arbitrarily inflating the credit, the increase for each
neighbor can be bounded by the whispering frequency fW , so that the reception of whispers beyond
fW does not add to the credit. Assuming the minimum whisper rate cannot fall below 1 Hz, legitimate
neighbors within dW of V will maintain a non-zero credit at V. Given the whispering frequency of
fW = 7 Hz, for instance, the maximum credit that one neighbor can accumulate per second is 7 − 1 = 6.
Based on this observation, we can set the credit threshold over which we can trust a given neighbor
vehicle at V as

θV = ( fW − 1) · dX/v(V), , (2)

where v(·) is the speed of the given vehicle. The threshold θ is essentially the credit that a
roadside attacker can maximally accumulate at V while V travels a distance dX at v, or equivalently,
during dX/v(V) seconds. Here, dX is the maximum distance that a vehicle can use the same whisper
ID, as in Equation (1). To show how long a neighbor vehicle should travel with a host vehicle to be
considered credible, Figure 5 plots dX/v(V) as a function of tu and v for dW = 170 m.

Figure 5. Elapsed time required for trust vs. whisper time allowed for the attacker, dW = 170 m.

A single-hop whisper check will roughly halve θ. Therefore, in reality, the time that neighbor
vehicles should be in the communication range of a host vehicle to be trusted can be small. The credit-
based enhancement ascertains CV(U) > θV for V to trust the message from U. Namely, if the
neighboring vehicle U can accumulate more than a roadside attacker maximally can, V trusts U.

Obviously, there is a risk of completely ignoring the legitimate vehicles whose credit falls short of
θ, e.g., due to message losses arising from adverse channel conditions. Or, a new vehicle can join the
traffic from a junction. But Figure 5 is a very conservative estimate considering that we define dW to be
the maximum distance at which the whisper reception probability is non-zero. The whisper ID can
change much faster, as long as the binding with the certificate digest is maintained. Using small tu

reduces θ, helping vehicles within the whisper range dW quickly exceed the threshold for each other.
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Using smaller dW would reduce the threshold even further, especially when v is small, reducing dW by
using smaller Tx powers can be useful because the smaller distance is driven in a given time than in
high-speed driving so that credibility checking may be more focused on closer neighborhood.

4. Attack Filtering Performance

In this section, we investigate the attack filtering performance of the proposed scheme, by simulating
a highway driving scenario. Figure 6 depicts the attack situation used in simulation. Vehicles are
moving on a 4-lane highway at the same speed of 120 km/h. The headway distance between vehicles
on the same lane is 33.3 m, or equivalently, a 1 s gap at the given speed. The whisper size is the sum of
the whisper ID (2 bytes), the digest of the certificate (8 bytes) [1], and the list of received whisper IDs
(at most 90 × 2 bytes). The BSM size 80 bytes for the message and 125 bytes for the certificate, so it is
201 bytes. The whisper and BSM are transmitted as a WSMP message in IEEE 802.11 frame, and the
lower layer overhead is an additional 80 bytes. In this paper, we assume that BSMs are transmitted at
10 Hz, and whispers at 7 Hz. Note that at such whispering rate, legitimate vehicles that fail to deliver
some of the whispers due to the poor channel condition will succeed within seconds at most, and assert
their neighborship without being suspected for long. The power of BSMs is 23 dBm, and whispers, 9
dBm. The path loss model is two-ray ground, and the fading model is Rician with k = 3. We perform
the simulation using the Qualnet simulator, and the simulation configuration is summarized in Table 1.
In the given situation, we consider the attack successful at a vehicle V if V hears BSMK with a false
position information (i.e., that of K′ 
= K) and BSMK passes V’s whisper test. Then, we count through
simulation the number of vehicles that are successfully attacked for varying distances of attacker to
the road, dK.

Figure 6. Attack scenario.

Table 1. Simulation parameters.

Parameter Value Explanation

PW 9 dBm Whisper Tx power
fW 7 Hz Whisper frequency
LW ≤194 B Whisper size
fB 10 Hz BSM frequency
PB 23 dBm BSM Tx power
LB 205 B BSM size

v 120 km/h Vehicle speed
dI 33.3 m Headway distance

Path loss Two-ray ground
Fading Rician (K = 3)
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4.1. Attack Mitigation Performance

As discussed above, if dK > dW , then Iv ∈ LK, so V can filter K’s BSM. This holds true even if
K increases the BSM transmission power or uses directional transmission to extend its transmission
range towards farther victim vehicles. But as V comes closer so that its whisper can be decoded
by K, then K’s BSM can pass V’s test. Figure 7 shows the number of successful attacks as a function
of dK. Namely, it plots how far from the road center the attacker can successfully mount the attack.
Although the number of vehicles that fall to the attack is also a function of the vehicle traffic density,
vehicle speed, and the duration of the attack, we fix them as in the previous section and focus on the
effect of dK. Without the whisper check, the attacker can successfully achieve the attack from as far
as dK > 600 m at the BSM Tx power of 23 dBm. With Tx power-boosting or directional transmission,
dK could be even larger. This result suggests that with good line-of-sight (LoS), the attacker may
well position himself safely apart from the highway, avoid visual detection by the passing victims,
and still pose a significant threat. The reason that the number of vehicles exposed to the attack is
approximately 3.5 inside the attack range is because we have a headway distance of 33.3 m between
vehicles. The length of a vehicle is 5 m, so with four lanes, approximately 3.5 vehicles enter the attack
range every second. With the whisper check, however, the attack enabling distance dK is significantly
reduced to dW ≈ 170 m. The result confirms that the whisper check is effective in narrowing the attack
range to dW . So, at least, the attacker should come near to the roadside in order to mount the false
position attack under the whisper scheme.

Figure 7. Successful attacks with basic safety message (BSM) only and with BSM + whisper.

4.2. Channel Utilization Increase

Additional whispering activity inevitably increases channel utilization. If excessive, it could even
jeopardize the more important safety message exchanges such as BSM. So, we also measure the channel
used in the simulation to check on this possibility. Figure 8 shows the channel busy percentage (CBP)
as a result of using whispers. We notice that the increase in CBP remains at 2% to 3% in each of the
considered variations of Tx power and frequency. Even if the whisper messaging rate is 60% to 80% of
the BSM beaconing rate, the increase in CBP is not as significant due to the smaller power at which the
whisper messages are transmitted. So, the low-power beaconing scheme only slightly increases the
CBP, and it can be done without excessively disturbing the ordinary beacon exchanges.
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Figure 8. Channel busy percentage (CBP) increase due to whispers.

4.3. Effectiveness of Credit-Based Enhancement

To check the efficacy of the credit-based enhancement, we repeat the simulation for Figure 6 with
the employment of the credit-based check. Figure 9 shows the result.

Figure 9. Attack success probability with additional credit-based check.

We see from the figure that the additional credit-based check completely shuts out the road-side
attacker, as it fails to accumulate enough credit, just as intended by Equation (2). A crucial observation
in the issue of position plausibility check is that the risk of vehicle collisions is higher between those
that are in close proximity. Therefore, it is imperative that the nearby vehicle positions should be
ascertained more than those of farther vehicles. It is why the SAE J2945/1 standard stipulates that only
the vehicles within 100 m of the ego vehicle be tracked [24]. From this viewpoint, the credit-based
double check is highly recommended due to its usefulness in checking the positions within short,
safety-critical distances, dW in particular.

We can summarize the significance of the proposed scheme as follows. In connected/autonomous
cars, V2X is no longer an option, but a mandatory component that allows vehicles to sense larger
distances and non-line-of-sight (NLoS) situations. Without the proposed solution, the attackers can safely
position themselves at a significantly larger distance from the victims (connected/autonomous cars).
The hardware sensors such as cameras, radars, and lidar are all line-of-sight (LoS) sensors, and their
coverage is limited. Therefore, with only the sensors, we could not cope with the attacks that use longer
range and non-LoS technology that is the V2X. By using a smaller Tx power to make dW narrow, we can
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create an opportunity for the cooperation between the LoS sensors and the communication for the
message contents validation.

5. Application to Platoon Protection

As traffic and cargo volume increase worldwide, many researchers have studied how to reduce
traffic congestion and to carry cargo efficiently through truck platooning. In 2011, California PATH [35]
team conducted experiments with three heavy trucks that have only an automated longitudinal control
and confirmed the improvement of fuel consumption by about 10% on the average. Energy ITS [36]
team performed tests with three automated heavy trucks and one light truck with the gaps of 10 m
and 4.7 m at 80 km/h in 2013. Currently, there are numerous others seeking even higher efficiency
goals [37]. These project teams conducted their research using vehicle sensors and vehicle-to-vehicle
(V2V) communication, and they demonstrated that platooning can improve energy [38] and traffic
efficiency [39]. Like this, as platooning is one of the most promising applications of V2X [9], and one of
the prominent target for roadside remote attackers when V2X becomes available [5], it is imperative to
explore how the proposed scheme can help mitigate attacks against platoons.

5.1. Problem Formulation

In platoons, each vehicle can utilize V2V communication to obtain information about vehicles that
are in non-line-of-sight (NLoS) points that cannot be detected by its sensors. This is also essential for all
platooning vehicles to use the platoon leader’s driving information. For our purpose, it is considerably
difficult to define the platoon formation and the surrounding traffic in a completely generic manner.
Thus in this paper, we consider the scenario as depicted in Figure 10, where the autonomous platooning
and non-platooning vehicles move together on a road, and they are subjected to a roadside attack
from K.

Figure 10. Simulated platooning scenario.

Since the platooning is dangerous to perform in urban roads, the highway environment is usually
assumed. Figure 10 is the platooning scenario in the highway environment. Following the 3GPP TR
36.885 (Annex A) suggests for evaluation scenarios [2], we used a straight road longer than 2 km. Unlike
the 36.885 that suggests 2.5 s gap between vehicles that run at 70 km/h, however, all non-platoon
vehicles in our paper try to keep at 80 km/h with 1 s gap (approximately 22 m) and platoon vehicles,
10 m.

In this formulation, there are γ vehicle groups on a 10 km stretch of a lane. Each vehicle group is
composed of α + β vehicles, where α and β are the numbers of platooning vehicles and non-platooning
vehicles, respectively. It models the driving situation from the viewpoint of platoons where it is behind
a non-platoon vehicle population in a lane. As the platoon uses a smaller inter-vehicle gap than
non-platoon vehicles, the false position attack from K is a more grave safety threat to the platoon
vehicles. As above, all vehicles exchange BSM at 23 dBm, but for whispers, we will assume here that
they use the Tx power of 9 dBm, slightly higher than in the previous sections. As a result, dW is 170 m
in our simulation setting while BSM propagation dwindles in power till 600 m beyond which the
packet delivery is hardly possible.
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Let Ni
j be the ith non-platooning vehicle of the jth group, and Pk denote the kth platoon. For the

string stability of the platoons, we model into the simulator the Rajamani controller [40] that computes
the desired acceleration of each vehicle in the platoon. For this, we assume that the platoon vehicles
receive the movement data of both the preceding vehicle and the platoon leader through V2V
communication, whereas non-platoon vehicles receive only those of the preceding vehicle. We set the
intra-platoon safety gap, namely the required minimum distance between two consecutive vehicles in
the platoon, to 10 m as assumed in many works of literature. The length of a vehicle is 5 m, and the
safety gap between non-platooning vehicles or between a non-platooning vehicle and the immediately
following platoon leader is one second headway time at 80 km/h, which is approximately 22 m.
Although presenting the case where collisions occur will obviously be more dramatic, we set the safety
gap to a large value because we want to show that even if there is no collision, the attack can still affect
the comfort and the efficiency of the vehicle traffic running with platoons.

We assume that all platoon vehicles try to keep their speed at 80 km/h. In contrast, non-platoon
vehicles can use higher speeds when it wants to close the gap with a preceding vehicle. The maximum
acceleration and deceleration of both types of vehicles are assumed to be 3 m/s2 and −5 m/s2,
respectively [41]. All vehicles can use their sensors to detect the obstacles within 150 m of the
line-of-sight (LoS). Notice that N1

1 has no obstruction in front, so it can easily recognize obstacles in the
front. However, the front view of its followers are blocked by the preceding vehicles, making it difficult
to detect obstacles. An attacker K is situated at dW from the roadside. Although a very remote attacker
can be more easily rejected as explained above, by putting the attacker within the hearing range of
the whisper, we want to stress-test the proposed scheme. K broadcasts forged messages announcing
a ghost vehicle G, which is not actually present, at a distance of 2 km ahead of N1

1 . K continuously
broadcasts forged messages, causing the vehicles to brake when the vehicle groups come in the range
of its BSM transmission.

5.2. Effect of Whisper Check With Platoons

We first measure the time it takes for the last vehicle Z of the entire vehicle groups to pass through
the endpoint of the 10 km stretch, while varying α, β and γ (5 ≤ α ≤ 10, 1 ≤ β, γ ≤ 10). It will
reveal any accumulated delay effect if the vehicles in front are affected by the forged message attacks.
Specifically, without the whisper check, each vehicle with a block front view will believe that G is
actually present at the forged coordinate. If the vehicle determines that there is a risk of colliding
with G, it will activate its brake. For this, we assume that each vehicle brakes at 30% of the maximum
deceleration when the time to collision (TTC) with the preceding vehicle is 2.6 s, and at the maximum
deceleration when the TTC is 1 s to prevent collision [42]. Each vehicle activates the brake until its LoS
sensors finally perceive that G is not actually present.

When the whisper check is not employed, Figure 11 shows the velocity changes of some of the
non-platoon vehicles in the first vehicle group under the forged message attack that a ghost vehicle is
at G. We assume α = β = 10 in this example.

Since N1
1 has the LoS for the ghost vehicle G, it can use its sensors to perceive that K’s messages

are forged and keeps going at the same velocity as before without braking. But as for the other vehicles
in the group, they brake to slow down due to the absence of LoS to G. So, N2

1 begins to brake at 30% of
the maximum braking when its TTC to G reaches 2.6 s. But as soon as N1

1 passes the forged position,
the LoS to the forged coordinate is clear for N2

1 . Its sensors detect that G does not exist, so accelerates
again to reach the target safe distance with N1

1 (at around t = 90 s in Figure 11). Notice that the velocity
of the following vehicles more severely decreases towards the end of the non-platoon vehicle column.
Due to the slowed vehicles in front, the latter vehicles spend more time until they reach G, when their
sensors find the absence of the ghost vehicle. Some middle vehicles are not shown for readability,
but this accumulated slowdown effect is amplified to a very large and elongated velocity instability as
it propagates to the last non-platoon vehicle N10

1 . From the velocity changes of N10
1 , we observe in the
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simulation data that its acceleration and deceleration occurs as many as 60 times, potentially causing
discomfort to the passengers.

Figure 11. Velocity changes of the non-platoon vehicles in the first vehicle group without forged
message filtering.

The velocity fluctuation in the non-platoon vehicles directly affects the immediately following
platoon vehicles. The leader of the platoon P1 that immediately follows N10

1 has to slow down due
to the attack and then increases its speed to the original speed only after its other sensors check the
absence of G. However, unlike the non-platoon vehicles, the platoon members of P1 are controlled by
the leader, so at the command of the leader, they move at the same speed. Recollect that the platoon
members are prohibited from accelerating to more than 80 km/h. The other platoons P2, . . . , P10

experience similar dynamics. Furthermore, the speed of Pi decreases more than that of Pi−1 as the
effect accumulates. Figure 12 shows the velocity changes of some of the platoons. In general, Pi suffers i
episodes of significant velocity fluctuation due to the remote attack. We observe that the latter platoons,
most notably P10, suffer from elongated and repeated instability.

Figure 12. Velocity changes of platoons without forged message filtering.

Using the whisper check can drastically reduce the undesirable impacts of the remote forged
position attack such as exposed by Figures 11 and 12. Figure 13 sheds light on these impacts of whisper
checks from yet another angle, the distance loss. In particular, it shows the distance lost by the last
vehicle Z compared with the case in which vehicles employ the whisper checks, under various values
of β and γ and α = 10. We fix the value of α because the platoon followers travel at the same speed as
the platoon leader and had little effect on the velocity change of Z. When all vehicles use the whisper
check, Z travels 10 km at a velocity of 80 km/h without any distance loss, regardless of β and γ values,
because the vehicles successfully filtered out forged messages. In contrast, in the absence of the whisper
check, the average velocity of Z decreases as β and γ increase, and there is lost distance. For instance,
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for α = β = γ = 10, the average velocity of Z while moving 10 km dropped to about 52 km/h, far
below 80 km/h with the whisper check in play.

Figure 13. Velocity changes of platoons without forged message filtering.

Although we set the inter-vehicle distance to sufficiently large values so that the roadside attack
did not cause direct collisions, the loss of average speed and the potential discomfort due to repeated
and wild fluctuations of the vehicle speed would be enough to annoy the vehicle riders. If the
inter-vehicle distance were lower for higher road throughput or fuel-efficiency, it would increase the
probability of more serious events.

6. Conclusions

In this paper, we explore a Tx power-based communication constraint check that can filter remote
attacks that aims to disseminate false position information to running vehicles. By using low-power
beacons, vehicles can mutually check if the BSM hence the position information therein indeed comes
from a physically close neighbor. At least, it would pressure an attacker to come close within the
low-power transmission range of the victim vehicles to mount an effective attack. In case the attacker
indeed comes in close range, the on-board hardware sensors such as radars, lidar, and cameras with a
typically smaller range than V2X can kick in to validate the claimed position.

Through extensive simulation, we demonstrated that there is value in using the low-power
beacon exchanges between vehicles in preventing the harmful impacts from remote false position
attacks through V2X communication. Specifically, we confirm that traffic efficiency and comfort of
platooning may be decreased due to the remote attack. We show, however, that if we employ the
low-power beaconing message check to platooning, we can successfully cope with forged message
attacks and can overcome the problem. The additional bandwidth cost is small thanks to the low Tx
power, and the Tx power reduction for the additional beacons is easily implementable within the
current V2X standard frameworks.
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Abstract: One of the main challenges of operating a smart city (SC) is collecting the massive data
generated from multiple data sources (DSs) and transmitting them to the control units (CUs) for
further data processing and analysis. These ever-increasing data demands require not only more and
more capacity of the transmission channels but also results in resource over-provision to meet the
resilience requirements, thus the unavoidable waste as a result of the data fluctuations throughout
the day. In addition, the high energy consumption (EC) and carbon discharge from these data
transmissions posing serious issues to the environment we live in. Therefore, to overcome the issues
of intensive EC and carbon emission (CE) of massive data dissemination in SCs, we propose an
energy-efficient and carbon reduction approach by using the daily mobility of the existing vehicles as
an alternative communications channel to accommodate the data dissemination in SCs. To illustrate
the effectiveness and efficiency of our approach, we take the Auckland City in New Zealand as an
example, assuming massive data generated by various sources geographically scattered throughout
the Auckland region, to the control centres located in the city. Results obtained show that our proposed
approach can provide up to four times faster transferring the large volume of data by using the
existing daily vehicles’ mobility, than the conventional transmission network. Moreover, our proposed
approach offers about 32% less EC and CE than that of conventional network transmission approach.

Keywords: smart city; delay tolerant network; infrastructure offloading; opportunistic network;
vehicular mobility; energy consumption; carbon emission

1. Introduction

In the near future, SCs are envisioned to provide services such as road lights conversing with the
smart grids, urban parks associating with administrations, seasides conveying cautions on pollution
levels, and flood alerts to disaster management. This results in generation of huge data, and they are
stored in the data clouds or some data control centers for processing and analysis. A huge number of
sensors, installed in each city will continually generate a tremendous amount of data [1]. For instance,
Westminster City Council has introduced solar waste bins that can speak to city council workers
and inform them how much full they are. The framework used infrared and telemetry sensors and
prompted a 60% decrease in cost for waste collection. Smart homes are now turning into reality, and
it is expected that they will be available commercially by next year. Splunk predicts that one smart
home today can create as much as 1 GB of data in a week. This means that all the UK smart homes
may generate more than 26 million GBs of information [2]. Furthermore, video surveillance of entire
city, smart sensors, and smart girds also generate big volume of data on each day for processing and
analysis [3].
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The transmission of a large amount of SCs data is going to swamp existing infrastructure networks,
and it presents some unwieldy challenges. The operator’s concern is to enhance the performance of
their network by adding more capacity to their networks or by efficiently using the existing network
resources. To address the issues of this explosion of data traffic we have different solutions. One of
the expensive solutions is to elevate the existing networks to the next generation networks. Another
expensive solution is to enhance the network capacity. However, the problem with these solutions is
that it requires an enormous amount of cost for operational expense (OPEX) and capital expenditure
(CAPEX) [4].

To transmit huge information in SCs, one of the candidate network is power line communication
(PLC), it may provide LAN connectivity, WAN access, and some command and control capabilities [5].
However, interoperability problems, low dispersion and short-range communication of PLC networks
become weak points for its success in the market of data transmission system [6]. Other energy-efficient
solutions may include use of Zig-Bee, Bluetooth and WiFi along with PLC for smart metering and
smart homes. Due to capacity and wireless range limitations, these solutions may be suitable for a
short-range communication rather than long-distance communications [7]. Furthermore, fiber-optic
in SC for huge data volume dissemination might be a good competitor. However, the city-wide
deployment of optical-fiber system requires high budget [8].

Lately, Cellular Networks (CNs) appear to be an alternative solution for big data communication
in SCs. However, huge mobile data demands have already created the issues of devastating CNs [9].
Figure 1 shows that mobile data demands will grow up to 38 PB per month by 2021 in New Zealand,
which is 380% more than 2010 [10]. Broadband Internet and traditional core networks could also be
possible candidates for SC data transmissions, but these networks are also now congested networks,
traffic on the Internet has increased more rapidly than its existing capacity [11,12]. As a result, the
problem of data dissemination between data sources and control units in SC ought to be solved by
using some other types of hybrid networks instead of the using only Wi-Fi, 3G, LTE, Internet and so
forth [13]. Under this topic, vehicular networks by using the existing routine rides in the city could be
a possible solution to disseminate big data in SCs.

Figure 1. Mobile data demands and number of vehicles in New Zealand (NZ).

On the other hand there is one more big challenge in energy consumption in information
communication technology (ICT). Andrey gives his analysis on global EC, with the best average and
worst-case scenarios. International Energy Agency (IEA) estimated that Global electricity consumption
would grow by 2.8 to 3.4% per year and ICT EC will be a big ratio (51%) of global EC in 2030.
The electricity demand of communication technology is increasing and will be 30,715 TWh of a
worst-case scenario in 2030. Andrey predicts that depending on different scenarios of ICT, EC in 2010
is 8% to 14%, in 2020 6% to 21% and in 2030 8% to 51%, respectively. Hence, it is also a critical issue
that needs to address [14,15].

These factors of congested networks and EC in ICT create interest in alternate energy-efficient
solutions to reduce the pressure of data traffic on traditional core networks. In this direction, Cho and
Gupta [16] enhanced the data transfer performance by suggesting the concurrent use of conventional
network and postal system. Some portion of the data is forwarded using the conventional network
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while some other delay-tolerant data is forwarded on hard disks through the postal system and it
requires comprehensive data scheduling. Munjal et al. proposed a centralized Software-Defined
Vehicular Connectivity procedure that enables scalable and adaptive control of the scheduled vehicles
to offload traffic [17].

Thus, it is useful to introduce an energy-efficient option by using the existing vehicular networks
to address this problem of big data transmission and to reduce the load on existing infrastructure
networks. In this paper, we are proposing to use daily routine rides of SC’s vehicles and annual average
daily traffic (AADT) of Auckland city for delay-tolerant data transmission. The main contributions of
this paper are as follows:

• We conduct a study to observe the correlation of current and predicted data demands of NZ’s
main cities on system model.

• We develop a mathematical model to measure the degree of data offloading by considering the
Poisson arrival of smart vehicles and RSUs of the road network.

• A case of Auckland City is evaluated by using annual average daily traffic (AADT) of Auckland
City in our proposed model to reduce the end-to-end delay for big data transmission.

• We design new algorithms using multi-commodity flow problem to select an energy-efficient
network for data transmissions.

The rest of the paper is organized as follows. A correlation study is reported in Section 2. Section 3
present the related work. The system overview is presented in section IV along with mathematical
models. We present our network flow model used to minimize EC and CE in Section 4. Analysis is
performed in Section 5, along with two case scenarios. Finally, the paper is concluded in Section 6
along with future work.

2. A Possible Alternate Channel

Like rest of the world, the data demands in New Zealand are increasing each year, as depicted in
Figure 2. There is an increase of 40% data demand in 2018 and an increase of 54% in the number of
fiber connections for faster data communication, to make up 32% of all broadband connections. On the
other hand, a significant decrease of 25% is shown on the slow Internet and dial-up connections. More
than 70% of all Internet broadband connections with no data limits and cap. These data demands
of broadband connections include the use of 281,615,000 GB of data that is equal to 90 million hours
of streaming, or 10,700 years, high definition online shows of TV. Mobile phone users consumed
10,089,000 GB data in June 2018, which is up to 56% from 2017 [18]. The use of mobile data has been
grown by 600% in the past four years and the expected growth for the next four years is 50% per
year [10].

Cisco predicts that a SC with a populace of 1 million could produce 180 million GB data volume
for each day or 42.3 ZB/month [19]. If we assume NZ main cities as smart cities, where data sources of
different applications of smart cities like smart buildings, smart water, smart public services, smart
lighting, smart mobility, smart waste management, smart meters, smart energy, smart sensors, and
smart grids etc., will generate a massive volume of data and we need to transmit this big-data to
data cloud, data centers or data control units. These expected data demands of 724 PB per day, will
exceed the data usage beyond the available limit of existing infrastructure. There will be a massive gap
between existing data usage and required data usage of these cities, as shown in Figure 3.
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Figure 2. Past five years broadband data usage in NZ: Comparison of Fiber optic, Cellular/satellite/
and fixed wireless, DSL, and Monthly data use.

Figure 3. Data usage statistics of various NZ cities. Comparison of Cisco predicted, current, and the
proposed data usage.

We propose a complimentary network, the vehicular network as a hybrid network, along with
existing infrastructure, and mobile networks. Business Insider (BI), predicted that in 2021, 82% of
all vehicles would be shipped as smart and connected vehicles [20]. These smart vehicles will have
wireless interfaces, global positioning system, storage capacity, and processing capacity. We assume
NZ’s main cities as SCs. Ministry of transport NZ predicted that NZ has 0.79 per capita vehicles in
2016. This value is keep on increasing with an average increase of 2.12% in per capita vehicles since
the past five years [21] as shown in Table 1. Figure 3, also predicts the parallel growth in mobile data
demands and vehicle volume in NZ. Hence, it is forecasted that this significant volume of connected
vehicles can produce huge bandwidth on the road network of NZ’s smart cities. By using the data set
of the ministry of transport NZ [21,22] as shown in Table 1, our proposed system predicts the vehicular
network in SCs of NZ could produce a massive bandwidth up to 607 PB, if only 20% smart vehicles in
NZ will transfer only one data assignment on a daily basis, as shown in Figure 3.

Table 1. Average percentage increase in per capita vehicles.

City Name Population
Per capita

Vehicle
Number of

Vehicles
Yearly %Age

Increase

Northland 168,300 0.71 119,493 1.14
Auckland 1,569,900 0.71 111,4629 2.03
Waikato 439,100 0.75 329,325 1.37

Bay of Plenty 287,100 0.86 246,906 1.66
Gisborne 47,400 0.66 31,284 0.62

Hawke’s Bay 160,000 0.74 118,400 1.64
Taranaki 115,700 0.76 87,932 0.8

Wellington 496,900 0.64 318,016 1.28
West Coast 32,700 0.90 29,430 1.61
Canterbury 586,400 0.80 469,120 0.25

Otago 215,000 0.74 159,100 1.38
Southland 97,300 0.89 86,597 1.37
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3. Related Work

Presently, different data clouds offer a data storage space on their web servers to their clients.
Normally, numerous duplicates of data are stored on these servers [23]. The best example to transfer
data from a client location to these servers is the data delivery services of Amazon Web Services (AWS).
AWS offers data movement by using their data vehicles. For this purpose, AWS sends their vehicle to
the client, the client loads required data onto the vehicle, and the vehicle is driven back to AWS for
loading the client’s data onto their web servers [24]. A digital map provider company Digital Globe
used snowmobile services of AWS to transfer 70PB data onto the cloud of AWS [25]. This type of data
transmission requires some fiscal cost because it needs a dedicated vehicle for this purpose. Moreover,
it consumes energy and emits carbon in the environment.

A big data of delay-tolerant applications can be transferred by efficiently using the energy of
daily routine trips of vehicles. Vehicular delay-tolerant network (VDTN) [26], is built on the theory of
delay-tolerant network (DTN). It handles delay-tolerant applications at low cost and on unpredictable
network conditions. Vehicles can be used as data carriers between terminal nodes either in rural areas
or in emergency scenarios. This strategy can be helpful in both V2V and V2I communication. In this
direction, Kashihara et al. [27], proposed a data offloading scheme to offload data, particularly to
scheduled vehicles by using short-range and high-speed wireless communication. The motivation
was to reduce traffic congestion because of the high data volume on traditional networks. Similarly,
Hunjet et al. [28] and Usbeck et al. [29] uses VDTN and implement data forwarding schemes by
using data farriers. A vehicular data dissemination project is implemented in France to reduce load on
conventional networks [30]. Dessler et al. [31] used parked vehicle for data communication among
other vehicles and proposed a protocol called vehicle cord where parked vehicles are used as RSUs.

In another work [32], Cho et al. uses hybrid network to upgrade the performance by proposing
the concurrent use of traditional core network and postal framework. A portion of the time-critical
data is exchanged by using the conventional core network while postal system is used to transfer
delay-tolerant data with the help of hard drives. It requires complex data scheduling for data
forwarding. Marincic et al. upgrade a similar work to minimize the EC and reduce the CE [33].

Moving Vehicles on the road and roadside APs of WiFi Network can also be used as a practical
solution for cellular data offloading in SCs, called vehicular Wi-Fi offloading. The research in
this direction has an objective to enhance the cellular data offloading performance, particularly
for delay-tolerant and non-interactive applications [34,35]. At the same time, the advantages of
opportunistic communication and D2D revolution are sound for some vehicular related use cases.
It can empower location-based peer-to-peer applications and services. For example, thinking about
the huge number of connected smart vehicles, a new software update of the smart vehicles can put
a critical load on the cellular network, and cost huge money for vehicles owners. In this way, the
new update can be downloaded by some designated vehicles by using D2D communication with
RSUs, and then this update can be exchanged to other vehicles by D2D transmission. Along these
lines, the majority of the cellular load can be shifted to V-D2D communication and accordingly cellular
bandwidth, energy, and cost can be saved [36].

A network architecture is explained in [12] for smart city data offloading by using smart vehicles,
and numerical analysis of this proposed architecture is demonstrated in [37]. In this architecture, the
authors apply D2D communication, the daily vehicle count of Auckland roads and calculate the delay,
throughput, and energy consumption. The proposed system outperforms the Internet with dedicated
links of 100 Mbps and 1 Gbps. Also, the system can offload traffic by consuming less energy than the
Internet. To transfer 20 TB data from a data location to the control unit, it consumes 40% less energy as
compared to the traditional core network. In this paper, we are trying to describe how much data can
be uploaded/downloaded to/from RSU while vehicle is on the move and how proposed algorithm
can be used to select an energy-efficient network mode to transfer big data between two points.
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4. The System Model

The proposed system model is shown in Figure 4. The wireless coverage of cellular network is
available everywhere in the city, and smart vehicles are moving on the roads. These smart vehicles
have GPS, WiFi, and cellular interfaces, also have storage and processing capacity. They can form a
network with base station (BS) by using cellular interface, with roadside units (RSU) or with other
vehicles by using WiFi interface. A central controller (CC) server is installed at cellular network. This
controller will govern overall communication between data sources and control units.

For our proposed work, we assume that various SC devices and sensors generate huge volume
of data in a city and these devices are the data sources. We need to transfer this data to different
destinations in this case CUs are the destinations. CC selects cellular network or traditional core
network to forward delay-sensitive data. For delay-tolerant data, CC selects cellular network, core
network, or proposed vehicular network. Energy-efficient network mode selection algorithm is placed
on CC server. When an information source needs to send information to a destination CU, it sends an
information request packet to CC on cellular control channel. CC will choose the most appropriate
alternative, to exchange information by means of core network, cellular network or vehicular network.
This decision is made by considering the information of vehicle count on the road, delay-tolerant
interval, history of vehicle’s trajectory and energy cost. Based on these results, CC selects the suitable
network, if infrastructure network is more appropriate for the given set of demands then CC guides
the source to send data on path (a) or (b) of Figure 4, otherwise data can be forwarded by using
vehicular transport network on path (c). For each given set of data transfer requirements, CC chooses
optimal vehicles by using their trajectory’s history and informs the DS to send data by using these
particular vehicles.

On the receiver side, these vehicles upload the data whenever they encounter with an RSU by
using their wireless interface. The RSUs are connected to the backbone network of the city and send
the data packets to CU. After receiving the data, CU send the acknowledgments to the CC server.
If a particular data packet is not transmitted to the CU before the delay-tolerant indicator expires,
then CC informs to particular data source for re-transmission of missing data packets, by using the
conventional network.

To calculate the delay and EC, following are the models, that are used in this paper for
mathematical calculations. Notations used in the mathematical model are listed in Table 2.

Table 2. Notations used in this paper.

Symbol Meaning

d Effective distance
d0 Reference distance
n Path loss factor
Ψ Gaussian random variable
ρ Vehicle density
λ Poisson arrival process parameter
Bv Data offloading by a vehicle
BRSU Bandwidth of roadside unit
s̄ Average speed of the vehicle
r Radius of RSU’s coverage area
D Diameter of RSU’s coverage area
dac Distance between two consecutive RSUs with no wireless coverage
B Core network bandwidth
DVol Data volume
μ Probability of vehicles to participate
Einc Incremental Energy cost
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Figure 4. System model overview.

4.1. Delay Model

To transfer the data from source to destination, following are the two models of end-to-end delay
for transport network and core network.

4.1.1. Delay Model for Transport Network

Effective distance: We have to identify the suitable region for vehicle in the wireless coverage area
of an RSU. Normally, the packet loss rate depends upon the received power. By increasing the received
power we can reduce the packet loss rate. Received power also depends upon the distance from the
RSU. Therefore, to calculate the packet loss rate we can use the distance from RSU. Hence, to reduce
the packet loss, it is essential to keep a vehicle in the appropriate coverage area of the RSU. We can
calculate the path loss PL(d) at a distance d by using path loss formula.

PL(d)[dB] = PLF(d0) + 10n log (
d
d0

) + Ψ (1)

where d0 is the reference distance where path loss inherits the characteristics of free-space loss PLF, n is
path loss exponent, depending upon the propagation environment. Ψ is the Gaussian random variable.

From Equation (1) we can find the effective distance from the vehicle to RSU.

d = d0 × 10
PLF(d0)+Ψ−PL

10(n) (2)

d is the distance from the RSU to the vehicle and effective distance can be 2d, the diameter of the
wireless coverage area of RSU. In other words, each vehicle can have a chance to transmit the data
packets to RSU at a distance from 0 to 2d meters. In fact, the effective distance is restricted by each
road, and it depends upon vehicle density on the road. Vehicle density is very high in urban areas and
low in rural areas.
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Delivery probability with vehicle density: The other parameters that affect the effective region
of RSU are delay and bandwidth of WiFi is a key factor that can control the delay. RSU has a fixed
bandwidth that can be shared among all vehicles inside the coverage area. If vehicle volume on the
road is greater, then smaller will be the bandwidth share for vehicles. We assume a fixed number of
vehicle m in the coverage area of RSU with bandwidth BRSU . As we know that vehicles that connect to
RSU follow Poisson arrival process {f(t), t ≥ 0} with parameter λ > 0 and vehicle volume on the road
varies at different intervals of the day [38]. We can convert a day into various intervals, according to
vehicle volume on the road, and these intervals follow the Poisson distribution. Suppose that there are
n intervals (I1,I1 ... In) with parameters (λ1, λ2 ... λn). The probability of vehicles in the coverage area
of an RSU at any time t can be calculated as follows.

P{ f (t + i)− f (i)} = e−λt (λt)m

m!
(3)

where i is the start time of each interval, (t + i) ∈ (I1,I1 ... In), and λ ∈ (λ1, λ2 ... λn).
The vehicle density in the effective region of an access point depends upon the average speed s̄

and Poisson arrival parameter lambda λ. By using different value of lambda (λ1, λ2 ... λn) in different
intervals (I1,I1 ... In), we calculate the vehicle density ρ in the effective distance d of access point.

ρ =
λ

πs̄d
(4)

Suppose BRSU is the bandwidth of RSU and Bv is the shared bandwidth of each vehicle when
there are m vehicle in the coverage of RSU then

m =
BRSU

Bv
(5)

Transmission probability Φ, with m number of vehicles can be calculated as follows.

Φ =
m

∑
v=1

(e−λt (λt)v

v!
) (6)

Degree of data offloading: By using (2),(3), and (6) we can calculate the data transmitted/offloaded
by a vehicle to RSU as follows.

Bv = BRSU × Φ × d
s̄

(7)

Equation (7) can be represented in term of vehicle density (4) as follows.

Bv = BRSU × Φ × d
λ

πρd

(8)

where d is the distance of the vehicle from RSU and s̄ is the speed of the vehicle.
End-to-end delay: The time Td required to transfer a big data Dvol from source A to destination B

depends upon two things. First travel time between A and B TAB, 2nd the data loading time TL.

Td = TAB + TL (9)

If dAB is the distance between these two points and s̄ is the average speed then TAB can be
calculated as follows.

TAB =
dAB

s̄
(10)
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If Nv is the total number of vehicle required to transfer data Dvol then data loading time TL can be
calculated as follows.

TL =
Dvol
Nv

(11)

Nv depends upon vehicle count Vc on the road, bandwidth share of each vehicle Bv and probability
μ of the drivers or vehicles willing to participate in this proposed system, then Nv can be calculated
as follows.

Nv = Vc × Bv × μ (12)

By applying the value of Nv, TAB and TL in (9).

Td =
dAB

s̄
+

Dvol
Vc × Bv × μ

(13)

By using the value of Bv from (7).

Td =
dAB

s̄
+

DVol

Vc × BRSU × Φ × d
s̄ × μ

(14)

4.1.2. Delay Model for Traditional Core Network

For core network case, the total delay depends upon the number of packets and number of
intermediate nodes. Suppose L is the length of each packet then the total number of packets N can be
calculated as follows.

N =
DVol

L
(15)

Let Tp be the processing delay, Tq be the queuing delay, and Tt be the transmission delay and
NNodes is the total number of nodes between sender and receiver then total end to end delay can be
calculated as follows.

TCore = NNodes × 1stPacketDelay + (N − 1)× (Tp + Tq + Tt) (16)

We assume in case of a dedicated link when a packet arrives at a node; it will find no packet ahead
in the queue. Then queuing delay becomes zero. In such case parallel processing will be performed at
each node then the final end to end delay can be calculated as follows.

TCore = NNodes × 1stPacketDelay + (N − 1)× Tt (17)

If B is the transmission bandwidth then Equation (17) can be written as.

TCore = NNodes × 1stPacketDelay + (N − 1)× L
B

(18)

4.2. Energy Model

To transfer the data from source to destination, following are the two models of energy
consumption for transport network and traditional core network.

4.2.1. Energy Model for Transport Network

EC for delay-tolerant information transporting between two points by using vehicles depends
on two things. 1st EC for data loading and 2nd EC for transporting the weight of storage device from
point A to B.

EVeh = EDataLoad + ETransport (19)
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If k is the total number of offloading points between A and B then EDataLoad can be calculated
as follows

EDataLoad = 2 ×
k

∑
i=1

ED2Di (20)

Etransport depends upon the distance between the sender and receiver, gross weight of the vehicle,
and fuel economy of the vehicle. If n vehicles are used to transport total data between them and
WStorage is the storage device weight then we can calculate the EC for whole data shipment as follows.

ETransport = Cf uel × WStorage ×
n

∑
i=1

EShipmenti
(21)

Cf uel is fuel constant, and it converts the volume of fuel into energy consumed i.e., from litters to
joules. If FE is the fuel economy then EShipment can be calculated as follows.

EShipment =
dAB

FE × VLoad
(22)

If WTotal is the gross weight of the fully-loaded vehicle then VLoad can be calculated as follows.

VLoad = WTotal − WEmpty (23)

4.2.2. Energy Model for Core Network

Data transmission begins from the 1st datagram at the source and ends when the last datagram is
delivered at the destination. EC for conventional network depends upon the energy consumed at the
sender, receiver, and all intermediate devices. These devices contain switches and routers. If DVol is
the total data volume, ESR is the EC at source and destination, and we consider the incremental EC at
all k intermediate devices, then the EC for conventional network case can be calculated by using the
following equation.

CnEc = ESR +
k

∑
i=1

Einci (24)

If Bup is the uploading and Bdown is downloading bandwidth at sender and receiver respectively,
P is power change at sender/receiver while transmitting/receiving the data, then ESR can be
calculated as follows.

ESR = max
(

DVol
Bup

,
DVol
Bdown

)
(PSender +PReceiver) (25)

For intermediate devices, if Ebit is the energy cost per bit then energy consumption for total DVol
data is calculated as follows.

Einc = DVol × Ebit (26)

Energy consumed per bit is calculated as a fraction of the max power Pmax and available
bandwidth B.

Ebit =
Pmax

B
(27)
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5. Minimizing Energy Cost

The goal of this work is to minimize the total cost of sending the data requirements across
the complex road network or traditional core network, while satisfying all demands/supplies, and
respecting arc capacities. We solve the energy optimization problem for road network by using
multi-commodity flow problem and calculate the energy cost for optimal paths. Similarly we calculate
the energy cost for core network and finally we find that which network is suitable for data transmission
with respect to energy consumption.

5.1. Multi-Commodity Flow Problem

Let G = (V, E, C, A) be a capacitated undirected graph, where V is set of data sources or data
centers locations, E is set of road links between data sources and destinations, C is the capacity of
each road w.r.t vehicle count, and A is a set of cost per unit flow for a commodity bi on each link
(i, j) ∈ E . R = {(si, ti, bi)} be a set of requirements, si ∈ V is data source and ti ∈ V is destination data
center for commodity bi. For each edge (i, j) ∈ E and each commodity r, associates a cost per unit of
flow, designated by ar

ij . The demand (or supply) at each node i ∈ V for commodity r is designated
as br

i , where br
i > 0 denotes a supply node and br

i < 0 denotes a demand node. We define decision
variables xr

ij that denote the amount of commodity r need to send from node i to node j. The amount
of total flow, for all commodities, that can be sent across each link is bounded above by cij. We need to
minimize the transport network energy consumption TnEc by using the vehicle mobility of complex
road network.

Minimize :

TnEc = ∑
(i,j)∈A

∑
r∈R

ar
ij.x

r
ij

Subject to :

∑
r∈R

xr
ij ≤ cij (i, j) ∈ E (Capacity)

∑
i,j∈E

xr
ij − ∑

i,j∈E
xr

ji = br
i i, j ∈ V, r ∈ R (Balance)

xr
i,j ≥ 0 (i, j) ∈ E, r ∈ R

∑
i,j∈E

xr
ij(n)− ∑

i,j∈E
xr

ji(n) =

⎧⎪⎪⎨
⎪⎪⎩

br
i i f n = sr

−br
i i f n = tr

0 otherwise

(Flow conservation)

∀n ∈ V and r ∈ R

We use Algorithm 1, to solve the above energy optimization problem of multi-commodity
flow, for multiple commodities of data transmission across the road network and calculate the
energy-efficient paths.
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Algorithm 1: Minimum cost multi-commodity flow

Input: A graph G = (V, E, C, A), and set of requirements R = {(si, ti, bi)}
Output: Set of paths that meet the requirements

1 GTemp1 ← GTemp2 ← G, and P = φ

2 while |P| < |R| do

3 for ri ∈ R do

4 pi = minimum_cost_ f low(GTemp1 , si, ti, bi)

5 if pi == φ then

6 p′i = minimum_cost_ f low(GTemp1 , si, ti, bi)

7 for (e, cij) ∈ p′i do

8 if cij > Available_Capacity_in_GTemp1 then

9 Increase cost of e in GTemp1 and GTemp2

10 for p ∈ P do

11 if e ∈ p then

12 P ← P − p
13 Return the capacity used by p to GTemp1

14 end

15 end

16 end

17 end

18 else

19 Reduce the capacity of edges in pi from GTemp1 P ← P ∪ pi
20 end

21 end

22 end

23 return P

5.2. Energy-Efficient Network Mode Selection

Let G
′
= (V

′
, E

′
, A

′
) be a capacitated undirected graph, where V

′
is a set of intermediate nodes (routers

and switches), E
′

is a set of the links between these intermediate nodes, and A
′

is a set of unit energy cost to
transfer a data commodity bi on these links. We calculate the energy cost CnEc for data transfer between data
source and data center by using traditional core network from Equation (24). For transport network energy
cost TnEc can be calculated from Algorithm 1. The central controller apply Algorithm 2 to take the decision
which network is suitable for a given set of data demands. This decision is forwarded to all data sources and
intermediate nodes. Finally they select appropriate energy-efficient network interface to forward the data.

Algorithm 2: Energy-efficient network mode selection

Input: Graphs G = (V, E, C, A), G
′
= (V

′
, E

′
, A

′
) and set of requirements R = {(si, ti, bi)}

Output: Energy-efficient network mode selection
1 CnEc ← f (G

′
, R)

2 TnEc ← f (P) ← multi_commodity_ f low(G, R)
3 for ri ∈ R do

4 if CnEci > TnEci then

5 modei = proposed network
6 else

7 modei = traditional network
8 end

9 end

10 return mode
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6. Performance Analysis

This section describes the numerical analysis of our proposed system with conventional network
system. In first part, we set the value of various parameters and then we present two case scenarios to
compare both systems.

6.1. Parameters Setting

To evaluate the proposed system model, we consider a straight expressway . Vehicles are moving
with some predefined average speed s̄ along the straight road. We are assuming that the vehicles
are moving only in one direction for simplicity. We calculate the effective distance and data transfer
probability in the wireless coverage area of an RSU. We also measure the vehicle density with different
speeds of vehicles. Finally, by applying these parameters, we calculate the degree of data offloading by
using different speeds and vehicle density.

Effective distance: To calculate the effective distance, we set reference distance d0 = 100 m and
carrier fc = 2.4 GHz and apply the different path loss exponent values, according to Equation (2).
The relationship between path loss [dB] and distance is shown in Figure 5a. Path loss increases with
the distance between vehicle and RSU and approaches to 80 dB for 50 to 100 m. For the remaining
analysis we set effective distance d = 100 m.

Delivery probability: The fixed bandwidth of RSU is divided among all the vehicles in the wireless
coverage area of WiFi. Data transmission probability increases exponentially with different densities
of vehicles as shown in Figure 5b. We vary the Poisson arrival parameter λ from 500 to 2000 by using
Equation (6). The trend shows that the data transfer probability reaches to 0.95 in all cases when the
number of vehicles approaches to 15.
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Figure 5. Effective distance and Delivery probability.

Vehicle density: ρ is evaluated with different speeds of vehicles by using effective distance d and
Poisson arrival parameter λ in Equation (4). We vary the value of λ from 500 to 2500 and set effective
distance d = 100. Vehicle speed is used to get the vehicle density in a specific area as shown in Figure
6a. If we increase the vehicle speed, then vehicle density decreases exponentially.

Degree of data offloading: By considering the above evaluation, the data offloading can be
calculated by using Equation (7) in the wireless coverage area of an RSU. According to Figure 5a, we
set the effective distance of the vehicle from RSU d = 100, and we set the transmission probability ρ =
0.95 according to Figure 5b. A vehicle can transfer various amount of data to RSU by using different
speeds. The time in which a vehicle stayed connected with an RSU is inversely proportional to vehicle
speed. According to Equation (7), the data transfer rate varies with the different speeds of vehicle and
connection time duration of a vehicle decreases with increase in the speed of the vehicle. Moreover,
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Figure 6b, shows that if we increase the vehicle density, i.e., there are more vehicles that want to send
the data then the bandwidth will be divided among all vehicles.
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Figure 6. Results for degree of data offloading.

In the following two subsections, we present two case scenarios for comparing the performance
in terms of delay and EC.

6.2. Case Scenario I—Auckland City Case Scenario for Delay Tolerant Study

The proposed case of Auckland City is shown in Figure 7. We propose two cases for delay-tolerant
information transmission, the core network, and the vehicle transport network. Assume a source
at SH16 Royal Rd Off Ramp to Hobsonville Rd/SH18 Off Ramp WB with reference ID:01610016 in
Auckland City needs to send some delay-tolerant data DVol to a destination in the city center. For the
vehicular system, we find the distance d between these two points is 23 Km by using Google maps
and vehicle count AADT on the said link is 27857 [39]. The average speed s̄ of the vehicle on this link
is 50 Km/h. Assume each vehicle has IEEE 802.11ay wireless interface and disk capacity is 256 GB.
We assume that if only 20% (μ = 0.2) drivers take part in this proposed framework, then by applying
Equation (14) we can estimate the delay value of the proposed network. In the core network case, a
cellular network, a wired network, or a wireless network can be used for data forwarding, and its
delay can be estimated by using the Equation (18). We exchange the different information volume
between these two locations and get the outcomes as appeared in Figure 8a. For comparisons, we use
the bandwidth 512 Mbps and 1 Gbps in traditional core network case. The outcome demonstrates
that our proposed vehicular network outperforms the traditional core network. We enhance the data
size and look at its impact on delay for data transmission. The results demonstrate that for huge
information volume, the delay increases significantly for core networks as compared to our proposed
vehicular network.
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Figure 7. Auckland City Case Scenario for Delay Tolerant Study.
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Figure 8. Delay performance study for Auckland City case scenario.

In the next case as shown in Figure 8b, we compare data transmission delay with distance for
both cases. We transfer 100 TB data between two points by varying the distances. In this case, more
routers and intermediate nodes will be used in core network, and delay depends upon the distance
between two points as well. This transmission delay depends upon queuing delay, propagation delay,
transmission delay, and processing delay. We assume that there is no queuing delay on the core
network when a packet arrives in at the router, there is no inbound and outbound queue. Also, assume
that the core network is built on fiber. Hence the propagation delay can also be ignored. We consider
only transmission and processing delay and assume that there is a router after every 100 Km. Vehicular
network delay also increases as the distance increases to the destination because each vehicle takes
more time to reach the destination when we increase the distance. Similarly Figure 8b, also shows
that the delay in the case of core networks also increases as the number of routing devices keeps on
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increasing. The results show that our system outperforms the traditional core networks when we
increase the distance.

Vehicle Volume: Equation (14) shows that throughput of the vehicular network also depends
upon vehicle volume on the road. To get the impact of vehicle count, we forward a massive size of
data 1 PB between the same two points in Auckland. We vary the vehicle count on the road from 0
to 1000, By keeping constant the average speed and disk capacity, 50 Km/h and 256 GB respectively.
Figure 9, demonstrates that at the beginning delay is very high in our proposed case as compared to
traditional network, and this latency keeps on decreasing when we increase the vehicle volume on the
road. In this scenario our system outperforms the conventional network with a dedicated bandwidth
of 1 Gbps when vehicle volume is higher than 170. Our proposed scheme reduces the delay up to 47%
when vehicle count is 850 in between these two points.

Figure 9. Latency in Transport Network Vs Traditional Network.

Energy Consumption: Our proposed EC model demonstrates that the EC relies on the information
volume and the distance between sender and receiver. For core network, we assume that uploading
and downloading bandwidth is 0.1 Gbps at sender and receiver. The intermediate nodes between
sender and receiver are eleven LAN switches, two core and edge router. To get the impact of data
volume, we forward different sizes of data between the same sender and receiver. The results in
Figure 10, show that when we keep on increasing the data size, the EC also increases proportionally in
both vehicular and conventional network cases. Vehicular system outperforms the traditional core
network. It consumes only 66MJ energy to forward 100 tera byte data whereas the core network
consumes 227 MJ of energy.
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Figure 10. Data volume Vs Energy Consumption.

6.3. Case Scenario II- Finding the Best Routes

In this case scenario, we proposed a solution, where a road network is investigated for data
transfer assignments as shown in Figure 11. Here, nodes represent the data offloading locations and
links represent the roads. Each road has the traffic count as the capacity of the road. We use an
embedded storage device of weight 0.95 Kg in the vehicle and calculate the energy cost to transfer 1TB
of data for each road. In these calculations, we use Toyota Prius as a relaying vehicle, and the value
of fuel constant is assumed as Cfuel = 37,624,722.29 J/L [40] in Equation (21). These calculations are
presented in Table 3. For each offloading request; we apply our Algorithm 1 to find the best route by
solving the data transfer assignment as a traditional multi-commodity flow problem.

The data set in Table 3, provides the cost ak
ij of sending a unit of commodity r along arc (i, j), with

distance and speed of that particular road. To calculate the EC of the traditional core network we use
Table 4.

Figure 11. Graph of building network flow.
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Table 3. Energy Cost per link in MJ/TB

From To Cost / TB Distance (Km) Speed (Km/h)

1 2 0.96 40 50
1 3 2.41 100 70
5 3 0.24 10 50
5 6 1.45 60 60
3 4 1.2 50 50
4 2 2.18 90 80
4 6 0.48 20 50
7 1 2.53 105 100
7 5 1.81 75 80
2 8 2.30 95 80
6 8 1.57 65 60

6.3.1. Energy Consumption

By using this multi-commodity flow model and our energy cost model, we evaluate the EC cost for
a given set of five commodities (Figure 12) R = {c1, c2, ..., c5} of delay-tolerant data, with a total data
flow of 580 TB. We execute Algorithm 1 on SaS optimization tool [41] to find a set P of energy-efficient
paths and optimal solutions for a given set of commodities to transfer data by using road network. To
calculate the EC of the traditional core network, we use graph G

′
= (V

′
, E

′
, A

′
) by applying Equation

(24), and unit cost for EC to transfer a data demand on each edge in MJ/TB is calculated in Table 4.
Calculated results for the core network and VDTN are shown in Figure 12. It shows that our proposed
data transport model outperforms the traditional core network, for all the commodities other than
the commodity number 4. In this case the distance between the data source and destination is high.
That is why vehicles consume more energy to transfer data at the final destination. Moreover, for this
demand, a huge amount of energy is also consumed at intermediate nodes for data offloading from
vehicle to intermediate nodes and uploading from intermediate nodes to vehicles. To transfer 580 TB
data, the traditional core network consumes 1950 MJ energy, and our proposed vehicular network
consumes 1495 MJ energy. In this way, our proposed vehicular network can save up to 24% of energy
costs for these data assignments.

Table 4. Core network cost to transfer 1 TB on each link.

From To
Lan

L3 Switches
Edge

Routers
Core

Routers
Up
BW

Down
BW

MJ/TB

1 2 9 2 15 0.1 0.1 5.095
1 3 6 2 3 0.1 10.0 4.355
5 3 8 2 14 1.0 1.0 2.03
5 6 11 2 3 1.0 1.0 2.275
3 4 6 2 5 0.1 1.0 4.4
4 2 9 2 6 1.0 10.0 2.02
4 6 8 2 6 0.1 0.1 4.74
7 1 11 2 7 1.0 1.0 2.36
7 5 6 2 7 0.1 0.1 4.44
2 8 11 2 5 1.0 1.0 2.32
6 8 13 2 14 0.1 0.1 5.71
1 6 8 2 9 1.0 10.0 1.925
2 6 14 2 6 1.0 1.0 2.635
3 6 9 2 15 1.0 1.0 2.215
4 8 11 2 2 0.1 0.1 5.135

6.3.2. Energy Efficient Network Mode Selection

On the basis of the above calculated energy costs for traditional core network CnEc and for
transport network TnEc, the central controller apply Algorithm 2 to take the decision which network
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is suitable for each commodity in a given set of data demands. Central controller forward this decision
to concerned data sources and intermediate nodes. The data sources and intermediate nodes select
appropriate energy-efficient network interfaces to forward the data. With this optimal network mode
selection, we can save the energy cost more than 32% for this given set of commodities.

Figure 12. EC: A comparison of the core network and VDTN.

6.3.3. Carbon Emission

By applying energy-efficient network mode selection, we can further reduce the energy cost
and carbon consumption. Information exchange for both core network and VDTN consumes energy
from various means like fuel and power. This usage of energy transmits carbon into the environment.
Figure 13 demonstrates that the CE, is less for our proposed optimal model as compared to traditional
core networks and VDTN. To evaluate these outcomes, we used the carbon emission 0.703 CO2

Kg/kWh [42] and the conversion unit 1 MJ = 0.2777778 kWh [43].

Figure 13. CE: A comparison of the core network, VDTN and optimal network mode.
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7. Conclusions

In this paper, we developed both delay and energy models for sustainable data dissemination to
be used to tackle typical SC daily data traffic. As a proof-of-concept of our algorithms, we presented
Auckland City case scenarios where delay tolerant data is delivered to data centres. We found that
our proposed system can effectively use the daily vehicle mobility of Auckland City for enormous
information transmission to reduce the cost of EC and CE. The results obtained show that the proposed
system can offer up to four times better data transfer rate than the dedicated core network with a
data rate of 1 Gbps. For data transmission scenarios, our proposed approach can offer about 32%
better EC and CE than the traditional network. The main conclusion is that our proposed system
is suitable for delay-tolerant data delivery applications as it can reduce the network load further by
sharing the burden of congested networks. Developing a more flexible and mature data offloading
communication system by optimal mode selection on the basis of multi-objective optimization for
delay-tolerant interval as well as energy cost, for data transmission is suggested as our future work.
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Abstract: In areas with limited infrastructure, Unmanned Aerial Vehicles (UAVs) can come in handy
as relays for car-to-car communications. Since UAVs are able to fully explore a three-dimensional
environment while flying, communications that involve them can be affected by the irregularity of
the terrains, that in turn can cause path loss by acting as obstacles. Accounting for this phenomenon,
we propose a UAV positioning technique that relies on optimization algorithms to improve the
support for vehicular communications. Simulation results show that the best position of the UAV
can be timely determined considering the dynamic movement of the cars. Our technique takes into
account the current flight altitude, the position of the cars on the ground, and the existing flight
restrictions.

Keywords: PSO; genetic algorithm; ITS; UAV; simulation; dynamic positioning; 3D placement;
vehicular communications

1. Introduction

UAVs can be easily deployed as information relays for emergency scenarios thanks to their
flexibility. Since they can be positioned at high altitudes compared to ground infrastructure
deployments, UAVs can achieve long-range signal transmissions with better Line-of-Sight (LOS)
conditions. Hence, compared to standard ground infrastructure relays, UAVs can offer significant
advantages [1]. For instance, UAVs can become mobile infrastructure elements in situations where the
existing infrastructures are limited, as in rural areas or even in urban areas when emergency situations
take place. Other uses of UAVs include improving Intelligent Transportation Systems (ITS) on disaster
assistance operations [2] and performing remote sensing [3], among others.

In terms of supporting vehicular communications, UAVs can relay information for vehicles
on the ground when a direct multihop link between them is not available [4]. A UAV can move
freely in three-dimensional space without having to follow routes or specific trajectories, a feature
that ground vehicles do not have. Also, a UAV can be deployed as a mobile Road Side Unit (RSU)
since it flies above high buildings in urban areas that can obstruct the communication between cars
on the ground [5]. This can be the solution to providing continuous connectivity among the cars.
The presence of UAVs as relays for vehicular communication can assist in forwarding messages when
direct car-to-car communication is not possible. Differently from cars, in which the movement is
limited to the two dimensional space and to specific roads, UAVs can become an alternative to provide
connectivity since they have no space constraints [6].
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In three dimensional scenarios that involve UAVs, the diffraction caused by buildings, mountains,
or high-level terrains blocking the signal is likely to occur [6]. Placing the UAV at a high altitude can be
a solution to avoid the Non-Line-of-Sight (NLOS) conditions caused by high-level terrains such as hills
or mountains. Nonetheless, the communication range decreases if the UAV is placed too high, and in
addition, there are regulations that restrict the permitted flight height of the UAV. Hence, the position
of the UAV has to be determined in the 3D environment, where it can still maintain the signal range
towards the receiver by adapting its position to avoid NLOS conditions, while still respecting the
maximum flight height allowed, among other flight restrictions. Thus, to account for various dynamic
constraints, a solution able to determine the optimal location throughout the time should be found [7].

In this paper, a dynamic positioning technique for UAVs is proposed by implementing
optimization algorithms to find the best position of a UAV in a dynamic vehicular communications
environment. The position adopted by the UAV at any instant of time will allow it to support the
communication between cars on the ground. Such an optimum position is obtained by considering the
signal quality received by the cars acting as signal receivers.

We have used a previously developed model [8] to calculate the signal quality. The model
considered the 3D environment with terrain irregularities that might obstruct the communications.
The goal is having the UAV as a relay placed in its optimum position at each specific time instant so
that it can forward information from one car to another when direct car-to-car communications are
obstructed by high terrains in the 3D space. In this research work, we have used a Particle Swarm
Optimization (PSO) algorithm and a genetic algorithm (GA) that helped us to find the best position
of the UAV throughout the experiment. The ideal and desired case is that the UAV can still achieve
adequate signal conditions towards every car on the ground [9]. The results show that the positioning
technique can find the optimized position by defining its best altitude adequately that it is not hindered
by terrain blockages.

The paper is organized as follows: the research works related to our proposal are discussed in
the following section. In Section 3, we highlight the problems to be tackled and our contribution
in this paper, where we start by a discussion of the problem and the optimization algorithms used.
In Section 4, the simulation framework which we have used to evaluate our algorithm is presented,
as well as its setup. Afterwards, in Section 5, we present the results and discuss the main findings.
Finally, in Section 6, we present the conclusions and discuss future works.

2. Related Works

Several research efforts have been documented involving UAVs as nodes deployed to provide
connectivity. Lin et al. [10] studied the deployment of LTE connectivity for UAVs. These authors
highlighted some challenges such as LOS propagation in the sky. Other related research work was
performed by Van der Bergh et al. [11], where they present an analysis of the impact of LTE-enabled
UAVs on an already existing LTE ground network. The authors studied the case of having UAVs as
user equipment and base stations. The work of Nguyen et al. [12] highlighted the interference that
might occur between terrestrial and aerial-based radio connectivity.

Using simulation, researchers have investigated the methods to optimize the communications
between UAVs and cars. One of the research efforts done was analyzing the deployment of lesser
amount of UAVs for communications by having an optimal altitude [13]. In [14], the authors analyze
the characteristics of communications between drone and vehicle in terms of delay. When supporting
connectivity for the groups of cars that are disconnected, drones can link these groups as relays [15].
Nevertheless, in order to get the optimum connectivity between the UAVs and cars, it is needed to find
the best location to place the UAVs so that it can transmit adequate signals to the ground vehicles.

Node placement is crucial when it comes to wireless networks where the nodes are located freely
in space. To get the best performance in wireless networks, placement strategies can be useful [16].
An algorithm for base station placement to maximize the network capacity was proposed in [17].
Another proposal that instead seeks to maximize the network lifetime is [18].
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In car-to-car communications, the placement of nodes that act as relays affects the performance of
information dissemination. Optimal placement of RSUs is discussed in [19] with the aim of improving
connectivity at intersections. Looking into the number of vehicle reports in the communication range of
the RSUs, the proposed scheme can find the best location for these RSUs. Other works [20] proposed a
method to determine the RSU deployment so that it is able to maximize the number of vehicles within
radio range. Anther placement method was proposed in [21], being able to minimize the average
report time from cars to RSUs.

The idea of having UAVs as mobile infrastructure units has been investigated by various
researchers. Chiaraviglio et al. [22] investigated the use of small cells on top of the UAVs to
cover hotspot areas. Huang et al. [23] proposed a novel coordinated path planning algorithm for
multi-UAVs to deal with the trajectory smoothing problem using optimization algorithms. The work
in Reina et al. [24] focused on the application of a metaheuristic algorithm to solve multi-objective
coverage problems of UAV networks. The issue with battery fuel capacity of the UAV was analyzed
by Song et al. [25]. Another idea to overcome the energy issue is proposed by Trotta et al. [26].
In their work, the UAVs that monitor a set of points of interest make use of the public bus network for
recharging. This is solved by Mixed Integer Linear Programming techniques, where the formulation
identifies the UAVs, the next bus, and the next point of interest.

Specifically talking about UAV placement in 3D environments, proposals such as [27] aim at
determining the best place for a UAV to provide connectivity for nodes in indoor buildings affected by
a disaster. Nodes, which are the users inside the building, can be covered by a strategically located
UAV so that the total transmitted power is kept to a minimum. Another work [9] proposes a method
to position a team of UAVs so as to maximize the user coverage ratio in a 5G network. Determining the
optimal placement for a drone can be done using a PSO algorithm as well, as discussed in [28], where a
coverage area can be maximized while still considering the drone capacity in the scope of public safety
and disaster management. Considering the lifetime of drones to maximize the total throughput of the
receivers was also discussed in [29] when deploying and positioning a swarm of drones.

A topic covered in [30] was deploying UAVs as aerial base stations in a three-dimensional
environment. The proposed work was about deploying UAVs to support cellular networks as it
allows extending the coverage area. In another similar work [31], UAVs are deployed to support
cellular networks in the presence of dynamic events. When deploying UAVs that support vehicular
communications, a UAV position can be determined using an algorithm proposed by [32], so that it
offers Quality of Service (QoS) communications to the cars on the ground. In our work, we provide a
technique to support the communication of the moving nodes on the ground, in which in this case the
nodes are the cars.

In this work, we seek to determine the optimal position of a UAV involved in UAV-to-car
communications. As the cars on the ground are moving dynamically, the UAV position should
be adjusted throughout the time so that it adapts to the radio links towards the different cars involved.
In our work, we used optimization algorithms such as Particle Swarm Optimization (PSO) and
Genetic Algorithm (GA) to determine the optimum position of the UAV in terms of achieving the best
coverage for the cars on the ground at each specific time. Since the environment is three dimensional,
the altitudes of the cars and of the UAV are taken into account at all times. In addition, the irregularities
of the terrains are also considered when determining the UAV location and the channel quality towards
the different ground vehicles. Hence, the optimization algorithm is used for finding the best position
of a UAV in an area where the connectivity is minimum due to the lack of infrastructure. In such
scenarios, the connection between cars cannot be maintained since the Line of Sight in the mountainous
area is hindered by mountains. Thus, the whole three dimensional space (above ground) is considered
as feasible for the UAV to explore with the aim of offering connectivity to the mobile targets on
the ground.
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3. Optimum UAV Positioning

In this section, we describe the formulation of the positioning problem. In particular, we will
analyze how the optimization algorithm solves the positioning problem of nodes. We will also
explain in detail the two optimization algorithms used in this research work, which are the Particle
Swarm Optimization (PSO) algorithm and a genetic algorithm (GA). In addition, by considering a
3D environment, irregularities of the terrains might affect the signal transmitted; hence, we will also
discuss in more detail the path loss model taken into account when proposing the different UAV
positioning strategies.

3.1. Problem Formulation

For our study, a rural area scenario is chosen since it has hilly roads and significant terrain
irregularities. This way, we can test whether the UAV position in 3D is affected by the terrain levels.
Notice that terrain irregularities often cause that, when two cars are communicating, there might be a
high chance that there is a hill in between. Thus, the cars experience NLOS conditions in their radio
link due to the presence of hills, which make necessary the presence of information relays to maintain
the connectivity between these cars. Considering that most rural areas lack enough infrastructure so as
to help in information relaying in such cases, alternatives must be sought.

As depicted in Figure 1, cars on the ground might not have the possibility to connect directly with
each other, or they can experience very poor link conditions due to the NLOS features of the wireless
channel caused by hills. One solution to provide the necessary connectivity among them is to deploy
a UAV that can act as a mobile relay. This way, the UAV can forward information from one car to
another. In our work, the experiments are made in a simulated environment where the cars follow a
specific trajectory on an existing road. Regarding the UAV location, it should change throughout time
so as to adjust to the locations of the different cars involved, which are updated every second.

Figure 1. Unmanned Aerial Vehicle (UAV) acting as a Mobile Road Side Unit (RSU) [33].

The position of the UAV is adjusted depending on the signal strength received by the cars on the
ground. A new optimal position has to be found at every time step as cars are moving. In particular,
the new position should allow the UAV to maintain the best possible communications link with
the cars by considering signal levels. As the sender, or the UAV in this case, transmits the signal
in a three-dimensional environment to the receivers (the different cars in our case), possible NLOS
conditions must be accounted for in the end-to-end link. Hence, the UAV is positioned at a certain
altitude in a way that it can achieve good visibility levels towards the current location of a target car.

3.2. Optimization Problem

To determine whether our positioning technique is optimal or not, the metric used is the Received
Signal Strength Indicator (RSSI) value measured at the different receivers (cars). So, the optimal UAV
location is defined based on the average RSSI value. In particular, the average RSSI should be greater
than a minimum threshold of -89 dBm to achieve full coverage connectivity. This value is the main
criteria to determine that the placement meets the desired conditions. In detail, we analyze the RSSI
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at each car when the UAV’s position is selected. The RSSI is calculated through a network simulator.
Both the position of the UAV and the car are inserted as inputs to the simulator. This repeats when a
candidate position of the UAV is to be tested, and when the position of the car changes.

To calculate the RSSI, the path loss model is taken into account depending on the location of
the nodes. This way we can determine whether an obstacle might be present and blocking the
communication between two nodes. In other words, this condition is called knife-edge diffraction,
where the blocking obstacle is the knife. The main objective in our work is to find the best location of
the UAV as a sender in a three-dimensional environment in such a way that the signals transmitted by
the UAV can be received by the cars on the ground with adequate reception power.

A simple but inefficient solution would be doing an exhaustive search. By doing this,
every location in the search space should be explored and tested so that the best definitive location
can be found at every time step. Nevertheless, doing an exhaustive search can take a lot of time
and consume significant resources. A more sophisticated yet effective solution would be adopting a
meta-heuristic optimization algorithm. Using this strategy, optimum values could be obtained without
having to test every possibility in the search space. Possibly, random values of candidate locations
would be defined at the beginning, but the algorithm would search the other best possible candidates in
an iterative manner. In the case of finding the UAV position, to get the most precise optimum position
we can do an exhaustive search. However, since the possibilities to explore are too many with respect
to the values of longitude, latitude, and altitude as inputs, the search may take forever. Hence, to offer
quicker solution in finding a position in 3D area, the optimization techniques can be performed. Thus,
based on two different meta-heuristic optimization techniques, two algorithms will be implemented in
our positioning technique, which will be covered in more detail in the following subsection.

3.3. Particle Swarm Optimization

An optimization algorithm inspired by the social behavior of animals, such as flocks of birds an
schools of fish, is the Particle Swarm Optimization (PSO) [34] algorithm. As part of swarm intelligence,
the algorithm improves a candidate solution, or particle, through iterations starting from random
solutions, and picking the best experience of each iteration (BestLoc), and the best global experience
from all the iterations (GlobalBest). A particle (Loc), or a candidate location, is a possible position for
our UAV (pos). In each iteration (t + 1), the best location of each particle (loci) and the best global
location are updated. The main parameter affecting the updates is the velocity (V). The velocity in
PSO is a distance achieved by a particle, or a candidate following location, from its current or previous
location at an iteration. The velocity is affected by the inertial weight (W) when it is varied (in most
cases it has a value of 1), the acceleration coefficients (c1 and c2, which both have the value of 2),
and the random numbers (r1 and r2) uniformly distributed in the interval between 0 and 1. At the
beginning, the algorithm has a population of candidate solutions. The equation to calculate the velocity
that defines the updates is:

Vi(t + 1) = W × Vi(t) + r1 · c1 · (BestLoci(t)− Loci(t))+

r2 · c2 · (GlobalBest(t)− Loci(t))
(1)

The following or next location of the particle is obtained by adjusting the velocity to the current
or previous location of the particle as:

Loci(t + 1) = Loci(t) + Vi(t + 1) (2)

Algorithm 1 shows the implementation of PSO algorithm. The algorithm begins by having a
population with random locations. Hence, a set of particles representing candidate locations makes up
our population. The candidate locations, which are obtained randomly, are limited by the variables set
as maximum (varmin) and minimum (varmin). With the initial velocity, which is zero at the beginning
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and initial locations, the function will find the cost and calculate the initial value, which in our case
is the RSSI (rssi) value for each particle. The best RSSI of all particles (Bestrssi) will be defined as
the global best. PSO will then find a new value after having the initial position and RSSI for all the
particles. The new value is obtained by calculating the new velocity based on the local best position
(Bestpos), and the global best position (GlobalBestpos). The value of each position will be updated
according to the new velocity value, which in turn can return a new GobalBestPos. The Bestpos is
updated if the new position is better. The same happens to the GlobalBestpos if its new value after
the iteration is better than the one from the previous iteration. By doing more iterations with newly
calculated velocities, we can get refine the solution until the best value for the rssi is found.

Algorithm 1 Particle Swarm Optimization (PSO) Algorithm.

Input:
Maximum number of iterations (MaxIt).
Population size (PopSize).
Lower and upper bound variables (varmin, varmax).

Output:
Best value of all particles (GlobalBestrssi).

1: for i=1:PopSize do
2: Vi = 0
3: posi = rand(varmin, varmax)
4: rssii = pathloss(posi)
5: Bestposi = posi
6: if Bestrssii < GlobalBestrssi then
7: GlobalBestrssi = Bestrssii
8: end if
9: end for

10: for t=1:MaxIt do
11: for i=1:PopSize do
12: Vi(t) = W ∗ Vi(t) + r1 ∗ c1 ∗ (Bestposi(t)− Loci(t)) + r2 ∗ c2 ∗ (GlobalBestpos(t)− posi(t))
13: posi(t) = posi(t) + Vi(t))
14: rssii = pathloss(posi)
15: if rssii < Bestrssii then
16: Bestposi(t) = posi(t)
17: Bestrssii = rssii
18: if Bestrssi < GlobalBestrssi then
19: GlobalBestrssi = Bestrssii
20: end if
21: end if
22: end for
23: end for

3.4. Genetic Algorithm

A Genetic Algorithm (GA) is a non-deterministic optimization method based on genetic
theory [35]. GA simulates the evolution of a population of candidate solutions to optimize a problem.
The population or candidate solution adapts to the environment over the generations, being these
generations renewed through iterations. This iterative process resembles biological behaviors like the
crossovers of chromosomes, mutations of genes, and inversions of genes, processes that occur to living
organisms over generations. In our work, we use a GA to simulate the evolution of a population of
UAV locations adapting to the cost function. The cost function will be the same as the one in PSO:
the average RSSI towards the different receivers.

As depicted in Algorithm 2, we first define that the population is a candidate set of optimum
locations for the UAV acting as a relay for cars. The candidate set of optimum locations, defined as
latitude, longitude, and altitude, is limited by the lower and upper bound variables (varmin, varmax).
At first, the populations are generated randomly, but having specific genes or characteristics. The genes,
in this case are the latitude, longitude, and altitude associated with the UAV’s location. From those
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characteristics, we define the fitness, which in this case is the RSSI. Afterwards, we build a new
generation. This is done by selecting the parents or the chromosomes in the current generation.
The parents are chosen by randomly selecting two sets of chromosomes. After selecting the
chromosomes, the genes inside the chromosomes are crossed over to create new chromosomes. This is
when the crossover process occurs, consisting of combining the genes, or, in the case of this work,
the location parameters (latitude, longitude, and altitude). With the new chromosomes, we then do a
mutation. The mutation is performed to maintain the genetic diversity, or, in this case, to increase the
number of candidate locations. With the mutated chromosomes, we determine the fitness, which in
this case is the RSSI. After getting a new generation, this process is repeated according to the limit of
the generations. With more and more generations produced, better RSSI values can be obtained.

Algorithm 2 Genetic Algorithm (GA)

Input:
Maximum number of generations (MaxGen).
Population size (PopSize).
Lower and upper bound variables (varmin, varmax).

Output:
Best value of all chromosomes (GlobalBestrssi).

1: for i=1:PopSize do
2: posi = rand(varmin, varmax)
3: rssii = pathloss(posi)
4: Bestposi = posi
5: end for
6: for t=1:MaxGen do
7: for i=1:PopSize do
8: SelectParents
9: Crossover

10: Mutation
11: posi = posi+1
12: Bestposi = posi
13: Bestrssii = rssii
14: GlobalBestrssi = Bestrssii
15: end for
16: end for

3.5. Path Loss Model

The RSSI value can be obtained through the path loss model. To derive the path model used in
our work, we relied on our previous work [8]. With this model, the signal loss can be calculated by
considering terrain features that act as obstacles. By considering the elevation information retrieved
from a Digital Elevation Model (DEM), we can determine when the terrain affects the LOS between a
sender and a receiver. A knife-edge is detected when there is a blocking terrain, as depicted in Figure 2.
Through multiple knife-edge diffraction effects, the actual end-to-end loss is obtained. On our previous
work [8], we opted for the Bullington model [36] as it offers a good trade-off between performance and
computational costs.

According to the information obtained from the DEM, the path loss or signal attenuation can
be calculated. By taking into account the elevation level of the terrain, we can get the height of the
knife through the difference of altitude between the UAV and the car. Notice that, in rural areas,
signal interferences from external sources are minimal, meaning that the terrain becomes the main
factor affecting signal quality.

A DEM provides real-world terrain data that, for the purpose of our current work, can provide
information about the elevation of the terrains with respect to the sea level. Since the terrains have
different levels of elevation in the area, we can easily find whether the terrain is hilly, mountainous,
or flat. This elevation information is obtained by indicating the latitude and the longitude of each
selected location.
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A LOS segment connecting the sender and the receiver can help us to spot the knife or the blocking
terrains. The height of this segment and the terrain elevation in the locations along the segment are
compared to determine whether the LOS is blocked by the terrain or not. An obstacle is present
whenever the terrain level or the elevation is higher than the LOS segment height. This way, the signal
loss can be calculated as the diffraction effect occurs. The signal attenuation is obtained by accounting
for the height of the obstacle, the wavelength, and the distance between the obstacle and the sender
and receiver terminals. In this case, the Fresnel-Kirchoff diffraction parameter will also define the
signal attenuation. In our simulation framework, this path loss model is incorporated. This will be
explained in more detail in Section 4.

Figure 2. Detecting the Hills as Obstacles [8].

4. Overview of Simulation Tools Used

In this section, we provide the details on how our proposed solutions are implemented in the
simulation tools adopted. A testing framework was developed to get the best position of the UAV in a
simulated environment. In addition, the simulated environment setup is also covered in this section.

4.1. Testing Framework

An application that runs the simulation was developed as a testing framework, which will
implement both the PSO and the GA algorithms to determine the optimum placement of the UAV.
This framework integrates OMNeT++ [37] as a network simulation tool, SUMO [38] as a vehicular
mobility simulation tool to characterize the movement of the cars on the ground, as well as Veins [39]
as a vehicular network simulation tool. Our application determines the location by having the average
value of the signal received by the cars (RSSI) as the algorithm’s cost function value. This is obtained
by executing the simulation tools and extracting the results.

Figure 3 shows the architecture of our testing framework. The algorithm was implemented in
a separate developed application as a framework. The cost function value or the best fitness of the
algorithm was obtained by running the simulation tools combined (OMNeT++, SUMO, and Veins).
The variables that affect the RSSI values obtained are the receivers’ locations as returned by SUMO.
To detect the signal blockages or knife-edge effects that affect the signal strength, a path loss model
in [8] was implemented.

By default, the parameters are selected when running the PSO and GA. For the PSO, the number
of particles was set to 50, and the number of iterations was also set to 50, whereas in GA both the
number of populations and the number of generations were set to 50. The exploration space for
both algorithms is limited by the map space in the simulation. Both PSO and GA algorithms will
have 50 candidate locations at first, before iterating or going through generations. By considering
the cars’ locations determined by SUMO, Veins can determine the best RSSI value by testing every
possible location.

In this particular case, the position of the UAV dynamically changes depending on the mobility
of the cars on the ground. Default values of the commonly used parameters are chosen by using
either PSO or GA. As a side note, these parameters can affect the optimality of the position. Having

68



Sensors 2020, 20, 356

more iterations on the algorithm used can effectively result in a more optimum position. However,
we should not neglect the fact that, in real deployments, more iteration times might result in having
the cars’ position to change, making the results less effective. Since we are working with simulation
time, and not real time, for practical purposes we consider the calculation involved to be instantaneous.
Hence, the main goal is to determine the best-case performance achieved through the sequence of
positions determined by PSO and GA.

The performance of finding the best UAV position depending on the cars’ position on the ground
differs from time to time, and subject to the positions of the cars on the ground. Our main focus on this
work is making a comparison of both algorithms while having similar parameters. Due to this fact,
we did not highlight the matter of selecting the best parameters for algorithmic convergence. As a
side note, making these algorithms converge can be a challenge since both PSO and GA are heuristics
where no exact configuration or parameter choice guarantees obtaining the optimal result in a search
space. Our maximum recorded time to get the optimum solution was with 320 particles, and the
minimum recorded time was with 16 particles. Concerning GA, the maximum recorded time in getting
the solution was with 760 generations, and the minimum recorded time was with 32 generations.
The primary goal of this work is uniformly using the commonly used parameters in both PSO and GA,
and then compare which one is more accurate and efficient.

Figure 3. Testing Framework Architecture.

4.2. Simulation Setup

We have defined a scenario to test the optimization algorithms. Specifically, we have chosen a
mountainous rural area in Pont de Suert, Catalonia, Spain, near the Pyrenees Mountains. A real map
of Pont the Suert was imported from Open Street Map (OSM) [40] to make the simulation more real.
To complement the environment imported into the simulation, we have also considered the elevation
information, which allowed us to have a complete characterization of the levels of the terrain in the
chosen area. In particular, we have obtained it from the SRTM DEM [41]. One of the reasons why
we have chosen this particular location is because, in this area, irregular terrains exist that are prone
to hinder communications. The area imported has a size of 5000 × 5000 m in Cartesian coordinates.
With this in mind, the exploration space for the optimization algorithm is defined. As for the altitude,
it is limited to 120 m above the ground, which is the maximum flight height permitted in Spain.

In the scenario, we have placed three cars that have their trajectories defined according to Figure 4.
In theory, the UAV that acts as a relay can offer the connectivity between two nodes or cars. However,
we have considered three cars in the scenario to show that the UAV can simultaneously act as a data
relay for more than two nodes. However, the number of cars served by the UAV should be taken into
consideration carefully, since a growing number of cars will complicate the UAV positioning strategy.
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Figure 4. Trajectories for ground vehicles in our experiments.

As for simulating the UAV, which is of the hexacopter type, in the scenario, we assume that it
has no limitations in terms of energy. The UAV is deployed on-demand at a specific time to act as
a mobile relay. In addition, we have a single UAV in the scenario since our main focus is to find
the optimal position for this UAV, and not on how multiple UAVs could be deployed to provide
coverage, an alternative that is outside the scope of this work. It is assumed that the UAV carries a
small embedded system having some computational power, performing better than e.g., a Raspberry
Pi, in addition to an IEEE 802.11p wireless interface for communication with the vehicles, and a 4G
interface for remote monitoring tasks. Overall, the payload weight remains below than 1 kg.

The position of the UAV is calculated by considering the current location of each car every second.
The car positions are obtained by the UAV from their beacons. This way, we can assess whether
the UAV offers optimal coverage when communicating with the cars. The SUMO traffic simulator
generates the cars’ movements, and it simulates the scenario for 280 s. This limited time is due to the
fact that, after that mentioned time limit, the cars will no longer be in the exploration space boundaries,
in which the cars will be too far to each other that the communication will surely be out of range.

The UAV generates UDP packets in the scenario and broadcasts them to the cars on the ground.
The mode of communication is ad-hoc in this case. The packets that are transmitted by the UAV are
Basic Safety Messages (BSMs). Each second, the UAV sends 10 packets. In this scenario, an 802.11p
connection is considered, with broadcast communications taking place. Table 1 details the parameters
that are set in our simulation experiments.

Table 1. Simulation parameters.

Parameter Value

Transmission Power 200 mW
Antenna 5 dBi
Packet Size 1.4 kB
Message Type BSM
Packet Sending Rate 10 Hz

5. Results

As explained in the previous section, our proposed solution to find optimal UAV positions was
developed using simulation tools. After executing the test framework that runs the simulation, we have
obtained the optimum sequence of UAV positions, as well as other useful information, such as the
RSSI, time, and the position of the other nodes.
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By using two different optimization algorithms, we have defined the optimal positions and,
in turn, can derive the trajectory. Other results include the impact on altitude, received signal strength,
total path length, and speed.

5.1. Uav Positions

We have obtained the results concerning the best locations of the UAV through the simulation
experiments. The location information consists of latitude, longitude, and altitude. In addition,
the value for the RSSI is also obtained for each UAV location at every second of the simulation. Thus,
the locations of the UAV in a real map can be plotted using this information, allowing us to draw the
trajectory of the UAV throughout the simulation time.

The locations of the UAV at specific times are represented in Figure 5 as a result from either the
PSO or the GA. At t = 0 s in Figure 5a, both the positions obtained using PSO and GA are located in
the center of the map. Specifically, such location is at a central position with respect to the three cars
on a 2D map. At t = 90 s (Figure 5b), the location of the UAV obtained using PSO is near of the two
cars. At this time it is not near to the other car because this car is located at a lower altitude, and hence
still within LOS. On the other hand, with the GA, the UAV location is a bit more towards the other
car that is far away. However, this does not make much difference as this is the time where all the
cars cross with each other, and so the expected RSSI result is high. At the time where the cars move
away, as depicted in Figure 5c, the positions obtained using PSO and GA are not too close from each
other. In fact, the location obtained using GA is quite far away from the car moving west. On the
other hand, the location obtained using PSO is closer to the center. At t = 270 s, as presented in
Figure 5d, the position of the UAV obtained using either PSO or GA is readjusted near to the center.
This time, the cars are spreading around, and hence the UAV assumes a central position for both PSO
and GA strategies.

5.2. UAV Trajectory Based on Positions

The locations points obtained throughout the simulation can be sequenced with respect to time in
order to get the trajectory of the UAV. This allows us to observe how the UAV should be adjusting
its position in order to maintain the best connectivity towards all the cars on the ground, as shown
in Figure 5. We have plotted the trajectory for both optimization algorithms in a two-dimensional
and three-dimensional environment in Figure 6. These trajectories represent the most ideal path to be
followed by the UAV to maintain the connection throughout the time.

The trajectory represents the optimum positions of the UAV, which change through every second,
as a response to the movement of cars. Notice that the UAV should have a dynamic behavior, similarly
to the mobility of the cars on the ground. As the UAV movement is exploring the 3D space, a trajectory
was drawn as well, as depicted in Figure 6, where we can see the altitude variations for both sequences
of UAV best positions corresponding to PSO and GA, respectively.

5.3. Impact on Flight Height and Altitude

As the terrain is irregular, or hilly in the scenario, we have also obtained the altitude of the ground
nodes along the time so as to have their detailed elevation information. The altitude changes as the
roads have different elevation levels as they are hilly. Cars are moving at an altitude between 850 and
1100 m above sea level, as depicted in Figure 7, whereas the UAV flies at altitudes between about 970
to 1300 m above sea level if using PSO, and up to 1400 m above sea level if using GA.

Looking into Figure 7, we can observe that, at a midpoint of the simulation time, at about t = 120 s,
the UAV altitude, as a result from both PSO and GA algorithms, is lower than the one for car 3.
The UAV flies lower since the cars are located near to each other. Since the distance between ground
nodes is small, the UAV does not need to fly high to maintain connectivity. However, at the end
of the simulation, since the cars’ locations are far from each other, the UAV has to fly higher. So,
even though the cars’ altitudes are not greater at the endpoint compared to the one at the midpoint,
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the UAV still has to increase its altitude since it attempts to maintain line-of-sight conditions towards
all the cars. Nevertheless, notice that greater altitudes also cause the distance towards all three cars to
increase. Thus, the UAV avoids flying too high to prevent losing signal quality due to higher distances,
while simultaneously avoiding NLOS conditions.

The maximum altitude achieved by the UAV is at about t = 230 s. It is reasonable since, at that
particular time, more hills are present that obstruct the signal transmission. The altitude of car 1 is
below 900 m, and this might as well result in the UAV having to fly higher to avoid NLOS towards it.

As for comparison between PSO and GA, we can observe in Figure 8 that the trend is more or
less similar, with its altitude decreasing starting from about t = 40 s, and increasing at about t = 130 s.
Both algorithms result in a maximum altitude value at about t = 230 s as well. However, the difference
can be spotted in terms of consistency. With the GA approach, the curve trend is more dynamic than
for the PSO approach. An example can be seen at about t = 170 s. When the PSO indicates a more
stable altitude change, GA shows a drastic change from an altitude of about 1250 m to 1050 m. Overall,
flying height results shows that the GA trend is not as stable as the PSO trend. The heights produced
from the experiment with GA have more varieties and sudden changes. An example can be seen
between t = 50 s and t = 100 s. Within this time range, the changes are drastic for the height of the
UAV, dropping from 97 m to 28 m, and then rising up again to 79 m. On the other hand, the height
only rises from 28 m to 55 m with the PSO approach. In this case, if using GA, the UAV needs more
effort in flying as in terms of height and altitude, it tends to be higher than when using PSO.
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(a) t = 0s.

UAV and Cars Location at t=90
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(b) t = 90s.
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(c) t = 180s.
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(d) t = 270s.
Figure 5. UAV and cars’ locations obtained at different timings by using both algorithms.
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UAV Movement with PSO and GA
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(a) 2D mobility patterns.

(b) 3D mobility patterns.
Figure 6. UAV trajectories generated by the PSO and GA algorithms.
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5.4. Impact on Received Signal Strength

The average values of the received signal quality on the cars throughout the simulation time are
represented in Figure 9 for the PSO and GA approaches. According to the figure, the lowest average
values (≤85 dBm) are achieved at the beginning and end of the simulation for both GA and PSO.
This is due to the fact that, at those times, the cars are spread in the area and are far from each other.
Hence, the UAV is placed in-between the cars, but, since the cars are distant, the UAV had to fly higher
to achieve LOS towards all three cars by adjusting its height in order to avoid blockages from the
high-level terrains. This will, in turn, weaken the signal strength.
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Figure 9. Average Received Signal Strength Indicator (RSSI) values at the receivers throughout time.

The best signal recorded in the simulation for PSO is at about t = 70 s, where the RSSI is around
−63 dBm. On the other hand, for GA, the best RSSI recorded is −78 dBm when the simulation time is
t = 130 s. At these times, the cars are located near to each other. Since the distance is smaller, the UAV
does not have to fly high to achieve good transmission conditions.

Figure 10 further evidences how these values are distributed, highlighting the differences between
PSO and GA. From all the average RSSI values gathered, PSO shows the better results, being the
majority of its values between −79 dBm and −69 dBm. On the other hand, the majority of the results for
GA are between −83 dBm and −73 dBm. The mean for both algorithms also evidences the differences
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found: for PSO the mean result is −73 dBm, whereas for GA the mean result is −77 dBm. Overall,
we clearly find that PSO is more efficient at achieving better RSSI values than GA.
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Figure 10. Average RSSI values at the receivers.

5.5. Impact on Total Path Length

Through the sequence of locations defining the UAV trajectory, we are able to find the total length
of the UAV’s path for each algorithm; these results are presented in Table 2. When using PSO as the
positioning technique, the total path length is about 9.306 kilometers. On the other hand, the total
path length for GA is longer, accounting to about 11.224 kilometers. The total path length using GA
is longer due to the fact that not only the optimum locations obtained are sparse and quite far from
each other in terms of latitude and longitude, but also, if we look at altitude variations throughout
the time (see Figure 7), the position in terms of altitude changes drastically. Through these results,
we can observe that the locations obtained using PSO introduce less burden to the UAV in terms of
travelling distance.

Table 2. Path length and average flight speed for each algorithm.

Optimization
Algorithm

Total Path
Length (m)

Speed (km/h)

PSO 9305.90 119.65

GA 11223.69 144.30

5.6. Impact on Speed

Aside from total path length, we have also calculated how fast the UAV has to fly from one
point to another for every second in the simulation. Since this kind of UAV is expected to be used for
mission-specific purposes, the UAV is allowed to move at maximum speed at all times if necessary.
The speed maximum values closely match the average ones as the scenario dynamics prevent it from
remaining still. According to Table 2, the average speed needed for the UAV to passes through every
optimum location is more than 100 km/h for both PSO and GA. To be more precise, when using
PSO, the average speed needed is 119.65 km/h, which is less than the speed needed if using GA,
which reaches 144.3 km/h. Again, when comparing these two optimization algorithms in terms of the
average speed needed for the UAV to pass through all the optimum locations, PSO introduces lower
requirements, being thus the option of choice.
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6. Conclusions

The issue of placing UAVs to support car-to-car communications considering the restrictions
of three-dimensional environments was investigated in this paper. In particular, we analyzed how
different optimization algorithms can be used to find the best and optimum placement for a UAV
providing support for car communications on the ground. Two types of optimization algorithms were
included in our proposed placement technique: Particle Swarm Optimization, or PSO, and Genetic
Algorithm, or GA. The exact sequence of UAV locations that are able to offer the best signal levels
towards moving cars throughout time can be determined using PSO and GA. The quality of the signals
received by the cars is the optimization parameter used to designate the location of the UAV sending
the signals. By simulation, the signal quality can be calculated considering a path loss model that
also counts on the elevation information for the area tested. The simulation tool can calculate the
signal attenuation due to terrain blockages present based on elevation data. The positioning technique
thus optimizes the position of the UAV defining its best altitude so that it can avoid terrain blockages.
Based on our findings, the PSO can offer more optimized results than the GA in terms of efficiency.

To extend the work, in the future we will propose a method to find a more realistic trajectory of a
UAV which takes into consideration the same parameters as in our positioning technique. The idea
can be proposing a mobility model for a UAV that is aware of the dynamic movement of the cars on
the ground but introducing more realistic speed requirements for the UAV.
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Abstract: Named Data Networking (NDN) is a promising communication paradigm for the
challenging vehicular ad hoc environment. In particular, the built-in pervasive caching capability
was shown to be essential for effective data delivery in presence of short-lived and intermittent
connectivity. Existing studies have however not considered the fact that multiple vehicular contents
can be transient, i.e., they expire after a certain time period since they were generated, the so-called
FreshnessPeriod in NDN. In this paper, we study the effects of caching transient contents in Vehicular
NDN and present a simple yet effective freshness-driven caching decision strategy that vehicles can
implement autonomously. Performance evaluation in ndnSIM shows that the FreshnessPeriod is a
crucial parameter that deeply influences the cache hit ratio and, consequently, the data dissemination
performance.

Keywords: Caching; Named Data Networking; Information Centric Networking; Vehicular Ad
Hoc Networks

1. Introduction

Recent advancements in the fields of sensing, computing, communication, and networking
technologies are contributing in making vehicles multi-faceted elements (equipped with cameras,
sensors, radars, storage, processing, and positioning capabilities) of smart and connected cities.

Vehicular on-board units (OBUs) are able to interact among each other through vehicle-to-vehicle
(V2V) communications, and with nearby road-side units (RSUs), traffic lights, pedestrians, and edge
nodes through vehicle-to-infrastructure (V2I) communications. Thanks to vehicle-to-everything (V2X)
connectivity, interactions with remote entities, such as cloud servers and Internet facilities, are also
available. V2X connectivity would overall increase the driving and traveling experience, by enabling a
rich set of applications, ranging from safety and traffic efficiency to infotainment and, more recently,
cooperative and automated driving. Data exchanged by such revolutionary vehicular application will
exhibit different features (e.g., size, lifetime, generation frequency, dissemination scope, popularity)
and requirements (e.g., latency, throughput, reliability).

Named Data Networking (NDN) has natural advantages to greatly overcome the challenges
of vehicular ad-hoc networks (VANETs), such as rapidly changing topology, harsh propagation
environments and short-lived and intermittent connectivity, thanks to its name-based routing and
native in-network caching capabilities [1]. Moreover, being focused on what content to retrieve,
instead of where the content is located, NDN well matches vehicular applications where typically,
(i) communicating entities are interested in retrieving content (e.g., road congestion information,
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weather conditions) regardless of the identity of the node(s) producing it and (ii) the requested contents
have a spatial and/or temporal scope.

NDN implements a naïve caching strategy that lets nodes cache all the received contents. However,
indiscriminate caching may waste network resources and reduce the cache efficiency and it is poorly
suited for contents that exhibit a limited validity, which are frequently exchanged in VANET. Examples
of transients contents requested by vehicular applications are, for instance, those related to parking
lots availability, road congestion, maps of the surroundings [2,3]. If the content lifetime is not properly
conveyed in packets and accounted for in the caching decision, stale contents risk to be propagated
by affecting the behaviour of applications relying on them. Such an effect is particularly exacerbated
in VANETs, due to the broadcast nature of the wireless medium that facilitates sharing of data, also
of useless data, if they expired. However, literature on caching transient contents in NDN is almost
unexplored in VANETs and still in its early stage for Internet of Things (IoT) contents [4–6] and wired
networks [7,8]. To fill this gap, the following contributions are provided in this paper:

• We showcase the benefits of tracking the content lifetime in NDN packets to prevent stale
information from becoming disseminated in the vehicular network.

• We propose a simple but effective NDN-compliant caching strategy that accounts for the content
lifetime, not only for replacement purposes but also for the caching decision.

• We perform a comprehensive simulation campaign in ndnSIM [9], the official ns-3-based simulator
of the NDN community, to study the impact of the content lifetime in the caching decision when
considering two distinct vehicular scenarios, urban and highway, and varying traffic load and
content popularity settings.

The remainder of this paper is organized as follows: Section 2 introduces the NDN paradigm.
An overview of vehicular applications and connectivity options is provided in Section 3. Section 4
discusses the status quo on Vehicular NDN (V-NDN), with special focus on caching strategies in the
literature. Section 5 motivates our study, by also providing early results, and presents the proposal.
More comprehensive results are reported in Section 6. Section 7 concludes the paper with hints at
future work.

2. NDN Basics

The NDN architecture was originally conceived for named content dissemination in the
Internet [10], but today it is considered to be an enabling networking technology in different application
domains, such as Wireless Ad Hoc Networks [11], IoT [12], and Edge/Fog Computing [13–15]. NDN is
based on two packet types that carry hierarchical content names: the Interest, used by consumers for
requesting contents, and the Data, used for carrying the content.

Data packets are originated by a producer/source node, which also signs them to allow per-packet
authentication and integrity checks. Any node receiving Data packets can cache them to satisfy further
requests. In the following, we refer to as content provider, or simply provider, any node in the network
that acts as producer or cacher.

Each NDN node maintains three data structures: (i) Content Store (CS), used for caching incoming
Data packets, (ii) Pending Interest Table (PIT), used for recording Interests that were not yet satisfied,
and (iii) Forwarding Information Base (FIB), used to forward the Interests.

As shown in Figure 1, at the Interest reception, each node first looks for a matching in the CS.
In case of failure, it checks in the PIT for the same pending request. If a matching is found, the Interest
is discarded. Otherwise, it looks in the FIB for an outgoing interface (or multiple ones) over which
sending the request. Data packets follow the PIT entries back to the consumer(s); they can be cached
by on-path nodes according to their storage space. The NDN reference caching implementation is
Cache Everything Everywhere (CEE), where nodes cache indiscriminately every incoming Data packet.
CEE is usually coupled with the Least Recently Used (LRU) replacement policy.
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Figure 1. Forwarding Process in NDN.

Compared to traditional caching systems, such as web caching or content delivery networks,
NDN caching shows some distinct features: it is performed on a per-packet basis and at line speed,
during the forwarding process. Therefore, cache decision policies that require complex calculations
or multiple interactions between network nodes are not affordable, since they would slow down the
content delivery [16].

3. Vehicular Applications and Connectivity Options

A plethora of heterogeneous applications will be supported in the vehicular landscape, targeting
different use cases, ranging from autonomous driving to traffic efficiency and infotainment. Vehicular
applications exhibit different delivery demands, e.g., in terms of latency, throughput and reliability [17]
and typically exchange data with spatial and temporal relevance. For instance, road traffic information
(e.g., mean speed in a given road segment) is locally relevant: data collected in one area will be
requested in the same area. The time validity of such data spans a few seconds or minutes; whereas
the time validity of other types of data, such as the fees of charging stations for electric vehicles and
the flyers of points-of-interest in a road area, may span several hours [18].

Vehicular applications rely on the exchange of data among vehicles, between vehicles and roadside
infrastructure and nearby sensors, pedestrians and remote server facilities, enabled through V2X
connectivity. The V2X term covers, among others, both V2V and V2I communications, as shown in
Figure 2.

Although more than 20 years passed since a dedicated spectrum at 5.9 GHz was allocated to
vehicular communications, the decision about the V2X radio access technology is still under debate
and revolving between two mainstream technologies, i.e., IEEE 802.11 and Cellular-V2X (C-V2X).

IEEE 802.11 initially captured the interest of the research community, due to operation simplicity
and native support for V2V communications in an ad hoc manner. The IEEE 802.11p amendment,
now superseded and part of the IEEE 802.11 standard [19], was conceived as an enhancement of
the IEEE 802.11a specification, with physical and medium access control (MAC) layers’ settings and
procedures properly adjusted to support outdoor communications under high speed mobility. At the
MAC layer, 802.11p relies on the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
protocol. A node wishing to transmit senses the medium to detect if it is busy. If it is the case,
a mechanism based on random backoff is performed to reduce the probability of collisions, which,
however, cannot be prevented. More recently, the interest for 802.11-based V2X connectivity revamped
thanks to the creation of a new IEEE task group, now preparing the IEEE 802.11bd amendment.
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The group aims to investigate evolved physical-layer technologies that enhance the .11p coverage and
throughput [20].

Figure 2. Vehicular communications and V-NDN reference architecture.

4. V-NDN: Design Concepts and Caching Strategies

4.1. V-NDN

Originally designed in [21], V-NDN extends the NDN model to accommodate the distinctive
and challenging features of VANETs, namely ad hoc intermittent connectivity and mobility, to fit the
spatio-temporal validity of contents. A reference V-NDN architecture is shown in Figure 2. As with
the vanilla NDN implementation, each V-NDN node maintains CS, PIT and FIB tables but, to take full
advantage from the broadcast nature of the channel and maximize the possibility of content sharing,
major modifications are introduced in the forwarding and caching process.

Forwarding. Due to the high dynamicity of vehicular topologies, V-NDN does not implement
a proactive routing protocol to build the FIBs. Instead, it assumes that Interest and Data packets are
always broadcasted over the wireless medium, and it designs a reactive distance-based forwarding
scheme that limits packet collision and redundancy and speeds up the data retrieval. More specifically,
when sending an Interest, each node S includes its Global Positioning System (GPS) coordinates.
Each receiving node R calculates its distance from S and sets a random Defer Time that is inversely
proportional to such distance. The smaller the distance the larger the time a node waits before
transmitting; therefore, the farthest node from the sender has higher transmission priority. This speeds
up the Interest dissemination. If, during the Defer Time, R overhears the same packet broadcasted by
another node in the same area, then it can cancel its own transmission. Re-broadcasted Interests act
also as an implicit acknowledgment for the sender S. In case no rebroadcasting is overheard, then S
will retransmit the packet up to 7 times before giving up. To avoid the unrestrained dissemination of
Interests, a maximum hop count limit is set to 5 [21].

Caching. Unlike other wireless terminals, such as smartphones or sensors, vehicles do not
have strict energy or memory constraints. Therefore, V-NDN nodes can, in principle, cache all Data
overheard over the wireless channel, even if they do not have a matching PIT entry. We call this strategy
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Cache Everything in the Air (CEA). By implementing CEA, vehicles can serve as data mules between
disconnected areas and enable opportunistic delivery services. In practice, however, this strategy may
lead to inefficient performance due to the high cache redundancy (which is even higher than CEE) and
it is not convenient in areas with a high density of vehicles [22]. This is why other caching strategies
were proposed in the literature, as discussed in the following section.

4.2. Cooperative vs. Autonomous Caching

In wired networks, cooperative schemes usually lead to better performance than autonomous
ones, in terms of low cache redundancy and reduced retrieval latency, at the expense of a potentially
high signalling overhead [23]. Things however change in vehicular environments where, due to node
mobility and unstable connectivity, it is difficult to exchange consistent information about the status
of the network and the CSs of vehicles and take decisions at line speed. Traditional approaches for
ad hoc networks (outside the NDN context) such as the one in [24], which takes decisions based on
information density estimated during an inference phase, seem not affordable in NDN, since they
would introduce a slowdown in the forwarding fabric [16,25].

To cope with the dynamicity of vehicular topologies, some studies considered mobility-aware
caching strategies that can be applied in the presence of a full or partial RSU infrastructure. In [26],
a proactive caching policy is proposed that takes into account the content popularity and the vehicle
mobility prediction. The latter information is used to prefetch the contents at the RSUs the vehicles
will be connected to during their journey, thus their requests will be satisfied with lower latency.
However, the strategy requires the collection of prior mobility data over which applying offline
a mobility prediction algorithm. In [27], a scheme called Cooperative Caching based on Mobility
Prediction (CCMP) is designed where urban areas are divided into hot regions based on users’ mobility
patterns and a prediction model is applied to compute the probabilities that vehicles re-visit the hot
regions. Nodes with higher chances of staying in hot regions and for longer times are chosen to
cache contents. In [28], mobility prediction is used to create clusters of vehicles. The most suitable
vehicles (e.g., the ones with the best channel quality) are selected as cluster heads and act as cachers:
they receive contents from the closest RSUs and cache them to serve requests from other vehicles.
A shortcoming of such approach is the lack of fairness, since only few nodes handle caching operations.

When the mobility prediction is not available, implementing cooperative caching schemes may
be disadvantageous. For instance, the work in [22] shows that a notable caching scheme with implicit
coordination, Leave Copy Down (LCD) [29], has results comparable to a Never Cache policy, in which
vehicles do not cache packets. In the rest of the paper, we focus on a general scenario where vehicles
mobility patterns are a priori unknown and communications are mainly based on short-lived V2V
interactions. Autonomous caching schemes better suit this type of situation: they are lightweight
solutions that do not require additional knowledge of the network topology and do not incur in
further signalling.

4.3. Autonomous Schemes for Non-Transient Contents

CEE and CEA are the simplest autonomous caching schemes available in the literature. To limit
their intrinsic cache redundancy effects while maintaining a simple decision criterion, random schemes
with a static caching probability were devised [30], where nodes cache Data packets with a pre-defined
probability p, with 0 ≤ p ≤ 1. If p = 0 the node never caches packets, while if p = 1 the scheme
behaves like CEE. The most common value used in NDN implementations is p = 0.5, which limits the
cache redundancy without underusing the available storage space [31]. The caching probability can
be also computed dynamically at each node based on the perceived information about the network
status and the content demands in the neighbourhood. In this context, decision strategies largely vary
depending on the communication type, namely V2I or V2V.

In [32], an autonomous probabilistic caching scheme, for RSUs only, is deployed, with the targets
of minimizing the average number of hops to retrieve the requested content and maximizing the
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cache hit ratio. The caching probability is computed according to the content popularity evaluated
adaptively to the distinct request patterns. However, the strategy is deployed in an infrastructured
network of RSUs that retrieve contents from a remote server and it does not consider caching at
vehicles. Conversely, in [33], the focus is on V2V communications and the caching probability is
computed by vehicles according to three parameters: (i) the content popularity, inferred from the
received Interest packets, (ii) the vehicle’s topological centrality, and (iii) the relative movement of
the receiver and the sender. Performance evaluation shows that the strategy outperforms CEE and
probabilistic caching with p = 0.5. In [34], a cache probability utility function is defined that takes
into account the content popularity and two new defined parameters, the moving similarity and the
content similarity. The moving similarity indicates if a content is requested by vehicles moving on
the same route of the potential cacher. The higher the moving similarity the longer the connectivity
between vehicles, and therefore the higher the caching probability. Vice versa, the content similarity
indicates if drivers/passengers request similar contents. The higher the content similarity the higher
the probability that a vehicle will cache a received Data packet.

5. Caching Transient Contents in V-NDN

5.1. Contributions of This Paper

The above-mentioned caching schemes do not consider that many contents exchanged in a
vehicular environment have a limited time validity, which can vary from a few seconds to a couple
of minutes. Intelligent driving assistance systems, parking lots availability, high-definition maps are
just a few examples of services that rely on contents that may change with time due to the variation
of the driving environment [2,3]. They entail fresh content retrieval and also short latency. Such a
transient feature may largely influence the performance of a caching system and cannot be ignored in
the caching decision. Therefore, in the following sections, we aim at exploring the impact of transient
contents in the caching systems of V-NDN nodes. In particular:

• We detail how the vanilla NDN forwarding fabric deals with transient data, by emphasizing the
potential weaknesses, and report the few related literature studies in the field.

• We perform a first basic simulation campaign to quantify the effects of caching transient contents
in V-NDN by studying crucial metrics such as the cache hit ratio and the cache inconsistency,
which is due to the wrong awareness about the content lifetime supported by the vanilla NDN
implementation.

• We design a new autonomous strategy, named Freshness-Driven Caching (FDC), which addresses
the cache inconsistency issues and takes caching decisions based on the content lifetime.
The rationale behind our proposal is pretty intuitive: caching contents that are ready to expire
(possibly at the expenses of contents with a larger lifetime) does not efficiently use the storage
space. Indeed, regardless of the request pattern, short-lasting contents will be quickly removed
from the CS. Therefore, FDC aims at caching long-lasting contents with a higher probability.

• Performance of FDC is evaluated in two different mobility scenarios, urban and highway,
and compared against two NDN benchmark schemes, CEE and random caching.

5.2. Cache Inconsistency in Existing Solutions

In mobile wireless and broadcast environments such as VANETs, vehicles act like data mule
that collect packets and move them across distances thus offering a valuable dissemination service.
Transient data, however, require an ad hoc caching strategy that is aware of their lifetimes. Storing stale
data can lead to cache inconsistency, i.e., distinct cachers can have inconsistent copies of the same
content that result in multiple adverse effects in the real life. For instance, if a vehicle looks for an
empty space by transmitting an Interest in its neighborhood, it may uselessly reach a wrong (busy)
space, by wasting both fuel and time, if stale data are received as a reply.
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In vanilla NDN, the transient feature of a content is expressed in term of a FreshnessPeriod (in the
following shortened as FP), a field in the Data packet header indicating the lifetime of the content.
The parameter is application-specific and it is set by the original producer. If the lifetime is not expired,
the content can be considered still fresh. Otherwise, the original source may have produced new
content. Tracking the freshness is, therefore, crucial in presence of transient data not to incur in cache
inconsistency effects. A policy that honors content freshness (we refer to as “FP-Aware” policy) is
implemented in vanilla NDN and applied in conjunction with a standard replacement policy such as
LRU. Basically, when caching a received Data packet, the NDN node sets a timer equal to the FP value;
when this latter expires, the content is removed.

Literature on caching transient data in NDN is still at its infancy and almost unexplored in
vehicular environments. Some proposals were devised in IoT sensor networks, with the main target of
reducing the data retrieval latency and limit the energy consumption [4–6]. Other works considered
caching transient contents in wired networks segments [7,8].

With focus on V-NDN, a Multi-Metric Cache Replacement (M2CRP) scheme is presented in [25].
There, content popularity, freshness, and distance between the content producer and the cacher are
used to select the packet that must be evicted from the CS. M2CRP is coupled with the CEE policy:
when a new Data packet is received, it is always cached and, if the CS is full, then an existing cached
item must be replaced. Popularity, freshness and distance metrics are used to compute a score for
every cached item; the one with the minimum score is selected as the candidate for eviction. A similar
replacement strategy, but implemented in RSUs only, is deployed in [35]. Works [25,35], however,
do not consider the effect of freshness in the caching decision process. By using CEE, all the contents
are indiscriminately cached regardless of their freshness period. On the one hand, CEE does not create
content diversity within the vehicles’ neighbourhood: the CSs of vehicles in the same area are filled
with the same information, thus resulting in an inefficient use of the distributed storage space. On the
other hand, caching contents with a long lifetime could be more convenient than caching contents with
a shorter lifetime, since these latter must be evicted more frequently from the CS.

We also observe that the FP information is static, i.e., it is not decreased by caching nodes
when answering requests. Indeed, NDN Data packets are immutable [36]: if some information in
the packet changes, the producer must generate a new packet and sign it. Under such conditions,
cache inconsistency can still occur. As an example, we consider a scenario where an RSU monitors
the average speed on a certain road and produces new Data packets named /RoadY/avgSpeed every
60 s. An NDN vehicle A, implementing CEE+LRU+FP-Aware policy, requests a Data packet at time
t = 0 s and it is allowed to cache it for 60 s. At time t = 50 s a vehicle B asks for the same content and
receives it from A. According to the FP, the packet could be stored in the CS of node B for 60 s, but the
residual lifetime of the packet is actually 10 s. If, at t = 70 s, a vehicle C asks for the /RoadY/avgSpeed
Data packet and receives it from B, it will actually receive a stale information.

5.3. Quantifying Cache Inconsistency Effects

To quantify the cache inconsistency in an urban V-NDN environment, we performed a preliminary
simulation campaign with ndnSIM [37]. We consider a first case, where nodes implement the
legacy CEE+LRU scheme without applying the FP-Aware policy, and a second one where, instead,
the FP-Aware policy is implemented.

The simulation scenario is a Manhattan Grid of size 1 km2 with 2 lanes per direction, where 100
vehicles move at speeds ranging between 20 and 40 km/h, according to the Simulation of Urban
MObility (SUMO) model [38]. One RSU acting as the original producer of transient contents is
deployed in the middle of the topology. Vehicles and RSU interact through the broadcast transmissions
of Interest/Data packets, according to the V-NDN forwarding strategy in [21]. IEEE 802.11 is considered
to be the access layer technology.

We consider a catalog of 10,000 transient contents, each one composed of 100 1kbyte-long Data
packets. As with [16], we assume that nodes have the same storage space, which summed up accounts
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for 1% of the overall content catalog size. We also assume that 20 vehicles are selected as consumers,
and the content request pattern follows a Zipf distribution [39], which is commonly used to model
content popularity in the current Internet, NDN networks and VANETs [33,40,41].

Given a catalog of content items, the Zipf distribution assumes that the access probability of the
ith, 1 ≤ i ≤ m, content item is represented as:

P(i, α, m) =
1/iα

∑m
z=1(1/zα)

(1)

where the α exponent, which is typically denoted as skewness parameter, characterizes the distribution
popularity. The higher the value of α, the higher the number of requests concentrated on a few
(popular) contents.

In this simulation, we consider a skewness parameter α equal to 1 or 2. Content requests start
asynchronously: the time between two consecutive Interest transmissions for the first Data packet by
different consumers is exponentially distributed with rate λ = 0.3request/sec.

Two distinct metrics are reported in this preliminary evaluation stage:

• the cache hit ratio, computed as the ratio, in percentage, between the received Interests satisfied by
the local CS and the total number of received Interests;

• the cache inconsistency, computed as the ratio, in percentage, between the received Data packets
that were expired and the total number of received Data packets.

Table 1 reports the results averaged over 15 runs, in presence of CEE+LRU, when considering a
first case where all the Data packets have the FP set to 20s, and a second case where the parameter is
set to 10s. It can be observed that, reasonably, the cache hit ratio largely increases when parameter
α passes from 1 to 2, since a larger number of requests are issued for the same popular contents.
Not surprisingly, the lower the FP the higher the cache inconsistency, which can reach even 62.06%
when α = 2 and FP = 10s. This means that more than half of the cached Data packets are actually
expired, but they are not removed from the CS, since the caching system is not able to recognize it,
and only the LRU replacement policy applies. It is also worth noticing that the higher is α, the higher
is the cache inconsistency, since the dissemination of stale cached packets is higher over the shared
broadcast medium.

Table 1. Cache hit ratio and inconsistency metrics in presence of CEE+LRU policy, when varying the
Zipf skewness α and the FP parameter.

Hit Ratio [%] Inconsistency (FP = 20s) Inconsistency (FP = 10s)

α = 1 16.5% 19.42% 25.96%
α = 2 38.2% 50.65% 62.06 %

Table 2 shows the cache hit ratio and inconsistency metrics, when instead considering the
CEE+LRU+FP-Aware policy in the same scenario. Compared to Table 1, it can be observed that
reported values are considerably lower. Indeed, thanks to the FP-Aware policy, the nodes can cache
contents for a time equal to their FP and, when this latter expires, the packets are removed from the CS.
As a result, compared to the previous case, the cache hit ratio is lower and the cache inconsistency
reduces, although a not negligible percentage, in the range 3–9%, is still present.

We can conclude that the vanilla caching system in V-NDN is not able to guarantee cache
consistency in presence of transient contents. This motivates our proposal in the next Section.
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Table 2. Cache hit ratio and inconsistency metrics in presence of CEE+LRU+FP-Aware policy,
when varying the Zipf skewness parameter α and the freshness period.

Hit Ratio [%] Inconsistency (FP = 20s) Inconsistency (FP = 10s)

α = 1 9.12% 3.81% 5.46%
α = 2 20.27% 7.01% 9.52 %

5.4. Freshness-Driven Caching (FDC) Strategy

In this Section, we present a simple and fully distributed freshness-driven caching strategy that
V-NDN nodes can apply without exchanging any additional control message. FDC is designed with
two main targets in mind: to avoid cache inconsistency effects and to privilege caching contents with a
longer residual lifetime.

To overcome the cache inconsistency of the FP-Aware policy, FDC requires that information about
the generation time (i.e., a timestamp) is added in the Data packet by the producer. The timestamp
can be included as an additional METAINFO field of the packet header, after the FP information,
see Figure 3.

Figure 3. New structure of the NDN Data packet.

Instead of using the FP information for setting the time a content can remain in the CS, the caching
system must consider the residual freshness period (RFP), defined as:

RFP = FP + timestamp − currentTime (2)

where currentTime is the instant the vehicle is receiving the Data packet. A proper computation of
the RFP parameter is ensured by the fact that all vehicles maintain strict synchronization with the
Coordinated Universal Time (UTC) that can be acquired from the Global Navigation Support System
(GNSS) [42].

When caching the Data packet, the node sets a timeout equal to RFP. When the timeout expires,
the content is erased from the CS and, therefore, cache inconsistency is avoided. In FDC, RFP-based
eviction is integrated with a traditional replacement policy, such as LRU. Therefore, in principle, Data
packets could be erased also before the RFP timeout expires.

FDC also implements a probabilistic caching decision strategy based on the RFP value: the target
is to cache with higher probability the Data packets with a longer residual lifetime. The distinction
between long- or short-lasting packets is done by setting a dynamic threshold value, ThRFP, obtained as
the exponential weighted moving average (EWMA) of the RFP values carried by the received Data
packets, regardless of their senders.

More specifically, when a Data packet, i, traverses a node, it is cached with probability Pc(i),
which is computed as:

Pc(i) =

{
1 i f RFPi ≥ ThRFPi

RFPi
ThRFPi

otherwise (3)

where:
- ThRFPi is the current value of the threshold, as available at the reception of packet i;
- RFPi is the RFP value computed starting from the fields carried by packet i.
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After the caching decision is taken, regardless of its outcome, the node updates the threshold
as follows:

ThRFPi+1 = (1 − β)ThRFPi + β · RFPi (4)

where parameter β ∈ (0, 1) is set to 0.125 to avoid large fluctuations in the estimation and give more
relevance to the historical values in front of the instantaneous ones, as commonly agreed in multiple
works in the literature, e.g., [43,44].

At the reception of a subsequent Data packet, i + 1, the novel value ThRFPi+1 will be used for the
caching decision.

6. Performance Evaluation

To assess the performance of FDC, we performed a simulation campaign in two distinct vehicular
scenarios: the same urban topology described previously, and a highway topology, which consists
of a 2 km-long highway road segment, where 100 vehicles move at a maximum speed of 90 km/h.
In both scenarios, we assume that a RSU in the middle of the topology acts as original producers of
transient contents. The FreshnessPeriod of Data packets varies uniformly in the range [5–100] s to match
a realistic and heterogeneous data traffic pattern.

CEE and Random Caching (RC) with probability p = 0.5 are considered to be benchmark
schemes. They were selected as the most representative baseline solutions in the literature for V-NDN.
As with FDC, they have the virtue of simplicity and incur no overhead, being completely autonomous.
This is a crucial feature in the vehicular domain. For the sake of a fair comparison, all the schemes
implement LRU coupled with RFP-based replacement. By doing so, cache inconsistency is always null.
The proposal as well as the benchmark schemes were implemented in ndnSIM [37].

The main simulation settings are reported in Table 3.

Table 3. Main simulation settings.

Parameter Value

Content catalog size 10,000 contents

Content size 100 Data packets

Data packet size 1000 bytes

Content Popularity Zipf distributed with α ∈ [1 − 2.5]

Propagation Nakagami fading

Scenario Urban topology (Manhattan Grid of size 1 km2)
Highway topology (2 km-long highway road segment)

Number of vehicles 100

Number of consumers 20–50

Number of producers 1 RSU

In addition to the cache hit ratio, the following metrics are considered:

• Content retrieval delay, computed as the average time for retrieving a content.
• Number of hops, computed as the average number of hops travelled by the Interest packets for

retrieving the content.
• Number of Data packets as the total number of Data packets broadcasted by vehicles in the

simulation. It, therefore, includes also re-transmitted and redundant packets.

Results are averaged over ten independent runs and reported with 95% confidence intervals.
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6.1. Urban Scenario

The first set of results in Figure 4 focuses on the urban scenario, when varying the Zipf skewness
parameter, α, in the range 1, 1.5, 2, 2.5 to model different content popularity distributions.

 2

 4

 6

 8

 10

 12

 14

 16

 18

 20

 22

 24

 1  1.5  2  2.5

C
ac

he
 h

it 
ra

tio
[%

]

Zipf skewness α

CEE
RC
FDC

(a) Cache hit ratio.

 2.5

 3

 3.5

 4

 4.5

 5

 5.5

 6

 6.5

 1  1.5  2  2.5

R
et

rie
va

l d
el

ay
[s

]
Zipf skewness α

CEE
RC
FDC

(b) Content retrieval delay.

 1.2

 1.4

 1.6

 1.8

 2

 2.2

 2.4

 1  1.5  2  2.5

N
um

be
r 

of
 h

op
s

Zipf skewness α

CEE
RC
FDC

(c) Hop count.

 4000

 5000

 6000

 7000

 8000

 9000

 10000

 11000

 12000

 13000

 1  1.5  2  2.5

D
at

a 
pa

ck
et

s

Zipf skewness α

CEE
RC
FDC

(d) Number of Data packets.

Figure 4. Performance metrics in the urban scenario, when varying the Zipf skewness parameter α

(number of consumers equal to 20).

Figure 4a reports the cache hit ratio (the metric equally applies for the different lifetimes of
contents). Not surprisingly, the CEE strategy exhibits the poorest performance. Due to the broadcast
nature of the wireless medium, in fact, many neighbouring vehicles are likely to receive the same Data
packets at the same time instant and they all cache the same information, with a neat penalty in terms
of content diversity. Better performance is obtained with the RC strategy which, by introducing the
probabilistic caching decision, increases the content diversity in the network and facilitates cache hits.

In FDC, a probabilistic decision is also foreseen, but it prioritizes caching of contents with a longer
residual lifetime, hence it increases the cache hit ratio, and, consequently, reduces the content retrieval
delay, as shown in Figure 4b. The cache hit ratio metric increases for all the compared schemes when
the Zipf skewness parameter increases. Indeed, as α increases, requests from multiple consumers
concentrate on a few contents from the catalog and the more popular contents are kept in the cache.
This increases the chance for a request to be satisfied and a lower number of hops for the content
retrieval is experienced, see Figure 4c.

Figure 4d shows that, as a further benefit, the proposal allows reducing the number of Data
packets which are exchanged into the network compared to the benchmark schemes. The largest
load is experienced by the CEE scheme and it can be observed that the latter one is the less sensitive
strategy to the Zipf skewness parameter. This happens because, by caching all incoming contents
indiscriminately, CEE unavoidably results in a high redundancy. When multiple nearby vehicles
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receive a broadcast content request and have a match in the CS, they all try to answer with the Data
packet. Although V-NDN implements collision avoidance techniques, based on defer times and
overhearing, hidden terminal phenomena cannot be completely avoided and multiple redundant
packet are transmitted.

Figure 5 reports the cache hit ratio and retrieval delay metrics when varying the number of
consumers from 20 to 50, for the Zipf skewness parameter α set equal to 1.5. It can be observed that
performance improves as the number of consumers increases from 20 to 40. In this case, the value of α

ensures that many requests by multiple consumers concentrate on the more popular contents, thus,
ensuring a high cache hit ratio and a low retrieval delay. Moreover, content sharing is facilitated due
to the broadcast nature of the wireless medium. The supremacy of the proposed solution compared to
the benchmark schemes is confirmed also under such settings.
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Figure 5. Performance metrics in the urban scenario, when varying the number of consumers (α = 1.5).

Notwithstanding, no more improvements are experienced when the number of consumers reaches
the value of 40. Indeed, with a higher number of consumers also the number of distinct contents
increases: more contents are requested that are less popular, which implies a higher traffic congestion
in the network and a lower cache hit ratio.

6.2. Highway Scenario

The second set of results, in Figure 6, focuses on the highway scenario, when varying the Zipf
skewness parameter α in the range 1, 1.5, 2, 2.5.

The same trends can be observed already seen for the urban scenario. First, the proposed solution,
FDC, outperforms the benchmark schemes, under all settings. Second, performance gets better for all
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schemes as the α parameter increases. The main difference regarding the previous scenario is that all
solutions exhibit slightly worse performance. For instance, in Figure 6b, it can be seen that the lowest
retrieval delay is 6.1s for FDC when α = 2.5, while it was about 3s in the urban scenario in the same
settings. This has to be ascribed to the topology and the higher vehicle speed which make contact
times among vehicles shorter, hence also reducing the caching events. As a result, the number of hops
increases as well as the delay in retrieving contents which entails the exchange of more Data packets.
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Figure 6. Performance metrics in the highway scenario, when varying the Zipf skewness parameter α

(number of consumers equal to 20).

As shown in Figure 7, the increasing number of consumers affects the achieved performance,
similarly to the urban scenario. However, the trend of the experienced improvements in terms of both
cache hit ratio and retrieval delay gets steeper as the number of consumers increases, compared to
the urban scenario. Indeed, less congestion is experienced in this topology, due to the higher volatile
nature of connectivity and the smaller size of the one-hop neighborhood per vehicle.
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Figure 7. Performance metrics in the highway scenario, when varying the number of consumers
(α = 1.5).

7. Conclusions

In this paper we investigated the issues related to the caching of transient contents in V-NDN.
We conceived a novel autonomous caching strategy, FDC, in which the caching decision is taken
according to the content lifetime. The solution is meant to be as compliant as possible with the legacy
NDN caching routines and not to add additional signaling overhead, which could uselessly overwhelm
highly dynamic vehicular links. The addition of a single field, i.e., the timestamp, to the NDN Data
packet is foreseen to allow nodes infer the actual residual lifetime of contents.

Simulation results conducted under realistic mobility and data pattern settings confirm the
supremacy of the proposal against two representative benchmark solutions in terms of valuable
metrics, i.e., content retrieval latency, cache hit ratio, number of hops, and exchanged Data packets.

FDC can be integrated in traditional caching approaches in order to let them deal with
transient content. As future work, we plan to investigate this aspect and to design a more
sophisticated caching strategy, e.g., relying on content popularity and topological information of
cachers, besides content freshness.
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Abstract: Information dissemination in current Vehicular Sensor Networks (VSN) depends on the
physical location in which similar data is transmitted multiple times across the network. This data
replication has led to several problems, among which resource consumption (memory), stretch, and
communication latency due to the lake of data availability are the most crucial. Information-Centric
Networking (ICN) provides an enhanced version of the internet that is capable of resolving such issues
efficiently. ICN is the new internet paradigm that supports innovative communication systems with
location-independent data dissemination. The emergence of ICN with VSNs can handle the massive
amount of data generated from heterogeneous mobile sensors in surrounding smart environments.
The ICN paradigm offers an in-network cache, which is the most effective means to reduce the
number of complications of the receiver-driven content retrieval process. However, due to the
non-linearity of the Quality-of-Experience (QoE) in VSN systems, efficient content management
within the context of ICN is needed. For this purpose, this paper implements a new distributed
caching strategy (DCS) at the edge of the network in VSN environments to reduce the number of
overall data dissemination problems. The proposed DCS mechanism is studied comparatively against
existing caching strategies to check its performance in terms of memory consumption, path stretch
ratio, cache hit ratio, and content eviction ratio. Extensive simulation results have shown that the
proposed strategy outperforms these benchmark caching strategies.

Keywords: information-centric networking (ICN); client-cache (CC); video on demand (VoD);
vehicular sensor network (VSN)

1. Introduction

The increasing demands for novel applications due to advancements in technology have led
to increased interest in finding a means by which to deliver popular data contents to remote
physical locations such as in Vehicular Sensor Networks (VSNs), mainly for Vehicular Ad Hoc
Networks (VANET) [1]. In VSNs, vehicles are equipped with diverse onboard units (sensors) for
the communication of information. The exponentially-increasing usage of the internet has posed
problems for current VSNs due to its need for diverse facilities such as the dissemination of immense
amounts of data from heterogeneous consumers along with periodic connectivity in harsh signal
propagation, spare roadside conditions, and high levels of mobility [2,3]. It is difficult to provide these
facilities to vehicular networks using the IP-based protocols of the present, host-centric connectivity
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network paradigm [2,3]. However, the Information-Centric Internet (ICN) has proposed emerging
technologies to provide novel applications to fulfill future internet requirements. In recent years, the
ICN has received significant interest from the research community because of its rapid growth and
flexible nature vis-a-vis data communication services. It delivers a unique computing environment in
which the router turns into a server. As a result, these servers can modify, understand, and measure
the surrounding environment for data dissemination [4]. The immense growth of today’s internet
traffic requires high-quality communication services because of network congestion, which has been
increasing exponentially [5]. Therefore, the internet is currently facing several problems related to
network traffic. For example, the internet requires extra content retrieval latency along with high
bandwidth consumption during data dissemination.

Moreover, the usage of resources and energy have also increased. Connected devices are
resource-constrained, and connected devices have a significant impact upon communication in
everyday life. The basic concept behind ICN technology is that all objects have to operate through
processing, identifying, and caching abilities to communicate within a diverse environment and achieve
good data dissemination performance [6]. The reason is that the current internet supports an outdated,
location-based paradigm in which all devices need to connect through IP addresses that indicates their
location. As a result, the IP-based internet is facing several issues, such as communication latency,
data searching overhead due to high network congestion, and the dissemination of identical contents
many times from remote servers [7,8]. Moreover, the IP-based internet architecture is insufficient to
achieve better results in data communication through a large number of devices because location-based
communication needs a high amount of energy; this is a fundamental limitation of internet architecture.
New research and big data technology will deliver an enormous amount of data that will be challenging
for the current, IP-based internet architecture [8,9].

ICN-based projects were designed combining several modules, such as caching, naming,
forwarding, mobility, and security. However, caching is the first module that pays full attention to
determining the ICN from the IP-based internet architecture. It delivers many benefits during data
dissemination such as short stretch, and provides fast data delivery services [10]. ICN focuses on data
delivery without location dependency. Thus, this approach makes the ICN architecture beneficial for
the internet environment. ICN does not require IP addresses for data dissemination between sources
and consumers; rather, it uses unique names to send and retrieve data contents [11]. The cache is
the most significant feature of the ICN; it is used to store the transmitted contents near the desired
consumers. In vehicular networks, vehicles obtain their required contents from neighboring vehicles
in short time periods with small stretch. Therefore, there is no need to forward the coming interests to
remote providers, and a large number of user requests can be served locally.

In the ICN, consumers send their interests directly to the network, and the whole system is
responsible for sending the corresponding data to the appropriate consumer. A copy of the disseminated
content is cached at different locations between consumers and providers, according to the selected
caching strategy. This makes it possible to store the contents in a location which is geographically close
to the consumers [12]; therefore, it can reduce latency by caching contents near consumers, because
subsequent interests will be satisfied with the cached content. The purpose of the implementation of
the in-network cache is to enhance data transmission services and reduce the high amount of network
traffic that causes link congestion and increases bandwidth consumption [13]. Moreover, in-network
caching can reduce energy and resource consumption because, in the ICN, subsequent interests do not
require traversing towards remote servers [14]. ICN caching is divided into two categories, i.e., off-path
and on-path caching. In off-path caching a particular entity named Name Resolution System (NRS)
is used to broadcast the published contents’ names with their locations. Initially, all the consumer’s
interests are transmitted to the NRS, and the NSR forwards these interests to the appropriate data
sources, as shown in Figure 1 (Off-Path Caching). In on-path caching, consumers are directly sending
their Interests to the network, and the network directly sends back the corresponding contents to the
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consumer, as illustrated in Figure 1 (On-Path caching). Therefore, it can reduce the communication
and computation overhead in data dissemination [15].

 

Figure 1. Caching architecture, On-path and Off-path caching.

In contrast to the ICN cache strategy, there are three exceptional features to take into account
when applying ICN cache to VSNs. First, in view of their protection and selfishness, drivers of
vehicles may play a tentative role in terms of obeying the guidelines of a cache-sharing strategy [2].
Furthermore, vehicles’ frequent and dynamic topology changes increase the unpredictability of the
cache strategy [16]. In addition, vehicles have weak computational and storage resources compared to
conventional network base stations (such as access points) and routers, and the cache redundancy of
the strategy ought to be diminished [17].

Most of the work done by researchers in this domain has not taken into account and explored
the characteristics of VSNs. A vehicle-to-infrastructure scenario cache policy in VSNs is proposed
in [18]. The authors proposed an Integer Linear Programming (ILP) definition of the issue of optimally
appropriating the contents in the VSN while thinking about the accessible storage limit and connection
ability to expand the likelihood that a vehicle will be able to retrieve the desired content. However,
due to weak wireless links and mobility, vehicles cannot directly access servers or access points
(APs). Therefore, a VSN cache strategy is needed at the edge of the network. For this purpose,
this paper implements a new distributed caching strategy (DCS) at the edge of the network in VSN
environments to reduce the number of data dissemination problems. The proposed DCS mechanism is
studied comparatively against existing caching strategies to check the performance in terms of memory
consumption, path stretch ratio, cache hit ratio, and content eviction ratio.

Section 2 provides an overview of related studies. Section 3 defines the problems that still exist
in associated studies. In Section 4, the proposed model is explained. In Section 5, the performance
evaluation of related and proposed research is done using a simulation platform. In Section 6, the paper
is concluded. Finally, Section 7 presents some future directions for Vehicular Sensor Networks.

2. Related Study

ICN is an emerging environment in which devices have the ability to respond to their surroundings
with the help of caching [19]. Data dissemination is the most fundamental phenomenon of all internet
architectures, in which the current IP addresses-based internet is supported by the old version of
the architecture for data transmission between remote locations. Therefore, data is distributed when
a consumer’s interest is received [20]. The reason for this is that the IP-based internet architecture
supports location-based data dissemination that produces serious issues for future communication
processes due to the exponential increase in the amount of data traffic. At the same time, ICN
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delivers location-independent data dissemination and offers lots of benefits in terms of improving the
overall data communication process [21]. Therefore, ICN can reduce the critical issues of the IP-based
architecture, and can fulfill future internet requirements.

2.1. Client-Cache (CC)

In Client-Cache Strategy (CC), the validity of cached contents is observed. The concept of CC
is derived from central-based caching, in which the content is cached at routers that are linked to
more routers [22]. The aim of CC is to increase the validity of a given content. The validity is
measured according to the lifespan of the cached content at intermediate routers and from the publisher.
The content is selected as valid if its lifespan of at the publisher is higher than its lifespan which has
been cached at an intermediate router.

In Figure 2 (Client-Cache scenario), various interests from Consumers A and B are sent to retrieve
the Content C1. Primarily, the lifespan of Content C1, Content C2, and Content C3 are shown by VC6,
VC4, and VC5, respectively, in Figure 2. In CC, the lifespan of the content is taken as VC, which shows
the validity of the content. Therefore, the lifespans of contents C1 and C2 are higher at the publisher
than at router R5. This indicates that contents C1 and C2 should be cached at router R5; thus, C1 will
be cached at router R5, as shown in Figure 2.

Figure 2. Client-Cache.

2.2. Flexible Popularity-Based Caching Strategy (FlexPop)

The FlexPop caching strategy compiles two mechanisms to complete its content caching
procedure [23]. Primarily, it performs a content caching procedure to cache transmitted content
alongside the data routing path. It executes a second content eviction procedure if the disseminated
content does not identify the free cache space for accommodation at the intermediate routers. FlexPop
requires the maintenance of a popularity table that helps to count the number of interests at each router
for all content names. On the basis of the received interests, the popularity of a given piece of content
is calculated in the PT using the content counter and popularity tag. Initially, the content is stored in
the PT to calculate its popularity. If the content within the PT indicates that its popularity is equal
or greater than the threshold, it forwards it to the comparison table (CT). The CT is responsible for
maintaining information about the popular content. It compares the popularity of the new content
with the popularities of the previous popular content; if the new content demonstrates more significant
demand than the other content, it is labeled as popular, and the CT is shared with the neighboring
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routers. When the popularity of that content reaches a threshold, the content is forwarded to the router
that has the maximum number of outgoing interfaces to be cached. If the cache of the router having
the maximum outgoing interfaces is overflowing, the content is recommended for caching at the router
that is associated with the second-highest number of outgoing interfaces.

Figure 3 illustrates the content caching procedure in FlexPop. Initially, two contents, C2 and C3,
are cached at router R5. Router R5 is associated with the maximum outgoing interfaces, and only two
pieces of content can reside in its cache owing to its limited capacity. Three interests from consumers A
and B are sent to router R2 to retrieve content C2. In response to the received interests, the router R2
becomes the provider and sends content C1 to consumers A and B. At the same time, the popularity of
content C1 is measured on the basis of the received interests for content C1. According to FlexPop,
C1 gains the highest popularity, as shown by the CT in Figure 3; therefore, it is labeled “popular”
and recommended for caching at the router with the maximum number of outgoing interfaces (i.e.,
router tR5). However, there is no free space at router R5 for caching content C1; therefore, it will be
cached at the router having the second-highest number of outgoing interfaces. Thus, C1 will be cached
at routers R4 and R6.

 
Figure 3. Flexible Popularity-based Caching Strategy.

2.3. Centrality-Based Caching Strategy (CCS)

This content caching mechanism requires two approaches. First, it determines the betweenness
centrality node by calculating the links associated with each node. Second, it decides how to cache
the transmitted content along the data routing path [24]. In this caching mechanism, the interesting
content is forwarded to the node that has the maximum number of outgoing interfaces or the maximum
number of paths associated with it. If a node is associated with a high number of data routing paths,
it has more opportunities to cache the disseminated content [25]. Figure 4 illustrates the content
caching mechanism using centrality-based caching in which Consumers A, B, and C are associated
with routers R4, R7, and R9, respectively. These consumers sent three interests to retrieve content C1,
as that content is already published in the network by the content provider (P). As the interests for
content C1 reach router R3, the required content is obtained. Therefore, router R3 acts as a provider
and transmits content C1 to the interested consumers (i.e., A, B, and C). During the transmission of the
content, each router calculates the number of data routing paths associated with it. According to the
caching nature of the CCS, router R6 is selected as the betweenness centrality router because it has the
highest number of paths associated with it along the data delivery path between the provider and the
consumers. Hence, content C1 will be cached at R5.
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Figure 4. Centrality-Based Caching Strategy.

3. The Problem Description

ICN provides centrality-based caching strategies in which the transmitted content is cached at a
betweenness centrality location to fulfill the requirements of subsequent interests [26]. However, these
caching strategies have been facing some critical issues due to the limited capacity of cache storage at
the betweenness centrality location.

The CC tries to improve content validity, but also introduced some problems such as content
eviction ratio and the stretch ratio between the consumer and the provider, because the content’s
legality must be measured at all the routers, which takes time. According to CC, the interesting
content will be cached at a betweenness centrality router that increases the number of significant issues
which occur due to caching the transmitted content only at one router, such as memory consumption.
Moreover, it increases the path length due to the high content eviction rate between the consumer
and the provider. The reason for this is that all the interests need to be forwarded to the primary
publisher due to the limited cache capacity at the betweenness centrality location. Another issue of CC
is that if a large number of interests are received for Content C, and the validity of C is the same at
the betweenness centrality node and the server, then according to the CC, Content C will not cache
at the betweenness centrality router even, it is deemed to be popular. Therefore, all the interests for
popular content will be forwarded to the main server that maximizes the stretch, and the cache hit
ratio will automatically be decreased. The amount of cache storage is limited, and it is difficult to
accommodate all the content at the betweenness centrality router. Therefore, certain problems arise in
CCS that demonstrate the increased congestion which can occur at the centrality position, leading to
a high number of evictions within short intervals of time. The reason for this is that if the cache of
the betweenness centrality position becomes full, all the interest for content must to be forwarded to
the remote provider. In addition, it does not care about the content popularities, which increases the
caching of contents with lower popularities. Thus, the overall cache hit ratio decreases because several
interests have to be accomplished from remote providers owing to the large accommodation of less
popular content. Hence, the overall caching performance is decreased [27].

FlexPop was developed to solve important problems such as high memory consumption, high
evictions, and stretch. However, it increases content homogeneity through multiple replications of the
same content. Consequently, it retains the process of content evictions and higher resource utilization.
Moreover, there is no criterion by which to choose popular content according to time consumption. We
assumed a case where three interests were generated for content C1 in 5 s, and two for content C2 in
1 s. According to FlexPop, C1 will be the most popular because no time distinction is included for the
selection of popular content. Consequently, the most recently-used content will remain unpopular,
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which causes a low cache hit ratio that affects the efficiency of the content dissemination and increases
the content eviction ratio. Moreover, in FlexPop, two tables, PT and CT, must be computed for each
piece of content and to identify popular content, which increases the searching overhead during the
selection of popular content, because several attempts must be made to calculate the popularity.

Consequently, this increases the source (cache) utilization. The cache size is limited compared
to the giant volume of data being communicated. Owing to the enormous number of replications of
similar content, the hit ratio cannot retain its beneficial level to strengthen the caching performance.
Another concern is the procedure of changing the cache location based on popular content, which
increases the number of eviction-caching operations caused while searching for an empty cache space
and for content that has to be replaced.

• How could the content memory consumption be minimized with an improved cache hit ratio?
• How could we enhance the caching mechanism by selecting the centrality position by reducing

the stretch ratio?

To answer these questions, a new ICN-based caching strategy is proposed that has the ability to
reduce memory consumption with a high cache hit ratio and short stretch for subsequent interests.
In addition, it has the ability to minimize content eviction operations.

4. Proposed Distributed Caching Strategy (DCS)

In previous studies, it was observed that the ideal structure of the network could affect the
overall performance of the system. Cache management is an optimal feature of content centrism,
and many researchers have focused on diverse methods of managing disseminated content over
networks. Recently, several content caching mechanisms have been developed to increase the efficiency
of in-network caching by distributing the transmitted content according to the diverse nature of
caching approaches. However, in existing caching mechanisms, several problems related to multiple
replications of homogeneous content persist, thereby increasing memory wastage. Content caching
mechanisms must implement the optimal objectives to actualize the basic concept of the NDN cache
and overcome issues in the data dissemination process which are faced by the aforementioned caching
mechanisms [28]. Consequently, in this study, a new, flexible mechanism for content caching has been
designed to improve the overall caching performance [29]. The distributed caching strategy works
on the popularities of contents. Popularity-based caching strategies are more efficient in terms of
improving content dissemination, because these strategies only cache the popular content that can
fulfill the requirements of large numbers of consumers, as compared to offensive content. Therefore,
the level of popularity of a given piece of content has a significant influence on the caching performance.
Mostly, consumers are interested in downloading popular content, and it is a substantial undertaking
to cache popular content at the central position. The reason for this is that most incoming interests will
be forwarded through the central location. Therefore, if a popular piece of content is cached at the
central location, the communication distance will be decreased because all the interests traversing a
central position will be accomplished there. Moreover, the central position may also be used to reduce
the overall bandwidth consumption. Thus, in this strategy, it becomes more important to cache popular
content at centrality positions. This caching strategy is divided into three sections, as shown below:

Case 1

The selection of popular content in this strategy is made by taking the sum of the received
interests for a specific content name. In the DCS caching strategy, each node is associated with a
distinctive statistic table in which information about content name, interest count, and a threshold
value is stored. Whenever user interest for particular content occurs, the interest count for a specific
piece of content name is incremented with the number of received interests to calculate the popularity
of that content. The threshold is a value that is specified to measure the popularity of the content.
As a result, if the content receives a number of interests which is equal to the threshold value, it is
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recommended for classification as “popular”. In earlier popularity-based caching strategies, the
threshold is used as statically defined by the strategy algorithm, as described in MPC. However, DCS
represents the dynamic threshold to calculate the popularity of a given piece of content. According
to DCS, the threshold will be equal to half the total number of received interests for all the contents
at a router. Algorithm 1 illustrates the mechanism of selecting popular content. According to the
proposed algorithm, if the number of received interests for a particular piece of content is greater
than half the total number of interests for all the pieces of content, that content is recommended for
classification as “popular”; otherwise, it is ignored. Figure 5 illustrates the mechanism for measuring
content popularity. Suppose that 14 searches are generated for Contents C1, C2, C3, and C4, as shown
in Figure 5a. According to DCS, Content C4 recommended for classification as “popular” because
it has surpassed the threshold value as shown in Figure 5b. Hence, Content C4 is recommended for
caching at the intermediate routers along the data delivery path between the user and the provider.
Therefore, the first caching operation for popular content will be performed at the closeness centrality
router, and secondly, a copy of these contents will also be cached at the edge nodes.

(a)                                                                                         (b) 

Figure 5. Selection of Popular Content.

Algorithm 1: Selection of Popular Content

1 def Get_Popular_Content()
2 interestRequests=[]
3 interestCount={}
4 popularContents={}
5 unpopularContents={}
6 for interest in interestRequests:
7 if interestCount.__contains__(interest):
8 interestCount[interest]+=1
9 else
10 interestCount.Add(interest,1)
11 threshold=len(interestCount)/2
12 for interest in interestCount.keys():
13 if interestCount[interest] > threshold:
14 popularContents.Add(interest, interestCount[interest])
15 else
16 unpopularContents.Add(interest, interestCount[interest])
17 return popularContents, unpopularContents

Case 2

Popular content cannot be cached in the same way as has been already implemented. The selected
contents will be cached in chunk form to reduce the usage of memory and congestion. The reason
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for this is that the betweenness centrality router is associated with a large number of other routers,
which increases the congestion in data dissemination because all interests and contents need to be
forwarded through the betweenness centrality router. Therefore, the centrality router has fewer chances
to accommodate all popular content at the same time. Thus, the new model increases the ability to
cache the maximum quantity of popular content. In DCS, when a content is selected as popular, it is
recommended for caching at the closeness centrality router in chunks, as shown in Figure 6 (Distributed
Caching Strategy).

 
Figure 6. Distributed Caching Strategy.

Moreover, in terms of chunks, the cache will be used efficiently because its availability will increase
to accommodate more content in chunk form. When content is deemed to be popular, it cannot be
forwarded to the centrality router until it receives more interest; in response to first interest, only one
chunk will be delivered to the closeness centrality and edge router. For subsequent reactions, fragments
are multiplied to be forwarded for caching at the closeness centrality router and the edge router.
This process will remain functional until the content transfers in its entirety to the centrality router. In
this way, if the content was popular, but after being popular, it does not receive any interest, then it will
not be cached at the centrality router, and the cache of the centrality router will remain unallocated to
accommodate subsequent, more popular contents. In this way, DCS resolves the problem of centrality
position and uses the cache in an inefficient manner.

Case 3

If a piece of content is deemed to be popular, it will also be forwarded to the edge router at the
same time for caching at the closeness centrality router, as shown in Figure 6 (Distributed Caching
Strategy). In this way, the path stretch between the consumer and the provider will be reduced for
subsequent interests.

Moreover, this will minimize the content retrieval latency for subsequent interests, and reduce the
path link congestion by caching the content at edge routers. Therefore, all the following interests will
be satisfied with edge routers. If the content is not found at the edge router, then the interest will be
satisfied from the closeness centrality router. Moreover, the closeness centrality router is selected for
the caching of popular content, because most intents will be accomplished from the centrality router,
thereby saving bandwidth consumption with a short stretch path.

For content eviction, the Least Recent (LRU) policy is used to make room for incoming content.
The present study proposes a new, ICN-based caching strategy to improve content retrieval latency by
reducing the path length between consumers and the provider. Moreover, it reduces the communication
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path, and network congestion enhances the bandwidth consumption within the limited cache capacity
of the network routers.

Figure 6 illustrates the content the caching mechanism in DCS. In the given scenario, Consumers
A and B send multiple interests to retrieve Content C1 from the provider. After a while, content C1
becomes popular, because it has received the maximum number of interests that are required to make
content popular. Therefore, content C1 is forwarded for caching at closeness centrality router R5.
Moreover, the popular content also caches at edge routers R5 and R6. Hence, subsequent interests
from Consumers A and B will be satisfied with edge routers R5 and R6. Consequently, Consumer C
can download Content C1 from the closeness centrality router.

5. Performance Evaluation

For the evaluation of the proposed caching strategy, a simulation platform is used, in which the
SocialCCNsim simulator is selected to evaluate the caching performance. The SocialCCNsim [30]
simulator was designed to measure caching performance because, in this simulator, all the network
routers are associated with cache storage. Cesar Bernardini [31] developed SocialCCNSim based on
SONETOR [32], which is a set of utilities that generates synthetic social network traces. These social
network traces represent the interactions of users in a social network or a regular client-server fashion.
Any caching strategy can be implemented in SocialCCNSim because it was developed especially for
ICN-based caching strategies. Two ISP-level topologies were selected to perform a fair evaluation,
i.e., Abilene and GEANT. In the final stage, the DCS evaluation was done using simulations, where
the chosen parameters were cache size, catalog size, network topology, Zipf probability model, and
simulation time. In our simulations, the Zipf probability distribution is used as the popularity model
with the α parameter varying between 0.88 and 1.2; the cache size (which specifies the available space
in every node for temporally storing content objects) ranges from 100 to 1000 elements (1 GB to 10 GB);
and the catalog (which represents the total number of contents in a network) is 107 lements. The
performance of the proposed caching strategy is evaluated in terms of memory consumption and the
stretch ratio [31].

Moreover, performance is also comparatively evaluated in terms of network contention to
measure the cache hit ratio. The proposed caching strategy is compared to ICN centrality-based
caching strategies in which FlexPop, CC, and CCS are included. Moreover, categories of contents
(User-Generated Content and Video on Demand) are selected with different cache sizes, such as
1 GB to 10 GB. The x-axis of simulation graphs is divided into ten equal parts, in which each part
shows the capacities of the cache storage (e.g., from 1 GB to 10 GB). Accordingly, 100 elements show
1 GB and 1000 items 10 GB of cache size. Table 1 shows the simulation parameters. The proposed
strategy is evaluated in terms of checking the performance of the most applicable metrics, i.e., memory
consumption, path stretch ratio, and cache hit ratio [33].

Table 1. Simulation Parameters.

Parameter Description

Simulation time 24 h
Topologies Abilene and GEANT

Content Size 10 MB each
Catalog Size 107 elements
Cache Size 100 to 1000 elements
α Parameter 0.88 and 1.2

Content Categories UGC and VoD
Simulator SocialCCNSim

Social Network Topology Facebook
Traffic Source SONETOR

Metrics Memory Consumption, Cache Hit Ratio, Stretch Ratio, and Content Eviction Ratio.

106



Sensors 2019, 19, 4407

5.1. Memory Consumption

Memory consumption shows the amount of transmitted content that can be cached while
downloading the data path for a particular time interval [34]. Consumers can download the contents
from multiple routers. In ICN, memory consumption can be clarified as the term of capacity, which
shows the volume used by interest and data contents. It can be calculated using the following equation:

Memory Consumption =
Um

Tm
× 100 (1)

where Um shows the memory that is utilized by the cached content and Tm presents the total memory
(cache storage) of the router along the data delivery path.

The DCS performs better than CCS, CC, and FlexPop in terms of memory consumption because it
provides the ability of chunk level caching of content, thereby decreasing the usage of memory and
congestion in path links. Moreover, it delivers the most popular content near consumers, reducing
data traffic and allowing contents to move freely across the network. FlexPop and CC deliver poor
performance in terms of memory consumption because of their caching of popular content only at
a centrality router, a process that increases the traffic congestion within the limited cache capacity.
The CCS caches all the content at the betweenness centrality position without considering the content’s
popularity, thereby maximizing memory consumption. Figures 7 and 8 show the simulation results
on memory consumption using two different topologies (Abilene and GEANT). From these figures,
it can be seen that the proposed DCS caching strategy performs much better than FlexPop, CC, and
CCS. Thus, we can conclude that DCS is better at enhancing the overall performance of ICN caching in
terms of achieving efficient memory consumption.

 
Figure 7. Memory Consumption on Abilene topology with UGC.
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Figure 8. Memory Consumption on GEANT Topology with VoD.

5.2. Stretch

The distance travelled by an interest for a publisher (content provider) is considered as
stretch [35,36]. It can be measured using the following equation:

Stretch =

∑I
i=1 Hop− traveled∑I

i=1 Total−Hop
(2)

where
∑I

i=1 Hop− traveled represents the number of hops traveled by an interest from the end-user to
the content provider.

∑|I|
i=1 Total−Hop shows the total number of hops from the user to the content

provider, and I represent the total number of received interests for a given piece of content.
As the cache capacity is small compared to the disseminating content, less content can be

accommodated within the centrality routers. Besides, CCS caches all the content without taking
their popularity into account; thus, the most popular contents have fewer chances to be cached at
the betweenness centrality position due to the unavailability of a popularity module. Hence, overall
performance is reduced in terms of a stretch, because all the interests for the most popular contents
need to be forwarded to the remote provider, thereby increasing the path length between the consumer
and the provider.

The path length is increased for each interest and response. At the same time, the CC and FlexPop
cache provide the ability to accommodate popular contents at intermediate locations for a specific time,
that can decrease the path length between consumers and providers. The reason for this is that most
interests are satisfied with the centrality positions. However, these strategies provide the ability to
store popular contents, but due to the limited capacity of the cache at the betweenness centrality router,
CC and FlexPop cannot achieve better results in terms of stretch, because both strategies are used to
cache less popular contents due to their small thresholds. On the other hand, DCS caches content in a
chunk format, increasing the possibility of accommodating more contents.

Therefore, most incoming interests are satisfied with the centrality location. Moreover, the DCS
achieves better results in terms of reducing the path stretch because it provides the ability to store
content near consumers. Furthermore, it spreads out the cache ability to store chunk level caching of
popular content that is used to increase the space available for new popular content. Moreover, DCS
caches popular content at edge routers, thereby reducing the path stretch between consumers and
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providers; therefore, the proposed caching strategy delivers much better results in terms of reducing
the overall stretch ratio. From Figures 9 and 10, results indicating that DCS performs better than CCS,
CC, and FlexPop are clearly shown.

Figure 9. Stretch Ratio on Abilene Topology with UGC.

Figure 10. Stretch Ratio on GEANT Topology with VoD.

5.3. Cache Hit Ratio

Cache Hit Ratio refers to the quantity of the current content hits as interests are sent [37–39] by
the consumer to the provider. It can be measured as using the following equation:

Cache Hit Ratio =

∑N
n=1 hiti∑N

n=1(hiti + missi)
(3)

109



Sensors 2019, 19, 4407

Figures 11 and 12 show the effects of the cache hit ratio on the Abilene and GEANT topologies using
different content popularity models. Among the given figures, the DCS caching strategy performed
better in terms of a cache hit ratio with both content topologies, because DCS tries to improve the cache
allocation of popular contents. Moreover, DCS caches the most popular content at the edge router and
closeness centrality routers. Therefore, subsequent interests are satisfied from edge routers, rather than
from the remote router.

Figure 11. Cache Hit Ratio on Abilene Topology with UGC.

 
Figure 12. Cache Hit Ratio on GEANT Topology with VoD.

If an interest cannot be served by the edge router, it is satisfied with the closeness centrality
router. Meanwhile, the CCS approach does not define any criteria by which to handle popular content
when the cache of the centrality router is full. Therefore, all interests needed to be forwarded to the
main data source (or remote router), which increases the path length and decreases the cache hit ratio.
In comparison to the CCS approach, the CC and FlexPop approaches performed better. However, both
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strategies produce a low hit ratio, because fewer contents are accommodated between the centrality
routers. On the other hand, DCS caches the content in chunks to increase the availability of storage
space at the centrality router. Consequently, we conclude that the proposed DCS strategy performed
much better by caching content close to consumers at the network edge.

5.4. Eviction Ratio

Content eviction is also one of the significant metrics by which to measure the performance of
the caching-based ICN architecture. It can be defined as when the cache of a network node becomes
saturated and there is a need to delete some content to accommodate the newly-arriving content. It can
be calculated using the following equation:

Eviction Ratio =
evicted content
total content

(4)

The last number of content evictions disturbs the network throughput and reduces the cache
hit and stretch ratios. The reason for this is that all the incoming interests must be forwarded to the
distant source to download the appropriate content due to an excessive number of evictions of popular
content. Figures 13 and 14 illustrate the outcomes generated by comparisons of centrality-based caching
strategies. In the given figure, we can see that the CCS shows a high content eviction ratio, because CCS
generally caches all the contents without considering their popularity, and thus, all arriving interests
must be forwarded to the remote provider.

 

Figure 13. Content Eviction Ratio on Abilene Topology with UGC.

CC and FlexPop seem to show better performance in terms of the content eviction ratio, because
both strategies are used to cache popular content at centrality routers. However, due to small and static
thresholds, these caching strategies cache the least popular contents as well, causing a high number of
content evictions. On the other hand, the proposed DCS caching strategy performed better in terms of
reducing content eviction ratio as compared to CC, CCS, and FlexPop caching strategy. The reason
is that the DCS distributes and caches the content in chunks format that increases the overall cache
storage to accommodate the new contents. Besides, it uses to cache on the most popular content at
centrality routers that increase the availability of free cache to provide popular content. Moreover,
DCS caches the least popular content at the edge routers, and therefore, the subsequent interests are
accomplished from the nearest routers. Thus, DCS minimizes the content eviction ratio by caching the
least popular content at edge routers and the most popular content at centrality routers.

111



Sensors 2019, 19, 4407

 
Figure 14. Content Eviction Ratio on GEANT Topology with VoD.

6. Conclusions

The new search and big data technology will deliver a massive amount of data that will be
difficult to handle by using the current IP-based internet architecture. The reason is that the existing
internet architecture supports the addresses based data communication which will be insufficient to
fulfill the future requirements related to location-based data transmission. Similarly, the information
dissemination in the current VSNs also depend on physical location in which similar data is transmitted
several times across the network. This data replication has led to several problems in which resource
consumption (memory), stretch, and communication latency due to the lake of data availability, are the
most crucial issues. ICN provides an enhanced version of the internet that can provide the ability to
resolve such issues efficiently. ICN is a new internet paradigm that supports innovative communication
systems with location-independent data dissemination. ICN with VSN can handle the massive amount
of data generated from heterogeneous mobile sensors in surrounding smart environments. Therefore,
new ICN paradigms are emerging as a new technology to enhance communication processes for VSNs.
Moreover, it can reduce the number of difficulties in the current internet paradigm; it provides edge
routers in a VSN that can store the disseminated content for a specific time, while taking the required
memory consumption, stretch ratio, and hit ratio into account. To improve the performance of content
dissemination in an ICN-based cache of vehicles, a new caching strategy is proposed to provide less
memory consumption, a low stretch ratio, a low content eviction ratio, and a high cache hit ratio by
caching the most desired content close to consumers.

7. Future Directions

The requirements for enhancing the VNS infrastructure are rapidly expanding, because content
generation and dissemination require more volume than the currently network capacities. Consumers
are interested in data-needed contents, rather than data source locations. The reason for this is
that the existing internet architecture supports location-based content routing, which increases the
amount of network traffic; similar contents are transferred multiple times to satisfy consumers’ needs.
This redundant content routing process generates several problems, e.g., congestion, high bandwidth
usage, and resource consumption (power and energy). Consequently, these critical problems have to
be resolved by using an efficient, scalable, and reliable (secure) architecture for the internet [40,41].
The VNS is a new promising architecture that integrates several technologies and communication
developments for the mobile internet. It provides several benefits, using identification and tracking
technologies for wireless networks.
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The most significant feature of the ICN is a cache that is used to store popular contents in order to
serve user requests. In vehicular networks, vehicles can obtain their required contents from neighboring
vehicles in short time with a small stretch [42]. Therefore, there is no need to forward incoming
interests to remote providers. A large number of interests are generated for the same content from
several vehicles, and vehicles are unable to retrieve the required content directly from the base station
within partial coverage situations [43]. In this situation, the proposed caching strategy will significantly
decrease the burden on the original provider, and will provide efficient data dissemination services [44].
Moreover, it offers distributed intelligence for smart objects (vehicles) [43]. VNS technology delivers
benefits to mobile, interconnected nodes (vehicles), such as informatics, telecommunication, social
science, and electronics. However, VSN still faces several complications, owing in no small part to the
amount of data that is produced from heterogeneous devices (vehicles). Numerous diverse sensors are
required in VSN, thereby increasing power and resource consumption [2]. Furthermore, VSN devices
transmit a tremendous amount of content that is difficult to manage using the current IP-based internet
architecture. In these situations, DCS introduces an enhanced scheme for data transmission across the
internet, and it can overcome the current challenges of the IP-based internet and VSN [1].

The vast number of smart devices generates a significant amount of content that can be managed
efficiently by the implementation of the DCS caching strategy. DCS provides content to network nodes,
and all the nodes can store the disseminated contents during their transmission near the consumers
at the intermediate nodes. Consequently, they can fulfill the requirements of subsequent interests in
a shorter period compared to the retrieval of content from remote content providers. Moreover, the
DCS caching strategy can reduce the power and resource consumption by caching content near users
in chunk form. Thus, if a source node in the VSN is unreachable, consumers can still retrieve their
desired content from any other caching node. The integration of DCS within the VSN can increase the
reliability of the VSN architecture by deploying content near end users [45].
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Abstract: Increased data traffic resulting from the increase in the deployment of connected vehicles
has become relevant in vehicular social networks (VSNs). To provide efficient communication
between connected vehicles, researchers have studied device-to-device (D2D) communication.
D2D communication not only reduces the energy consumption and loads of the system but also
increases the system capacity by reusing cellular resources. However, D2D communication is highly
affected by interference and therefore requires interference-management techniques, such as mode
selection and power control. To make an optimal mode selection and power control, it is necessary
to apply reinforcement learning that considers a variety of factors. In this paper, we propose a
reinforcement-learning technique for energy optimization with fifth-generation communication in
VSNs. To achieve energy optimization, we use centralized Q-learning in the system and distributed
Q-learning in the vehicles. The proposed algorithm learns to maximize the energy efficiency of the
system by adjusting the minimum signal-to-interference plus noise ratio to guarantee the outage
probability. Simulations were performed to compare the performance of the proposed algorithm
with that of the existing mode-selection and power-control algorithms. The proposed algorithm
performed the best in terms of system energy efficiency and achievable data rate.

Keywords: 5G; D2D communication; vehicle-to-vehicle communication; mode selection; power
control; vehicular social network

1. Introduction

With the dynamic increase in data traffic in connected vehicles and wireless networks,
satisfying cellular data traffic has become relevant. To satisfy these requirements, vehicular social
networks (VSNs) have been studied [1,2]. VSNs consist of moving and parked vehicles on roads,
and the vehicles communicate with nearby vehicles or infrastructure to report and exchange traffic
information. Therefore, one of the challenges is to ensure communication quality and reduce delays in
VSNs. To guarantee a high data rate in a VSN, base stations are densely deployed and overlapped.
However, densely deployed base stations cause higher system energy consumption. To tackle the
energy consumption problem, the traditional base station structure is changed to a centralized structure,
such as a heterogeneous cloud radio access network (H-CRAN). In the H-CRAN structure, a traditional
base station is divided into a signal-processing part as the baseband unit (BBU) and a signal transceiver
part as the radio remote head (RRH). The BBUs are centralized as a BBU pool, and the RRHs are
connected to the BBU pool through fronthaul links. The macro base station only serves voice services
to users, and the RRHs are densely overlapped in macro cells.

In traditional communication in vehicular networks, vehicles communicate with other vehicles
and infrastructure through RRHs. Further, vehicles have high mobility; therefore, they make frequent
handovers. This causes heavy loads and energy consumption problems in the system. To solve the
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energy consumption problem and provide efficient communication between vehicles, device-to-device
(D2D) communication has been developed. With D2D communication, nearby wireless devices can
communicate directly without an RRH, which can reduce the system energy consumption from the
RRH transceivers and fronthaul links. In vehicular networks, D2D communication can facilitate
efficient data communication between nearby vehicles. Thus, D2D communication can decrease
latency because of the relatively small distance between the transmitter and receiver vehicle. As D2D
communication reuses cellular wireless resources, it helps increase the spectral capacity.

However, D2D communication is highly susceptible to interference because of the reuse of
cellular resources. Specifically, for D2D communication in H-CRANs, various interference problems
are caused by the dense deployment of RRHs. In addition, when traffic congestion occurs in
vehicular environments, the high density of devices in D2D communication can cause a critical
interference problem [3]. To avoid the interference problem, channel extensions are conducted.
However, interference problems remain because of interference from adjacent channels and shared
resources [4–6]. To solve these problems, various studies on D2D communication have been conducted.
Mode selection is a technique that can solve the interference problem [7–9]. Mode selection allows the
devices to select from several communication modes: cellular mode, D2D mode, and detection mode.
With mode selection, devices choose modes according to the channel state, which can ensure sufficient
quality of service (QoS) for the devices and increase the system capacity. Another solution to solve
the interference problem is to use the power-control method [10,11]. Power control is a method that
manages interference by controlling the power of the D2D links. Using the power-control method
increases the energy efficiency of a device by decreasing the transmission power in low-interference
situations and increasing the transmission power in high-interference situations to guarantee the QoS.

In this paper, we propose a joint mode-selection and power-control algorithm using reinforcement
learning in a VSN. In our algorithm, the BBU pool uses centralized Q-learning, and the vehicles use
distributed Q-learning to achieve improved signal-to-interference noise ratios (SINRs). Centralized
Q-learning aims to maximize the system’s energy efficiency, while distributed Q-learning aims to
maximize the vehicle’s achievable data rate. As the energy efficiency of the system and the SINR of a
vehicle are in a trade-off relationship, it is important to identify a point that optimizes both objectives.
Our algorithm ensures vehicular capacity by considering outage probability as a QoS constraint while
maximizing system energy efficiency.

The rest of this paper is organized as follows. In Section 2, we introduce related work. In Section 3,
we formulate the system model and the problem definition. The joint mode selection and power-control
algorithm using multi-Q-learning is introduced in Section 4. A performance evaluation and discussion
of our algorithm are presented in Section 5. We present the conclusions of this study in Section 6.

2. Materials and Methods

To reduce the load and increase the system’s energy efficiency, several optimization methods
have been developed. In [12], a mode-selection algorithm was developed to maximize the energy
efficiency of the device using the transmission rate as a QoS requirement. The mode was determined
adaptively, based on various factors of the device, and it could minimize the energy consumption for
each successful content delivery. In [13], a mode-selection algorithm that considered the link quality
of D2D links was proposed to maximize the system throughput. It estimated the expected system
throughput considering the SINR and available resources, so it could maximize the system throughput.

As D2D communication reuses cellular resources, interference management between cellular and
D2D links is important. The power-control method that controls the transmission power of D2D links
is one method used to manage interference. In [14], a power-control algorithm with variable target
SINRs was proposed for application in multicell scenarios. It aimed to maximize the system spectral
efficiency using a soft-dropping algorithm to control the transmission power to meet the variable target
SINR. A power-control algorithm using stochastic geometry was proposed in [15]. The algorithm can
be divided into two types: centralized and decentralized. The centralized type aims to guarantee
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the coverage probability by solving the optimization power problem. The decentralized type was an
interference mitigation method to maximize the sum rates of the devices.

To take advantage of both mode selection and power control, jointly designed algorithms were
proposed. In [16], an energy-aware joint power-control and mode-selection algorithm was proposed
to minimize the power consumption. It solved the power minimization problem by guaranteeing
the QoS constraints and developed a joint strategy under the condition of imperfect channel state
information. In [17], a mode-selection and power-control algorithm was proposed to maximize the
sum of the achievable data rate. It selected the mode to satisfy the distance and interference constraints
from an operator perspective. After mode selection, it first proved that the power-control problem was
quasiconvex for the D2D mode and then solved it.

Environments where cellular and D2D modes coexist involve high complexity that reflects the
numerous features of network dynamics in the optimization methods. To consider network dynamics,
reinforcement learning was used to adapt the optimization of the mode selection and power-control
problems. In [18], a mode-selection algorithm based on Q-learning was proposed to maximize QoS
and minimize interference. It considered the delay, energy efficiency, and interference to determine
the transmission mode. In [19], a mode-selection method based on deep reinforcement learning
was proposed to minimize the system power consumption in a fog radio access network. To make
optimal decisions, it formulated the energy minimization problem with a Markov decision process by
considering the on-off state of processors, communication mode of the device, and precoding vectors
of RRH.

Reinforcement learning was implemented in [20] to adapt the power-control algorithm for D2D
communication. It consisted of centralized and distributed Q-learning and aimed to maximize the
system capacity and guarantee a stable QoS level. In centralized Q-learning, called team Q-learning,
the agent in each resource block (RB) managed only one Q-table. In distributed Q-learning, agents in
each D2D link learned independently and managed each Q-table. Team Q-learning could reduce the
complexity and avoid the overhead from managing the Q-tables in distributed Q-learning. In [21], a joint
mode-selection and power-control algorithm with multiagent learning was proposed. The agents in
each device managed each Q-table and learned independently. It considered the local SINR information
and device modes, such as the cellular mode, D2D mode, and detection mode. It helped D2D
transmitters decide on efficient mode selection and power control to maximize the energy efficiency of
the D2D links.

In a VSN, vehicles move constantly with high mobility. This high mobility results in frequent
handovers in cellular communication and changes the channel states accordingly. However, none of
the above studies considered vehicle mobility and changing channel states. In addition, there is a large
amount of communication between adjacent vehicles in a VSN. D2D communication has distance
limitations that have a significant impact on performance; thus, vehicle mobility should be considered.
Therefore, any appropriate mode-selection and power-control method must consider the network
dynamics that come with vehicle mobility. This mobility causes signaling overhead and data latency
because of frequent changes in the channel information state.

Typical optimization methods incur high complexity if they consider the various relevant features.
To make optimal decisions in a dynamic network environment, reinforcement learning can make
recommendations according to the various states. In D2D communication applications, deep Q-learning
has the advantage of being able to learn directly using network data and process high-dimensional
data [15]. However, deep Q-learning is more complex than Q-learning, and the available data for
vehicles are limited. So, it brings high complexity and overhead problems.

In this paper, we propose a mode-selection and power-control algorithm using reinforcement
learning for the H-CRAN architecture in a VSN. Our algorithm consists of two parts: centralized
Q-learning and distributed Q-learning. In the centralized part, the agent in a BBU pool manages one
Q-table to maximize the system’s energy efficiency and guarantee the QoS constraints. It recommends
an appropriate communication mode and transmission power for the vehicles, based on the average
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SINR and available resources. To satisfy the outage probability as a QoS constraint, the target SINR
that determines the states is adjusted. In the distributed part, the agents in each vehicle manage each
table and learn to maximize the received SINR. The agents choose their actions by comparing the
actions recommended by the BBU with their own actions.

3. System Model and Problem Definition

In this work, we consider the single-cell scenario in H-CRANs where cellular-mode vehicles and
D2D-mode vehicles coexist. The vehicles are expressed as devices in this study. H-CRANs comprise a
BBU pool and multiple RRHs, as shown in Figure 1. The total device set can be expressed as U, and it
consists of a cellular device set C and D2D device set D. The cellular devices, C = {1, . . . , c}, and the
number of D2D devices are distributed randomly within the set D = {1, . . . , d}. We denote the set of
RRHs as S = {1, . . . , s} and RBs as K = {1, . . . , k}. We assume that one RB can be allocated to one cellular
device and shared with multiple D2D devices. Each device can select the transmission mode between
the cellular mode, mc, and D2D mode, md; to select the D2D mode, the distance between the D2D pairs
must satisfy the D2D distance threshold.

Figure 1. System model.

The SINR of cellular device c at the k-th RB, as reported in [20], is

γc
k =

p0
tr·gsc

k

N +
∑

d∈D pd
k ·gcd

k +
∑

s′∈RRH, s′�s p0
tr·gs′c

k

, (1)

where p0
tr is the transmission power of the RRH; gsc

k is the channel gain between the associated RRH s
and cellular device c, and N is the noise power spectral density. The channel gain between cellular
device c and the associated RRH s can be calculated as gsc

k = G�s,cξs,cLs,c−, where G is the constant gain
from the antenna and amplifier, �s,c is the multipath fading gain with a log-normal distribution, Ls,c is
the distance between the cellular device c and the associated RRH s, and is the path-loss exponent.
The SINR of D2D device d at the k-th RB, as reported in [16], is

γd
k =

pd
k ·gdd′

k

N + pc
k·gcd

k +
∑

j∈D, j�d pj
k·g

jd
k

, (2)

where pd
k is the transmission power of D2D device d, gdd′

k is the channel gain between another D2D pair
d′, pc

k is the transmission power of cellular device c which shares the k-th RB, and gcd
k is the channel
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gain between cellular device c and D2D device d. The total system capacity, according to the Shannon
capacity, can be expressed as

= Wtotal
∑

c∈C

∑
k∈K
{log2

(
1 + γc

k

)
+
∑

d∈D
log2

(
1 + γd

k

)
}, (3)

where Wtotal is the total bandwidth of the system. The power consumption of the system includes the
power consumed by the RRHs and fronthaul devices. The power consumption model of the RRH can
be expressed as

Prrh =
∑S

s=1
(φrrh + Δslope

∑C

c=1
as

cp
0
tr), (4)

whereφrrh is the circuit power of the RRH, Δslope is the slope of the load-dependent power consumption
of RRH, as reported in [22], and as

c is the association indicator of cellular device c, with values of 1 for
an association and 0 for a nonassociation. The power consumption model for the fronthaul links was
reported in [23] and can be expressed as

P f ronthaul =
∑S

s=1

(
φ f ronthaul + �·ts

)
, (5)

where φ f ronthaul is the circuit power from the fronthaul transceiver and switch, � is the power
consumption per bit/s, and ts is the traffic associated with RRH s. The macro base station provides
only voice services; thus, its power consumption is not considered. Therefore, the system power
consumption model can be defined as

P = Prrh + P f ronthaul. (6)

The system energy efficiency can be defined as

EE =
B
P

. (7)

Our main goal is to maximize the system’s energy efficiency, and it can be formulated as

max
C,D,K

EE, (8)

s.t.C1 : γ ≥ γ0∀c, d, k,
C2 : 0 < pd

k ≤ pmax∀d, k,
C3 : τ ≤ τmax.

where γ is the SINR of users, γ0 is the SINR constraint, pmax is the maximum transmission power, τ is
the outage probability, and τmax is the maximum outage probability constraint. The outage probability
is the probability that the SINR of the devices is lower than the SINR constraint [24].

4. Proposed Algorithm

In this section, we introduce a mode-selection and power-control algorithm based on Q-learning.
When each device has Q-learning agent, the agent cannot get the information to improve system energy
efficiency at system level. Even if the system sends the information to the agent, it increases that state
space that agent manages and the communication load for data exchange between system and device.
So, we proposed two types of Q-learning agent: centralized agent at the system level and distributed
agent at each device.

In our previous research, we proposed RRH switching and power-control methods based on the
Q-learning mechanism [25]. We considered the available resources and interference levels to maximize
the energy efficiency and minimize interference in the cell. However, this cannot account for the
QoS of the devices, and cell coverage problems occur because of switching off the RRHs. We need to
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ensure the QoS of the devices while maximizing the system’s energy efficiency, which is in a trade-off
relationship. Therefore, in this paper, we determine communication mode and transmission power
by using Q-learning mechanism to solve the problems. The centralized agent learns to recommend
optimal actions that can maximize system energy efficiency by considering the available resources and
interference in the cell. The distributed agent recommends an optimal action that can maximize the
SINR of the device by considering the interference of the device. Then, the agent finally selects the
optimal action by comparing the expected SINRs of the recommended actions.

Existing algorithms have focused on maximizing the energy efficiency of the devices, which cannot
guarantee QoS. Our proposed algorithm learns to maximize the system’s energy efficiency and the
received SINRs of devices. It also adjusts the target SINR, which is the basis for the proposed Q-learning,
according to the interference state. It is important to set the target SINR appropriately because as the
target SINR increases, the agent increases the transmission power to increase the SINR. This increases
the cellular mode and reduces the system’s energy efficiency. Conversely, when the target SINR is
reduced, the agent reduces the transmission power to lower the SINR. This increases the system’s
energy efficiency, but it is likely that the devices cannot guarantee the QoS. The agents of each device
are in the transceiver of each device, and we assume that agents get the information of the receiver
through delay-free feedback [26].

The operational procedure is described as follows. In Step 1, the device prepares to select the
transmission mode. At this step, the transmitting device requests a connection through the BBU pool
to communicate with the receiving device, and the BBU pool checks whether the distance between the
devices is under the D2D distance threshold. If the device does not satisfy the D2D distance threshold,
the device will only be able to select the cellular mode and associate with the RRH that provides the
highest SINR. If the device satisfies the D2D distance threshold, it can select the D2D mode and obtain
the selectable mode and transmission power from its agent. After that, the BBU pool recommends the
selectable mode and transmission power to the device.

In Step 2, the agent calculates the expected SINRs of the recommended actions from its own agent
and from the BBU pool. The agent chooses communication mode and transmission power as its action.
The agent then informs the BBU pool of the determined action. The BBU pool allocates resources to
the device, and the device starts communication based on the determined actions. This procedure is
summarized in Figure 2.

To recommend the communication mode and transmission power, Q-learning is used in the BBU
pool and in each device. Q-learning is a model-free reinforcement-learning algorithm that learns to
find an optimal policy that can maximize the expected reward. Q-learning involves a set of states
S, a set of actions A, and a set of rewards R. The agent transits from one state to another state by
performing an action a. The agent chooses an action according to the optimal policy π∗ in its current
state s. The agents manage the Q-table, and the Q-value updating rule is defined as follows:

Qt+1
(
st, at
)
= Qt

(
st, at
)
+ α
[
rt+1 + βmax

a
Qt
(
st+1, at+1

)
−Qt
(
st, at
)]

, (9)

where Qt+1
(
st, at
)

is the Q-value with state st and action at at time t, α is the learning rate, rt+1 is the
expected reward at time t + 1, and β is the discount factor. The optimal policy π∗ with state s can be
expressed as

π∗(s) = max
a

Q(s, a). (10)
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Figure 2. Operation procedure.

4.1. Centralized Q-Learning in the BBU Pool

To recommend the communication mode and transmission power, based on Equation (8), we use
a Q-learning agent in the BBU pool. For Q-learning in the BBU pool, the state, action, and reward can
be defined as follows. The state of the BBU pool at time t is defined as

St
BBU =

{
It, ρt

}
, (11)

where It is the binary level of the average received SINR of the devices at time t, with a value of 1 when
the average SINR is greater than the target SINR, γmin, and 0 when the average SINR is smaller than
γmin. ρt is the available RB at time t. The action of the BBU pool at time t is defined as

At
BBU =

{
mt, pt

}
, (12)

where mt is the transmission mode at time t, and pt is the transmission power at time t. The transmission
power pt is divided into discrete intervals, (0, pmax]. If the transmission mode mt is the cellular mode
mc, the transmission power pt will be set to pmax. The reward of the BBU pool at time t is defined as

Rt
BBU = EE. (13)

The centralized Q-learning is summarized in Algorithm 1.
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Algorithm 1: Pseudocode for centralized Q-learning

Initialization:
for each st

BBU ∈ St
BBU, at

BBU ∈ At
BBU do

initialize Q-table and policy π∗BBU

(
st

BBU

)
end for

Learning:
loop

estimate the state st
BBU

generate a random real number x∈ [0, 1]
if x < ε // for exploration

select the action at
BBU randomly

else
select the action at

BBU according to π∗BBU

(
st

BBU

)
recommend action at

BBU to the devices in the cell
calculate reward rt

BBU
update Q-value Q

(
st

BBU, at
BBU

)
and π∗BBU

(
st

BBU

)
end loop

4.2. Distributed Q-Learning in the Devices

According to Equation (8), the BBU pool recommends more D2D modes for the devices. While the
D2D mode has the advantage of increasing system capacity, it may not ensure an achievable data rate
because of interference. To solve this problem, we use Q-learning agents in each device to maximize
the received SINR.

The state of device u at time t is defined as

St
u =
{
It
u

}
, (14)

where It
u is the binary level of the received SINR of device u at time t based on current communication

mode. If the mode of device is cellular mode, state of device u will be calculated based on received
SINR of the cellular link. The action of device u at time t is defined as

At
u =
{
mt

u, pt
u

}
, (15)

where mt
u is the transmission mode of device u at time t, and pt

u is the transmission power of device u
at time t. The reward of device u at time t is defined as

Rt
u =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

γu , It
u = 1

−γu ∗
(
pmax − pt

u

)
, It

u = 0, γu ≥ 0
γu ∗
(
pmax − pt

u

)
, It

u = 0, γu < 0
, (16)

where γu is the SINR of device u. In distributed Q-learning, the agent chooses between the action from
centralized Q-learning and its own action to find the action that provides a higher expected SINR.
Distributed Q-learning is summarized in Algorithm 2.
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Algorithm 2: Pseudocode for distributed Q-learning

Initialization:
for each st

u ∈ St
u, at

u ∈ At
u do

initialize Q-table and policy π∗u
(
st
u

)
end for

Learning:
loop

estimate state st
u

generate a random real number x∈ [0, 1]
if x < ε // for exploration

elect action at
u randomly

else
select action at

u according to π∗u
(
st

u

)
receive action at

BBU from algorithm1
determine action a∗u by comparing at

u and at
BBU

execute action at
u

calculate reward rt
u

update Q-value Q
(
st

u, at
u

)
and π∗u

(
st

u

)
end loop

4.3. Target SINR Updating Algorithm

In our algorithm, the state of Q-learning is determined by the target SINR. To set the target SINR to
reflect the interference state, the target SINR at time interval T, denoted as γT

min, is adjusted as follows:

γT+1
min =

⎧⎪⎪⎨⎪⎪⎩
� ∗ γ+ +

(
1−�

)
∗ γT

min, τT ≥ τmax

� ∗
(γmedian+γ0

2

)
+
(
1−�

)
∗ γT

min, τ
T ≤ τmin

, (17)

where � is the weight factor, γ+ is the largest SINR value of the devices, τT is the average outage
probability for the time interval T, and τmax is the maximum outage probability. γmedian is the median
SINR value of the devices; γ0 is the SINR constraint, and τmin is the minimum outage probability.

The changed target SINR affects the learning, and therefore, the agent can make an optimal
decision using the changed target SINR. However, as the optimal actions in the changed target SINR
may not be optimal in the original target SINR, those actions may not be selected. To solve this problem,
we must adjust the Q-table. At this time, only the Q-table of the BBU is adjusted as follows:

QT+1(s, a) = log2

(
QT(s, a) − 1

)
∀{s, a}. (18)

5. Results and Discussion

A single-cell H-CRAN environment was considered in this work, and the parameters used in the
simulation are summarized in Table 1. We set the parameters and speed requirements for mobility
dataset according to the 3GPP (3rd Generation Partnership Project) specifications release 16 [22,27].
Four RRHs and vehicles were distributed randomly in a single macro cell with an intercell distance
of 500 m. The mobility dataset used in the simulation was a dataset in an urban area created using a
simulation of urban mobility (SUMO) simulator [28]. In the dataset, all vehicles had mobility with a
random trip model at the Seoul City Hall in South Korea according to the 3GPP specification release
15 [29]. The datasets consisted of two types of scenarios: light traffic and heavy traffic. The two types
were vehicular mobility datasets for urban areas with light traffic and heavy traffic scenarios. In a
light traffic scenario, vehicles can move fast and the distance between vehicles increases. This means
that fewer vehicles can select the D2D mode because of the D2D distance threshold. In a heavy traffic
scenario, vehicles move slowly because of the traffic jam, and the distance between vehicles becomes
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shorter. This allows the vehicles to select a D2D mode more often. Compared to heavy traffic scenarios,
fewer vehicles move and require resources at the same system load situation in light traffic scenarios.
The D2D distance threshold affects the system energy efficiency, which can also be affected by the mode
selection. To consider and present the effects of the D2D distance threshold, we simulated experiments
with various D2D distances, as reported in [27]. We considered Rayleigh fading, log-normal shadowing,
and the path-loss model 140.7 + 36.7 log(distance(km)), based on [30]. The D2D distance threshold was
varied between 250 and 350 m, according to [31,32]. The Q-learning parameters were α = 0.01, β = 0.9,
and ε = 0.01. We set the time for the D2D link establishment as 6 ms, as reported in [33], and the size
of time unit is 3 s.

Table 1. Parameters used in the simulation.

Parameter Notation Value

Noise power spectral density N −174 dBm/Hz
Total bandwidth Wtotal 100 MHz
SINR constraint γ0 0.5 dBm

Maximum outage probability constraint τmax 0.05
Minimum outage probability constraint τmin 0.01

Circuit power of RRH φrrh 4.3 W
Slope of RRH Δslope 4.0

Circuit power of fronthaul transceiver and switch φ f ronthaul 13 W
Power consumption per bit/s � 0.83 W

Transmission power of cellular device pc
k 23 dBm

Transmission power of RRH p0
tr 24 dBm

We performed simulations while changing the load of the system and the D2D distance with
different traffic scenarios and compared the proposed algorithm with other existing algorithms.
First, we denote our proposed algorithm as “proposed algorithm”. Second, the condition where no
algorithm was applied was used to create a baseline, and we denoted the baseline as “BA”. It selects
the communication mode by comparing the strength of the expected SINR between cellular and D2D
modes. Third, for a comparison with a mode-selection and power-control algorithm with Q-learning,
the algorithm in [21] was used. It learned to maximize the device’s energy efficiency with a fixed target
SINR. The objective that maximizes device energy efficiency can also maximize system energy efficiency
by selecting more D2D modes. We denote that as “Compare1”. Fourth, we used the algorithm in [20]
to compare power control with Q-learning. It also learned to maximize device energy efficiency using
a fixed target SINR. We denote that as “Compare2”.

The energy efficiencies for different D2D distance scenarios are compared as functions of the
system loads with different mobility scenarios, as shown in Figure 3. Figure 3a shows that the
system energy efficiency of the proposed algorithm is 83% and 89% higher than those of BA and
Compare2, respectively. Compared to Compare1, it presents high energy efficiency, with a difference
of approximately 26%. In Figure 3b it can be seen that the proposed algorithm outperformed BA,
Compare1, and Compare2 by more than 121%, 26%, and 126%, respectively. Figure 3c shows that
the system energy efficiency of the proposed algorithm is 102% and 108% higher than that of BA and
Compare2, respectively. Compared to Compare1, it presents higher energy efficiency, with a difference
of approximately 21%. Figure 3d shows that the proposed algorithm performed approximately 128%,
27%, and 133% better than BA, Compare1, and Compare2, respectively. As the number of devices
capable of D2D communication increases as the D2D distance increases, the difference in system energy
efficiency increases. This is because the devices communicate directly rather than through the RRH,
which reduces the system’s energy consumption. The proposed algorithm is designed to maximize
system energy efficiency; thus, it gives the best performance in scenarios with large D2D distances.
Furthermore, because D2D-mode vehicles communicate with the same transmission power at different
distance thresholds, the achievable data rate and system energy efficiency decrease at longer D2D
distance thresholds. This reveals that the overall performance decreases as the D2D distance threshold
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increases, but the proposed algorithm achieves a better performance compared to other algorithms.
In addition, system energy efficiencies in the light traffic scenario get higher-scale results than the
heavy traffic scenario. This is because vehicles require more resources in the light traffic scenario
compared to the same number of vehicles in a heavy traffic scenario. Required resources affect system
capacity, so system energy efficiencies in the light traffic scenario are higher than the heavy traffic
scenario in the same system load situation.

 
(a) 

 

(b) 

 
(c) (d) 

Figure 3. Comparison of system energy efficiencies with various device-to-device (D2D) distances and
system loads: (a) 250 m with light traffic; (b) 350 m with light traffic; (c) 250 m with heavy traffic; and
(d) 350 m with heavy traffic.

The average achievable data rates for the different D2D distance scenarios are compared as
functions of system loads with different mobility scenarios, as shown in Figure 4. Figure 4a shows
that the proposed algorithm has achievable data rates that are higher than those of BA, Compare1,
and Compare2 by approximately 20%, 40%, and 22%, respectively. Figure 4b shows that the achievable
data rate of the proposed algorithm is 60% higher than that of Compare1. Compared to BA and
Compare2, it presents higher energy efficiency, with differences of approximately 16% and 19%,
respectively. In Figure 4c, the proposed algorithm presents approximately 10%, 47%, and 13% higher
achievable data rates compared to those of BA, Compare1, and Compare2, respectively. Figure 4d
shows that the proposed algorithm outperforms BA, Compare1, and Compare2 by approximately
9%, 65%, and 11%, respectively. As the D2D distance increases, increasing the D2D communication
ratio results in reduced energy consumption. However, increasing the D2D distance decreases the
achievable data rates because the D2D mode communicates with the same transmission power even
in degraded interference situations. In addition, communication without mode-selection algorithms,
such as BA and Compare2, can select the transmission mode by simply considering the expected
SINR, so it can perform better in terms of achievable data rate than algorithms with mode selection.
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The proposed algorithm achieved a higher achievable data rate even in such scenarios by adjusting the
target SINR.

 
(a) 

 
(b) 

 
(c) (d) 

Figure 4. Comparison of average achievable data rate with various D2D distances and system loads:
(a) 250 m with light traffic; (b) 350 m with light traffic; (c) 250 m with heavy traffic; and (d) 350 m with
heavy traffic.

The cumulative distribution functions (CDFs) of SINR received by vehicles for different D2D
distance thresholds are compared in Figure 5. Figure 5a–d shows the distribution of the received
SINR in each algorithm. In all panels, the proposed algorithm has more vehicles that receive higher
SINR compared to BA, Compare1, and Compare2. The proposed algorithm and Compare1 can
select the communication mode and transmission power to maximize the system energy efficiency,
allowing vehicles to select more D2D modes. It can increase spectral efficiency and reduce system energy
consumption, but it can also decrease the received SINR. However, the proposed algorithm is designed
to select the mode and transmission power to ensure the received SINR. Therefore, the proposed
algorithm has more vehicles, receives higher SINR, and performs better with an achievable data
rate compared to Compare1. The BA and Compare2 decide the communication mode based only
on the expected SINR of the vehicle, so they can achieve higher performance in a longer D2D
distance threshold.

The comparisons of system energy efficiency as a reward function with an increasing number of
learning iterations are shown in Figure 6. In Figure 6a it can be seen that as the number of learning
iterations increases, the value of system energy efficiency stabilizes after 100 iterations. In heavy traffic
scenario, as shown in Figure 6b, the value of the system energy efficiency stabilizes after 100 iterations.
The system energy efficiency is overserved with a low value at the beginning of the learning iterations
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and increases until it reaches a stable point. This means that the proposed algorithm updates its policy
optimally and converges faster and in a more stable manner than the other algorithms. The convergence
time of the proposed algorithm is longer than those of Compare1 and Compare2. This is because the
proposed algorithm has longer decision process and considers more states in decision process. It finally
decides an action by comparing two recommended actions. In addition, it considers available resources
and interference level as state to make a decision. However, Compare1 and Compare2 consider only
interference level as state. Although the convergence time of the proposed algorithm becomes a little
bit longer, the proposed algorithm shows better performance in terms of system energy efficiency.

 
(a) 

 
(b) 

 
(c) (d) 

Figure 5. Comparison of signal-to-interference noise ratio (SINR) with various D2D distances and
system loads: (a) 250 m with light traffic; (b) 350 m with light traffic; (c) 250 m with heavy traffic; and
(d) 350 m with heavy traffic.

 
(a) (b) 

Figure 6. Convergence of system energy efficiency as a reward function with D2D distance = 350 m:
(a) light traffic scenario; (b) heavy traffic scenario.

To show the comparison with the optimal solution, the performance values are shown in Tables 2
and 3. In Table 2, the average system energy efficiencies with system load variance are described.
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Based on the optimal solution, the proposed algorithm, BA, Compare1, and Compare2 obtain 44%,
20%, 35%, and 20% of the system energy efficiency, respectively. In Table 3, the average achievable
data rate with system load variance is described. Based on the optimal solution, the proposed
algorithm, BA, Compare1, and Compare2 obtain 79%, 68%, 50%, and 66% of the achievable data
rate, respectively. This shows that the proposed algorithm performs closest to the optimal solution
among other compared algorithms because it adopts the system energy efficiency and received SINR
as rewards. However, as the system load increases, the differences in performance increase. This is
because the interference increases according to increasing system load environment. The proposed
algorithm simply models received SINR as whether the average SINR is greater than the target SINR
to take account of the interference.

Table 2. Average system energy efficiencies with system load variance, D2D distance = 350 m.

System Load (%) 40 50 60 70 80

Optimal 4.8414 5.2831 4.9594 5.4548 5.5733
BA 1.9857 1.0919 0.8479 0.7086 0.6553

Proposed 3.8026 2.5863 1.9223 1.5863 1.4909
Compare1 3.2371 1.9767 1.5212 1.2576 1.1491
Compare2 1.9429 1.0723 0.8184 0.6992 0.6376

Table 3. Average achievable data rate with system load variance, D2D distance = 350 m.

System Load (%) 40 50 60 70 80

Optimal 183.1308 184.869 181.0795 180.4453 179.5396
BA 130.6982 124.3168 123.1323 122.5992 119.5717

Proposed 168.763 158.1163 138.6988 131.8081 123.8312
Compare1 115.4847 98.18192 88.934 81.2835 72.47508
Compare2 126.4065 122.9883 120.3971 119.4175 117.3408

To evaluate and discuss the performance of the proposed algorithm, we compared it with the
BA and the two compared algorithms. The proposed algorithm exhibited the best performance
in terms of system energy efficiency, achievable data rate, and SINR in cases of increasing D2D
distance thresholds. The proposed algorithm learned to maximize the system energy efficiency while
ensuring achievable data rates. The system energy efficiency and achievable data rate have a trade-off
relationship, so the proposed algorithm used Q-learning in two ways. To maximize the system energy
efficiency, the proposed algorithm sets the system energy efficiency as a reward function of centralized
Q-learning. In addition, to ensure an achievable data rate, the proposed algorithm sets the received
SINR as a reward function of distributed Q-learning. This implies that the proposed algorithm can
achieve the highest energy efficiency when compared to other algorithms. It can also guarantee QoS
while increasing the efficiency of the resource and system energy.

6. Conclusions

We proposed a joint mode-selection and power-control algorithm with reinforcement learning
to achieve energy optimization in vehicle networks. We defined and formulated the maximization
problem for system energy efficiency, subject to SINR and outage probability constraints. We considered
cellular and D2D communications coexisting in a single-cell environment and designed a Q-learning
algorithm that made optimal transmission-mode-selection and power-control decisions by adjusting the
target SINR. The Q-learning algorithm used centralized Q-learning in the BBU pool and decentralized
Q-learning in the devices. To show that the proposed algorithm outperformed the other algorithms,
we used a SUMO simulator to run various scenarios and compared system energy efficiencies,
achievable data rates, and SINRs.

In real network environments, the system may not be fully aware of the channel state information.
To solve this problem, clustering and sharing information among neighboring cells is necessary.
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In future work, we will consider a cell clustering and sharing method that provides optimal decisions
to devices that handover nearby cells in environments with uncertain channel state information.
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Abstract: Basic safety message (BSM) are messages that contain core elements of a vehicle such
as vehicle’s size, position, speed, acceleration and others. BSM are lightweight messages that
can be regularly broadcast by the vehicles to enable a variety of applications. On the other hand,
event-driven message (EDM) are messages generated at the time of occurrence such as accidents or
roads sliding and can contain much more heavy elements including pictures, audio or videos. Security,
architecture and communication solutions for BSM use cases have been largely documented on in the
literature contrary to EDM due to several concerns such as the variant size of EDM, the appropriate
architecture along with latency, privacy and security. In this paper, we propose a secure and
blockchain based EDM protocol for 5G enabled vehicular edge computing. To offer scalability
and latency for the proposed scenario, we adopt a 5G cellular architecture due to its projected
features compared to 4G tong-term evaluation (LTE) for vehicular communications. We consider
edge computing to provide local processing of EDM that can improve the response time of public
agencies (ambulances or rescue teams) that may intervene to the scene. We make use of lightweight
multi-receiver signcryption scheme without pairing that offers low time consuming operations,
security, privacy and access control. EDM records need to be kept into a distributed system which
can guarantee reliability and auditability of EDM. To achieve this, we construct a private blockchain
based on the edge nodes to store EDM records. The performance analysis of the proposed protocol
confirms its efficiency.

Keywords: vehicle edge computing; 5G cellular networks; blockchain; multi-receiver signcryption;
security; privacy

1. Introduction

Abrupt situations on roads, such as car accidents, slippery roads, or land sliding can be reported
by the vehicles using the inbuilt sensors and devices. Reporting emergency situations can be an
effective approach in situations where the evident proofs are required such as car accidents or reckless
driving. Those reports can also provide additional materials like pictures, videos, audios to the
rescue departments for an efficient and timely intervention [1]. Emergency warning can be divided
in three categories; (1) a vehicle-to-vehicle (V2V) warning dissemination such as hazardous or
slippery road where the vehicles in the vicinity need to slow down or take further precautions,
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(2) vehicle-to-infrastructure (V2I) warning such as car accidents or road sliding where the rescue teams
(police or medical teams) can use the multimedia proof for an effective and timely response, (3) the last
warning dissemination is the combination of the two scenarios. We do focus on the second scenario in
this work and those files are called event-driven messages (EDM). Moreover, the EDM files would be
sent to remote servers which will require a heavy bandwidth with excessive response delay. In big
cities with millions of vehicles running on the road every day, the amount of data to be processed
would be massive [2–4].

Edge computing was introduced as a new paradigm that takes the computing tasks to the network
edge. The edge nodes collect data from the vehicles and process them rather than sending them to
a central cloud server. This paradigm offers a number of benefits such as geo-distribution and low
latency and can be applied in vehicular networks to offer real time services such as emergency
warning, road surface monitoring and navigations [5–7]. However, despite the merits of edge
computing in vehicular communications, the proposed solutions and applications have not been
deployed worldwide due to lack of scalability and adequate communication supports. Recently,
the researchers have raised the limitations of IEEE 802.11p due to its lacks of mobility support, also
the long-term evolution (LTE) of fourth generation networks (4G) cannot offer effective latency that
suits the vehicular networks based applications [8–10]. To overcome these limitations, 5G cellular
networks were adopted as the ultimate architecture which could help a real deployment of vehicular
based technologies. For instance, Uber made a successful test of driverless vehicle using 5G cellular
networks recently. The cellular networks offer higher mobility support, reduced latency and massive
connectivity that are core requirements for vehicular applications [11–13]. Meanwhile, security and
privacy issues are also a considerable concern for vehicular communications. For example, vehicles
reporting the emergency warnings might not need to disclose their locations expect to authorized third
parties. The identities of the vehicles participating in the sending the warnings, their destinations and
itinerary are highly sensitive information that need to be carefully handled. Currently, the misuse
of vehicles’ users data have been reported massively in the press where untrusted third parties and
malicious users leaked the vehicles’ sensitive data [14].

In the literature, a considerable number of articles has been published on secure message
dissemination for vehicle networks and can be categorized in three groups: (1) Security for beacons
messages also knows as basic safety message (BSM) for the US. These are periodic messages containing
vehicle’s position, speed and direction, etc. [15–17]; (2) event-driven message (EDM) that are generated
at the time of occurrence such as accident alerts or emergency reports [18]. There are many solutions
that addressed BSM based scenarios for privacy and security as shown in this recent survey [19].
However, these schemes cannot be directly applied to EDM scenarios for the following reasons. First,
the schemes are not built based on 5G-enabled architecture which offers low latency and mobility
support for vehicular communications. Second, the current literature such as [20] mainly suggests
anonymous authentication schemes and message encryption for secure communications and the central
cloud or edge nodes are mainly supposed to be secure. However, if the central cloud is compromised,
the rescue services can not retrieve the important files needed for their services, thus data auditability
and reliability is very crucial and one of the solutions to achieve data auditability would be through
a private blockchain maintained by the edge devices [21,22]. Third, most of the schemes is built
using expensive bilinear pairing techniques which are expensive and time consuming operations
that degrade the overall protocol performance. To the best of our knowledge, there is one relevant
article for emergency message dissemination for vehicular communications [23]. The authors basically
presented a fog assisted architecture, highlighted limitations of relevant schemes in the literature and
concluded with open research discussions.

Thus, a privacy preserving, secure yet auditable protocol for emergency message in vehicle edge
computing is appealing. The contributions of this paper are three folds:

• We describe a novel architecture for emergency warning dissemination using edge computing and
private blockchain. The proposed architectures uses 5G network technologies for communication.
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In our model, we design a secure and privacy preserving model that protect the sensitive
data (identity, location, shared data, etc) of the vehicles participating in emergency warning
dissemination. We assume that the edge nodes and cloud are semi trusted, therefore our
architecture proposes a private blockchain using edge nodes to record the EDM in an immutable
and verifiable ledger to guarantee EDMs auditability.

• We design a secure and blockchain based EDM protocol for 5G enabled vehicle edge computing
using the private blockchain technique to provide EDM auditability. We make use of lightweight
multi-receiver signcryption scheme without pairing that offer low time consuming operations,
security, privacy and access control.

• We provide an analysis of security and privacy features of the proposed protocol and evaluation
in respect of private blockchain construction, computational and communication costs.

The remainder of this paper is as follows. We review the related work on 5G enabled vehicular
edge computing and secure emergency message dissemination in Section 2. We design the system
model and the preliminaries of the core cryptographic schemes used in our protocol in Section 3.
Section 4 describes the proposed scheme and we provide security, privacy and performance analysis
in Section 5. Finally, the concluding remarks are given in Section 6.

2. Related Work

This section first describes the basic concepts of vehicular edge computing, then outlines the basic
notions of private blockchain technology and concludes with a review of the current schemes on EDM
schemes in vehicular networks.

2.1. 5G Enabled Vehicular Edge Computing

Vehicular edge computing (VEC) or vehicular edge computing networks (VECONs) are extended
from the conventional VANETs. The main difference is that VEC are made by an additional edge
layer [24,25]. VEC is basically made by three layers, first the vehicle layer where the embedded sensors
in the vehicle collect the data and send them to the edge layer using the onboard unit (OBU). The edge
layer is a cluster made by several roadside units (RSUs) within a given distance. The RSU keeps or
processes the data provided by the vehicles in the edge cluster. The following layer is called the cloud
layer that manages the edge layers. The cloud layer can store massive data and make complex delay
tolerant operations on the data provided by the edge layers. The cloud layer can be a data center or
intelligent transportation system or regional trusted authority. Although 4G technology can be used,
there are inherent drawbacks that has been raised by the research community for an effective vehicular
communications networks using 4G technologies. A number of attacks performed on the international
subscriber identity for the 4G LTE networks revealed its weakness to provide integrity, non-repudiation,
accountability on user data. In addition, IEEE 802.11p can not be relied on for VEC due to its lack
of mobility support [8–10]. In the forthcoming fifth-generation (5G) cellular-based vehicle networks,
the use of denser and smaller cells are anticipated to offer a high transmission rate for the vehicles users.
This will enable a range of application starting from the safety related applications to entertainment
use cases. The nature of vehicular networks presents a different requirement from the conventional
mobile networks. This is basically due to the volatile mobility of the vehicles in the network, the speed
of the vehicles along with the topology of the dynamic wireless networks. Therefore, the use of 5G
cooperative small cells is discussed in the literature as a promising recommendation [26–28]. We adopt
in this paper a 5G enabled edge vehicular computing model as underlying network architecture for
the proposed protocol.

2.2. Blockchain

Blockchain technology is a distributed ledger technique that was first introduced for the financial
domain starting with Bitcoin crypto currency. It offers data auditability using authenticated blocks

135



Sensors 2020, 20, 154

added on the system. It is also a decentralized network since it does not require a centralized entity
because it is a peer to peer network [21,22]. In order to add a new block, a consensus algorithm
need to be agreed upon by the entities in the chain. Private blockchain was introduced for restricted
environment such as businesses or companies where public readability can not be applied. A private
blockchain is a network where the participants require a permission to join. In this work, we consider
a proof of stake consensus algorithm that randomly choose one of the entities proportionally to each
node’s stake to run the process [29].

2.3. Secure Schemes for Emergency Warning in VEC

A considerable number of researchers have documented security and privacy related solutions
for BSM based scenario as shown in this survey [18]. Nevertheless, these schemes are not directly
applicable to EDM scenarios for the following reasons. The protocols do not consider a 5G-enabled
architecture which offers low latency and mobility support for vehicular communications. Then,
the schemes in the literature such as [20] mainly suggest anonymous authentication techniques and
EDM/BSM encryption for secure communications while the central cloud or edge nodes are most of
the time supposed to be secure. As mentioned earlier, this raises a huge issue with billions of connected
devices, the regional or center cloud or edge devices can be compromised, thus data auditability and
reliability need to be taken into consideration. One alternative way of achieving data auditability would
be through a private blockchain maintained by the edge devices [21,22]. Also, most of the scheme
such as [20] are built using expensive bilinear pairing techniques which are very heavy for mobile and
ad hoc networks. In [23], the authors proposed an emergency message dissemination for vehicular
communications. Though the paper specifically target EDM, the authors mainly presented fog assisted
architecture, highlighted limitations of relevant schemes in the literature and concluded with open
research discussions. Their protocol do not address security issues, latency sensitive architecture,
distributed environment and EDM reliability and auditability. Thus, we are appealed in this paper to
investigate on secure communication for EDM scenario taking into consideration that EDM could be
very heavy (heavy videos, audio), while the privacy of the vehicles’ users is not neglected, yet EDM
reliability and auditability are guaranteed.

3. System Model

In this section we first present the system architecture of the proposed protocol and outline the
basic concepts of cryptographic techniques used to construct our protocol.

3.1. Main Entities

Our proposed system model is made by a main regional overviewer called RTA, the road side
units (RSCs) that make a edge cluster and the vehicles that provide EDM files collected through their
sensors as shown in Figure 1. We outline the role of each entity in the following:

• Regional Transportation Authority (RTA): RTA is considered as a trusted agency that offers the
registration of all the entities within the proposed system (vehicles and edge nodes) and generate
cryptographic materials to the entities during the system setup.

• RSU edge nodes: Similar to a sever with limited capabilities, edge nodes are devices placed on
the roads with efficient computing, communication and also storage aptitude. Their principal
role is the collection of EDM provided by the vehicles, verifies the validity of EDM through
designcryption and share the EDM to RTA or any entity that might need the EDM. In real life
applications, the EDM could be needed by rescue services such as police or medical centers.
We did not explicitly add these entities but we assumed that they have servers in the cloud which
are connected to RTA servers as shown in Figure 1. We assume that edge nodes are connected to a
source that generate electricity power.
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• Vehicles: The vehicles are assumed to be equipped with several sensors and devices such as
camera. The onboard units (OBU) in the vehicle gather all the those data in form of EDM files,
sends them to edge nodes using different communication means such as D2D or mmWave
communications. All vehicles need to register with the RTA at the time of periodic inspection.
Besides the well known identifiers of vehicles such as the Electronic License Plate (ELP) or the
electronic chassis number (ECN), every vehicle is given a 5G unique identifier (5GID), which is
similar to subscriber identification module (SIM) as it is for 3G and 4G cellular networks.

Figure 1. System architecture.

3.2. Communication Model

Motivated by the 5G cellular networks architecture, the proposed 5G enabled vehicle edge
computing is made by the following components:

• Heterogeneous networks: This network aims at achieving high data rate and network capacity for
the 5G-enabled vehicle edge computing. Therefore, two alternative techniques may help to get
the mentioned capacities through smaller cells which increase the spectral efficiency. In addition,
using the mmWave spectrum would offer high data rates since it operates within the range of
30–300 GHz and 1–10 mm for the spectrum and wavelength respectively [11].

• D2D Communications: D2D communication would enable the vehicles to communicate with each
edge device within the licensed cellular bandwidth without considering the base stations. In the
5G edge based vehicular networks, the communication between the vehicles and edge devices
can be done through D2D communication or mmWave technology.

3.3. Adversary Model

In this section, we describe the main attacks which an malicious user might conduct in the absence
of this protocol EDM reporting scheme.

• A malicious vehicle can try to send EDM files when he is not enrolled for participation.
• A malicious user or vehicle can try to know the identity of the vehicles that reported the EDM file.

137



Sensors 2020, 20, 154

• A malicious vehicle can try to get the raw content of EDM which were sent through the network.
• A malicious vehicle can try to attack one or several edge nodes and try to process the EMD by

impersonating a given edge node.
• A number of attackers (within or without the participating group) can try to jeopardize the whole

network through a denial of service attack.

3.4. Security Objectives

We outline the security goals which the proposed scheme needs to achieve:

• Identity privacy preservation: the identities of the vehicles that report the EDMs should
be preserved.

• Authentication: each vehicle that is involved in sending the EDMs should be authenticated before
it is allowed to join the system.

• Confidentiality and integrity: the EDMs files generated and sent through the network should not
be intercepted and modified during the communication.

• Key escrow resilience: the keys of the entities (vehicles) participating in EDM reporting should
not be generated by a single entity. Thus, even if the RTA is comprised, the attackers can not
disclose the signing keys of the vehicles.

• Access control: only the entities with matching policies should be able to retrieve the contents
of EDMs.

• Non-repudiation and traceability: a vehicle should not deny any participation in the EDM
reporting. In addition, RTA should be able to disclose the true identity of any entity if needed.

• Auditability: the EDMs records that are saved in the system should be securely kept and easily
verifiable. Even if one node in the chain is compromised, the malicious user should not be able to
modify and upload any EDM content.

3.5. Preliminaries

In this section, we describe the two main cryptographic techniques used to build our protocol.
We first outline a lightweight signcrpytion technique which is not built on pairing operations, we also
describe the underlying concepts for constructing a private blockchain.

3.5.1. Signcryption Scheme without Bilinear Pairings

This scheme is made by six sub protocol namely Setup, SecretValue, Partialkeypair, keypair,
Signcryption and DeSigncryption [30].

• Setup(1λ): using a parameter λ, RTA runs the system to generate a master secret key mk and the
parameters params.

• SecretValue(ID, params): a user runs the algorithm to return a secret value VID using his/her
identity ID.

• Partialkeypair(params, VID, ID): RTA runs the algorithm and returns the partial private key yID
and partial public key DID using the user identity ID and the secret value VID

• Keypair(DID, yID, params): the user generates the key pairs (PKi, SKi) using the partial key pairs
(DID, yID).

• Signcrypt(L, m, SKi, params): the user target a group of authorized receivers’ public keys
L = {PK1, PK2, PK3, .., PKn} where n is a positive integer. Output a ciphertext δ on the message m.

• Designcrypt(params, δ, SKi): using the system parameters params, the receiver’s private key SKi
and the ciphertext δ, an authorized receiver recovers the message m.
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3.5.2. Private Blockchain

The private blockchain concept used in the paper is made by the following sub-phases,
namely setup, initial stage, leader selection and block generation [21,22]:

• Setup: in this phase, different slot {ts1, ts2, ts3, · · · } are generated and a private ledger is attached
with a one block for every time slot tsi. In addition, a leader selection algorithm F(.) is assigned
to each edge node.

• Initial stage: this is a first stake distribution phase when the first block also called genesis block is
generated. The genesis block includes the edge nodes identities, public keys and stakes. The first
block is assumed to have an empty blockheader and signcryption is generated on it.

• Leader selection: taking each time slot tsi, the edge nodes identities, their public key, the probability
of an edge node corresponding to its stake, this function output the node leader.

• Blockgeneration: the chosen leader generates a new block which is made by a block header,
its stake, the number of EDM recorded. Note that the blockheader is made by a blockheader
number, hash of previous blockheader, a merkle hash root along with a time stamp. For interested
readers, the overall details can be found in [21,22].

4. Protocol Description

Our proposed protocol is made by five main sub-protocols: setup, participation agreement,
EDM reporting, EDM collection and private blockchain generation

4.1. Protocol Setup

Our protocol assume that a regional traffic authority (RTA) manages the reporting of EDM
messages, therefore both the vehicles and the edge nodes in the region are registered to the RTA.
RTA first runs Setup(1λ) to generates the parameters parameters (G1, q, P) with the G1 being a cyclic
additive group of order q and a generator P over an elleptic curve that is defined on finite field Fw

where w is an integer chosen by RTA. RTA then selects a random s ∈ Z∗
q as a master secret and

generates the public key of RTA as PRTA = sP. RTA selects five hash functions H1 : {0, 1}∗ → G1,
H2 : {0, 1}∗ → G1, H3 : {0, 1}∗ → G1, H4 : {0, 1}∗ → G1, H5 : {0, 1}∗ → G1 and publishes the public
parameters (G1, H1, H2, H3, H4, H5, PRTA, P, q) to all the entities.

4.2. Participation Agreement

In order to participate in EDM reporting, the vehicles and the edge nodes are registered by the
RTA. The registration of these entities is done as follows

• Step 1. Assume there is a vehicle inspection within a given period (12 or 18 months), the vehicle
owner or user can express its desire to be part of EDM reporters. In this case, the vehicles does
the following:

1. A vehicle vi with its identity 5GIDvi selects a secret ti ∈ Z∗
q and computes Vvi = t1P and

send (5GIDvi , Vvi ) to RTA.
2. Upon receiving (5GIDvi , Vvi ), RTA choose a pseudonym for 5GIDvi as P5GIDvi , and keep

the mapping table securely. RTA selects di ∈ Z∗
q and computes yi = H1(P5GIDvi , Vvi , di) +

s(mod)w and Di = H1(P5GIDvi , Vvi , di)P. Then RTA returns (Di, yi) to vi

3. vi receives (Di, yi) and checks if the equation yiP = Di + PRTA is correct. If yes, vi generates
its public key PKvi = Di + H2(P5GIDvi , Vvi )Vvi .

4. vi generates its private key SKvi = H2(P5GIDvi , PKvi )(yi + H2(5GIDvi , Vvi )ti)(mod)w.
The key pair of the vehicle vi is (PKvi , SKvi ).

• Step 2. In the same way, RTA registers the edge nodes as follows:
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1. A edge node Edi with its identity IDEdi
selects a secret mi ∈ Z∗

q and computes VEdi
= m1P

and send (IDEdi
, VEdi

) to RTA.
2. After receiving (5GIDEdi

, VEdi
), RTA selects fi ∈ Z∗

q and computes ai = H1(IDEdi
, VEdi

, fi) +

s(mod)w and Fi = H1(IDEdi
, VEdi

, fi)P. Then RTA returns (Fi, ai) to vi

3. Edi receives (Fi, ai) and check if the equation aiP = Fi + PRTA is correct. If yes, Edi generates
its public key PKEdi

= Fi + H2(IDEdi
, VEdi

)VEdi
.

4. Edi generates its private key SKEdi
= H2(IDEdi

, PKEdi
)(ai + H2(IDEdi

, VEdi
)mi)(mod)w.

The key pair of the edge node Edi is (PKEdi
, SKEdi

).

4.3. Emergency Driven Message Reporting

Whenever an emergency event such as land sliding occurs, vi performs the following:

• Composes EMD file as M = {Dt, Ts, loc, f ile} representing the date, the time, the location and
main file which has been captured. f ile could be a multimedia item such as pictures or audio files.

• vi generates a list of edge nodes that can recover the message, and in this case we adopt proximity
protocol based on the location as described in [31]. vi generates L = {IDEd1, IDEd2, IDEd3, · · · , IDEdn}
and make the signcryption on the event message as follows

1. Computes Qi = PKEdi
+ PRTA with i = 1, 2, 3, · · · , n

2. Selects a integer x ∈ Z∗
q and computes X = xP and Ci = xH2(PIDEdi

, PKEdi
)Qi and

αi = H3(Ci, X) where i = 1, 2, ..n
3. Selects an integer ξ ∈ Z∗

q and computes the polynomial f (v) = ∏n
i=1(v − αi) + ξ(mod)w,

which equals to a0 + aiv + .. + an−1vn−1 for a1 ∈ Z∗
q

4. Computes k = H4(ξ), J = Enck(m||P5GIDvi ) and h = H5(m||P5GIDvi , ξ, a0, a1, .., an−1, X)

5. Generates h−1 that satisfy hh−1 ≡ 1(mod)w and computes z = h−1(SKvi + x)(mod)w
6. Generates the cipher text CT =< J, X, z, h, a0, a1, · · · , an−1 > and send it to edge nodes.

4.4. Emergency-Driven Message Collection

Upon receiving the cipher text CT, an edge node Edi does the following to recover the
emergency warning

• Compute Ci = SKEdi
X and α = H3(Ci, X)

• Then computes f (v) = a0 + aiv + .. + an−1vn−1 + vn and ξ = f (αi)

• Computes k = H4(ξ) and retrieve the message trough the decryption Deck(J) = m||P5GIDvi

• Also compute h
′
= H5(P5GIDvi , ξ, a0, · · · , an−1, X) and verifies if the equation h = h

′
is correct.

Otherwise, the emergency message is rejected
• Upon receiving the vehicle public PKvi ,Edi checks if the equation hzP = H2(P5GIDvi , PKvi)(PKvi +

PRTA). The correctness is as follows:

= hh−1(SKvi + x)P

= SKvi P + W

= H2(P5GIDvi , PKvi )(yi + H2(P5GIDvi , Vvi )ti)P + X

= H2(P5GIDvi , PKvi )(Di + H2(P5GIDvi , Vvi )Vvi + PRTA) + X

= H2(P5GIDvi , PKvi )(PKvi + PRTA).

If yes, Edi keeps the EDM message.

4.5. Private Blockchain Generation

We do assume that every edge node Edi is a stakeholder having its proper stake that could be the
number of valid EDM that Edi has received. A private blockchain Chain is constructed as follows:
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1. Assume that the time is divided into time slot {ts1, ts2, · · · , ts1} in which a block is attached to
the ledger for each time sequence.

2. The initial block also called genesis block is generated as the first state distribution and it contains
the edge nodes identities, their public keys, their stakes as Bgen =< {IDEdi=1

R }, {PKEd}R
i=1 and

{STEd}R
i=1 >. We assume that first blockheader Bgen to be empty.

3. Therefore, in a given area, each edge node Edi set C = B0 where B0 is the genesis block
4. An edge node Edi collects n EDM and verifies each EDM as shown in Section 4.4 by running

Designcrypt(params, δ, SKi). To choose a leader edge node LEdi
, the probability pi for being

chosen should be relative to its stake that are in previous block.
5. Edi runs a leader selection protocol F(.) [32] that input < {IDEdi=1

R}, {PKEd}R
i=1, pEdi

, sti >

representing respectively the edge nodes identities, their public key, the probability of the leader
and the corresponding time slot with pEdi

= sti/ ∑Edi
j=1 stEdi

.
6. F(.) outputs a leader edge node LEdi

∈ {Edi, Ed2, Ed3, · · · , Edn}
7. To generate a block, the selected edge node LEdi output a block Btsi that corresponds to the time

slot tsi with Btsi = {Numtsi , Htsi , MHRtsi , ttsi} representing respectively the number of the block,
a hash corresponding to previous blockheader, merkle hash root corresponding to a merkle tree
built using n EDM.

8. Edi performs the update of its stake sttsi and generates a signcryption on the entire message.
9. Finally add the block to the chain and send a notification to the entire network

5. Performance

This section is made by the security analysis of the proposed protocol, the experiment on private
blockchain, the computational and communication cost along with the simulation.

5.1. Security Analysis

We provide in this section the analysis in regards to the security goals for the proposed scheme.

5.1.1. Privacy Preservation

The communication within the proposed protocol is entirely based on anonymous interactions.
While the vehicles engaged in reporting EDM are sending their messages, they make use of
pseudonyms. RTA is the one and only entity that can map the real identity of a vehicle participating in
the EDM reporting to its pseudonyms. As described in Section 4, when vi requests partial key pair by
running the function Partialkeypair(params, VID, ID), it sends its real identity to RTA which generates
a pseudonymous P5GIDvi . Therefore it is infeasible for any entity inside or outside the network to
know the real identity of the EDM participant except the RTA. This would require the adversary to
access the database that maps the vehicles real identities and their pseudonyms.

5.1.2. Authentication

In the proposed protocol, bad actors or malicious vehicles or any entity can not successfully engage
in forging an EDM report because the authentication between a vehicle vi and an edge node Edi is
achieved through the signcryption function Signcrypt(L, m, SKi, params) that is made on each message.
Once an EDM is generated, vi makes signcryption of the message M = {Dt, Ts, loc, f ile} by running
Signcrypt(L, m, SKi, params). Any entity needs to possess a valid private key SKi to be able to verify
the correctness of the equation hzP = H2(P5GIDvi , PKvi )(PKvi + PRTA). It is hard for an adversary
to have the full private key of an edge node because it is partial generated both by the RTA and
the edge node through the functions Partialkeypair(params, VID, ID) and Keypair(DID, yID, params).
The signcryption technique that was used to build the proposed protocol achieves unforgeability
through the strong existential unforgeability against chosen plain text, selvi2008efficient. Therefore,
we confirm that the proposed protocol achieves authentication property.
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5.1.3. Confidentiality and Integrity

The proposed protocol achieves the confidentiality and integrity of the EDM messages that are
sent by the vehicles to edge nodes through the two in one technique that both provide encryption and
digital signature in a single step. As shown in Section 4, the cipher CT =< J, X, z, h, a0, a1, · · · , an−1 >

accomplishes the duties of message encryption and signature. A malicious user can not tamper
with the integrity of the EDM because the signcryption phase transform the data into hash values
Ci = xH2(PIDEdi

, PKEdi
)Qi and αi = H3(Ci, X) as described in Section 4. Thus, we guarantee that the

proposed scheme achieves data integrity and confidentiality because the underlying technique is fully
proved to satisfy security under adaptively chosen ciphertext [33].

5.1.4. Key Escrow Resilience

The 4th industrial revolution projects a massive connectivity of devices to offer diversified services
such as EDM reporting using the inbuilt vehicle sensors. In additional, 5G cellular networks were
adopted in this work to provide effective latency. Security wise, key escrow resilience property needs
to be achieved for applications within a massive connectivity environment. In the proposed scheme,
the entities first generate a secret value by running SecretValue(ID, params) and RTA will then provide
partialkey pair to the entities by computing Partialkeypair(params, VID, ID) function. The entities
in our system compute their key pairs through the function Keypair(DID, yID, params). Therefore,
the proposed protocol achieves key escrow resilience.

5.1.5. Access Control

In the current era with millions of devices connection, a single point failure should be avoided
as much as possible. While the EDM are categorized to be safety related messages that contain
sensitive data, multi receiver property (or access control) is a key point that need to be considered.
In the proposed protocol, a vehicle vi selects a number of valid edge nodes, in this case, even in a
scenario where a number of edge nodes have been compromised, the probability that the EDMs at least
get to one receiver is higher. Therefore vi generates L = {IDEd1 , IDEd2 , IDEd3 , · · · , IDEdn} and run
Signcrypt(L, m, SKi, params) to signcrypt the messages. Only valid receiver within the L can recover
the EDM. Therefore, the proposed scheme achieves fine-grained access control by using attribute
based encryption.

5.1.6. Traceability and Non Repudiation

In the proposed system, when a valid user sends a fake EDM (probably for criminal
profit), the edge node will discard the message because the signcryption correctness
hzP = H2(P5GIDvi , PKvi )(PKvi + PRTA) will not hold. However, Edi will keep a log of pseudo
identity of the vehicles. Thus, the vehicle can not deny its own pseudo identity. Additionally, in case
of legal disputes, RTA consults its database that maps the identities and their pseudo identities to
reveal the real identity of the vehicle. Therefore, we do confirm that the proposed protocol can achieve
traceability and non repudiation of misbehaving entities.

5.1.7. Auditability

The proposed scheme does achieve data auditability by building a private blockchain between
the edges nodes. The achievement of this property can be summarized in three steps:

• The blockchain that is built in this scheme is private, any participant requires a permission or an
invitation to join the private chain. In this case, it is infeasible for an malicious user to add bogus
block to the chain.

• Each participant in the private chain keeps a replica of any appended ledger of emergency warning
messages. This is crucial in case a crash occurs in any of the remote servers where the EDM
are kept.
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• Transactions immutability: It is hard for a malicious entity to tamper the EDM that is exchanged
between the vehicles and the edges. In case of a legal dispute that require the thorough auditability
of the EDM, the transaction immutability of blockchain can strengthen such services.

5.1.8. Secure against Known Attacks

We describe in this section few well known attacks within the vehicular networks and how our
proposed scheme can overcome them.

• Impersonation attack: as mentioned earlier, the malicious vehicles cannot succeed to
impersonate a legitimate vehicle because the authentication between a vehicle vi and an edge
node Edi is achieved through the signcryption function Signcrypt(L, m, SKi, params) that is
made on each message. Once an EDM is generated, vi makes signcryption of the message
M = {Dt, Ts, loc, f ile} by running Signcrypt(L, m, SKi, params). Every participating vehicle
needs to possess a valid private key SKi to be able to verify the correctness of the equation
hzP = H2(P5GIDvi , PKvi )(PKvi + PRTA). Based on the hardness of the DL problem, the signature
provided on the message cannot match the verification and the message will be discarded. Thus,
it is almost impossible to perform an impersonation attack in our proposed scheme

• Masquerade attack: suppose a malicious user eavesdrops an EDM message and tries to know
the EMD contents. That malicious user can not tamper with the integrity of the EDM because
the signcryption phase transforms the data into hash values Ci = xH2(PIDEdi

, PKEdi
)Qi and

αi = H3(Ci, X) as described in Section 4. Therefore, the malicious user cannot learn any useful
information from the eavesdropped message nor reveal the identity of the message owner.

• DDoS attack: our scheme is able to resist against DDoS attacks either launched by legitimate or
illegitimate vehicles. Assume an illegitimate vehicle tries to send multiple EDM to a given edge
node, as demonstrated in the impersonation attack, those EDM will be discarded by the edge
node because the message verification will not hold. In addition, assume a legitimate vehicle
is generating excessive EDM to cause a DDoS attack, in that scenario, the edge nodes will use
the time stamp on any EDM given message to predict the frequency of message compared to
other users because every EDM message contains a time stamp as shown in message content as
M = {Dt, Ts, loc, f ile} representing respectively the date, the time, the location and f ile which
could be a multimedia item such as pictures or audio files. Therefore, the messages from the
suspicious user can be discarded.

5.2. Computational Cost

In this section we provide the analysis of the proposed protocol in terms of generating the EDM by
the vehicle and the recovery of the message by the dedicated node. We performed the benchmark using
a desktop of Core i7 3.5-GHz,16GB RAM with a crypto ++ library [34] with 6 as the embedded degree
and G and q equivalent respectively to 161 bits and 160 bits. We mainly focused on the following main
operations; point scalar multiplication, modular exponentiation and bilinear pairing. These operations
dominate the process of sending and receiving the emergency messages. Table 1 shows the cost of the
main cryptographic operations. A vehicle vi after generating the EDM, it performs (T + 1)Tm + nTp

to signcrypt a emergency message while the designcrypt operation requires 2Tm + Tp as shown in
Table 2. As mentioned, there are several articles that addressed security solutions for BSM messages
but few have addressed the EDM. BSM content being a predefined with limited content, the size of
the BSM is supposed to be small and constant. As shown in this recent survey on secure protocol for
vehicular communications [19], we compared the proposed protocol with the protocol in [20] as shown
in Table 3.

We further considered two main elements than can effect the complexity of the whole scheme.
First we investigated the number of attributes that can be associated with a given policy. Assume a user
vi wants to share his emergency files with five governmental agencies. For instance, the emergency
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files contains few pictures of a land sliding scene. Those pictures can both be used by the ambulance
team, the evacuation, the police and any other. Therefore the access policy might contain a number
of attributes. In our simulation scenario we considered a range of attributes varying from 0 or 50,
range = [0 − 50]. We then investigate the time needed for signcryption and designcryption based
on the number of attributes in a given access policy. It is obvious that the obtained results are
increasing gradually based on the number of attributes. For an average number of 30 attributes,
the designcryption time was 17 s as shown in Figure 2a. Though the results are not very competitive,
they are still feasible especially for edge nodes that have considerable computing capabilities. Also,
we investigated the time needed for signcryption and designcryption when the number of files is
fixed. The cost of encryption for one of two files was constant since we assume that the files (assume
three separate images taken from different angles) are encrypted using a similar access policy. On the
other hand, the decryption phase took much more time due to reconstruction of the secret value using
Lagrange algorithm. As shown in Figure 2b, for a maximum folder of 10 files, we have a decryption
cost of around 32 s. Since the decrypting devices could be servers or computing gadgets with sufficient
communication power, the obtained decryption is acceptable for non real-time scenarios such as
EDM reporting.

Table 1. Measurement of cryptographic operations.

Notation Operations Time (ms)

Tb Bilinear pairing 4.5
Tm Point scalar multiplication 0.6
Tp Point adddition on ECC 0.047
Te Exponentiation 3.9
Tas−dec Asymmetric decryption 0.61
Ts−enc Symmetric encryption 0.51
Ts−dec Symmetric decryption 0.55

Th Execution time of a general hash function 0.0001

Table 2. Computational cost of signcrypt and designcript (n is number of receiver).

Phase Operation

Signcryp an EDM (T + 1)Tm + nTp
Designcryp an EDM 2Tm + Tp

Table 3. Comparison Performance of Proposed Work and literature.

Scheme lightweight Traceability Tamper Proof Privacy Decentralization IoT Friendly

Liu et al., [20] Low YES Low Yes NO NO
Proposed Framework High YES HIGH YES HIGH HIGH

There are a considerable number of schemes within [19], however, these protocols are built
based on expensive operations that compromise their efficient even if these protocols address BSM
scenarios. For EDM, the size can be very important with the multimedia contents that can be added,
thus a lightweight protocol could be more efficient. In additional, the protocols in the survey are not
decentralized to offer immutability of transactions, however we achieve this property in our scheme
by using private blockchain.
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(a) (b)

Figure 2. Signcryption/Designcryption time versus Number of Attributes (a) and Signcryption/Designcryption
time versus Number Emergency Files (b).

5.3. Communication Cost

In this section, we provide the communication cost of the proposed protocol. We first computed
the overhead caused by the additional cryptographic primitives that were added on the raw message.
We did not consider the element in the EDM since this can vary in real life application based on the
multimedia content within an EDM. As mentioned in [35], in pairing operations, the size of elements
equals to 64 × 2 = 128 bytes while for the ECC based operations, the size of the elements are equal
to 20 × 2 = 40 bytes. As seen in the construction of the proposed, our scheme is not built based on
pairing operations, and as described in Table 2, the size caused by security primitives are 80 bytes for
the proposed protocol.

5.4. Private Blockchain Evaluation

We perform the experiments for the private blockchain that was built based on the edges nodes.
Our experiment considers seven settings. As shown in Table 4, we considered a scenario that can
generate 5 to 35 blocks. In the three first settings, we assumed 10 edge nodes while we considered
15 edges nodes in the four last settings. We computed the average time within our seven steps including
the time required from system setup to the generation of the block. As seen in Table 4, the additional
cost caused by the generation of block is not very heavy for a 5G cellular network, in the same time
this technique offers immutable transactions with EDM auditability even if one or several edge nodes
crash. We can see from the table that an edge node can create a new block to the added on the private
blockchain with a cost of 0.056 s during the seventh step.

Table 4. Analysis of Edge node made private blockchain (/second).

Phase No Trans/Block No of ED Initialization Request Response Matching Updating

1 5 10 0.022 0.44 0.15 1.89 0.0022
2 10 10 0.022 0.61 0.26 2.56 0.0089
3 15 10 0.022 0.98 0.63 2.29 0.014
4 20 15 0.045 1.44 0.89 3.51 0.031
5 25 15 0.045 1.79 1.25 4.01 0.056
6 30 15 0.045 2.14 1.67 4.98 0.17
7 35 15 0.045 4.12 3.90 6.67 0.56
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5.5. Simulation

In this section we provide the simulation that focus on the network performance of the proposed
protocol. To achieve this, we made use of VANETSIM 2.02 that offers simulation for vehicle mobility
and NS-3 was considered as a tool for network simulation. In our simulation, we considered a 5G
functional network that can achieve a connection speed of 1.2Gb/s as reported and confirmed in
several reports [36]. We focused on analyzing the performance of well known block ciphers techniques
that vehicles can choose as symmetric encryption k as shown in Section 4. These algorithms were
TWOFISH/CTR with 256 bit key and speed of 147 MB/s, then SERPENT/CTR that has 256 bit key
with a 65 MB/s speed and lastly the famous AES/CBC of 256 bit key for a 455 MB/s as speed.

The rest of the parameters that were considered in our simulation are described in Table 5.
Our simulation mainly focus on the size of the EDM because till now we cannot tell what would be
the real size of EDM, therefore using a 5G benchmarked connection, we investigated the performance
of signcryption of EDM based on different sizes. The size of an EDM message varies between 1 to
6 Gigabytes. Figure 3b shows that the time needed by a vehicle to signcrypt an EDM, ranges between
20 to 40 s for an EDM that has a size of 2 GB. In addition, we investigated the overall time to signcrypt
and designcrypt an EMD as shown in Figure 3a, we still found that as long as an EDM does not go
beyond 2 GB of size, the overall time is not that much when we consider the 5G projected features.
In this case, the highest record which corresponds to Serpent/CTR algorithm is around 100 s.

(a) (b)

Figure 3. Overall time overhead (a) and signcryption time overhead (b).

Table 5. Setting of simulation parameters.

Tools/Parameter Value/Specification

Mobility generation tool VANETSIM 2.02
Network Simulation tool ns-3
Data Rate 1.2 GBps
Number-of-vehicle 200
Number-of-edge nodes 40
Distance between two edge nodes 150 m
Simulation time 100 min
Wireless protocol 802.11a
Departure interval 180 s
RSU/Edge radius 800 m
mobility model shortest path
Range of EDM size (1–6 GB)
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6. Conclusions

In this paper, we presented a secure and blockchain based EDM protocol for 5G-enabled vehicular
edge computing. To provide scalability and latency for the proposed scheme, we adopted a 5G cellular
architecture due to its projected features compared to 4G long-term evaluation (LTE) for vehicular
communications. We considered an edge computing architecture to provide local processing of EDM
in order to improve the response time. We made use of lightweight multi-receiver signcryption scheme
without pairing that offers lightweight consuming operations, security, privacy and access control.
To keep EDM records into a distributed system for reliability and auditability, we constructed a private
blockchain using the edge nodes. The performance analysis of the proposed protocol in terms of security
analysis, communication, computational and simulation confirms the efficiency of the protocol.
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Abstract: The trust computing mechanism has an increasing role in the cooperative work of
wireless sensor networks. However, the computing speed, resource overhead, and anti-collaborative
attack ability of a trust mechanism itself are three key challenging issues for any open and
resource-constrained wireless sensor networks. In this study, we propose a fast, resource-saving, and
anti-collaborative attack trust computing scheme (FRAT) based on across-validation mechanism for
clustered wireless sensor networks. First, according to the inherent relationship among three network
entities (which are made up of three types of network nodes, namely base stations, cluster heads, and
cluster members), we propose the cross-validation mechanism, which is effective and reliable against
collaborative attacks caused by malicious nodes. Then, we adopt a fast and resource-saving trust
computing scheme for cooperation between between cluster heads or cluster members. This scheme
is suitable for wireless sensor networks because it facilitates resource-saving. Through theoretical
analysis and experiments, the feasibility and effectiveness of the trust computing scheme proposed in
this study are verified.

Keywords: cross-validation; anti-collaborative attack; resource-saving; trust computing; wireless
sensor networks

1. Introduction

Wireless sensor networks (WSNs [1–5]) are widely used in several fields such as intelligent
perception, military, disaster warning, medical care, etc. The main application of WSN is to sense the
surrounding environment and send the obtained information to the base station (BS) for subsequent
processing. For clustered WSNs such as EEHC [6], EC [7], HEED [8], TRAST [9], and LDTS [10],
clustering algorithms can significantly improve the performance and efficiency of wireless sensor
networks [11]. The clustering algorithm is used to divide nodes into multiple clusters. In each
cluster, a node with powerful computing capability is selected as the cluster head (CH). Multiple
CHs together form a higher level information transmission network. This layered network structure
helps increase the speed of data collection and can limit network operations that consume large
amounts of bandwidth [10,12]. Many applications in WSNs require coordination through wireless
communications between participating nodes for interactive operations such as task collaborations
and data transmissions [10,13–15].

However, the inherent security issues of WSNs also arise in the cooperation between participating
nodes. WSNs are usually highly accessible in existing applications, which makes them very vulnerable
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to malicious attacks. Therefore, it becomes very important to provide a secure and trusted collaboration
mechanism for WSNs. The trust mechanism and network entity behavior are an important factors that
WSNs must consider [10,16–20]. The trust mechanism can be used to detect the reliability and security
of the cooperative nodes (or to identify the faulty nodes) or to assist in the decision-making process,
such as whether a node needs to choose a partner to complete the data transmission task [21–26].

1.1. Challenges and Motivations of This Work

The trust mechanism is an important element in any network computing environment [27–33].
There are many advantages to introducing a trust mechanism in clustered WSNs [16–20] and selecting
a CH to detect failed or malicious nodes in the cluster [34]. In a multi-hop cluster environment [8],
the trust mechanism supports the selection of a trusted routing node (usually a CH), and a cluster
member (CM) can send the collected data to the CH. In communication between clusters, the trust
mechanism also supports the selection of trustworthy routing gateway nodes or other trustworthy
CHs through which the sender forwards data to the BS [10]. The BS is a powerful device that can
process the information collected from the CM and interact with the user.

However, due to its high resource consumption (such as memory, time, and communication
overhead), this makes traditional trust computing solutions developed for wired and wireless ad hoc
networks unsuitable for sensor networks. The computing speed and resource-saving problem of a
trust system are the most key requirements for resource-constrained WSNs. At the same time, the
anti-collaborative attack ability of a trust computing mechanism itself is another challenging issue
for any WSN (including clustered WSNs). Currently, there is a lack of a universal trust computing
solution designed for clustered WSNs that can simultaneously achieve computing speed, resource
efficiency, and resistance to collaborative attacks.

• Most studies do not consider both computational speed and resource overhead issues of the trust
computing scheme itself. The trust mechanism should be fast and save resources to serve a large
number of resource-constrained nodes in terms of accuracy, calculation speed, storage overhead,
and communication overhead [17,18,35]. Currently, many representative works have been
proposed for clustering WSNs, such as the group-based trust computing mechanism (GTMS) [18],
the belief-based trust evaluation mechanism (BTEM) [34], the trust and reputation scheme
(ATRM) [36], the trust-based cluster head election mechanism (TCHEM) [37]. However, most of
these studies do not simultaneously consider the computational speed and resource overhead
issues of the trust computing scheme itself. Most of these studies use complex trust calculation
algorithms at each CM or CH, which will greatly affect the applicability of the trust model.

• Most studies do not consider the anti-collaborative attack ability of the trust computing scheme itself.
The malicious nodes may cooperate to provide false feedback information to attack the trust
computing system. The anti-collaborative attack ability of the trust computing scheme should
have the ability to identify cooperative attacks. WSNs are usually deployed in insecure and
highly complex network environments, and nodes may be attacked and cooperatively spoofed.
Furthermore, an attacker can disrupt communication or spread misleading sensor values through
sensor nodes that have been compromised. In the traditional WSN trust mechanism, the trust
system collects remote feedback and then aggregates such feedback to generate a global trust for
the node, which can be used to evaluate the overall trust of the node (such as TCHEM [37] and
HTMP [34]). There are a large number of malicious nodes in an open or hostile WSN environment.
The ratings of these malicious nodes may produce erroneous results. Organized cooperative
attacks are the most important threat to trust mechanisms in WSNs [10,12,18]. However, most
previous studies lacked consideration of malicious cooperative attacks, which severely affected
the security, availability, and reliability of the system.

By identifying the inherent relationship among CMs, CHs, and BSs, we propose a fast,
resource-saving, and anti-collaborative attack trust computing scheme based on the cross-validation
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mechanism. This scheme can effectively eliminate collaborative attacks initiated by large collaborative
groups and large-scale malicious nodes. Different from the previous trust computing methods, in
the proposed trust mechanism, feedback comes not only from CMs, but also from CHs and BSs. This
cross-validation mechanism can effectively reduce malicious feedback and improve system security.

1.2. Main Idea and Contributions

To the best of our knowledge, this study is the first to construct a fast, resource-saving, and
anti-collaborative attack trust computing scheme based on an innovative cross-validation mechanism.
Compared with existing methods, the main contributions of this paper are as follows:

• A cross-validation trust aggregating mechanism, which has anti-collaborative attack ability against
garnished and collaborative attacks caused by malicious nodes. In the proposed cross-validation
trust aggregating mechanism, feedback not only comes from CMs, but also from CHs and BSs.
The feedback information from multiple sources confirms each and constitutes a cross-validation
mechanism. Such CM-level trust computing, with three trust factors, including CM-to-CM direct
trust, CM-to-CM feedback, and CH-to-CM feedback, constitutes a cross-validation relationship.
For CH-level trust computing, three trust factors, CH-to-CH direct trust, CH-to-CH feedback,
and BS-to-CH feedback, also constitute a cross-validation relationship. This cross-validation
mechanism can effectively reduce the risk of the system, while improving system reliability and
security. We investigated representative trust schemes in clustered WSNs, such as LDTS [10],
GTMS [18], DST [19], BTEM [34], ATRM [36], and TCHEM [37]. We found that many of these
studies lacked considerations of the anti-collaborative attack ability of the trust scheme itself. We
extended the traditional trust schemes in clustered WSNs and proposed a cross-validation trust
mechanism based on multiple trust factors, which has a stronger anti-collaborative attack ability
against collaborative attacks compared with existing trust mechanisms.

• A fast and resource-saving trust computing scheme for cooperation between CMs or between CHs,
which is suitable for resource-constrained WSNs. The computational speed and resource-saving of
a trust system are the most fundamental requirements for resource-constrained WSNs. However,
most of these studies (such as LDTS [10], GTMS [18], DST [19], BTEM [34], ATRM [36], and
TCHEM [37]) failed to consider the resource efficiency issue of the trust computing scheme
itself. In this study, the number of successful transmissions was considered as the key credential
to determine the trustworthiness of a node. We adopted fast algorithms and a resource-saving
mechanism to compute the trust value between nodes, which was suitable for resource-constrained
WSNs with large-scale nodes.

Together, these innovative designs made the fast, resource-saving, and anti-collaborative attack
trust computing scheme (FRAT) solution a fast, resource-efficient, and cooperative attack-resistant
solution that could be used in a clustered WSN environment. This study provided the theoretical
basis and experimental results for verifying the design of FRAT. Theoretical analysis and experimental
results showed that compared with the existing methods, FRAT had superior performance.

The main contents of the rest of this study are as follows: Section 2 provides an overview of
related work. The cross-validation mechanism for trust computing for clustered WSNs is described
in Section 3. Section 4 gives the details of the trust scheme in the FRAT scheme. Sections 5 and 6
respectively provide the theoretical and experimental analyses of FRAT. Section 7 is the conclusion of
this paper.

2. Related Work

Desai et al. proposed a trust evaluation method that used node’s internal resources to evaluate
node-level trust [12]. Using the suggested self-test algorithm, this method helped nodes trust
themselves after booting by ensuring reliable system memory. This algorithm was a completely
intermediary technology and had nothing to do with the network topology and auxiliary information.
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In [18], a group-based trust computing mechanism (GTMS) was proposed for clustered WSNs.
Compared with traditional trust schemes that always focus on the trust value of a single node, GTMS
evaluates the trust of a group of nodes. This approach provides a benefit to WSNs, which requires
less memory to store trust records on each node. GTMS helps to reduce the costs associated with trust
evaluation of remote nodes significantly.

In [34], a belief-based trust evaluation mechanism (BTEM) was developed for wireless sensor
networks. The proposed mechanism could resist against various network attacks such as on-off attacks,
bad-mouth attacks, and DoS (denial of service) attacks. Simulation-based experimental results showed
that the trust mechanism could not only successfully identify and isolate malicious nodes to a certain
extent, but also improve the detection rate of malicious behaviors.

In [37], a trust-based cluster head (CH) election mechanism (TCHEM) was proposed. Its basic
framework was proposed based on the clustered network model. In this network collaboration model,
all nodes had unique local IDs. This method could reduce the possibility of malicious or damaged
nodes becoming CHs. This mechanism discouraged sharing trust information between sensor nodes.
Therefore, this method reduced the impact of cooperative attacks.

In [36], a trust and reputation scheme (ATRM) based on a distributed agent mechanism was
proposed for WSNs. With the help of a mobile agent running on each network node, ATRM collects
trusted information and calculates the node’s trust. The benefits of local management schemes for trust
and reputation are that there is no need for a centralized repository, and the node itself can provide its
own reputation information when needed. As a result, there are no network-wide floods or acquisition
delays when performing reputation calculations and propagation.

In [35], the authors proposed a robust trust-aware routing framework (TARF) for dynamic WSNs.
Because there was no consideration of tight time synchronization, TARF provided a reliable and
energy-saving trust scheme. Facts have proven that TARF could effectively prevent harmful attacks
due to identity spoofing; through simulation and empirical experiments on large WSNs in various
scenarios including mobile and RF shielded network conditions, verifying the flexibility of TARF
through extensive evaluation. In addition, the authors implemented a low-overhead TARF module.
This implementation could be incorporated into existing routing protocols with minimal changes.

In [10], the authors proposed LDTS, a lightweight and highly reliable trust system for collecting
data through wireless sensor networks. First, a lightweight trust decision scheme based on node
identity (role) in a clustered wireless sensor network was proposed. This scheme is suitable for
such wireless sensor networks because it is conducive to energy saving. Because feedback between
cluster members (CM) or the cluster head (CH) is eliminated, this method can greatly improve system
efficiency while reducing attacks on the system by malicious nodes. Considering that the CH undertook
a large number of data forwarding and communication tasks, this study defined the cooperation of
reliability enhancement trust assessment methods between CHs. This method could effectively reduce
the network consumption caused by malicious or selfish CHs.

The research on the trust mechanism for WSNs has received extensive attention from scholars.
In WSNs, how to identify malicious nodes accurately is a challenging problem that has aroused
widespread concern in academia and industry. Table 1 concludes about the features of the trust
computing mechanism for WSNs mentioned. From Table 1, we can find that, in view of the security
and trustworthiness of WSNs, some feasible and rich solutions were proposed [10,12,18,34–37], but an
efficient trust computing mechanism designed for clustered WSNs from the simultaneous achievement
of overhead-saving and anti-collaborative attack ability is still necessary.
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Table 1. The comparison of the trust computing mechanisms for WSNs. FRAT, fast, resource-saving,
and anti-collaborative attack trust computing scheme.

Model
Clustered
WSNs

Cross-Validation Resource-Saving
Anti-Collaborative
Attack

Trust
Evaluation
Approach

Desai model [12] No No No No Subjective
Shaikh model [18] Yes No Yes No Subjective
Raja model [34] No No No Yes Subjective
Crosby model [37] Yes No Yes No Subjective
Boukerche model [36] No No Yes No Subjective
Zhan model [35] No No No No Subjective
Li model [10] Yes No Yes No Adaptive
FRAT in this paper Yes Yes Yes Yes Adaptive

3. Cross-Validation Mechanism for Trust Computing

In this section, we first present the conceptual model and formal definitions based on the
cross-validation mechanism, which is employed by FRAT. We then establish a trustworthy clustered
WSN environment based on the trust relationship among network entities (CMs, CHs, and BSs). We
will also analyze possible attack patterns that threaten to build trust relationships.

3.1. Three-Tier Network Architecture Model

The clustering algorithm provides one of the most feasible solutions for communication in WSNs
due to its inherent resource-saving characteristics and its suitability for highly scalable networks. The
FRAT solution is based on a clustered WSN with a backbone, and its core function is to build a reliable
and efficient data aggregation network.

As shown in Figure 1, according to its characteristics, the nodes in a clustered WSN environment
can be identified as the CH or CM [10]. The CM in the cluster can communicate directly with its CH.
The communication between the CM and the BS can only be performed through the CH. In each cluster,
only the CH can forward data directly to the BS. The CH collects, aggregates, and forwards data from
the CM to the BS. The BS, CH and CM form a three-layer network architecture model (Figure 1).

Figure 1. Three-tier network architecture model, in which a member can be identified as a BS, a CH, or
a CM according to their features.

One of the key tasks of this study is to construct a trust-based network topology model that can
reduce the possibility of malicious members being selected as cooperative partners in data forwarding.
Through the cooperation of other CHs, one CH can forward the collected data to the central BS node.
It was assumed that the members were divided into multiple clusters based on existing clustering
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algorithms, such as [8,10]. We also assumed that each node had a unique ID, which could be used to
distinguish it from other nodes, similar to the assumptions in [18,34,37]. Once the cluster was formed,
they would maintain the same CMs unless a CM was blacklisted or dead or a new node joined the
sensor network.

3.2. Formal Definitions of Trust Based on Cross-Validation

Based on the inherent relationship among CMs, CHs, and BSs, this paper first systematically
studies and constructs a cross-validation trust computing scheme for clustered WSN environment. In
Figure 2, following the functions of the network nodes in the cluster WSN, a total of three network
entities exists, namely CMs, CHs, and BSs. Thus, a total of three collaborative groups can be formed:
a CM group ({CM1, CM2, · · · , CMi, · · · , CMI}, where i is the unique identity of a CM, I is the total
number of CM nodes in the system); a CH group ({CH1, CH2, · · · , CHj, · · · , CHJ}, where j is the
unique identity of a CH, J is the total number of CHs); and a BS group ({BS1, BS2, · · · , BSk, · · · , BSK},
where k is the unique identity of a BS, K is the total number of BSs). There are two basic trust
relationships between these network entities. One is the trust relationship between two CMs. This
is the most basic trust relationship in a clustered WSN environment [12]. The other is the trust
relationship between two CHs, and this is a special trust relationship in the clustered wireless
sensor network environment. This is a crucial factor in encouraging cooperation between CHs and is
highly important in successfully deploying a trustworthy clustered WSN. Referring to the methods
in [10,33,38], we then provide the cross-validation definitions of the trust relationship used in the
clustered WSN environment.

Figure 2. Cross-validation mechanism for trust computing based on the three-tier network
architecture model.

The main innovation of the cross-validation approach is embodied in the following two aspects:

• First, three trust factors constitute a cross-validation relationship in the CM-level (or CH-level)
trust computing. For CM-level trust computing, three trust factors, including CM-to-CM direct
trust, CM-to-CM feedback, and CH-to-CM feedback, constitute a cross-validation relationship.
For CH-level trust computing, three trust factors, CH-to-CH direct trust, CH-to-CH feedback, and
BS-to-CH feedback, also constitute a cross-validation relationship. Different from the previous
trust computing methods, in the proposed trust mechanism, feedback not only comes from CMs,
but also from CHs and BSs. This cross-validation mechanism can effectively reduce the risk of the
system, while improving system reliability and security.

• Second, relying on the theory of standard deviation analysis [39,40], we used an aggregating
method for the overall trust degree in which three trust factors were further cross-validated with
one another. In statistics, deviation analysis refers to the absolute difference between any number
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in a set and the mean of the set [40]. Different from traditional methods, our mechanism based
on the theory of deviation analysis is a cross-validated trust calculation mechanism based on
multiple trust factors (in CM-level trust computing, including CM-to-CM direct trust, CM-to-CM
feedback, and CH-to-CM feedback; in CH-level trust computing, including CH-to-CH direct trust,
CH-to-CH feedback, and BS-to-CH feedback). The trust factor with a larger deviation compared
with the other two values is eliminated from the overall trust aggregation process. At the same
time, this removal solves the adaptive aggregation problem caused by malicious nodes (malicious
CMs or CHs).

Definition 1. Trust relationship between two CMs based on the cross-validation mechanism (called
CM-to-CM overall trust). The CM-to-CM overall trust is a quantifiable value of the competence of another
CM (the CM to be evaluated) to complete the task of the CM, based on the CM’s direct evaluation and the
feedback of CHs and other CMs. As the CH feedback information is integrated into CM-to-CM overall trust
computing, this CM-to-CM overall trust computing approach is a cross-validation mechanism.

Definition 1 and Figure 2 shows that the overall trust degree from CM to CM is the result of fusion
calculation through three trust factors, namely CM-to-CM direct evaluation, CH-to-CM feedback,
and CM-to-CM feedback. Due to feedback from two sources, this trust computing approach is called
the cross-validation mechanism. In traditional feedback-based trust calculation mechanisms, such as
in [12], feedback information mainly comes from the CMs, which could cause many problems, such as
malicious attacks and coordinated deception. In a clustered WSN, a CH is usually selected by CMs
according to its reliability, such as power, data forwarding success rate, and trust. Thus, feedback from
the CHs should have higher reliability. From this point of view, the cross-validation mechanism can
minimize system risks and improve the security of clustered WSNs.

Definition 2. Trust relationship between two CHs based on the cross-validation mechanism (called
CH-to-CH overall trust). The CH-to-CH overall trust is a a quantifiable value in the judgment of another CH
(the CH to be evaluated) to complete the task of the CH, based on the CH’s direct evaluation, and the feedback of
BSs and other CHs (as the BS feedback information is integrated into CH-to-CH overall trust calculation, this
CH-to-CH overall trust computing approach is a cross-validation mechanism).

Similar to CM-to-CM overall trust, the overall trust of CH-to-CH is the result of aggregation
calculation through three trust factors, namely CH-to-CH direct evaluation, CH-to-CH feedback, and
BS-to-CH feedback. To integrate more reliable feedback from BSs, existing BS equipment is usually
managed by a reputable ISP. The CH-to-CH overall trust is significantly enhanced. In addition, the
basic function of BSs allows for dynamic monitoring of the forwarding behavior of CHs. Thus, each BS
could provide feedback based on real monitoring data, which could then partly solve the problem of
malicious feedback from CHs.

Definition 3. Feedback between two CMs or between two CHs (called CM-to-CM feedback or
CH-to-CH feedback). Feedback between two CMs (or between two CHs) is a rating based on the CM or
CH history behavior. After the data forwarding task is completed, the CM or CH will calculate the real-time
trust. When another CM or CH requests it, the CH provides the value to the requester.

Definition 4. Feedback of a CH to a CM (called CH-to-CM feedback). CH’s feedback on the CM is an
objective rating based on the historical behavior of the CM. A CH dynamically monitors the CM behavior during
the data forwarding. After the data forwarding task is completed, the CH calculates the real-time trust of the
CM. When another CM requests it, the CH provides the value to the requester.

Definition 5. Feedback of a BS to a CH (called BS-to-CH feedback). BS’s feedback on the CH is an
objective evaluation based on the historical behavior of the CH. A BS dynamically monitors the CH behavior
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during the data forwarding. After the data forwarding task is completed, the BS will calculate the real-time trust
of the CH. When another CH requests it, the BS provides the value to the requester.

According to Definitions 1 and 2, the FRAT scheme needs to maintain two levels of trust
relationship: CM-to-CM overall trust and CH-to-CH overall trust. In this paper, CM-to-CM overall trust
is represented by TCMx ,CMy(Δt), and CH-to-CH overall trust is represented by TCHi ,CHj(Δt). Since trust
is a dynamic value that changes over time, we added a timestamp Deltat to the expression. Likewise,
the FRAT scheme needs to maintain four levels of feedback relationship: (1) feedback between a CM
and a CM, (2) feedback of a CH to a CM, (3) feedback of a CH to a CH, and (4) feedback of a BS to a
CH. We use FCMx ,CMy(Δt) to represent CM-to-CM feedback (use FCHi ,CHj(Δt) to represent CH-to-CH
feedback), FCHi ,CMx (Δt) to represent CH-to-CH feedback, FCHi ,CHj(Δt) to represent CH-to-CH feedback,
and FBSz ,CHj(Δt) to represent BS-to-CH feedback. DCMx ,CMy(Δt) and DCHi ,CHj(Δt) are the direct trust
between two CMs or CHs. These are different from traditional trust computing methods (such as
LDTS [10], GTMS [18], DST [19], BTEM [34], ATRM [36], and TCHEM [37]), in which the feedback
comes from a single source. In summary, in the proposed FRAT scheme, the feedback information
comes from multiple mutual cross-validation sources. Three types of feedback relationship form a
cross-validation mechanism, and this mechanism has a protective ability against collaborative attacks
caused by malicious nodes through the theory of deviation analysis.

To clarify the cross-validation mechanism, we provide the following example. Consider the case
in Figure 3, where CM-to-CM overall trust is computed based on the cross-validation mechanism. In
this case, if CM1 wants to compute the overall trust of CM2, CM1 first asks for the feedback of CM2 in
two ways (CMs and its CH). When the CM transmits data, all other CMs in the cluster are listening.
Each CM can hear the transmission of all other CMs within its broadcast range, and these CMs are
generally neighbor nodes. The neighbor nodes of CM1 (including CM3, CM4, and CM5) will send
their feedback to CM1 (including FCM3,CM2(Δt), FCM4,CM2(Δt), and FCM5,CM2(Δt)). The CH1 will send
its feedback FCH1,CM1(Δt) to CM1. Then, integrating its direct trust DCM1,CM2(Δt), CM1 can obtain
an overall trust TCM1,CM2(Δt) for CM2 based on a fusion calculation method. CM-to-CM direct trust,
CM-to-CM feedback, and CH-to-CM feedback constitute a cross-validation relationship.

Figure 3. CM-to-CM overall trust computing based on the cross-validation mechanism. CM-to-CM
direct trust, CM-to-CM feedback, and CH-to-CM feedback constitute a cross-validation relationship.

A similar example of CH-to-CH overall trust computing based on the cross-validation mechanism
is depicted in Figure 4. We can easily understand how to compute the overall trust in the CH-to-CH
case from the CM-to-CM overall trust example in Figure 3. In this case, if CH1 needs to compute
the overall trust of CH4 (CH1-to-CH4 overall trust TCH1,CH4(Δt)), CH1 will ask for the feedback of
CM4 in two ways (CHs and its BS). In the case of Figure 4, CH2 and CH3 provide their CH-to-CH
feedback FCH2,CH4(Δt) and FCH3,CH4(Δt) to CH1, and BS1 provides its BS-to-CH feedback FBS1,CH4(Δt)
to CH1. At the same time, CH1 needs to compute the direct trust of CH4 (CH1-to-CH4 direct trust
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DCH1,CH4(Δt)). After the collection of trust information, CH1 uses the theory of standard deviation
analysis to perform the fusion calculation of overall trust TCH1,CH4(Δt).

In the proposed FRAT scheme, evaluation methods are different for these trust (or feedback)
relationships. Both TCMx ,CMy(Δt) and TCHi ,CHj(Δt) are trust decision credentials (or trust authorization
credentials), and they can directly act as authorization credentials for node selection in data aggregation,
fusion, and higher level transmission. However, DCMx ,CMy(Δt), DCHi ,CHj(Δt), FCMx ,CMy(Δt),
FCHi ,CHj(Δt), FCHi ,CMx (Δt), and FBSz ,CHj(Δt) are trust evaluation factors. Each of these factors is
one-sided and cannot fully reflect the interactive relationship of nodes in the entire system. Therefore,
these factors cannot act as the authorization credential directly. We need to perform fusion calculations
on these trust factors in order to obtain a more adequate and accurate overall trust. As mentioned in
Section 1, in terms of accuracy, calculation speed, storage overhead, and communication overhead, the
trust mechanism should be fast and resource-saving in order to provide services for a large number
of resource-constrained nodes. In this work, we propose a series of fast and resource-saving trust
computing methods for cooperation between CMs or between CHs. The calculation methods for these
nodes’ trust (or feedback) relationships are introduced in Section 4.

Figure 4. CH-to-CH overall trust computing based on the cross-validation mechanism. CH-to-CH
direct trust, CH-to-CH feedback, and BS-to-CH feedback also constitute a cross-validation relationship.

The content of the feedback mainly includes three types of trust, that is the CM-to-CM overall
trust degree, or CH-to-CM feedback trust, or CH-to-CH overall trust degree. In Sections 4.1and 4.2, we
introduce the calculation methods of these three types of trust. According to the calculation methods in
Sections 4.1 and 4.2, the information transmitted during feedback should be a positive integer between
one to 10.

3.3. Attack Pattern Analysis in the FRAT Scheme

In a clustered WSN, the ultimate goal of a trust system is to obtain accurate and reliable
functionality against selfish or collaborative network attacks [10]. An effective trust computing
system should have a good defense against malicious attacks, that is it should be able to resist selfish
or cooperative attacks from the CH and CM. In a clustered WSN environment, network attacks may
originate from both malicious CHs and CMs [41].

Definition 6. Collaborative attacks from CMs or CHs. As long as feedback is considered, a malicious
CM or CH will provide dishonest feedback to structure a good CM or CH and/or increase the trust of its
stakeholders. This type of attack is called a collaborative attack and is the most direct type of attack in a clustered
WSN environment.

The feedback from the cooperative nodes may produce incorrect trust evaluation results and how
to adopt a defense mechanism to prevent cooperative attacks by malicious nodes is the key task of
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this work. After determining the attack methods of malicious nodes, we can create an effective trust
calculation method to prevent malicious entities from achieving their goals by evaluating the behavior
of malicious entities, thereby resisting such attacks. However, directly identifying collaborative attacks
is a daunting task. In this study, we adopt an adaptive fusion computing method to eliminate false
feedback based on the theory of bias analysis, in which the three trust factors are further cross-validated
with each other. Compared with the traditional method, our mechanism based on the theory of bias
analysis is a cross-validation trust computing mechanism. Compared with the other two values, the
biased feedback is eliminated from the entire trust aggregation process.

4. Trust and Feedback Calculation in FRAT

As shown in Figures 2–4, there are two types of direct trust relationship and four types of
indirect feedback relationship in the clustered WSN environment. These trust factors have different
computing systems because their attributes are completely different. In this section, we introduce
related computing mechanisms for these trust factors.

4.1. CM-to-CM Overall Trust Calculation

CM-to-CM direct trust calculation. As mentioned earlier, the problem of saving overhead is
the most basic WSN that requires resource constraints. In probability theory and statistics, the beta
distribution is a series of continuous probability distributions defined on the interval [0, 1]. It is
parameterized by two positive shape parameters, which are indexed by random variables. The form
appears and controls the shape of the distribution. In [42], a beta trust system based on statistical
theory was proposed. The system had the characteristics of flexibility and high resource efficiency.
Inspired by the innovative work in [10,42], we used an improved betaprobability density function
to calculate the CM’s direct trust in the CM. The direct trust calculation on the CM is defined by the
following formula:

DCMx ,CMy(Δt)

=
⌈

10 × E(ϕ(p|SCMx ,CMy(Δt), UCMx ,CMy(Δt))�
(1)

where Δt is a time window. The length Δt can be shorter or longer depending on the network analysis
scheme. Therefore, as time goes by, the window forgets the old experience, but adds new experiences.
The operation �·� is the closest integer function, such that �0.82148� = 8. The symbol p reflects
the posterior probability of the binary event (SCMx ,CMy(Δt), UCMx ,CMy(Δt)), and SCMx ,CMy(Δt) is the
total number of successful data communications between nodes CMx with CMy during time Δt.
UCMx ,CMy(Δt) is the total number of unsuccessful data communications between nodes CMx with
CMy during time Δt. E(ϕ(p|SCMx ,CMy(Δt), UCMx ,CMy(Δt))) is the expected probability of the beta
distribution ϕ(p|SCMx ,CMy(Δt), UCMx ,CMy(Δt)):⌈

E(ϕ(p|SCMx ,CMy(Δt), UCMx ,CMy(Δt)�

=

⌈
10 × (SCMx ,CMy(Δt) + 1)

SCMx ,CMy(Δt) + α ∗ UCMx ,CMy(Δt) + 2

⌉ (2)

where positive integer α ∈ [1 − N] is a punitive factor that reflects the punitive nature of failed
interactions. In special cases, if SCMx ,CMy(Δt) + UCMx ,CMy(Δt) = 0, which denotes no interactions
between node CMx with CMy during time Δt. According to Equation (1), the value of DCMx ,CMy(Δt) =
5. If SCMx ,CMy(Δt) 
= 0 and UCMx ,CMy(Δt) = 0, then the value of DCMx ,CMy(Δt) is a positive increasing
value with the increase in the number of successful interactions. Figure 5 depicts the evolution trend
of CM-to-CM direct trust. We can observe that the value of CM-to-CM direct trust quickly reduces
with the increase in the number of failed interactions, which reflects the strictly punitive nature of the
proposed trust mechanism for the failure of interactions.
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(a) The number of unsuccessful interactions is 0 to 5, and that
of successful interactions is 0 to 80.

(b) The number of unsuccessful interactions is 0 to 20, and
that of successful interactions is 0 to 80.

(c) The number of unsuccessful interactions is 0 to 40, and
that of successful interactions is 0 to 80.

Figure 5. The value of CM-to-CM direct trust with penalty factor α = 4.

Compared with the original method proposed by [42], the main difference of the improved beta
probability density function is the penalty factor α to be introduced. If α = 1, then our approach falls
back to [42]. In α > 1, then our approach reflects the punitive nature of the failure of interaction. We use
Figure 6 for quantitative analysis of CM-to-CM direct trust under different values of penalty factor α.
In Figure 6, Sis the number of successful interactions, and Uis the number of unsuccessful interactions.
From Figure 6, the value of CM-to-CM direct trust shows a downward trend with increasing α, which
reaches our design goal for punishment of failed interactions. In WSN systems with high security
requirements, we should choose the value of α to approach 10.

CM-to-CM feedback calculation. As mentioned earlier, feedback is an important task for both
CMs and CHs. It also provides information and key performance indicators for trust assessment. There
are many collaborative CMs in a clustered WSN environment, and the feedback from these CMs is
considered as a social rating and should have a high reference value for node trust evaluation. We used
the improved beta probability density function with a strict punitive nature to compute FCMx ,CMy(Δt).
As a result, the calculation efficiency was improved.

FCMx ,CMy(Δt) =
⌈

10 ∗ (ξ(CMy) + 1)
(ξ(CMy) + α ∗ γ(CMy) + 2)

⌉
(3)
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where the positive integer α ∈ [1− N] is a penalty factor, which reflects the penalty nature for malicious
feedback. ξ(CMy) is the number of positive feedbacks (>0.5) toward CMy from other CMs in the
cluster, whereas γ(CMy) is the number of negative feedbacks (<0.5) from other CMs.

Figure 6. Analysis of CM-to-CM direct trust under different values of α.

CH-to-CM feedback calculation. As shown in Figure 3, different from CM-to-CM feedback, the
CH-to-CM feedback is a value based on the CH rating. We assumed that I CMs existed in a cluster.
The CH would broadcast request packets in the cluster periodically. In response, all CMs in the cluster
would forward their direct trust values to other CMs to the CH. CHs would then maintain these trust
values in the matrix fCHi , as follows:

fCHi =

⎛
⎜⎜⎜⎜⎝

DCM1,CM1 DCM1,CM2 · · · DCM1,CMI

DCM2,CM1 DCM2,CM2 · · · DCM2,CMI
. . .

DCMI ,CM1 DCMI ,CM2 · · · DCMI ,CMI

⎞
⎟⎟⎟⎟⎠ (4)

where DCMi ,CMy (i ∈ [1, I], y ∈ [1, I]) is the direct trust of a network member CMi for CMy. In addition,
if i = y, this means that the value is the node’s feedback for itself. In this study, an improved beta
probability density function is used to calculate FCHi ,CMy(Δt).

FCHi ,CMx (Δt) =
⌈

10 ∗ (g(CMy) + 1)
(g(CMy) + α ∗ b(CMy) + 2)

⌉
(5)

where positive integer α ∈ [1− N] is the penalty factor, which reflects the penalty function of malicious
feedback. g(CMy) is the number of positive feedbacks (>0.5) toward CMy from other CMs in the cluster,
whereas b(CMy) is the number of negative feedbacks (<0.5) from other CMs. Analyzing Equations (4)
and (5), we find that both feedback aggregation mechanisms are resource-saving methods with simple
formulas and are suitable for resource-constrained wireless sensor networks with large sensor nodes.

The feedback value is a positive integer between one and 10. Thus, we can define how a CH/CM
detects that a received feedback is positive or negative. If the value is less than or equal to five, we
consider this feedback to be negative. If the value is more than five, we consider this feedback to
be positive.

CM-to-CM overall trust aggregating calculation based on standard deviation analysis. As
indicated in Definition 1, the CM-to-CM overall trust is evaluated based on three factors: DCMx ,CMy(Δt),
FCMx ,CMy(Δt), and FCHi ,CMy(Δt). Therefore, aggregating these trust factors into a single value in an
unbiased manner is a challenging problem. In statistics, standard deviation analysis means the absolute
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difference between any number in a set and the mean of the set [39,40]. The basic idea of standard
deviation analysis is (1) to eliminate the number with a larger deviation than the other numbers and
(2) to calculate the average of the remaining numbers.

We suppose that μ(Δt) is the summation value of the three trust factors at time stamp Δt. fmax(Δt)
is the maximum value of the three trust factors at time stamp Δt. fmin(Δt) is their minimum value
at the same time stamp Δt. γ(Δt) is the average value of the three trust factors. Then, the standard
deviation of the three trust factors is defined as follows:

δ(Δt) =
√

Ω(Δt)/3 ,

Ω(Δt) = (DCMx ,CMy(Δt)− γ(Δt))2+

(FCMx ,CMy(Δt)− γ(Δt))2+

(FCHi ,CMy(Δt)− γ(Δt))2

(6)

From a statistical perspective, the standard deviation of a dataset is a measure of the amount of
deviation between the observations contained in the dataset. Relying on the theory of bias analysis,
we adopted an aggregation method for the overall trust, which could overcome the limitations of the
traditional trust computing system [39,40]. The traditional trust mechanism weighs the attributes of
the trust manually or subjectively.

TCMx ,CMy (Δt) =

⎧⎪⎨
⎪⎩

μ(Δt)− fmax(Δt)
2 , fmax(Δt) > (γ(Δt) + δ(Δt))

μ(Δt)− fmin(Δt)
2 , fmin(Δt) < (γ(Δt)− δ(Δt))
γ(Δt) , otherwise

(7)

Compared with the traditional methods, our mechanism in Equation (7) performs adaptive trust
calculation. The trust factor with a larger deviation compared with the other two values is eliminated
from the overall trust aggregation process using Equations (5), (6), and (7). This removal solves the
adaptive aggregation problem caused by collaborative attack CMs.

4.2. CH-to-CH Overall Trust Calculation

CH-to-CH direct trust calculation. We used a similar mechanism to calculate the direct trust
from CH-to-CH, that is the direct trust from CM-to-CM. The direct trust assessment method on CHs is
defined by the following formula:

DCHi ,CHj(Δt) =

⌈
10 × (ψCHi ,CHj(Δt) + 1)

ψCHi ,CHj(Δt) + α ∗ βCHi ,CHj(Δt) + 2

⌉
(8)

where α ∈ [1 − N] is a penalty factor. Δt is a window of time. ψCHi ,CHj(Δt) is the total number of
successful data forwards. βCHi ,CHj(Δt) is the total number of unsuccessful data forwards of node CHi
with CHj during time Δt.

CH-to-CH feedback calculation. In this study, we use an improved beta probability density
function to calculate FCHi ,CMj(Δt).

FCHi ,CMj(Δt) =

⌈
10 ∗ (�(CHj) + 1)

(�(CHj) + α ∗ θ(CHj) + 2)

⌉
(9)

where α ∈ [1 − N] is a penalty factor. �(CHj) is the number of positive ratings (>0.5) toward CHj from
other CHs, whereas θ(CHj) is the number of negative ratings (<0.5) from other CHs.

BS-to-CH feedback calculation. As shown in Figure 4, the BS-to-CH feedback is a value based
on the BS rating. We assumed the existence of J CHs that interacted with a BS. The BS periodically
broadcast the request packet for feedback. In response, all CHs forwarded their direct trust values to
other CHs to the BS. The BS then maintained these trust values in the matrix cCHi :

161



Sensors 2020, 20, 1592

hCHi =

⎛
⎜⎜⎜⎜⎝

DCH1,CM1 DCH1,CM2 · · · DCH1,CMJ

DCH2,CM2 DCH2,CM2 · · · DCH2,CMJ

. . .
DCHJ ,CM1 DCHJ ,CM2 · · · DCHJ ,CMJ

⎞
⎟⎟⎟⎟⎠ (10)

where DCHi ,CHj (i ∈ [1, J], j ∈ [1, J]) is the direct trust of node CHi for CHj. In this study, we use an
improved beta probability density function to calculate FBSz ,CHj(Δt).

FBSz ,CHj(Δt) =

⌈
10 ∗ (o(CHj) + 1)

(o(CHj) + α ∗ p(CHj) + 2)

⌉
(11)

where α ∈ [1 − N] is the penalty factor. o(CHj) is the number of positive ratings (>0.5) toward CMy

from other CHs, whereas p(CHj) is the number of negative ratings (<0.5) from other CHs.

CH-to-CH overall trust aggregating calculation based on standard deviation analysis. We used
an aggregation method for overall trust based on deviation analysis theory, which could overcome
the limitations of traditional trust computing mechanisms where trusted attributes were weighted
manually or subjectively [39]. We supposed that v(Δt) was the summation value of the three trust
factors (DCHi ,CHj(Δt), FCHi ,CHj(Δt), and FBSz ,CHj(Δt)) at time stamp Δt. smax(Δt) is the maximum
value; smin(Δt) is its minimum value; and ρ(Δt) is the average value. The standard deviation of the
three trust factors is defined as follows:

ω(Δt) =
√

Ψ(Δt)/3 ,

Ψ(Δt) = (DCHi ,CHj(Δt)− ρ(Δt))2+

(FCHi ,CHj(Δt)− ρ(Δt))2+

(FBSz ,CHj(Δt)− ρ(Δt))2

(12)

Then, the overall trust degree based on deviation analysis is defined as follows:

TCHi ,CHj (Δt) =

⎧⎪⎨
⎪⎩

v(Δt)−smax(Δt)
2 , smax(Δt) > (ρ(Δt) + ω(Δt))

v(Δt)−smin(Δt)
2 , smin(Δt) < (ρ(Δt)− ω(Δt))
ρ(Δt) , otherwise

(13)

This trust aggregation in Equation (13) is an adaptive trust calculation mechanism. The trust
factor with a larger deviation compared with the other two values is eliminated from the overall trust
aggregation process using Equations (12) and (13).

5. Performance Analysis

In this section, we analyze the proposed trust mechanism from three aspects: (1) the attacker’s
ability to resist collaborative attacks and the trust computing scheme itself, (2) time complexity, and
(3) communication overhead (the latter two can reflect the computing speed and resource efficiency of
the trust computing solution).

5.1. Time Complexity Analysis

We took some resource-saving steps to calculate the trust value between nodes, which was suitable
for WSNs because it helped to save resources. In addition, we used an improved beta probability
density function to calculate the overall trust value. It was found that this mechanism was a method to
save resources and was suitable for resource-constrained nodes in large-scale sensor networks. Because
the calculation of all these trust factors was a statistical operation, the computational overhead of the
calculation could be ignored.
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Theorem 1. Using the proposed trust evaluation scheme, the total time complexity of CM-to-CM overall trust
computing was no more than O(g) + O(m) + O(k) + O(1).

Proof. In the period of CM-to-CM direct trust calculation (from Equation (1) to Equation (2)), the
time complexity is O(g), and g = SCMx ,CMy(Δt)+UCMx ,CMy(Δt). In the period of CM-to-CM feedback
calculation (Equation (3)), the time complexity is O(m) and m = ξ(CMy) + γ(CMy). In the period
of CH-to-CM feedback calculation (from Equation (4) to Equation (5)), the time complexity is O(k)
and k = g(CMy) + b(CMy). In the period of CM-to-CM overall trust aggregating calculation (from
Equation (6) to Equation (7)), the time complexity is O(1). Thus, the time complexity is O(g) +O(m) +

O(k) + O(1).

Theorem 2. Based on the proposed trust evaluation scheme, the total time complexity of CH-to-CH overall
trust computing was no more than O(q) + O(w) + O(r) + O(1).

Proof. In the period of CH-to-CH direct trust calculation (Equation (8)), the time complexity is O(q)
and q = ψCHi ,CHj(Δt) + βCHi ,CHj(Δt). In the period of CH-to-CH feedback calculation (Equation (9)),
the time complexity is O(w) and w = �(CHj) + θ(CHj). In the period of CS-to-CH feedback
calculation (from Equation (10) to Equation (11)), the time complexity is O(r) and r = o(CHj)+ p(CHj).
In the period of CH-to-CH overall trust aggregating calculation (from Equation (12) to Equation (13)),
the time complexity is O(1). Thus, the time complexity is O(q) + O(w) + O(r) + O(1).

In the period of trust factor measurement based on improved beta probability density functions
(from Equation (1) to Equation (13)), the computing time complexity was no more than O(g) +O(m) +

O(k) + O(1) (or O(q) + O(w) + O(r) + O(1)), which showed that the computing complexity of the
proposed trust computing scheme was far superior to those of some existing schemes, such as the
fuzzy-based trust models [11]), whose time complexity was O(n3log2n). In traditional trust computing
schemes, if n → ∞, trust aggregation calculations would become extremely slow. In this study, we
used a time-saving computer system that greatly increased the speed of trust calculation, which made
the trust calculation scheme very suitable for large WSNs.

5.2. Communication Overhead Analysis

In order to analyze the communication overhead of the FRAT mechanism under full load
conditions, we assumed that in the worst case, each CM wanted to communicate with other CMs in
the cluster and each CH wanted to communicate with other CHs in the cluster. In addition, each CH
needed to collect feedback from other CMs, and the BS must collect feedback reports from other CHs.

Theorem 3. Supposed that the network consists of J clusters and that the average size of clusters is I (including
the CH of the cluster). Based on the proposed trust computing scheme, the maximum communication overhead
is: 2I2 + 2J2 + 2I ∗ J.

Proof. (1) From Figure 3, in the cross-validation-based CM-to-CM overall trust calculations, feedback
came from three sources. First, when node CMi wanted to collect feedback from node CMx, the
node CMi sent at most one CM feedback request, and this node CMi received a response. Second,
CMi sent a feedback request to its CH and obtained feedback from the CH. Finally, CMi used its
self-feedback information, which required no communication overhead. Therefore, if node CMi
wanted to collect feedback from all nodes in the cluster, the maximum communication overhead became
2[(I − 1) + 1] = 2I. If all nodes wanted to transfer data to each other, the maximum communication
overhead was 2I ∗ I = 2I2.

(2) From Figure 3, in the cross-validation-based CH-to-CH overall trust calculation, the feedback
came from three sources. First, when CHj wanted to collect feedback from CHy, CHj sent a maximum
of one CH feedback request, for which CHi received one response. Second, CHj sent one feedback
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request to its BS and received one feedback from the BS. Lastly, CHj used its self-feedback information,
which did not require communication overhead. Therefore, if CHj wanted to collect feedback from
all CHs in the network, the maximum communication overhead became 2[(J − 1) + 1] = 2J. If all
CHs wanted to communicate with one another, then the maximum communication overhead was
2J ∗ J = 2J2. In addition, in the trust calculation from CH to CH, when the CH wanted to collect
feedback from its I members, it sent a I request and received a I response, thus resulting in a total
communication overhead of 2I. Therefore, the overall trust of the largest communication overhead
CH-to-CH was calculated as 2J2 + 2I ∗ J.

5.3. Anti-Collaborative Attack Ability Analysis

In Figures 2–4, according to the inherent relationship among the three network entities, we
propose the cross-validation mechanism, which is effective and reliable against collaborative attacks
caused by malicious nodes. In this sub-section, we analyze the anti-collaborative attack ability of the
FRAT scheme against collaborative attacks on the trust mechanism.

Theorem 4. Equations (1)–(3) consider not only the number of positive (or negative) ratings (ξ(CMy) and
γ(CMy)), but also the punitive nature for failed transactions. The feature of Equations (1)–(3) can effectively
prevent collaborative attacks from accomplice CMs.

Proof. If γ(CMy) > ξ(CMy), then FCMx ,CMy(Δt) ≥ 5, which covers a collaborative scenario where
individual CMs attempt to lie about a bad CM [10,18]. We must prove that when γ(CMy) > ξ(CMy),
then FCMx ,CMy(Δt) < 5. From Equation (3), feedback from CMs can be calculated using the following
improved beta probability density functions:

FCMx ,CMy(Δt) =
⌈

10 ∗ (ξ(CMy) + 1)
(ξ(CMy) + α ∗ γ(CMy) + 2)

⌉
=⇒

FCMx ,CMy(Δt) ≤ 10 ∗ (ξ(CMy) + 1)
(ξ(CMy) + α ∗ γ(CMy) + 2)

Under the case that γ(CMy) > ξ(CMy), we must prove that FCMx ,CMy(Δt) < 5, that is,

(ξ(CMy) + 1)
(ξ(CMy) + α ∗ γ(CMy) + 2)

<
1
2

Under the condition γ(CMy) > ξ(CMy), a negative feedback exceeds a positive feedback. Thus,
we only need to prove the following:

2(ξ(CMy) + 1) < ξ(CMy) + α ∗ γ(CMy) + 2 =⇒

2ξ(CMy) + 2 < ξ(CMy) + α ∗ γ(CMy) + 2 =⇒
ξ(CMy) < α ∗ γ(CMy)

Due to γ(CMy) > ξ(CMy) and α > 1, ξ(CMy) < α ∗ γ(CMy) must exist, which proves
Theorem 4.

Through Theorem 4, we proved that our trust system at the CM level had a protective ability
against collaborative attacks from malicious nodes because this system could prevent such nodes from
fulfilling their objectives.

Theorem 5. Equation (9) considers not only the number of positive (or negative) feedbacks from CHs, but also
the punitive nature for failed transactions. The feature of Equation (7) can effectively prevent collaborative
attacks caused by accomplice CHs.
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Proof. We assumed that �(CHj) was the number of positive feedbacks and θ(CHj) was the number of
negative feedbacks in CH-to-CH trust computing. If �(CHj) < θ(CHj), then FCHi ,CHj(Δt) ≥ 5, which
covers a collaborative attack scenario where individual CHs attempt to lie about a bad CH. We must
prove that when �(CHj) < θ(CHj, then FCHi ,CHj(Δt) < 5. From Equation (9), feedback from CHs can
be calculated using the following improved beta probability density functions:

FCHi ,CMj(Δt) =

⌈
10 ∗ (�(CHj) + 1)

(�(CHj) + α ∗ θ(CHj) + 2)

⌉
=⇒

FCHi ,CMj(Δt) ≤ 10 ∗ (�(CHj) + 1)
(�(CHj) + α ∗ θ(CHj) + 2)

We must prove that FCHi ,CMj(Δt) < 5, that is,

(�(CHj) + 1)
(�(CHj) + α ∗ θ(CHj) + 2)

<
1
2

Under the condition �(CHj) < θ(CHj), the number of negative feedbacks exceeds the number of
positive feedbacks. Thus, we only need to prove the following:

2(�(CHj) + 1) < �(CHj) + α ∗ θ(CHj) + 2 =⇒

2�(CHj) + 2 < �(CHj) + α ∗ θ(CHj) + 2 =⇒
�(CHj) < α ∗ θ(CHj)

Based on known conditions, existing θ(CHj) > �(CHj), and α > 1, thus �(CHj) < α ∗ θ(CHj)

must be established, which proves Theorem 5.

Through Theorem 5, we proved that our trust system at the CH level had a protective ability
against collaborative attacks from malicious nodes because this system could prevent such nodes from
fulfilling their objectives.

6. Experiment-Based Analysis and Evaluation

In this section, we first describe how to set up the experimental method in a simulated WSN
environment, including how to deploy the recommended trust scheme on the simulated environment
and how to set up the experimental configuration. The experimental results are then reported.

6.1. Experimental Methods and Parameters

Extensive experiments were conducted by using the NetLogo event simulator [10,43–45] to
validate the effectiveness of FRAT. For comparison, we also added GTMS [18] and ATRM [36] into the
simulator because both of them are independent of any specific routing mechanism.

In order to make the experiment closer to the real WSN environment, three types of nodes were
deployed in the simulator according to their identity, namely the CM, CH, and BS [10]. The CM could
be one of two types: good CM (GCM) and bad CM (BCM). The GCM always provided successful
cooperation, while the BCM provided unsuccessful cooperation. The behavior of a CM as a feedback
provider could be one of two types: honest CM (HCM) and malicious CM (MCM). The HCM always
provided correct feedback to any CM, while the MCM always provided feedback to other CMs contrary
to actual data. Similar to the CM, the GCH always provided successful cooperation, while the BCH
provided unsuccessful cooperation. The HCH always provided the correct feedback, while the MCH
always provided the opposite feedback of the actual data of the other CHs.

In the proposed trust computing scheme based on the cross-validation mechanism, the main
threat was caused by malicious feedback. We designed several performance mechanisms for a
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comprehensive trust assessment scheme. Due to the limitation of the paper length, we mainly evaluated
the performance of FRAT based on the following two aspects: the successful packet transmission rate
under different MCMs and the successful packet transmission rate under different MCHs.

Table 2 lists the simulation parameters and default values used in the experiment. A total of
1000–10,000 nodes were deployed in the simulator, and an average of 100 CMs were deployed in each
cluster. The penalty factor α was set at two to reflect a double punitive factor for selfish nodes or
failed collaborators. The total time step of the simulation run was 1000, and the time window for trust
calculation was 20. The percentage of the HCM was 30–100%, and the percentage of the HCH was
50–100%.

Table 2. Parameters and their possible values. HCM, honest CM; HCH, honest CH.

Symbol Description Possible Values

N = I × J total number of CMs 1000–10,000
I number of CMs in a cluster 100
J total number of CHs 100–1000
K total number of BSs 10
t time-step of simulation runs 1000
Δt time-window for trust computing 20
HCM percentage of HCMs 30–100%
HCH percentage of HCHs 50–100%
α penalty factor 2

6.2. Evaluation under Different MCMs

We computed the packet successful delivery ratio (PSDR) [10] to reflect the reliability of the trust
computing systems. A higher PSDR indicated higher reliability. In this set of experiments, we assumed
that most CHs in the WSN environment were trusted, of which MCHs only accounted for 10%. This
WSN environment was very similar to the actual situation, and most CHs were honest and trustworthy.

Figure 7 illustrates the PSDR comparison at different percentages of the MCM. In this set of
experiments, we assumed that the WSN environment was a trusted network community, of which
90% of the CHs were honest. The remaining 10% of CHs were malicious feedback providers. We
set the percentage of MCMs to 10%, 20%, 30%, 50%, 60%, and 70%, which indicated that the cluster
environment was fully honest (10%), honest (20%), relatively honest (30%), partly dishonest (50%),
dishonest (60%), and fully dishonest (70%), respectively. Figure 7a shows a fully honest WSN
environment, where the percentage of MCMs was only 10%. All three kinds of trust mechanisms
had high PSDR values beyond 92%. These results reflected that the three kinds of trust mechanisms
exhibited high reliability under an honest WSN community.

A robust trust mechanism should have a strong ability to counteract malicious behavior from
MCMs. To evaluate the performance of the trust system under a more complex network environment,
we gradually increased the proportion of malicious nodes. In Figure 7b–f, the proportion of MCMs
were set to 20%, 30%, 50%, 60%, and 70%, and the results indicated larger differences compared with
MCMs set to 10%. With the increase in the percentage of MCMs, the performance of GTMS and
ATRM exhibited a marked decline; the PSDR of GTMS dropped to 93%, and the PSDR of ATRM
dropped to 90%. The performance degradation may be mainly due to the usage of a one-way feedback
mechanism. Relatively, FRAT exhibited robust performance in a complex network environment with a
larger number of MCMs. These results were consistent with the actual situation, that is in a dishonest
network environment, the MCM may conduct cooperative attacks, which may seriously affect the
performance of the WSN environment. In order to improve the reliability of the proposed trust
management mechanism, we adopted the idea that the overall trust of CM-to-CM was an adaptive
combined value of bidirectional feedback (CM-to-CM feedback and CH-to-CH feedback). This new
feedback mechanism could significantly improve the reliability of the proposed trust mechanism.
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(a) Proportion of MCMs is 10% (b) Proportion of MCMs is 20%

(c) Proportion of MCMs is 30% (d) Proportion of MCMs is 50%

(e) Proportion of MCMs is 60% (f) Proportion of MCMs is 70%

Figure 7. PSDR comparison with different percentages of malicious CMs (MCMs), where the proportion
of malicious CHs is 10% GTMS, group-based trust computing mechanism; ATRM, a trust and
reputation scheme.

6.3. Evaluation under Different MCHs

To evaluate the performance of the proposed trust mechanism at different MCH percentages, in
this set of experiments, we assumed that each cluster environment was honest, and the MCM ratio
was 20%. We set the proportion of MCHs to 10%, 20%, 30% 50%, 60%, and 70%, respectively. When
the proportion of MCHs was set to 10%, the WSN environment was trustworthy. Most CHs in this
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network could keep their commitment and provide consistent stable feedbacks. When the proportion
of MCHs was set to 20% or 30%, the WSN environment was relatively untrustworthy. More than
half of the CHs in this WSN environment could keep their commitment and provide a consistently
stable feedback. When the proportion of MCHs was set to 50%, the WSN environment was highly
untrustworthy. Over half of the CHs in this WSN environment provided contrary feedback of the
actual data for other CHs. Figure 8 shows a comparison of PSDR with different MCH percentages. A
reliable trust computing system should have a strong ability to resist malicious behavior from MCHs.

(a) Proportion of MCHs is 10% (b) Proportion of MCHs is 20%

(c) Proportion of MCHs is 30% (d) Proportion of MCHs is 50%

(e) Proportion of MCHs is 60% (f) Proportion of MCHs is 70%

Figure 8. PSDR comparison with different percentages of MCHs, where the proportion of malicious
CMs is 20%.
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In order to evaluate the performance of trust mechanisms in more complex network environments,
we gradually increased the proportion of malicious CHs in the system, and the proportion of MCHs
was set to 10%, 20%, 30%, 50%, 60%, and 70% in Figure 8a–8f. Figure 8a shows an honest WSN
environment, where the percentage of MCHs was only 10%. All three kinds of trust mechanisms
had a high PSDR under this WSN environment, in which all values fluctuated around 90%. These
results reflected that the three kinds of trust mechanisms exhibited high reliability under an honest
WSN community.

With the increase in the percentage of MCHs, the WSN environment rapidly evolved from
honest to fully dishonest. Figure 8d–f show that the performance of GTMS and ATRM exhibited a
marked decline; the PSDR of GTMS dropped from 92% to 83%, and the PSDR of ATRM dropped
from 90% to 82%. The performance degradation may be mainly due to the usage of a one-way
feedback mechanism in GTMS and ARTM. Relatively, FRAT exhibited a more reliable performance in a
complex network environment with a larger number of MCHs. These results were consistent with the
actual situation, that is, in a dishonest network environment, MCHs may conduct cooperative attacks,
which may seriously affect the performance of the WSN environment. To improve the reliability of
the proposed trust management mechanism, we adopted the idea that the CH-to-CH overall trust
was an adaptively merged value by the cross-validation feedback mechanism: CH-to-CH feedback
and BS-to-CH feedback. This cross-validation feedback mechanism could significantly improve the
anti-collaborative attack ability of the proposed trust mechanism. Thus, FRAT had a more robust
reliability than GTMS and ATRM under five kinds of WSN environment, i.e., honest, relatively honest,
partly dishonest, half dishonest, and fully dishonest, and it was suitable for trust computing under an
open WSN.

6.4. Overhead Evaluation

To evaluate the performance in a large-scale network environment, we adopted different cluster
numbers and different cluster sizes. Figure 9 shows the compared results of communication overhead
under different network scales. Six types of network environments were evaluated: (a) the network
consisted of 10,000 clusters, and each cluster included 20 nodes; (b) the network consisted of
10,000 clusters, and each cluster included 50 nodes; (c) the network consisted of 10,000 clusters,
and each cluster included 100 nodes; (d) the network consisted of 10,000 clusters, and each cluster
included 200 nodes; (e) the network consisted of 10,000 clusters, and each cluster included 300 nodes;
and (f) the network consisted of 10,000 clusters, and each cluster included 500 nodes. We compared
our mechanism with GTMS [18], ATRM [36], and UWSN [20].

As the value of each feedback was a positive integer between one and 10, one byte was required for
each feedback information. Table 3 lists the communication overhead (bytes) under full-load conditions.
When the number of nodes in each cluster was relatively small (Figure 9a–c), we could observe that
the communication overhead of FRAT was far below that of the other two trust mechanisms, GTMS
and ATRM, but slightly larger than UWSN. The reason was that UWSN adopted a flat wireless sensor
networks and did not require the overhead of the CH node. When the number of nodes in each cluster
was relatively larger (Figure 9d–f), we could see that the communication overhead of FRAT was far
below those of GTMS and ATRM. The communication overhead of FRAT gradually approached that
of UWSN. According to Theorem 3. and Figure 9, the proposed trust computing scheme based on the
cross-validation mechanism needed less communication overhead, and it was suitable for large-scale
resource-constrained WSNs.
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(a) network consists of 10,000 clusters, each cluster
includes 20 nodes

(b) network consists of 10,000 clusters, each cluster
includes 50 nodes

(c) network consists of 10,000 clusters, each cluster
includes 100 nodes

(d) network consists of 10,000 clusters, each cluster
includes 200 nodes

(e) network consists of 10,000 clusters, each cluster
includes 300 nodes

(f) network consists of 10,000 clusters, each cluster
includes 500 nodes

Figure 9. Comparing results of communication overhead under different network scales.
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Table 3. Communication overhead under full-load conditions.

Communication Overhead

FRAT 2I2 + 2J2 + 2I ∗ J
GTMS 2J(I(I − 1)(I − 2) + (J − 1)
ATRM 4J(I(I − 1) + (J − 1))
UWSN 2J2

7. Conclusions

In this study, we proposed a trust computing scheme based on a cross-validation mechanism for
clustered WSNs. Based on the theory of standard deviation analysis, this mechanism could remove
the biased factor from multiple feedback sources. The theoretical analysis and experimental results
provided useful insights. In a highly complex WSN environment with large percentages of malicious
and selfish nodes, the proposed trust computing scheme based on the cross-validation mechanism
may be insignificant, and thus, it should be given considerable attention in practical WSN applications.
However, future work can pursue the following research directions:

• In a real deployment, nodes leave/join different clusters. Thus, future work can consider designing
a scheme with node mobility.

• The proposed cross-validation mechanism was designed for clustered WSN. How to extend this
mechanism to a flat WSN is another important direction.
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Abstract: Recently, connected vehicles (CV) are becoming a promising research area leading to the
concept of CV as a Service (CVaaS). With the increase of connected vehicles and an exponential
growth in the field of online cab booking services, new requirements such as secure, seamless and
robust information exchange among vehicles of vehicular networks are emerging. In this context, the
original concept of vehicular networks is being transformed into a new concept known as connected
and autonomous vehicles. Autonomous vehicular use yields a better experience and helps in reducing
congestion by allowing current information to be obtained by the vehicles instantly. However,
malicious users in the internet of vehicles may mislead the whole communication where intruders
may compromise smart devices with the purpose of executing a malicious ploy. In order to prevent
these issues, a blockchain technique is considered the best technique that provides secrecy and
protection to the control system in real time conditions. In this paper, the issue of security in smart
sensors of connected vehicles that can be compromised by expert intruders is addressed by proposing
a blockchain framework. This study has further identified and validated the proposed mechanism
based on various security criteria, such as fake requests of the user, compromise of smart devices,
probabilistic authentication scenarios and alteration in stored user’s ratings. The results have been
analyzed against some existing approach and validated with improved simulated results that offer
79% success rate over the above-mentioned issues.

Keywords: connected vehicles, internet of vehicles; security; IoT; blockchain; vehicular
ad-hoc network

1. Introduction

In order to increase their own comforts, human daily life routines have been partially or completed
replaced by embedded or automated machines in all aspects of business. Embedded systems
monitor their environmental surroundings and subsequently respond or control the situation without
any human intervention [1]. Recently, with the development of wireless communications and the
advancement in vehicular industry, vehicular ad-hoc networks (VANETs) have become a mature
research area. A VANET consists of a group of stationary and moving vehicles connected via a
wireless network. Until recent times, the main use of VANETs was to provide comfort and safety to
drivers in a vehicular environment [2]. However, this view is changing the infrastructure towards
intelligent transportation systems where vehicles are connected and communicate using smart devices.
Connected and Autonomous Electric Vehicles (CAEVs) is the most emerging vehicular technology
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among them all [3].The optimum value of this destructive technology has been seen a big successful
business model for auto makers [4] [Vehicles that may connect to the internet and provide improved
data sharing in the form of risk data, sensory and localization data and environmental perception
is known as the internet of vehicles (IoV) or connected autonomous vehicles (CAV) [5]. In addition,
with the continuous increase in urban population and rapid expansion of cities, vehicle ownership has
been increasing at an exponential rate. CAV has been considered as one of the essential applications
of VANETs where vehicles are becoming smarter by having sensors, adapters and control units for
monitoring and communicating with their surroundings. A potential area for the application of CAV
that has witnessed an unprecedented growth is in online cab booking services. The use of CAV yields
a better result in vehicle entertainment experiences and helps in reducing the congestion by allowing
the current information to be obtained by the vehicles instantly. Recently, online cab facilities or ride
sharing services have drastically changed the public transportation industry and have been widely
accepted by the users to avail the services at any time [6]. Further, it reduces the overhead of money
negotiation between driver and customer and allows the customers to book their ride on a phone by
tracking driver availability through global positioning systems (GPS). In spite of several advantages of
using these services, there are various issues that need to be tackled, such as any person may register its
vehicle number and provide online cab sharing services with the means of benefitting his/her personnel
concerns by compromising the smart/IoT (internet of things) sensors/devices. However, until now,
there exists no tracking systems or recording mechanisms that keep a check on compromised sensors
or misbehavior with the customers during the rides, especially at night. A group of technical experts
may forge the network system and increase or decrease their service ratings in order to continue
their misconduct with the customers. Further, in case of any mishap or misbehaving, the registered
taxi driver is punished with a low rating depending upon the behavior [7]. Further, the online cab
services which provide cab booking facilities and customized pick up taxi convenience can be further
automated and secured by connecting and analyzing using sensors. Every vehicle may connect to
the IoT devices so that any malicious activity can be analyzed and averted. An intruder can try
to alter the stored information or compromise the vehicle or IoT device for their selfish interests.
However, using a secure mechanism, almost all activities can be traced in real time, such as traffic jams,
weather conditions that hamper the drive, vehicular damage and repair etc. In addition, intruders
may further compromise some IoT sensors in order to increase their credit points or to disable their
location. Further, any alteration or change in stored data or information may not be transparently
reflected to other drivers or users in the network that further encourages these people to continue
their misbehavior [8]. As soon as the driver uses this application, his/her necessary information is
registered somewhere and the vehicle is tracked through sensors during the nights for customer safety.
Therefore, a blockchain technique has engrossed the attention of organization associates across a
broad spectrum of industries, such as healthcare, real estates, transportation, government sectors and
finance [9–11].The demand for transparency is rising at an astounding pace. In addition, it is able
to ensure the security and transparency among the users in spite of IoT devices being vulnerable to
intruders. Further, a blockchain technique is able to track, organize and bear out communications by
storing the data from a large number of devices and facilitating the formation of parties without any
federal cloud. The blockchain can confine the devices or CAV activities and trace the location from IoT
objects when the cab moves from one place to another. Supply chain usage is the most relevant part
of a blockchain technique for resolving the tangible harms to businesses due to the requirement of
analysis of IoT devices or a vehicle’s legal or illegal activity information. Furthermore, the need of the
blockchain in CAV is that it would capture the vehicle’s location, trace the vehicle’s position, record
information or cab riding ratings phenomenon from IoT objects committed to the components or
vehicle. Supply chain usage is the most general application of a blockchain for resolving real business
issues due to the dearth of traceability of vehicle locations or in relation to the users or vehicles moving
through the supply chain [12].
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Figure 1 depicts a typical vehicular blockchain network where IoT objects (I1, I2 . . . I6) are
connected among several peers. Further, the vehicles are considered as various peer nodes in the
network which are further divided into miner nodes depending upon their service criteria. Miner nodes
are responsible for validating the trust of remaining nodes or IoT devices while peer nodes are part of
the entire blockchain.

Figure 1. The blockchain framework.

1.1. Motivation of the Paper

The motivation of this manuscript is to provide security in the CAV network through IoT devices,
safety and transparency among the users/customers during cab riding through a blockchain technique.
During the movement of a user from one place to another, the vehicle number, current and previous
vehicle ratings, captured through IoT devices are stored at the blockchain network. Therefore, even if
intruders hack one or more IoT objects in order to gain their benefits, the users or vehicles present in the
network are aware of the information registered under that compromised IoT device. Although, most
of the researchers and scientists have proposed various smart frameworks in VANETs, however, most
of the work is still at an early stage of CAV development. Further, many surveys have not affirmed the
security concerns in the current progress of CAV applications.

1.2. Research Significance

Therefore, the scope of this paper is to ensure the transparency and security among drivers and
customers using the blockchain. Further, the IoT sensors that automatically track the cab location and
their identity using various IoT systems are traced by the blockchain network so that any compromise
in any IoT device are recorded. The proposed blockchain framework has been validated against
various security concerns such as user’s fake requests, the compromise of IoT devices, probabilistic
authentication scenarios and alteration in stored users’ ratings. Further, the impact of using blockchain
technology in IoV systems benefitted the society in variety of ways, such as ensuring the security and
traceability of IoT devices or a vehicle’s legal or illegal activity information. The experimental analysis
of the proposed framework has been measured upon the illegal activities or communications done by
malevolent IoT objects. The percentage of vehicles data security upon compromising of IoT devices
has been discussed.

The rest of the paper is organized as follows. The survey of literature related to VANETs, vehicles
and the blockchain along with various applications is presented in Section 2. The proposed blockchain
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framework for online cab services is described in Section 3. Further, Section 4 analyzes the performance
metrics of the proposed framework against certain networking scenarios. Finally, Section 5 clinches
the work and highlights the future scope of the paper.

2. Related Work

Various authors and researchers have formerly presented reviews on several use cases of VANETs
and the blockchain in different areas. However, very few researchers have introduced a blockchain
technique in CAV. In this section, a detailed description of the CAV along with various security
techniques and role of the blockchain in one of the VANETs known as IoV has been elaborated.

Lin et al. [13] have proposed an intelligent transportation system in order to assist the drivers
for efficient traffic schemes, optimal routes and dynamic guidance of routes during their travel.
In this paper, during real time scenarios for reducing the fuel consumption and travel time with less
road congestion, the authors have proposed a dynamic en-route decision real-time route guidance
scheme. Further, the author’s approach considers the real time traffic generation and transmission
processes of the vehicular networks and predicts the traffic conditions based on multiple metrics by
computing their trust probability. Furthermore, the authors have validated the proposed approach
and shown the improved traffic efficiency by simulating the results in terms of efficient fuel, time
and traffic parameters. Wang [14] introduced the basic methods and their major issues with their
current applications for controlling and managing the traffic in parallel transportation management
systems. The authors claim that the parallel transportation and management system is very effective for
analyzing complex traffic networks. In this paper, the authors have described the parallel transportation
and management system architecture, components, processes including Dyna, CAS, Itop, Adapts
and Trans World. Finally, the author’s proposed framework has been experimented and validated by
analyzing real-world applications.

Hamid et al. [15] illustrated the overview of IoV by explaining its emergence, history and current
applications of IoV in autonomous vehicles. Further, the authors pointed out certain issues occurred
during IoV connectivity with the environment and its security concerns. In order to verify the CAV
importance, a case study with computational simulation is done. In addition, various research ideas
and future work directions are listed in smart city highways. The authors omitted a detailed technical
specification of CAV. Wu et al. [16] introduced the IoV with its various applications by describing the
background, notion, the IoV network architecture and their characteristics analysis along with its new
research and challenges. Further, the authors described some enabling technologies by illustrating
MAC standards and routing protocols. In addition, the core of this paper is to present a complete
taxonomy with several categories, such as efficiency services, driving safety, informative services and
intelligent traffic management system. Finally, Wu discussed the future directions in IoV research.
With the continuous increase in urban population and rapid expansion in cities, vehicle ownership has
been increasing at an exponential rate. In order to keep this view, traffic management has become
a great issue in day to day life of human beings. The motivation of Dandala et al [17] in this paper
is to provide a traffic management solution using CAV for overcoming the issues prevailing in daily
life. Further, Liang et al. [18] provided an overview of VANETs from a research viewpoint. The paper
begins with describing the basic network architecture by discussing three popular research issues
and general methods. At last, the authors end with the analysis on research challenges and future
drifts. Rawat et al. [19] presented data falsification threat detection using hashes for improving
the network performance and security by acclimatizing the contention window size to broadcast
accurate information to neighboring vehicles in timely manner. Further, the authors have proposed a
clustering scheme to overcome travel time during traffic jams. The proposed mechanism is validated
through numerical results attained from virtual simulations. Qian et al. [20] added cognitive engines in
traditional CAV by restricting security strategies and transmission delays. Further, the study specified
the switches of path selection as 0-1 programming issues and non-convex optimization problems.
In addition, the 0-1 programming problem is converted into non-convex optimization via a log-det
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heuristics algorithm. The proposed mechanism is validated through experimental results. Sharma [21]
proposed an efficient model proficient of handling energy demands of the blockchain enabled IoV
by optimally controlling the number of transactions through distributed clustering. The simulated
numerical results suggest that the proposed approach is 40.16% better in terms of energy conservation
and 82.06% better in terms of transactions required to share the entire blockchain data compared with
the traditional blockchain. Castillo et al. [22] discussed the IoV benefits along with topical industry
standards expanded to endorse its implementations. They further present proposed communication
protocols to facilitate operation and seamless integration of CAV. At last, IoV future research work was
presented by requiring further deliberation from the vehicular research community.

Furthermore, Pustisek et al. [23] briefly explained the blockchain technique by outline architecture
in the automatic selection of an electric vehicle charging station. Several blockchain use cases for
prototypic implementation were presented. Various security concerns exist due to high exposure
of information and data flow between vehicles to intersection and vehicle to vehicle. Buzachis et
al. [24] proposed a blockchain framework for verifying, negotiating and facilitating among the consent
entities. In this paper, the authors proposed a multi agent vehicle to intersection and vice versa
communication to secure the vehicles through intersections. Further, Kuzmin et al. [25] introduced
the concept of blockchain in unnamed aerial vehicles where each vehicle is considered as a node
in which the functionality for reading and creating the transactions or communication exchange in
done through the blockchain network. Yang et al. [26] used the concept of blockchain during the
sharing of traffic flow among vehicles by ensuring the tamper resistant and data correctness in the
agreement mechanism. The proof-of-event agreement is used to collect the traffic data bypassing
of roadside vehicles. A two-phase transaction is introduced to access the warnings through the
blockchain. The simulated result validates the proposed mechanism against tracing the events with
trust verification. Further, in order to ensure the vehicles security, the authors proposed various
authentication mechanisms by restricting the several attacks. By identifying various attacks such as
replay, location spoofing, guessing and authentication time requirement, Chen et al. [27] proposed
an improved security mechanism by forming a formal proof. Furthermore, the proposed mechanism
is validated by comparing with existing results in terms of performance and security. Moreover few
researchers have focused on secure information exchange between various vehicles where any intruder
has the capability to disrupt integrity, authenticity, confidentiality. In a smart city for ensuring a
secure message exchange, Dua et al. [28] proposed a novel elliptic curve cryptographic mechanism for
providing two level authentications. For validating the proposed mechanism, the analysis is done
using burrows logic along with formal and informal analysis using internet security protocols. Further,
the proposed mechanism is compared with existing security schemes against high reliability, latency
and overheads.

Malicious users in CAV may mislead the whole communication and create chaos on the road.
Further, data falsification attack is one of the main security issues in CAV where vehicles rely on
information received from other vehicles or peers. Until now, the numbers of secure CAV mechanisms
have been proposed by different researchers and scientists, however, very few works have presented
CAV with a blockchain technique. This paper has proposed the issue of IoT sensors which are
compromised by expert intruders by proposing a blockchain framework.

3. Proposed Blockchain Framework for CAV Services Delivery

This section describes the blockchain framework of CAV that ensures the security and transparency
of users and vehicles. In order to trace each and every activity of malevolent resources, a security
mechanism is proposed that keeps track of each activity done by IoT sensors. Therefore, for providing
and ensuring the security during ride sharing in CAV, each transmission among entities through smart
devices is tracked. Although it would be easy to trace or record each and every activity of vehicles,
however it may further enhance the complexity of computational communication during tractability in
real time scenarios where upon the mobility of vehicles, intruders may attack through denial of service
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or man-in-middle threats. Whereas, in a case where IoT devices keep record of each and every vehicle,
any attempt by intruders to compromise the IoT devices can be easily traced and identified. Also, since
IoT devices form an upper layer in the network, the probability of attack is significantly reduced as
compared to edge level comprising vehicles. For ensuring the security of smart devices, registered
providers are verified, so that nobody changes, alters or tracks the information or IoT devices after
they are casted. Also, individuality in money bank vehicles is completed, so that nobody can steel any
tracking information. These issues can be easily resolved by a blockchain technique where the required
smart contracts are defined which is the same as writing the rules, models, objects and code among
the parties. Smart contracts are considered as a consensus or an agreement between the two parties.
Once the smart contracts are designed, they cannot be further deleted or altered from the blockchain
network. In this mechanism, there is no need of a central authority to provide validation of the work.
All the nodes or vehicles may compute their results of contracts without any outside interference.

In the proposed blockchain framework, every automated vehicle or IoT device is registered or
logged into the network before providing or accessing the vehicular services. Further, the necessary
information of both vehicles and IoT devices are entered into an ordinary database initially and then
stored in the blockchain permanently in order to track each and every activity of both the entities.
Figure 2 depicts the architectural framework of CAV using the blockchain technique where all the
vehicles are connected to IoT sensors or smart devices in order to control, monitor and guide the
drivers on the road. In the proposed framework, the number of vehicles connected to the IoT devices
or sensors depend upon their communication and transmission ranges. The vehicle number, ratings
given by customers or users along with their IoT device are stored in ordinary tables as well as in the
blockchain network to keep track and record each legal and illegal activity of the vehicle or IoT devices.
In case of any IoT device being compromised by the intruders, the respective authorities which are
part of the blockchain may be able to identify and take immediate actions against that compromised
IoT device. Instead of recording IoT devices, each vehicle can be traced, analyzed and recorded over
the blockchain. However, the keeping of records of such huge vehicular data during their mobility
in real time scenarios may increase the possibility of computational power and time. Therefore, in
order to limit the storage and computational power, it can be easy to record, analyze and store the
activities of only IoT devices in the blockchain. The devices which trace a certain number of vehicles
and provide services according to the user’s request can be easily traceable and recordable in the
blockchain. Each IoT device containing its vehicle record and providing services to different vehicles
can be used as mining information to store over the block. Any change or alteration in information
communication in vehicles or devices by intruders can alter the history or previous interactions that
may further punish the devices or vehicles by blocking or reducing the ratings of vehicles. This paper
details the security of both vehicles and IoT device through the blockchain in two different cases.

Figure 2. The architectural framework of a connected vehicle blockchain.

180



Sensors 2019, 19, 3165

3.1. Vehicle Security: Registration of Every IoT Device on the Blockchain Network

In order to ensure security and transparency during a ride, every IoT device that provides the
information about the vehicles registers itself on the blockchain network before providing the services
to the vehicles. Further, every vehicle number or rating given by the customers is stored on the
blockchain network. In CAV, smart objects continuously monitor and control the cab services and each
IoT device authenticates to a peer in the blockchain network as depicted in Figure 3.

Figure 3. The blockchain network.

The blockchain network is a combination of peer and miner nodes that are responsible for
generating the cryptographic keys and verifying the authenticity of a new vehicle or IoT device joining
the network in order to avoid network failures. More than one manager is elected to ensure the security
in the network for a particular period of time. Once the manager is selected, a secondary blockchain
manager is chosen in order to recover from the failure of the primary manager. All the IoT devices or
vehicles (providers) are registered in the blockchain network, by sending a subscription request to
the peer manager. Further, the authenticity or legitimacy of each IoT device or provider is verified by
the miner nodes with the help of device information, such as the international device identity, device
identifier, innovation technology crop etc. Once the authentication is successful, miners generate a
shared key that will help in further validation. At last, all IoT devices connect with their assigned peer
nodes using their shared key between peer nodes and IoT devices/objects.

Each vehicle acts as a node connected to its subscribed or nearby peer nodes. The flowchart of
the proposed framework is depicted in Figure 4. As depicted in Figure 4, whenever a user X needs to
book a ride, he makes a ride request by sharing the time, pickup and drop-off points of the ride. In this
paper, the users or customers are considered as legitimate and need not submit their identity in the
blockchain network. This ride request is visible to all the registered providers in the network who
are the part of the blockchain. A rider may get positive or negative reviews from other users based
on their behavior. Various parameters are used in order to compute the ranking of providers such
as trust factor or rating. The provider with a high trust factor (TF) or rating is considered to be most
trustworthy. The user may choose its provider depending upon the rating or TF. In the cab ride service,
various communications are performed between the service provider and the requester. If provider Y
wants to respond to this request, it can share its intent to X.
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Figure 4. Flow work of the proposed framework.
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The provider Y chooses to respond to a ride request based on certain criteria such as the user’s
route, where if the travel route of Y matches with the route of X, then Y accesses the ride request.
Whenever a user X or provider Y’ agree upon a ride request, a blockchain can be maintained along
with a hash so that any misbehavior or alteration in the location pick or drop point can subsequently
be identified in the network as depicted in Figure 5. Each block contains the information about the IoT
devices attached with a previous block through a hash as depicted in Figure 6 so that any alteration or
deletion of any information from the intruder can come to the notice of other devices.

Figure 5. Consent through the blockchain among provider and ride requester.

Figure 6. The blockchain among sender and receiver.

3.2. Attacking Scenarios

Whenever an intruder wants to perform some malicious activities in the network, it may adopt a
number of attacking strategies. The compromise of IoT devices or sensors, modification of ratings
given by riders, data falsification and traffic jams are some issues that can be easily generated by the
intruders in order to fulfill their own interests. Attacking scenarios that can be possible during a ride
service between user and vehicle are detailed as follows:

• Addition of compromised IoT by intruders: When the intruder registers its compromised IoT
for executing its active or passive attacks, the blockchain peer nodes immediately identify by
checking its illegal actions, like stealing or compromising of legitimate IoT devices.

• Misbehaving with the user: For example, a user, Alice, asks for a ride and a cab driver (provider)
agrees to give the ride. However, during the ride the provider starts misbehaving with the user
either by changing the route as chosen by the user, Alice or by stopping unnecessarily. Then, the
IoT sensors which continuously monitor or trace the location of that cab takes action in order to
prevent the user from any mishap. Simultaneously, the cab driver should be at the receiving end
of the punishment with degradation in its rank or other necessary actions.
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• Modification of ratings: Once the ratings have been submitted corresponding to any cab driver, it
cannot be altered even after successfully compromising the IoT devices.

• Data falsification attack: It is one of the main security issues in CAV where vehicles rely on
information received from other vehicles or peers.

• Traffic jam: In this, the intruders may try to divert the path suggestions on the roads for their
own benefits.

However, in order to prevent these attacking strategies, this study has proposed a secure cab
riding and sharing mechanism through the blockchain. Further, in order to validate the proposed
mechanism, a numerical simulation is done on various parameters that show the outperformance of
the proposed framework.

4. Performance Analysis

For validating the proposed framework, the simulation of the CAV blockchain framework has
been ensured using the blockchain technique through NS2 simulator. In this paper, the possibility of
attacks encountered at IoT devices or vehicles of the proposed framework has been analyzed. Initially,
a network area of 700 × 700m was created having network sizes of 50 numbers of nodes where the
vehicles are dynamic in nature and can abscond and join any other device’s range as depicted in Table 1.
For the deployment of network establishment, an initial random rating or TF (such as 70% and 5) was
also assigned on the network to each device/vehicles and 5 nodes were created that act as blockchain
nodes. In order to measure the validity of the proposed phenomenon, the performance was measured
against several security metrics, such as the user’s fake message alteration, the attack possibility on IoT
devices and the modification of users’ record information, such as the ratings. In order to measure
validity or verify the proposed blockchain’s CAV framework, NS2 simulator was used where numbers
of attacking scenarios at IoT devices were considered. An attacking scenario or adversary model of the
proposed framework is depicted in Figure 7 where intruders compromise the IoT devices either by
forging the identity of legitimate devices or hacking the existing legitimate IoT sensors in the network.
In order to validate or measure the authenticity of the proposed phenomenon, the attacking nodes
were added with the rate of 10% for legitimate nodes in the network.

Table 1. Parameters.

Number of Nodes in a CRN 25, 500
Grid facet 700 × 700 m

Transmission Range 140 m (approx.)
Data Size or users request 256 Bytes

Simulation time 80 s
Physical Layer PHY 802.11

Figure 7. An adversary network model of the proposed phenomenon.
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The intruders that try to compromise the IoT devices either by hacking the legitimate devices’
identity (ID) in order to perform man-in-middle attack or behave like legitimate devices are considered
for analyzing the proposed framework. Further, the proposed phenomenon has been verified
against network congestion and compromising ability where intruders consume network resources by
broadcasting fake requests. In addition, the proposed framework was measured against authentication
probabilistic scenarios where attackers try to compromise IoT devices and showed how the possibility of
attacks can still be analyzed and measured where intruders compromise the IoT devices. The proposed
phenomenon showed false, no and correct authentication scenarios values that depicted how the
proposed phenomenon efficiently measured the attacks where intruders compromised the devices.
Further, in order to verify the framework against threats, malicious devices or nodes were added into
the network based on normal distribution during the communication process. Further, the established
blockchain environment is a combination of miners and peer nodes for validating and adding the new
nodes (devices) in the network. Amongst them, some miner nodes were also converted to malevolent
nodes to see the security recovery process. In addition, IoT devices were considered which are under
the threat of intruders. The invasion of IoT signified that in a single unit of time, 2 out of 5, 10 out of 20
and 20 out of 50 devices were compromised as depicted in Table 2. Further, the user’s fake request
was considered another threat where insertion of a fake request by the intruders caused network
congestion in the network. Taking all these assumptions, performance analysis was done for 60 s.
The proposed framework was validated and compared against conventional approach as discussed in
the below subsection.

Table 2. The configuration of NS2 for a different network environment.

S. No. Transmitting Nodes IoT Nodes Compromised Miners Attack Probability

1 25 5, 10, 20 2, 10, 20 5%
2 100 25, 50, 75 15, 25, 50 25%

Existing Method

Rawat et al. [17] presented data falsification threat detection using hashes for improving the
network performance and security by acclimatizing contention window size to broadcast accurate
information to neighboring vehicles in a timely manner. Further, the authors proposed a clustering
scheme to overcome travel time during traffic jams. The existing mechanism was validated through
numerical results attained from virtual simulation. The proposed paper analyzes the blockchain
mechanism of IoT framework for CAVs over various networking parameters, such as the users’
fake requests, compromise of IoT devices and alteration in the stored user’s ratings. The proposed
framework was measured against Rawat et al. [17] where the authors ensured the security by generating
the hashes of information transmitted among the entities. However, the encrypted messages can be
easily hacked and altered by the intruders. Further, a single change or compromise of IoT devices in
the CAV network may be unaware of the entire network. However, in our proposed mechanism a
single change in any information or device may immediately alert the remaining networks.

The proposed phenomenon results are measured against two attacking scenarios, i.e. network
congestion and compromising ability that is further compared against existing approaches explained
in subsection A of Section 4. The proposed method tries to improve the security of vehicles through
the blockchain where every IoT device is recorded and analyzed for detecting the threat possibility.
Rawat et al. on the other hand proposed a phenomenon where a block of hash chains of each vehicle was
recorded over the network that may further have enhanced the possibility of an attack due to network
congestion and computational power at the lower level of vehicles. The experimental evaluation of the
proposed and conventional approaches was accomplished successfully and multiple results regarding
various parameters have been recorded. The performance and system state parameters results are
presented in previous subsections of the performance analysis. The system behaved as expected and all
performance parameters for any CAV data were positive for the proposed framework. The movement
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and recording of activity is done by IoT devices that are static and can analyze and detect efficiently.
The movement of vehicles allows new connection to the IoT device of their range where devices may
collaborate among each other to further analyze their interactions.

Further, the accuracy of the proposed approach was close to 86% which may improve with the
time because of removal of detected malicious nodes (MNs) from the system. The detection of MNs
is based on trust where removal of detected MNs does not hinder the performance of other nodes.
The proposed mechanism computes the trust of other nodes after every specific interval of time
where nodes that are compromised and behave maliciously can have lower rating and trust because
of high product loss ratios, black holes, and falsification attacks and may never be considered in the
future. The depicted results showed the outperformance of the proposed mechanism against existing
approaches with a success rate of 86%. This can be further improved if the experiment runs for a longer
period. The measuring parameters in the proposed framework performed better in comparison to
existing systems. Further, the obtained framework accuracy can be further improved with time because
of the removal of detected MNs from the network. The detection of MNs followed by their removal
does not alter the trust or hinder the performance of other nodes. The proposed mechanism computes
the trust factor of their nodes after a specific interval of time. The nodes that are compromised and
behave maliciously can have low ratings and trust, and may never be considered for the path formation.
In all the depicted graphs from Figures 8–10, the proposed security framework outperforms better
results against existing mechanisms. In case of the user’s fake request graph as shown in Figure 8
corresponding to network congestion, the existing scheme performs less efficiently as the number of
fake requests increase with the network size. The congestion of fake requests overloads the network
and communication between the sender and the receiver and can become very difficult to maintain.
Further, the increase of network congestion may consume the necessary resources that further leads to
drastic degradation in network performance. Furthermore, corresponding to compromised devices,
the data monitoring and controlling mechanism was affected highly as shown in Figure 9. In case of
compromised IoT devices, the intruders not only affect the network performance, but also gain access
to restricted areas or may further steal the confidential information for their own benefits. However, in
the case of Figure 10, the intruders may alter the stored ratings of users and continue their misbehavior
with their customers.

Figure 8. The users’ fake requests corresponding to network congestion.

Along with the blockchain technology, all the necessary documenting or monitoring or controlling
records are stored at the blockchain so that a single alteration, modification, deletion or compromise of
any IoT device may quickly get under the surveillance and be known to other devices in order to secure
or prevent from future possible harms. In our proposed phenomenon, a vehicular security framework
was projected with the blockchain technique that enhanced the network performance and secured the
online cab services. The performance analysis of proposed framework was further explained in detail
along with verification time depending upon its various probabilistic attacking strategies. Figure 11
depicts the probabilistic strategies in terms of false, no and correct authentication and illustrates the
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validation of the proposed phenomenon with fake requests and compromising ability. The approach
can be applied efficiently in real time scenarios by measuring its attacking possibilities.

Figure 9. The attack possibility against compromised devices.

Figure 10. In user’s stored ratings by intruders.

Figure 11. Probabilistic scenarios of attack possibility.

5. Conclusions

This paper has considered the IoV application and proposed a security mechanism for connected
autonomous vehicles services framework using the blockchain technique. In order to provide the
secrecy and transparency among the customers and cab drivers, each activity of the entities regarding
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vehicles or IoT devices is traced and recorded inside the blockchain. The blockchain mechanism is
used to extract the information from IoT devices and store the extracted records in order to ensure
the customer’s safety and the devices’ security by providing transparency among various authorities.
The proposed framework significantly reduced the users’ fake requests, the compromise of IoT devices
and the alteration in the stored user’s ratings. The simulated results against various parameters showed
a 79% success rate in the proposed framework as compared to the existing approach against mentioned
parameters. The proposed phenomenon against a larger number of nodes and the transaction alteration
already stored at the blockchain network will be reported in future communications. Further, technology
such as deep and reinforcement learning will be adopted to increase the system intelligent [29].
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Abstract: Many receiver-based Preamble Sampling Medium Access Control (PS-MAC) protocols have
been proposed to provide better performance for variable traffic in a wireless sensor network (WSN).
However, most of these protocols cannot prevent the occurrence of incorrect traffic convergence that
causes the receiver node to wake-up more frequently than the transmitter node. In this research,
a new protocol is proposed to prevent the problem mentioned above. The proposed mechanism
has four components, and they are Initial control frame message, traffic estimation function, control
frame message, and adaptive function. The initial control frame message is used to initiate the
message transmission by the receiver node. The traffic estimation function is proposed to reduce
the wake-up frequency of the receiver node by using the proposed traffic status register (TSR),
idle listening times (ILTn, ILTk), and “number of wake-up without receiving beacon message”
(NWwbm). The control frame message aims to supply the essential information to the receiver node
to get the next wake-up-interval (WUI) time for the transmitter node using the proposed adaptive
function. The proposed adaptive function is used by the receiver node to calculate the next WUI
time of each of the transmitter nodes. Several simulations are conducted based on the benchmark
protocols. The outcome of the simulation indicates that the proposed mechanism can prevent the
incorrect traffic convergence problem that causes frequent wake-up of the receiver node compared to
the transmitter node. Moreover, the simulation results also indicate that the proposed mechanism
could reduce energy consumption, produce minor latency, improve the throughput, and produce
higher packet delivery ratio compared to other related works.

Keywords: wireless sensor networks; wake-up radio; medium access control protocol; receiver-initiated
MAC protocol; traffic adaptation

1. Introduction

Wireless sensor networks (WSN) have gained a prolific attention in both academy and industry
because of their wide-ranging applications, for example, health and remote monitoring/sensing [1,2].
WSNs are mostly deployed randomly in hostile and inaccessible areas. The main components of
sensor nodes are a sensing unit, a control unit, a memory unit, and a limited battery power supply.
The sensing unit is responsible for detecting the environment regarding humidity, temperature, and
vibration. The control unit processes the sensed data and stores it into the memory unit of the sensor
nodes. The sensor nodes are mainly powered by a battery with limited energy supply [3–6]. Research
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studies reveal that, in traditional WSN networks, the most energy consumption is done by the radio
receiver. Furthermore, the radio receiver is monitored by the Medium Access Control (MAC) [7–10].
To utilize the wireless medium, MAC protocol was used to attain higher energy efficiency and low
packet delivery latency. However, the leading bases of energy consumption in this protocol are idle
listening and overhearing [11–13]. To reduced energy consumption, duty cycling has been widely used
to design an energy-efficient MAC protocol [7,14]. Historically, the duty cycle mechanism has been
proposed in MAC protocol, which falls into synchronous or asynchronous [11,15–18].

The synchronous mechanism coordinates neighboring sensor nodes to minimize energy consumption.
Nonetheless, multi-hop time synchronization leads to huge overhead [19,20]. In disparity, the
asynchronous duty cycle mechanism does not depend on any previous synchronization. Under a less
congested traffic load, a huge number of the available asynchronous MAC protocols minimize energy
consumption. However, the energy depletion in the synchronous duty cycling declines momentously
with one or multiple communications and parallel traffic flows, and as a result, the synchronous does
not scale well in huge and condensed networks [21,22].

Furthermore, in the duty cycling approach, sensor nodes periodically wake-up and check for
an incoming message from the available channel. If there is no message received or sent, the sensor
device changes from “active” to “sleep” mode to minimize energy consumption. Therefore, energy
efficiency is the major concern in WSNs, and the MAC protocol handles most of the energy-related
issues. The concern is to use the MAC protocol to improve the energy utilization of the WSN. As a
result, designing a new protocol that reduces energy consumption is essential.

An Adaptive Wake-up-interval to enhance Receiver-based Preamble Sampling MAC protocol
(AWR-PS-MAC) is proposed in this paper. Our proposed mechanism is designed for preventing the
incorrect Traffic Status Register (TSR) convergence problem that causes the receiver node to wake-up
more frequently than the transmitter node. The remainder of the paper is structured as follows.
Relevant work of the receiver-initiated and the adaptive MAC protocols is described in Section 2.
Then, background on the AWR-PS-MAC and the receiver-initiated MAC protocol discourse is given in
Section 3. The methodology used and the simulation are explained in Section 4. The simulation results
and evaluation through network simulations of the proposed mechanism compared with other related
works are illustrated in Section 5. The final section of this paper presents the conclusion.

2. Related Works

Over the years, a large number of receiver-based PS-MAC protocols have been proposed by [23–30]
to overcome the problem of a receiver node, which might wake-up twice or more compared to the
transmitter node due to wrong traffic estimation. The following are the selected related works that
have been analyzed based on strengths and weaknesses.

In [23], the authors proposed a protocol named Receiver-Initiated MAC (RI-MAC). In this protocol,
when the receiver node is in an “active” mode, it broadcasts a preamble beacon message to the
transmitter nodes. Then, the transmitter node starts sending the data message. Once the receiver node
receives the data message, the receiver node sends another preamble beacon message. The preamble
beacon message has two roles: (i) to acknowledge the data message was successfully received, and (ii) to
notify the transmitter node that it is prepared to receive another data message. According to authors
in [23], RI-MAC could minimize the energy depletion of the transmitter nodes because the transmitter
nodes might only take part in transmitting a packet once they received the data message. However,
the receiver node in this protocol uses a fixed wake-up interval and wakes-up twice or more compared
to the transmitter node due to the incorrect TSR convergence because of the traffic pattern. Traffic
patterns that are varied and unpredictable (variable traffic) might not be suitable to use with the fixed
wake-up method, because this method might produce high latency for the transmitter nodes.

In [24], the authors proposed a protocol named Predictive Wake-Up MAC (PW-MAC). In PW-MAC
protocol, if the transmitter node has a data message to transmit, the transmitter node switches into an
“active” mode and waits for a preamble beacon message from the receiver node. After receiving the
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preamble beacon message, the transmitter node starts sending the data message. Once the receiver node
receives the data message, the receiver node sends another preamble beacon message. The preamble
beacon message has three roles: (i) to acknowledgement the data message was successfully received,
(ii) to inform the transmitter node that it is prepared to receive another data message, and (iii) to
provide the current wake-up time to the transmitter node so that it can predict the future wake-up
interval of the receiver node. According to the authors, PW-MAC could limit the Idle Listening Time
of the transmitter nodes, because this method could forecast the wake-up interval of the receiver node.
However, the prediction mechanism used in this method considered only the current wake-up time of
the receiver node. Using only the wake-up interval of the receiver node causes more frequent wake-up
than the transmitter node, because the prediction does not consider traffic estimation. To predict
a traffic pattern that is varied and unpredictable (variable traffic), other parameters such as traffic
estimation might need to be taken into consideration.

In [31], the authors proposed a protocol named Traffic-Aware Dynamic MAC (TAD-MAC). In this
protocol, when the receiver node is in an “active” mode, it periodically broadcasts a preamble beacon
message to the transmitter nodes. Then, the transmitter nodes only start sending the data message.
Once the receiver node has received the data message, it aligns its wake-up interval based on the traffic
rate of the transmitter node. Such information is kept at the specific register called the TSR. After that,
the receiver node sends another preamble beacon message. This preamble beacon message has two
roles: (i) to acknowledge the data message was successfully received, and (ii) to inform the transmitter
node that it is prepared to receive another data message. According to authors, TAD-MAC could
reduce overhearing and Idle Listening Time of the transmitter nodes, because the receiver node could
use TSR to determine the wake-up interval for each of the transmitter node. However, the receiver
node in this protocol might wake-up more frequently than the transmitter node. Moreover, the traffic
pattern that is varied and unpredictable (variable traffic) might increase the overhead of the receiver
node, because it might need to align its wake-up interval, often due to the fluctuation of the traffic data
rate produced by the transmitter nodes.

In [25], the authors proposed a protocol named Receiver-Initiated X-MAC with Tree Topology
(TRIX-MAC). In this protocol, when the receiver node is in an “active” mode, it appends a new field
into the preamble beacon message and periodically broadcasts it to the transmitter nodes. This field
consists of the information about the number of time-slots that are required for each transmitter
node to transmit their data message. The purpose of this field is to let the transmitter nodes forecast
the next wake-up interval of the receiver node. According to the authors, TRIX-MAC could reduce
energy consumption by enabling the transmitter nodes to forecast the receiver nodes’ wake-up times.
Moreover, this protocol could decrease the number of data message exchanges between the receiver
node and the transmitter nodes. However, the receiver node in this protocol might still wake-up more
frequently than the transmitter node, because it is difficult and challenging to approximate the data
transmission rate of each of the transmitter nodes.

In [32], a protocol named Heuristic Self-Adaptive MAC (HSA-MAC) was proposed. In this
protocol, the receiver node uses open-loop and closed-loop to adapt its wake-up and sleep patterns.
Open-loop is used to evaluate the behavior pattern of the static traffic rate, while closed-loop is used to
bring up the next wake-up interval of the receiver node. According to the authors, HAS-MAC allows
the receiver node to adapt its wake-up and sleep intervals in static and variable traffic rates. However,
the feedback method used in the closed-loop needs more energy, especially in variable traffic networks,
because the receiver node needs to wake-up more frequently than the transmitter node to predict and
update its wake-up and sleep intervals.

In [26], a protocol named Adaptive Scheduling Predictive-Wakeup MAC (AS-PW-MAC) was
proposed. AS-PW-MAC uses a similar predictive mechanism as in PW-MAC protocol, but there is an
additional pseudo-random scheduling generator incorporated in the predictive wake-up mechanism.
This pseudo-random scheduling generator is used to enable the transmitter node to forecast the
wake-up time of the receiver node so that the transmitter node can wake-up before the receiver node.
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According to the authors, AS-PW-MAC is able to achieve a better packet delivery ratio in the maximum
range of traffic loads compared to PW-MAC. However, AS-PW-MAC requires additional computation
energy to forecast the wake-up time of the receiver node. Moreover, the pseudo-random scheduling
generator might not be suitable to be used in variable traffic in WSNs, because the receiver node in
AS-PW-MAC has to wake-up more frequently due to incorrect TSR convergence, and this protocol
cannot detect traffic rate changes.

In [27], a protocol named Prediction-Based Asynchronous MAC (PBA-MAC) was proposed.
The receiver node in this protocol sporadically wakes-up to broadcast a preamble beacon message to
inform the transmitter nodes to start the data message transmission. Upon receiving the preamble
beacon message by the transmitter node, the transmitter node can send the data message to the receiver
node. PBA-MAC used an advanced mechanism to enable the transmitter node to forecast the wake-up
time of the receiver node. According to the authors, the use of an exponential advance mechanism
in PBA-MAC could reduce the communication cost by allowing the transmitter node to forecast the
wake-up time of the receiver node. Although the transmitter node can forecast the wake-up time of
the receiver node using the exponential advance mechanism, the receiver node might not be able to
coordinate its wake-up interval with the traffic rate of the transmitter nodes. Therefore, the receiver
node might wake-up more frequently than the transmitter node, and this might lead to high energy
consumption because of avoidable wake-ups of the receiver node.

In [30], a protocol named A Low Duty Cycle Efficient MAC Protocol Based on Self-Adaption
and Predictive Strategy (AP-MAC) was proposed. In this protocol, an information table is used
to store the receiver nodes and the neighboring transmitter nodes information. The transmitter
nodes use the information table to control the wake-up time of the receiver node. The transmitter
nodes wake-up to listen to a preamble beacon message from the receiver node. After receiving
the preamble beacon message, the transmitter nodes set up a channel to transmit the data message.
The authors claimed that this protocol could reduce the crosstalk problem. Crosstalk happens when
there is communication interference between transmitter nodes. Nonetheless, AP-MAC protocol is not
proper to be implemented in variable traffic, because the traffic changes are unpredictable. Therefore,
this protocol might result in unnecessary wake-ups that incur extra energy consumption.

In [33], an adaptive contention window MAC protocol was proposed to provide better throughput
under a heavy load. This protocol chooses from the history of the collision to reflect the communication
status and the usage of the wireless channel. A huge collision reflects greater competition in the
wireless channel, and a big contention window is needed based on this condition. The authors claimed
to prolong the access time to get rid of the competition. However, this exponential increase in speed
when the traffic load is dense could possibly lead to avoidable delays. Therefore, this protocol might
lead to heavy traffic load that incurs latency.

In [34], a protocol named self-adaptive sleep/wake-up scheduling was proposed. In this scheduling
protocol, a reinforcement learning technique is used to allow every sensor node to independently choose
its own operation mode—sleep, listen, or transmission mode—and every time slot is in a distributed
system. In this proposed protocol, the time axis is distributed into the time slots. However, in each of
the time slots, each sensor node independently chooses to either sleep or wake-up. Furthermore, it is
primarily focused on the abstract level with some assumptions that the problem addressed has not
been solved. Therefore, the aforementioned problem still exists under these assumptions.

In [35], a novel receiver-initiated MAC protocol was proposed to improve the data delivery
packet delay. In this protocol, all sensor nodes choose a different time slot for beacon message
transmission in a distributed system in respect to their transmission range, and hop counts from the
based station improve the data delivery delay. The proposed protocol extended RI-MAC to achieve
the aforementioned property. In addition, the author extended the back-off mechanism to support
control messaging. Differently from the RI-MAC, when a node attempts to send a control message,
it sends the message instantly after the beacon reception. However, the receiver node in this protocol
uses a time slot, and it may not be suitable for variable traffic patterns. A traffic pattern that is varied
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and unpredictable (variable traffic) might not be suitable to use with the time slot method, because this
method might produce high delay.

In [36], the authors presented a novel MAC protocol for energy-harvesting based WSNs using the
advantage of ultralow-power wake-up radios. To eliminate this issue of a small range of wake-up
radios, more than one hop wake-up technique based on a two radio system is proposed for aiding the
communications between destination and any sensor nodes while upholding low latency and minimal
energy consumption. To minimize the energy depletion, wake-up calls and data packets are sent using
two different data rates with the address of the destination node. Moreover, by spending high data
rate for data transmission, it reduces the risk of data transmission collisions. However, only three
sensor nodes are used for evaluating the performance. As a result, conclusions could not be made,
because the investigation was not carried out in larger and denser networks.

In [14], a Bird-MAC protocol for the Internet of Thing (IoT) applications was proposed that
extremely minimizes the energy consumption of IoT applications in which sensor nodes report
monitored status in a quasi-periodic manner, as in organized health-related and static environmental
monitoring. The Bird-MAC protocol boasts extremely minimal energy consumption because it
periodically sends the monitored information via a very low data rate. The high energy-saving impact
of Bird-MAC (regardless of either a transmitter or a receiver) is because sensor nodes only wake-up for
the duration of the actual clock drift among the transmitter–receiver pair, while the time duration of the
wake-up is relative to the extreme clock drift. However, Bird-MAC requires additional computation
energy to determine the maximum clock drift, and this protocol cannot be applied to variable traffic.

3. Background on Receiver-Initiated MAC and the Proposed Mechanism

The core idea of the receiver-based PS-MAC protocol is that the receiver node initiates the
communication, assuming there is a single receiver node. In this protocol, the receiver node occasionally
wakes-up and broadcasts a preamble beacon message to indicate that the receiver node is ready to
accept a data message from any of the transmitter nodes. If no transmitter node has a data message to
send, the receiver node switches back to the sleep “mode”. This protocol addresses the high delay issue
that occurred at the other transmitter nodes that have data messages to send, because this protocol
prevents the communication channel from occupying the preamble message sent by the transmitter
nodes [25]. However, a receiver node that uses this protocol to transmit a packet might wake-up twice
or more compared to the transmitter node due to wrong traffic estimation [32]. This situation could
cause energy wastage and produce high latency. Therefore, this research work was carried out to
overcome the aforementioned problem. Figure 1 elucidates the receiver-initiated PS-MAC protocols.
Note that the main problem in receiver-initiated PS-MAC protocols is how the transmitter and the
receiver node pair define there mutually agreed upon wake-up time.

The figure is divided into two phases—before and after the convergence. In part (a), the receiver
node periodically sends a Wake-Up Beacon (WUB) message to notify the transmitter nodes of its
wake-up. In part (b), the transmitter node periodically wakes-up during its Wake-Up Interval (WUI)
time, and the WUI is stored by the transmitter node. Before sending the control message, the transmitter
node waits for the WUB from the receiver. This period is called Idle Listening Time (ILT), which is the
activity that consumes the most energy in the receiver-initiated MAC protocols. After receiving the
WB, the transmitter node sends the control message after sensing the medium. The communication
ends with an acknowledgement (ACK) message from the receiver node to the transmitter node after it
has successfully received the control message [37].

In this paper, we propose the AWR-PS-MAC designed to prevent the incorrect TSR convergence
problem, which causes the receiver node to wake-up more frequently than the transmitter node.
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Figure 1. Receiver-initiated Preamble Sampling Medium Access Control (PS-MAC) general
procedure [37]. (a) before convergence and (b) after convergence), and shows the communication of
the three transmit nodes “TxN1, TxN2, and TxN3” trying to send data packet to a coordinating node
(R). During the first phase (which we termed as an ‘evolution phase’), before reaching a steady state
(Figure 1a), each TxNi will waits for the WUB message from the receiver node before sending its data
packet. The wake-up beacon packet is implored to an explicit transmit node containing its unique node
ID (identifier). Whereas, other intending transmit nodes continue to wait for their respective wake-up
beacons time. After several wake-ups, the receiver node adapts its WUI time based on the traffic it
receives from each of the transmit node. In the second phase (i.e., after reaching the convergence as
shown in Figure 1b), the receiver node has adapted its WUI time in such a way that ILT is minimized.
To accommodate for the clock drift and hardware latencies, the receive node sends the WUB message
slightly after its scheduled time to guarantee that the anticipating transmit node is already awake.

Figure 2 exemplifies the main components of the proposed mechanism. The proposed mechanism
adopts and amends the WUI time and the TSR proposed by [31]. The improvised WUI time and
TSR are used to minimize the energy wastage and the high latency problems caused by the wake-up
time of a receiver node due to wrong traffic estimation. To simplify the explanation, a receiver node
and a transmitter node are used to illustrate how our proposed mechanism works. Our proposed
mechanism has four components: Initial Control Frame Message, Traffic Estimation Function, Control
Frame Message, and Adaptive Function.
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Figure 2. The main components of the proposed Adaptive Wake-Up Preamble Sampling MAC Protocol
(AWR-PS-MAC).

3.1. Initial Control Frame Message

Initially, a receiver node initiates communication by sending an initial control frame message to a
transmitter node. The initial control frame message consists of a WUB message with the size of two
bytes. The WUB is a series of messages periodically sent by the receiver node to notify the transmitter
node that there is a future data frame message. After every transmission, the receiver node waits for
the transmitter node to respond.

Proposed Adaptive Function

Under the proposed adaptive function, the receiver node receives the Control Frame Message.
The receiver node then replays an ACK message to the transmitter node. Then, the receiver node
checks whether the WUB message is in an “active” mode. If the WUB message is in the “active” mode,
the receiver node uses the proposed Adaptive Function stated in Equation (1) to calculate the WUI
time. Otherwise, Equation (2) is used.

WUIt(n + 1) =
n∑

i= j

WUIt( j) + ILTn − ILTk

NWwbm + 1
(1)

WUIt(n + 1) =
n∑

i= j

WUIt( j) + N0(i) ∗ tre f

NWwbm + 1
(2)

ILTn and ILTk, represent the Idle Listening Time, and n and k are auto-increment variables, which
are used to keep track of the first two successful data packet transmissions. ILTn and ILTk are the ILTs
for the first two successful data packet transmissions. NWwbm represents the “Number of Wake-up
without Receiving Beacon Message” and is used to store the statistical information of the received
WUB Message. N0 is the number of occurrence of zeros in the TSR for a transmitter node, tref is the
simulation time, and j and i are two successful data packets received.

In the current system, the Adaptive Function cannot detect the changes in the traffic rate if the
traffic rate is high [24,31]. In the proposed AWR-PS-MAC protocol, the receiver node adapts its WUI
time based on the traffic information received using the proposed Adaptive Function. The proposed
Adaptive Function uses the traffic information collected to reduce the wake-up frequency of a receiver
node to minimize the energy depletion as well as the message overhead.

After going through the proposed Adaptive Function, the receiver node learns about the traffic
information of each transmitter node. The receiver node updates the TSR corresponding to all the
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transmitter nodes. After that, the receiver node stores the transmitter node identification number, the
WUI time, and the ILT. For the next data packet transmission, the receiver node uses the latest TSR
information to determine the next WUI time for a transmitter node. With the proposed mechanism,
the receiver node wakes-up close to the transmitter’s WUI time. Thus, the proposed mechanism can
reduce energy consumption as well as the message overhead.

3.2. Transmitter Node

The transmitter node consists of two functions—control frame message and traffic estimation
function (see Figure 2). Below are the explanations of each of the functions.

3.2.1. Control Frame Message

After going through the proposed traffic estimation function, the transmitter node then transmits
the Control Frame Message to the receiver node. The Control Frame Message consists of Frame
Control, Address Information, Idle Listening Time, “Number of Wake-up without Beacon Message,”
Data Payload Field, and Check Sum fields (see Table 1). The Frame Control field belongs to the MAC
header section. It has 1 byte. It also contains the type of message used by the proposed mechanism,
such as WUB, Data Packet, and ACK. The Address Information field has 4 bytes. It stores the address
information of the destination and source nodes. ILT has 1 byte. It is used to store the listening time
when a sensor node is in “active” mode. The “Number of Wake-up without Beacon Message” field
has 1 byte. It stores the information of the number of times the transmitter node wakes-up before it
receives the WUB message. The Data Payload field has a variable data size. It holds the actual data to
be sent by the transmitter node. The Check Sum has 2 bytes. It is used to determine whether an error
has occurred during the data packet transmission. The receiver node then calculates the next wake-up
interval time using the Adaptive Function.

Table 1. Control Frame Message (send by transmitter node).

Description Size (Bytes)

Frame Control 1
Address Information 4
Idle Listening Time 1

Number of Wake-up without Beacon Message 1
Data Payload Variable
Check Sum 2

3.2.2. Traffic Estimation Function

In the current approach, the process of storing traffic information does not consider the data rate
of the transmitter node. An incorrect TSR convergence problem might occur when the receiver node
wrongly predicts the WUI time based on the TSR record that stores the traffic information of the sensor
nodes. Therefore, it makes the receiver node wake-up more frequently than the transmitter node.
To overcome this problem, a traffic estimation function is proposed.

After the transmitter node has received the initial control frame message, the transmitter node
calculates ILTn, ILTk, and NWwbm. n and k are auto-increment variables, which are used to keep
track of the first two successful data packet transmissions. ILTn and ILTk are the ILTs for the first two
successful data packet transmissions. NWwbm is the “Number of Wake-up without Receiving Beacon
Message” from the receiver node. NWwbm is used to store the statistical information of the received
WUB message. This information is used to prevent the incorrect TSR convergence problem that can
cause the receiver node to wake-up more frequently than the transmitter node.
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4. Simulation Experiments

Sensor nodes are randomly deployed to evaluate the proposed techniques using the parameters
shown in Table 2. We used Objective Modular Network Testbed in C++ (OMNeT++) and mixed
simulator (MiXiM) to simulate the transmission of the packets. Table 2 shows the simulation parameters
and the values used for simulating the proposed mechanism under variable traffic. To have a fair
comparison with the benchmark work, the configuration settings that are commonly used for simulating
variable traffic were adopted from [32]. The simulation was run for a period of 2000 s, where 5 to
50 nodes were randomly deployed in an area of 500 m2. The WUI time was set from 0.5 s to 2 s, and
each of the simulation results were calculated after 100 stochastic simulations. The traffic rate used
was based on the increase or the decrease of the ILT of the sender nodes, and the traffic rate range
was from 1 to 10 frames/s. The TSR length used was set to 1 byte for storing the values of messages
received by the sender node. One receiver node was used, and the constant bit rate (CBR) traffic model
was used to generate traffic.

Table 2. The simulation settings.

Field Values

Simulation Time 2000 s
Number of Nodes Data
Node Distribution Randomly

WUI time 0.5 s–2 s
Number of Ransom Simulation 100

Traffic Rates 1–10 frames/s
Bitrate 250 kbit/s

Rx (receive) Current 18.8 mA
Tx (transmit) Current 17.4 mA

Sleep Current 0.03A
Number of Receiver 1

Traffic Model Constant Bit Rate

5. Result and Discussion

5.1. The Performance Analysis for Energy Consumption Proposed a Method and Other Related Works

The energy consumption is calculated using Equation (3). This equation is adopted from [38]. It is
the standard formula used for calculating the energy consumed.

E = EWUB
tx + EWUB

rx + Ed
tx + Ed

rx + Esam + Eoh + Es + Ei (3)

where EWUB
tx is the amount of energy used in transmitting WUB. EWUB

rx is the amount of energy used
in receiving WUB. Ed

tx is the amount of energy that is essential to communicate a data packet. Ed
rx is

the amount of the energy required to receive a data packet. Esam is the amount of energy necessary to
sample the channel for an ongoing transmission. Eoh is the energy of overhearing when a sensor node
overhears a message that is destined to another sensor node. Es is the amount of energy used when the
mode of the sensor is in “sleep mode”. Ei is the energy of ILT.

Figure 3 illustrates the energy consumption analysis results from the comparison among the
proposed method, AP-MAC, PBA-MAC, AS-PW-MAC, HSA-MAC, TRIX-MAC, TAD-MAC, PW-MAC,
and RI-MAC. The figure illustrates that the proposed mechanism had a very significant decrease
in energy consumption compared to other related works. On average, the proposed method
produced approximately 14%, 25%, 34%, 43%, 56%, 60%, 67%, and 77% less energy consumption
compared to AP-MAC, PBA-MAC, AS-PW-MAC, HSA-MAC, TRIX-MAC, TAD-MAC, PW-MAC, and
RI-MAC, respectively.
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Figure 3. Energy consumption analysis.

On average, AP-MAC protocol produced the second least energy consumption compared to other
related works. AP-MAC protocol managed to consume less energy because it utilized the information
table to know the wake-up time of the receiver node. However, this protocol was still less effective than
the proposed mechanism except for the number nodes at five (which tied with the proposed method).

On average, PBA-MAC protocol produced the third least energy consumption compared to other
related works. However, it provided the same energy consumption as AP-MAC for the number nodes
at 10 and 15. The reason that PAB-MAC managed to deliver less energy depletion compared to other
protocols was that it used an advance mechanism to enable the transmitter node to forecast the wake-up
time of the receiver node. However, this protocol still produced higher energy consumption compared
to the proposed mechanism.

Generally, AS-PW-MAC protocol produced the fourth least energy consumption compared to
other related works. However, it produced the same energy consumption as PBA-MAC protocol
for the number nodes at 5 and 10. The reason that AS-PW-MAC managed to deliver less energy
depletion compared to other protocols was that it used a pseudo-random scheduling generator to
enable the transmitter node to forecast the wake-up time of the receiver node so that the transmitter
node could wake-up before the receiver node. However, this protocol still consumed high energy
depletion compared to the proposed mechanism.

TAD-MAC and TRIX-MAC protocol produced the fifth least energy consumption compared to
other related works for the number nodes at 5 until 15. TRIX-MAC protocol dropped to sixth place
when the number of sensor nodes increased to 20 until 50. The reason that TRIX-MAC managed to
produce less energy depletion compared to other protocols was that TRIX-MAC enabled the transmitter
nodes to forecast the receiver nodes’ wake-up times. On the other hand, TAD-MAC protocol dropped
to seventh place when the number of sensor nodes increased to 20 until 50. The reason that TAD-MAC
protocol could not perform well compared to other protocols was that the receiver node in this protocol
woke-up more frequently than the transmitter node.

HSA-MAC protocol and PW-MAC protocol produced the sixth least energy consumption compared
to other related works for the number nodes at 5 until 10. PW-MAC protocol started to drop to seventh
place for the number nodes at 15 and then to second to last place for the number nodes at 20 until
50. The reason that PW-MAC protocol produced higher energy depletion when the number of nodes
increased was due to the prediction mechanism used in this protocol that made the receiver node
wake-up more frequently than the transmitter node. Ironically, HSA-MAC protocol not only managed
to retain sixth place for the number nodes at 15, but it also managed to improve its place, moving to
fifth place for the number nodes at 20 until 50. The reason that HAS-MAC could reduce the energy
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depletion when the number of nodes increased was that this protocol allowed the receiver node to
adapt its wake-up and sleep intervals in static and variable traffic rates.

In general, RI-MAC protocol produced the highest energy consumption compared to all the
related works. The reason that RI-MAC protocol produced the highest energy consumption was that
this protocol used a fixed wake-up interval, which made the receiver node wake-up more frequently
than the transmitter node.

To recap, the results from the simulation show that the proposed mechanism can outperform
other related works. This means that the proposed mechanism that uses ILT and NWwbm can prevent
the incorrect TSR convergence problem that causes the receiver node to wake-up more frequently than
the transmitter node.

5.2. The Performance Analysis for Energy Consumption Proposed a Method and Other Related Works

Equation (4) is used to determine the latency of all the protocols. This equation is the standard
formula, and it is adapted from [38].

L =

∑Prx
i=1

(
Trxi − Tpgi

)

Prx
(4)

where L is the latency. Prx is the packet received. Trxi is the time when the packet is received. Tpgi is
the time when a generated packet is received.

Figure 4 shows the latency analysis results from the comparison among the proposed mechanism,
AP-MAC, PBA-MAC, AS-PW-MAC, HSA-MAC, TRIX-MAC, TAD-MAC, PW-MAC, and RI-MAC.
In general, the latency increased when the number of nodes increased for all the protocols. However,
the proposed mechanism had the least latency compared to AP-MAC, PBA-MAC, AS-PW-MAC,
HSA-MAC, TRIX-MAC, TAD-MAC, PW-MAC, and RI-MAC. The proposed mechanism reported 6%,
11%, 19%, 26%, 31%, 35%, 40%, and 45% lesser latency compared to AP-MAC, PBA-MAC, AS-PW-MAC,
HSA-MAC, TRIX-MAC, TAD-MAC, PW-MAC, and RI-MAC, respectively. This analysis shows that
the proposed mechanism can reduce the latency for the variable traffic by using the proposed adaptive
function. The proposed adaptive function uses the latest TSR information to determine the next WUI
time for the transmitter’s WUI time. Therefore, it can help the receiver node to adapt its WUI time
based on the traffic information received.

Figure 4. Latency analysis.
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5.3. The Performance Analysis for Energy Consumption Proposed a Method and Other Related Works

A standard formula for calculating the throughput is adopted from [39] to determine the throughput
of all the protocols. Hence, Equation (5) is used.

T =
NrpSp

Ts
(5)

where T is the throughput. Nrp is the number of packets received. Sp is the size of the packet. Ts is the
simulation time.

Figure 5 shows the throughput results from the analysis for the proposed mechanism,
AP-MAC, PBA-MAC, AS-PW-MAC, HSA-MAC, TRIX-MAC, TAD-MAC, PW-MAC, and RI-MAC.
The throughputs of the proposed mechanism, AP-MAC, PBA-MAC, AS-PW-MAC, HSA-MAC,
TRIX-MAC, TAD-MAC, PW-MAC, and RI-MAC showed a linear increment when the number of notes
increased. From the graph, the throughput produced by the proposed mechanism was about 11%,
21%, 27%, 36%, 46%, 54%, 59%, and 74% higher than AP-MAC, PBA-MAC, AS-PW-MAC, HSA-MAC,
TRIX-MAC, TAD-MAC, PW-MAC, and RI-MAC respectively. The reason that the proposed mechanism
can outperform the other methods is that the proposed adaptive function uses WUB message to notify
the transmitter node so that the receiver node is ready to receive any incoming data packet. With this
modification, it enables the proposed mechanism to produce higher throughput.

Figure 5. Throughput analysis.

5.4. The Performance Analysis for Energy Consumption Proposed a Method and Other Related Works

The packet delivery ratio is calculated using Equation (6). This equation is the standard formula
used by [39] to compute the packet delivery ratio.

PDR =
Prx ∗ 100∑n

i=1 Pg
(6)

where PDR is the packet delivery ratio. Prx is the number of packets received. n is the number of
sensor nodes. Pg is the total number of the packet generated.

Figure 6 presents the results with respect to the Packet Delivery Ratio for the proposed mechanism,
AP-MAC, PBA-MAC, AS-PW-MAC, HSA-MAC, TRIX-MAC, TAD-MAC, PW-MAC, and RI-MAC.
In general, the results obtained from the simulation demonstrated that the proposed mechanism
had a higher Packet Delivery Ratio compared to AP-MAC, PBA-MAC, AS-PW-MAC, HSA-MAC,
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TRIX-MAC, TAD-MAC, PW-MAC, and RI-MAC. The Packet Delivery Ratio of the proposed mechanism
was about 7%, 10%, 13%, 18%, 22%, 25%, 44%, and 54% higher compared to AP-MAC, PBA-MAC,
AS-PW-MAC, HSA-MAC, TRIX-MAC, TAD-MAC, PW-MAC, and RI-MAC, respectively. The reason
that the proposed mechanism can provide better Packet Delivery Ratio is that the proposed adaptive
function uses ILTn, ILTk, and NWwbm to schedule the receiver node so that the transmitter node can
receive an incoming data packet in a shorter waiting time.

Figure 6. Packet Delivery Ratio analysis.

The simulation results show that, on average, the proposed mechanism can outperform other
related works in terms of energy consumption, latency, throughput, and Packet Delivery Ratio by 14%,
6%, 11%, and 7%, respectively. The reason that the proposed mechanism can achieve better results is
because the proposed Adaptive Function uses the latest TSR information to determine the next WUI
time for the transmitter’s WUI time. Therefore, it can help the receiver node to adapt its WUI time
based on the traffic information received and prevent the incorrect TSR convergence problem that
causes the receiver node to wake-up more frequently than the transmitter node.

6. Conclusions

The AW-RB-PS-MAC protocol was proposed. The proposed AW-RB-PS-MAC protocol consists of
four components: Initial Control Frame Message, Traffic Estimation Function, Control Frame Message,
and Adaptive Function. Initial Control Frame Message is the initial message sent by a receiver node.
It consists of WUB message and has two bytes. Traffic Estimation Function is used by a transmitter
node to estimate the traffic rate by using the TSR and the proposed variables. Control Frame Message
consists of Frame Control, Address Information, Idle Listening Time, “Number of Wake-up without
Beacon Message,” Data Payload Field, and Check Sum fields. The Frame Control field belongs to the
MAC header section. It has 1 byte. The Address Information field has 4 bytes. Idle Listening Time (ILT)
has 1 byte. The “Number of Wake-up without Beacon Message” field has 1 byte. The Data Payload
field has a variable data size. The Check Sum has 2 bytes. Finally, the receiver node to calculate the
next WUI time of each of the transmitter nodes uses the Adaptive Function. The proposed Adaptive
Function uses the proposed function in two ways. When the WUB is in “active” mode, Equation (1) is
used; otherwise, Equation (2) is used. Furthermore, the proposed Adaptive Function uses new features
to reduce energy consumption and high latency. The implementation of the proposed AW-RB-PS-MAC
protocol was carried out in the OMNeT++ network simulator and the MiXiM framework. The results
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showed that the proposed mechanism could prevent the incorrect TSR convergence problem that
causes the receiver node to wake-up more frequently than the transmitter node.

In the future, we will conduct research on preventing other issues, such as wake-up collision [32]
and data packet collision [26] in variable traffic. The wake-up collision occurs when one or more
transmitter nodes share the same wake-up time while they are within transmission range of each
other. This means that these transmitter nodes send a wake-up beacon at the same time to the receiver
node and collide in the transmission channel. This problem causes more energy consumption at the
transmitter nodes. Data packet collision happens when more than one transmitter node sends a data
packet concurrently to the receiver node using the same channel. This problem causes more packet
retransmission and high energy consumption at the transmitter nodes. We believe that, by looking into
these issues, the adaptation of the variable traffic method could be improved.
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Abstract: The paper proposes a sensors platform to control a barrier that is installed for vehicles
entrance. This platform is automatized by image-based license plate recognition of the vehicle.
However, in situations where standardized license plates are not used, such image-based recognition
becomes non-trivial and challenging due to the variations in license plate background, fonts and
deformations. The proposed method first detects the approaching vehicle via ultrasonic sensors and,
at the same time, captures its image via a camera installed along with the barrier. From this image, the
license plate is automatically extracted and further processed to segment the license plate characters.
Finally, these characters are recognized with the help of a standard optical character recognition
(OCR) pipeline. The evaluation of the proposed system shows an accuracy of 98% for license plates
extraction, 96% for character segmentation and 93% for character recognition.

Keywords: barrier control; sensors platform; vehicle detection; license plate recognition; raspberry-pi;
features extraction; machine learning algorithms

1. Introduction

The security sensitive areas of a country, such as classified defense areas, government buildings
and military installations, are under constant surveillance to avoid potential threats. Such surveillance
also extends to the vehicles that constantly access these areas. A vast majority of the currently installed
systems use barrier gates that are either manually operated [1] or use vehicle identification based on
radio frequency identification (RFID) technology [2]. In RFID-based systems, every vehicle has an
RFID tag and RFID reader installed at a gate to identify authorized vehicles. Such systems automatize
the access control process; however, the installation of RFID tag in each vehicle makes such systems
costly. Alternatively, we propose using a combination of a sensors platform and camera system for
automatic barrier access control. The approaching vehicle is automatically detected via the ultrasonic
sensors while a camera captures the image of the front side of the vehicle. This image is then further
processed to extract and recognize the license plate (LP) of vehicle for authorization. Consequently,
the barrier is opened only for authorized vehicles.

An automatic license plate recognition (ALPR) system is instrumental in identifying a vehicle
from the image of its LP. As a common rule in various parts of the world, the government issues LPs
with fixed aspect ratios, fonts and backgrounds. However, arbitrarily designed LPs is an ever growing
problem in countries like Pakistan, where the ALPR becomes a challenging task for a few reasons. First,
the position of an LP is not fixed on the front side of the vehicle. Second, there exists a huge variation
in the aspect ratios of the LPs. Third, the backgrounds of the LPs vary from on to the other. Finally,

Sensors 2019, 19, 3015; doi:10.3390/s19133015 www.mdpi.com/journal/sensors207
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variations are also found due to non-uniform font styles and font sizes. Some of these variations are
depicted in Figure 1.

A typical ALPR system mainly consists of the following steps [3,4]:

1. Image capturing device acquires an image or extract an image from a video
2. Localization and extraction of license plate in the acquired image
3. Character segmentation and recognition OCR in the extracted LP

Figure 1. Overview of Pakistani license plates (LPs) with various background, foreground, characters
fonts and font-sizes.

The ALPR process begins with LP localization and extraction from the vehicle image. LP
localization techniques extract the rectangular bounding box or the text regions directly from the
image [5]. Without any prior knowledge about the LP size and its location on vehicle, the entire image
must be examined to extract the required LP region. We use a Canny edge detector-based method [6]
followed by morphological operations and connected components detection to find the rectangular
bounding box around the LP in vehicle image. The next step is the segmentation of the desired LP
to extract individual characters for recognition. We propose a segmentation approach for characters
that have variations in font size, style, and color. Finally, optical character recognition OCR is used to
recognize the letters and digits of the extracted LP. To this end, we adapt the feature-based approach
that extracts the features of each individual character. These feature include character contour, zoning
of solid binary image character, and a skeleton of thin characters [7,8]. These features are used to train
the model of a machine learning algorithm or classifier for character recognition. We evaluate a number
of classifiers such as the support vector machine (SVM) [9,10], K-nearest neighbors (KNN) [11,12],
artificial neural network (ANN) [13] and Decision Trees [14]. The main contributions of this paper are
as follows:

1. Development of a prototype for barrier access control and then deploying it in a real
world scenario.

2. An image dataset of challenging number plates commonly used in Pakistan with variations in
background, position on vehicle, fonts and font styles.

3. Development of an algorithm for character extraction and segmentation of LPs having different
background, position on vehicle, fonts and font styles.

4. An extensive performance evaluation of classifiers for optical character recognition.
5. A performance evaluation of the proposed system on two different hardware environments to

select the one which is favorable for real-time application.

The rest of this paper is structured as follows: Section 2 outlines related work; Section 3
explains the proposed methodology; the dataset description, results and performance evaluation
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are discussed in Section 4; finally, Section 5 concludes the paper and outlines the future directions of
the current research.

2. Related Work

In this section, we briefly introduce the related work about LP Localization in vehicle images,
characters segmentation and characters recognition.

2.1. LP Detection and Localization

In an ALPR system, the starting step is LP detection and extraction. If the LP is not properly
extracted, then the LP segmentation will be severely affected [15]. As a common practice, an LP has a
rectangular shape. However, in the captured vehicle image there may be other rectangular objects such
as the headlights. Therefore, for an effective segmentation, the properties and features of an LP such
as its area and aspect-ratio, should be known beforehand. Tarabek et al. [16] proposed a connectivity
based rectangular bounding-box extraction with fixed properties. The combination of edge detection
and morphological operations is used for LP detection and localization [17–20]. Wang et al. [19]
converted the RGB image to HSV color space and proposed a two-stage process for LP localization
using color and edge information. Dun et al. [21] proposed an ALPR system for specifically yellow
and blue Chinese LPs. A special threshold function was proposed to convert the RGB image to gray to
highlight the yellow and blue colors. The transition between the LP background and characters are
then used to remove the fake plates and reserve the real plate. In the final step, the accurate location is
determined using character size and stroke width. Safaei et al. [22] proposed LP localization based on
hierarchical saliency. The proposed algorithm has two steps: in the first step, the algorithm finds the
saliency map and then using the connected component analysis detects the LP region. After finding
connected components, a Sobel filter and a closing morphological operation is applied. It eliminates
many non-number plate regions and then finds the most populated region using L1-norm. Its result is
then binarized using Otsu’s method. The largest connected component covering the plate number is
then cropped from the vehicle image.

2.2. Characters Segmentation and Extraction form LP

Character segmentation divides the LP into individual characters and digits. Character
segmentation becomes challenging due to multi-color background and foreground of an LP.
Tabrizi et al. [23] proposed LP segmentation using morphological operations such as dilation, hole
filling, erosion, and characters width and height. Gazcón et al. [24] proposed a bounding box
technique and its properties to extract characters from the cropped LP. A Convolutional Neural
Network (CNN) based two-stage process is proposed [25] to segment and recognize characters (0–9,
A–Z). Tarigan et al. [26] proposed an LP segmentation technique consisting of horizontal character
segmentation, connected component labeling, verification and scaling. Horizontal and vertical
projections of characters are used to segment the cropped LP [27]. Zheng et al. [28] proposed an
improved blob detection algorithm to segment LP characters. The segmentation process consists of
three steps: first, character height is estimated using the lower and upper boundaries; character width
is estimated; and finally, the character is labeled using the block extraction algorithm.

2.3. LP Extracted Characters Recognition

One of the main components of ALPR is the automatic recognition of characters. Chen et al. [29]
proposed SIFT based features extraction and matching these features in order to recognize the Chinese
characters. A template matching based LP characters’ recognition [30] has been proposed for Arabic
characters, to recognize 27 alphanumeric characters (17 alphabets and 10 numeric) of fixed size 50 × 25.
A tesseract OCR engine [31] with modification is used in Reference [28] for LP characters’ recognition.
Tabrizi et al. [23] proposed a hybrid approach of k-nearest neighbor (KNN) and multi-class support
vector machine (SVM) for Iranian LP recognition. First, the KNN classifies the characters using the
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structural, horizontal and vertical features. Then the SVM classifier is applied to the zoning features.
Gazcón et al. [24] compared the proposed intelligent template matching (ITM) with the artificial
neural network (ANN). Compared to the traditional template matching technique the ITM constructs
trees of the character’s skeleton. These trees are used to compare with the tree obtained from the
testing character skeleton. ITM showed higher accuracy and also minimized the recognition time.
Wang et al. [32] proposed LP detection and recognition simultaneously in a single forward pass by
using a deep neural network algorithm. In the first step of this algorithm, a number of convolutional
layers are used to extract and discriminate the features of LP. After this, the proposed network detects
the objects on a LP. This technique takes the low level convolutional features and generates a set of
bounding boxes. In the last step, a bidirectional recurrent neural network (BRNN) with Connectionist
Temporal Classification recognizes the LP characters. Björklund [33] proposed an ALPR system trained
on synthetic data that has varying pose conditions and illumination levels and showed precision
and recall of 93%. Table 1 presents the overall literature review of LP detection, LP region of interest
extraction, characters’ segmentation, and character recognition.
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3. Proposed System

This section explains the proposed architecture including the main functions from vehicle
detection to the barrier control mechanism. Figure 2 illustrates the block diagram of the proposed
system while Figure 3 depicts the algorithm flowchart of the proposed system. Following are the
main steps.

Figure 2. The proposed architecture of barrier access control for vehicle entrance using sensors platform
and an image-based LP recognition.

1. Vehicle arrival detection and image acquisition
2. Image pre-processing and edge image generation
3. Image segmentation based on detected edges
4. LP extraction via the count of connected components
5. Character segmentation and features calculation
6. Optical character recognition
7. Vehicle authorization and barrier control system

These steps are further explained in the following subsections.
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Figure 3. Algorithm flow chart of the proposed smart access control for vehicle entrance using sensors
platform and an image-based LP recognition.

3.1. Vehicle Arrival Detection and Image Acquisition

Figure 4 shows the proposed hardware architecture for barrier access entrance control. Ultrasonic
sensors installed at the barrier detect the approaching vehicle. The sensor emits 8-pulses of 40 KHz for
10 μs and listens to the echo signal for 100 μs to 36 ms. Using S = Vt

2 , we find the distance between
barrier and the vehicle where S is the distance, V is the speed of sound: .034 m/μs and t is the time
in μs for transmission and its echo signal. The camera is only activated for image acquisition when
the ultrasonic sensors detect the vehicle in a specific range of distance which is set from 1 to 3 m. As
a common practice on gate entrances, a lane is built for the entering vehicle so that they are almost
straight when the image is taken by the camera. Due to this reason, the image of the entering vehicle is
taken with negligible rotations.
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Figure 4. Hardware architecture of an ultrasonic sensors-based vehicle entrance and exit detection.

3.2. Image Pre-Processing and Edge Image Generation

In the proposed ALPR method, we convert the captured image into grayscale. It reduces the
processing complexity and processing time and is robust to color changes due to different lighting
conditions. A canny edge detector is applied to this image to detect all the edges. The Canny edge
detector is a combination of a Gaussian filter for smoothing and a Sobel filter for edge detection.
Equation (1) shows the Gaussian filter that suppresses the noise in an image with σ as the standard
deviation of the Gaussian filter.

G(x, y) =
1

2πσ2 e( − x2 + y2

2σ2 ) (1)

Sx =

⎡
⎢⎣+1 0 −1
+2 0 −2
+1 0 −1

⎤
⎥⎦ Sy =

⎡
⎢⎣+1 +2 +1

0 0 0
−1 −2 −1

⎤
⎥⎦ (2)

|S| =
√

Sx
2 + Sy

2 (3)


 S = tan−1(
|Sy|
|Sx| ) (4)

After the Gaussian filter, we apply the Sobel masks [37] to detect the horizontal and vertical
edges as shown by Equation (2). Equations (3) and (4) show the magnitude and direction of the Sobel
gradient respectively. Considering the pixel magnitude, direction, non-maximum suppression and
thresholds, the pixel is marked as an edge if its magnitude is greater than the threshold in the gradient
direction. Finally, at this stage, we get an edge segmented image.

3.3. Image Segmentation Based on Detected Edges via Morphological Operations

On the generated edge image, we perform various morphological operations such as dilation,
horizontal erosion, vertical erosion and hole filling. Dilation adds the pixels to the boundary of edges
to complete the boundary and increases the efficiency of LP extraction. Mathematically, Equation (5)
shows the dilation.

Idilated = I ⊕ B = {z| ˆ(B)z ∩ I 
= ∅} (5)

where I is edge segmented image and B is structure element. After dilation, we filled the closed
boundaries and remove unnecessary parts of the image without affecting the LP area. A hole filling
technique is used for this purpose and its mathematical expression is given by Equation (6).
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Iholefilled = Xk = (X(k−1) ⊕ B) ∩ Ic
dilated (6)

We use vertical and horizontal erosion to remove those pixels, which makes it difficult to extract
the LP. All the unnecessary lines and parts connected to the LP area create problems for the LP
extraction. Equation (7) shows the mathematical expression used for erosion.

Ieroded = Iholefilled � B ={z|(B)z ∈ Ieroded} (7)

3.4. LP Extraction via the Count of Connected Components

We find the 8-connectivity components based rectangular bounding box objects in the eroded
image. In addition to the LP, there are other rectangular objects such as headlights, radiators, grille
and bumper. Therefore, it is likely that these objects are also segmented along with the LP. Due to this
reason, we use the count of connected components in each segment as a clue to differentiate between
the LP and other rectangular objects. To this end, for a segment to be considered an LP, the number
of objects inside that segment should be more than five. This is due to the fact that the Pakistani LP
consists of at least five characters as shown in Figure 3. Once the mask of the LP is generated in this
way, it is used to extract the LP from the RGB image.

3.5. Characters Segmentation from LP Segment and Features Calculation

Once the LP region is extracted, character segmentation is employed to extract the LP characters.
For this purpose, as a first step, the LP region is binarized using the algorithm shown in Figure 5. First,
we calculate the intensity histogram of the LP region image and then find the two highest peaks in this
histogram. We considered the two highest peak because the LP mostly consists of two colors, that is,
the LP background color and the characters’ color. The threshold is the average value of these two
peaks.An LP grayscale image is then binarized using this threshold. We extract characters from the
binary image using 8-connectivity, considering a character height of 30 to 90, a width of 10 to 40 and
an area of 700 to 800 pixels.

Start
Extracted 

License Plate 
Area Image

Histogram of the image Search for highest peak 
of histogram

Search for second 
highest peak of 

histogram

Threshold = average of 
two highest peaks

Image binarization 
based on the calculated 

threshold
End

Figure 5. Thresholding algorithm to convert the LP grayscale image to binary.

In this paper, we focus on the features-based approach for character recognition. We extract the
following features of a character.

• Zoning: It divides the character image into various sub-images. Figure 6 shows the overview of
zoning a character image into 3 × 3 sub-images. The white pixels are summed in each sub-image
and become a feature.
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(a) Binarized image of a character (b) 3 × 3 zoning

Figure 6. Overview of zoning of an image into sub-images.

Mathematical it can be calculated by Equation (8).

zoning f eature =
M

∑
i=1

N

∑
j=1

subimage(i, j) (8)

where M × N is the size of sub-image. We considered a character 42 × 24 size of image and then
divided it into nine sub-images of 14 × 8 each.

• Perimeter: The set of interior boundary pixels of a connected component (character image
(C)) [33]. We considered 8-connectivity to find the perimeter. Equation (9) finds the perimeter of
a character.

Permiter8 = {(a, b) ∈ C|N4(a, b)− C 
= ∅} (9)

where (a, b) is the pixel location.
• Extent: It is the ratio of white pixels in an image to the total number of pixel in the binary image.

Equation (10) finds the Extent value of a character image.

Extent =
Number_o f _WhitePixels

Total_Pixels_Image
(10)

• Euler Number: Euler number is the topology measure of an image. It is the number of objects in
an image minus the number of holes in the image. Equation (11) finds the Euler number:

Euler_number = 1 − number_o f _holes (11)

• Particular Rows and Columns Pixels Summation: In the paper, we consider some particular
rows and columns to add their pixels. That particular row or column pixels summation is
considered as a feature. Equation (12) finds the sum of a particular row i.

sum_row_i =
TotalCol

∑
col=1

C(i, col) (12)
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where TotalCol shows the number of columns in the character image C. We considered the
summation of rows third, fifteen, twenty-seven and thirty-seven as features. The summation of
the column is given by Equation (13).

sum_column_j =
R

∑
r=1

C(r, j) (13)

where R is rows in character image C and we find the summation of second, twelve and
seventeen columns.

• Eccentricity: Finds how close an object is to being a circle. It is ratio of the linear eccentricity to
the semi-major axis.

• Orientation: The major axis of an ellipse around the object and then finding the angle which the
major axis made with the x-axis.

3.6. Optical Character Recognition of LP Characters

In this paper, we evaluated various supervised learning algorithms (classifiers) to recognize
characters on the LP. Figure 7 shows the process of LP character recognition. As a first step, these
characters are manually extracted from the images. The aforementioned features of each extracted
character are calculated in order to represent each of them in a single feature vector of length 21.
A given classifier is then trained on these features. For testing, the proposed extraction algorithm
first extracts the LP characters automatically while the trained classifier recognizes the characters
by predicting their labels. We used KNN, Decision Trees, Random Forest, SVM, and ANN for LP
character recognition.

Character extraction 
and conversion to 

binary

Start

Features Extraction 
and Labeling

Zoning
Perimeter
Extent
Euler number
Columns and rows 
summation
Eccentricity
Orientation

Features Extraction

Zoning
Perimeter
Extent
Euler number
Columns and rows 
summation
Eccentricity
Orientation

Training model Testing

Labels Features

Classifier

Prediction Model

Labels Features

Label Prediction

Training Test

Figure 7. An overview of LP characters recognition process.

3.7. Vehicle Authorization and Barrier Control System

The real-time system for vehicle detection and authorization is implemented on a Raspberry Pi.
The ultrasonic sensors interfaced to the Raspberry Pi detect the approaching vehicle on entrance. The
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LP of this vehicle is then verified using its image. If the vehicle is permitted then the Raspberry Pi
sends a command to open the barrier. Figure 8 shows the circuit, schematic, hardware setup and access
mechanism of the barrier control system. Figure 8c shows the real-time hardware setup used to detect
the vehicle, recognize the LP and control the barrier position. A camera and two ultrasonic sensors
installed on the barrier are also shown. The front ultrasonic sensor detects the vehicle at the entrance
and the rear ultrasonic sensor detects the exited vehicle. The barrier control circuitry is interfaced using
the RS-232 serial port to the LP processing system. We used a DC motor [38] to control the barrier
access that rotates between 0◦ and 360◦. We used 90◦ and +180◦ for closed and open barrier systems
respectively, as shown in Figure 8d. The motor rotates the barrier bar from open to closing when the
first relay is active and second is de-active and vice-versa. In real implementation, we used the DC
motor rated 24 V of high torque which can easily move a barrier bar that weighs upto 8 kg. However,
in a PC based simulation, we used 9 V to simulate the controlling of the motor.

(a) Barrier control circuitry (b) Barrier Control Schematic

(c) Hardware Equipment(Setup) for barrier access control using LP recognition

(d) Barrier positions

Figure 8. Hardware Setup and mechanism of barrier system control using DC motor.

4. Results & Discussion

The proposed system is implemented on the following frameworks.
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1. PC(Intel(R), Core(TM) i3-4010U CPU 1.70GHz,RAM: 4.00GB) running Matlab(R2013a, 64-bits)
and interfaced the Arduino using an RS232 serial port for the barrier control system. Matlab
programming and Arduino C-based code are used to implement the system

2. Raspberry Pi- system on chip single board computer with 1.4 GHz 64-bits quad-core processor
and interfaced the Arduino using RS232 serial port for the barrier control system. Python 3,
OpenCV 3.4.0, and Arduino C-based code is used to implement the system.

Table 2 shows the details of the acquired dataset used as training and test images. Images were
taken with a camera in daylight conditions.

Table 2. Dataset description for LP extraction, characters segmentation and recognition.

Sequence No. Description No. of Images

1 Images for LP extraction 500

2 Images for characters segmentation 500

3 Characters (0–9) & (A–Z) 3643

4 Features vector dimension 21

4.1. Results of Pre-Processing, Edge Detection, and LP Area of Interest Extraction

Figure 9 shows the qualitative results of pre-processing before LP extraction. Figure 9a shows
the original RGB captured image and the resized image when detected by the ultrasonic sensor in
the specified range. Figure 9b shows the RGB image converted to grayscale and Figure 9c shows
the detected edges in the image via Canny edge detector. Figure 9d–f shows various morphological
operations applied to the edge image. A 5 × 1 structure element of Dilation enlarges the edges.
Hole filling fills the connected objects and erosion removes the pixels on object boundaries and the
single pixel objects (lines). Connected components based segments are extracted using a constraint of
connected objects on a segment as shown in Figure 9g. Finally, Figure 9h shows the extracted LP area
of interest.

(a) Original RGB Image (b) Grayscale Image (c) Canny edge detected image

(d) Dilated Image (e) Holes filled Image (f) Erodded Image

(g) Connected Components (Bounding Box) Extracted Segments (h) Extracted LP area

Figure 9. Results of pre-processing, edge detection, morphological operations, connected components
extraction and final LP area extraction.
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For 500 images, the LP extraction accuracy of the proposed method is 98%. Figure 10 shows
images where the LP is not correctly extracted due to various reasons such as character occlusion due
to dirt, non-rectangular LP and broken LP.

(a) Severly occluded LP (b) Damaged LP (c) Non-rectangular LP

Figure 10. Vehicle images where LPs are not correctly segmented due to various reasons.

4.2. Results of LP Characters Segmentation

The step-by-step result of the LP segmentation and character recognition are visually shown in
Figure 11. The variations in the LP background, font sizes and styles of the characters’ positions can
be observed in the different types of LPs. There are also additional numbers and characters in the
LPs. The proposed method clearly shows its robustness to such challenges and extracts the bounding
boxes that enclose only those characters that belong to the license plate’s number. The LP character
segmentation of the proposed method for an image dataset of 500 images is 96%.

Extracted LP Binarized LP Segmented Characters

Figure 11. LP extraction, binarization and character segmentation.

4.3. Results of LP Characters Recognition

We assigned class labels 0–9 to the digits and 10–35 for alphabets A–Z to recognize the LP
characters. A total of 3643 characters were extracted from images of computerized and handwritten
LPs. The aforementioned features were calculated for each of the extracted characters. In the current
setting, we evaluated various classifiers such as KNN, Naive Bayes, Bayes Network, SVM using linear
kernel, MLP, Decision Tree and RF for LP character recognition. The classifiers training and testing
was done using 10-fold cross validation where a given dataset is split into 90% training set and 10%
test set. The performances of classifiers were compared with respect to their classification accuracy,
true positive rates, false positive rates, precision, recall, F-measure and ROC area. Figure 12 shows
the classification accuracies of all the classifiers on the given dataset. Table 3 shows the detailed
comparison of classifiers with respect to other metrics.
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Figure 12. Classifiers accuracy performance comparison for OCR.

Table 3. Comparison of performance metrics (TPR, FPR, Precision, Recall, F-measure, and ROC Area)
of classification algorithms for OCR.

Classi f iers
Parameters TPR FPR Precision Recall F-measure ROC Area

KNN 0.921 0.003 0.921 0.921 0.92 0.959
Bayes Network 0.865 0.005 0.868 0.865 0.865 0.994

Naive Bayes 0.847 0.006 0.859 0.847 0.85 0.99
SVM 0.917 0.004 0.913 0.929 0.916 0.956
MLP 0.93 0.002 0.931 0.93 0.93 0.995

Decision Tree 0.835 0.007 0.832 0.835 0.833 0.93
RF 0.93 0.004 0.93 0.925 0.926 0.965

Tables 4 and 5 show the confusion matrix of OCR using the KNN and MLP algorithms, respectively.
The characters on the LPs are handwritten and computerized. Mostly, the handwritten characters such
as 0 have higher similarity with O and also Q with 0. 5 and S, and M and N have higher similarity. If
they are computerized based O, Qw and 0 are used it will increase the recognition accuracy.

The accuracy of MLP, KNN, SVM and RF are close to each other. Therefore, we implemented
the KNN algorithm for real-time ALPR both on Matlab and Raspberry Pi based proposed systems.
Table 6 shows the time analysis of the proposed system, both implemented using a PC with Matlab
and Raspberry Pi with Python and OpenCV library. It depicts the time from vehicle detection to LP
number recognition and barrier access control opening. The time consuming part of the proposed
system is the pre-processing-LP localization and recognition of LP characters. We compared the timing
for 100-LPs that had 5-characters, 6-characters, and 7-characters, respectively. The Raspberry Pi based
system had the lowest computation time, a small size and low power requirements. It can be easily
installed in the constraint area for vehicle detection and control access to a restricted area.
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Table 6. Performance comparison of time (Seconds) taken by the proposed system implemented on a
PC (running Matlab) and a Raspberry Pi (Python + OpenCV).

PC[Matlab] Raspberry Pi (Python)
Characters on LP
Processing on LP 5 Characters 6 Characters 7 Characters 5 Characters 6 Characters 7 Characters

Vehicle Detection
and LP Extraction 3.2 3.19 3.21 0.13 0.11 0.14

LP Characters
Segmentation 2.1 2.14 2.27 0.1 0.12 0.13

Characters
Recognition and
Barrier Control

3.22 3.26 3.37 0.16 0.17 0.21

Total Time Taken
(Seconds) 8.52 8.59 8.85 0.39 0.4 0.48

5. Conclusions

We presented a robust, accurate, industrial barrier access control system using a sensor platform
and vehicle license plate recognition. The proposed system automatically detects a vehicle at an
entrance via ultrasonic sensors and then recognizes it by image-based recognition of its license plate,
which can have various backgrounds, fonts and font styles. To this end, a performance evaluation
of various classifiers was carried out to find out that which had the best recognition rate. Lastly, the
proposed system was implemented both on a PC running Matlab and on a Raspberry Pi (system on
chip) running Python with OpenCV. The Raspberry Pi-based system had low computational time,
a smaller size, and low power consumption, due to which it was used in the real-time application. In
future, we are working to increase the dataset of handwritten LP characters to improve accuracy and
laser beam-based vehicle detection to increase the detection range.
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