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Abstract: Recently, the control of multiphase electric drives has been a hot research topic due to the
advantages of multiphase machines, namely the reduced phase ratings, improved fault tolerance and
lesser torque harmonics. Finite control set model predictive control (FCS-MPC) is one of the most
promising high performance control strategies due to its good dynamic behaviour and flexibility
in the definition of control objectives. Although several FCS-MPC strategies have already been
proposed for multiphase drives, a comparative study that assembles all these strategies in a single
reference is still missing. Hence, this paper aims to provide an overview and a critical comparison of
all available FCS-MPC techniques for electric drives based on six-phase machines, focusing mainly
on predictive current control (PCC) and predictive torque control (PTC) strategies. The performance
of an asymmetrical six-phase permanent magnet synchronous machine is compared side-by-side for
a total of thirteen PCC and five PTC strategies, with the aid of simulation and experimental results.
Finally, in order to determine the best and the worst performing control strategies, each strategy is
evaluated according to distinct features, such as ease of implementation, minimization of current
harmonics, tuning requirements, computational burden, among others.

Keywords: multiphase electric drives; multiphase machines; six-phase machines; finite control set
model predictive control; predictive current control; predictive torque control

1. Introduction

Rotating electrical machines with a number of phases higher than three (n > 3) are commonly
referred to in the literature as multiphase machines [1]. Multiphase machines were first used in
high power generation units during the 1920s due to the current limit of circuit breakers at that
time and due to the size of the reactors needed to limit currents in the event of faults [2]. In the
1960s, it was demonstrated that an increase in the number of phases of electrical machines fed by
voltage source inverters (VSIs) leads to an increase of the order of torque pulsations (h = 2n) and
to a reduction of their magnitude [3]. Additionally, the increase in the number of phases also leads
to a lower current or voltage per phase, decreasing the requirements of the power semiconductors
ratings [4]. An electric drive with improved reliability based on a multiphase machine was first
studied in the 1980s [5], where each phase was connected to an independent power converter and
in the event of a fault in one or more phases, the drive could remain in operation with a reduced
power rating. Since the decoupled control of flux and torque in multiphase machines only requires
the regulation of two independent current components, regardless of the number of phases of the
machine [6], multiphase machines provide additional degrees of freedom that can be used for several
purposes without affecting the production of flux and torque [7]. The first works taking advantage
of the additional degrees of freedom of multiphase machines were published in the 1990s, where
the injection of current harmonics was used to enhance the torque developed by machines with
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concentrated windings [8,9]. Multimotor drives proposed in the 2000s is another application that
takes advantage of the additional degrees of freedom, where a single n-phase VSI is able to drive
independently up to (n − 1) /2 machines if n is odd or up to (n − 2) /2 machines if n is even, either
connected in series or in parallel [10,11]. More recently, the additional degrees of freedom of multiphase
machines are being used to provide: balancing of the dc-link capacitors of series-connected VSIs on
the machine side [12]; unequal power sharing [13,14]; full-load test methods [15,16]; integrated battery
charging for electric vehicles [17–19]; dynamic braking for non-regenerative electric drives [20,21];
and diagnosis of open-phase faults [22,23]. In addition to the reduced current or voltage ratings
per phase, lower torque harmonics, improved fault-tolerant capabilities and additional degrees of
freedom, multiphase machines also offer other advantages over their three-phase counterparts, namely:
improved winding factors, reduced harmonic content in the magnetomotive force (MMF), lower rotor
losses and lesser harmonics in the dc-link current [1,24–26]. Nowadays, electric drives based on
multiphase machines are employed in a wide range of areas, such as aircraft [27,28], electric or hybrid
vehicles [29], locomotive traction [30], high-speed elevators [31], ship propulsion [32], spacecraft [33]
and wind energy applications [34–36].

In multiphase electric drives, n-phase machines are typically supplied by a n-phase VSI, whose
power semiconductors are commanded by a control strategy in order to achieve variable speed
operation [26]. Several control strategies have been reported in the literature over the years for
multiphase electric drives, such as scalar or constant V/ f control, field oriented control (FOC) and
direct torque control (DTC) [25,26]. Scalar control regulates the speed of the machine by imposing a
constant ratio between the amplitude and the frequency of the stator voltage [3]. Since the constant V/ f
control cannot control directly the currents, an unbalance in the machine can lead to the appearance of
x-y current components with considerable magnitude [37]. Moreover, the reference voltages generated
by scalar control are translated into command signals for the power semiconductors of the VSI using
pulse width modulation (PWM) or space vector PWM (SV-PWM) techniques [7]. However, similarly
to standard three-phase electric drives, scalar control cannot provide accurate control of the rotor
speed of multiphase machines and leads to a poor dynamic performance [25]. On the other hand, both
FOC and DTC schemes provide a decoupled control of the flux and torque, improving the control
of the machine [38]. Typically, in FOC schemes the flux and torque of the machine are adjusted by
regulating two independent current components with proportional-integral (PI) controllers, regardless
of the number of phases of the machine, and the VSI control signals are synthesized with PWM or
SV-PWM techniques [39,40]. In the case of DTC schemes, the flux and torque are controlled directly
with hysteresis controllers and the control actuation is usually selected using a switching table [41,42].

In the last decade, finite control set model predictive control (FCS-MPC), along with control
strategies such as FOC and DTC, has been proposed for the control of high-performance electric
drives [43–45]. The main advantages of FCS-MPC over the classical control strategies are the
improved dynamic performance, flexibility in the definition of control objectives and easy inclusion
of constraints [46]. Since SV-PWM techniques can be hard to implement in multiphase drives [7],
particularly for machines with a high number of phases or when multilevel converters are employed,
FCS-MPC is also an attractive solution for multiphase drives since it does not require the use of
a modulator [46]. FCS-MPC strategies use a discrete version of the system model to predict the
future behavior of the controlled variables, considering a finite set of possible actuations of the power
converters [47]. Typically, FCS-MPC strategies can be based on the application of a single switching
state during a sampling period, referred to as optical switching vector MPC (OSV-MPC), or as an
alternative, consider the application of an optimal switching sequence, known as optimal switching
sequence (OSS-MPC) [48]. The control objectives of the FCS-MPC strategies are expressed in the form
of a cost function, which evaluates the error between the controlled variables and their reference
values. Hence, the optimal actuation is obtained by selecting, among the considered finite set of control
actuations the one that leads to the minimum value of the cost function [46–48].
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The FCS-MPC strategies available in the literature for multiphase drives are commonly classified
according to their control objectives, such as predictive current control (PCC), predictive torque control
(PTC) or predictive speed control (PSC) [49]. In the case of PCC schemes, the stator currents are
the controlled variables, while the flux and torque are usually selected as the controlled variables in
PTC strategies [50]. The PSC scheme eliminates the external PI speed loop present in PCC and PTC
strategies although it requires the tuning of several weighting factors and depends on the mechanical
parameters of the drive to estimate the load torque and predict the rotor speed [51]. Due to these
limitations of PSC schemes, applications of both PCC and PTC strategies for multiphase drives are
more popular among the research community and can be found in multiple publications [49,50,52–55].

Although several works have reported implementations of FCS-MPC strategies for electric drives
based on multiphase machines in recent years, very few works attempted to review and compare
these control strategies [50]. The publications [43,50,56,57] provide an overview of FCS-MPC strategies
applied to five and six-phase machines, which are the simplest and the most addressed configurations
in the literature [58]. However, these publications do not provide simulation or experimental results
and lack a critical comparison among the considered FCS-MPC control strategies. On the other hand,
a comparison between several FCS-MPC strategies applied to a six-phase PMSM drive was presented
in Reference [49], although only simulation results were provided and the latest contributions in this
field are missing.

This paper assembles in a single reference all published FCS-MPC strategies for electric drives
based on six-phase machines. It presents a critical comparative study between the different
FCS-MPC strategies, highlighting their advantages and drawbacks, being supported by a theoretical
framework and by both simulation and experimental results obtained with a six-phase PMSM drive.
Additionally, the paper includes a section providing an overview of the different topologies of
multiphase electric drives and a section detailing the modeling of six-phase machine drives.

The paper is structured as follows—Section 2 provides an overview of the existing multiphase
electric drives, Section 3 discusses the modeling of six-phase drives and Section 4 presents the theory
behind the FCS-MPC strategies for the six-phase drives published so far. Moreover, Section 5 presents
the simulation results of the reviewed FCS-MPC strategies, while Section 6 presents the experimental
results for the same control strategies. Finally, Section 7 contains the main conclusions of this work.

2. Multiphase Electric Drives

Since n-phase machines are supplied by n-phase power converters in multiphase electric drives,
the variable n is not restricted by the number of phases of the electric grid and can be selected according
to the application [26]. Hence, this section provides an overview of the different types of n-phase
machines and n-phase power converters reported in the literature. Since this paper provides an
overview of the FCS-MPC strategies for six-phase drives (n = 6) in particular, this topology is analyzed
in more detail in Section 2.3.

2.1. Types of Multiphase Electric Machines

The main difference between multiphase and standard three-phase machines is the configuration
of the stator windings [58]. In multiphase machines, the stator windings are designed to have n phases
and can be of distributed or concentrated type, depending on the number of stator slots per pole per
phase [25]. Regarding the machine type in multiphase drives, the majority of the literature published
in recent years has been focused on induction machines (IMs) and permanent magnet synchronous
machines (PMSMs) [50,59]. In comparison to IMs, PMSMs provide a higher efficiency and power
density, higher power factor and enhanced fault tolerance against open-phase faults [58,60].

Multiphase machines are typically classified according to the spatial displacement between phases
and are denominated as symmetrical or asymmetrical machines [58]. In the symmetrical configuration,
the stator windings of a n-phase machine are designed to have a displacement of 360/n electrical
degrees between consecutive phases [61]. However, if n is an odd and non-prime number or if n

3



Energies 2019, 12, 4693

is an even number, that is, n = {6, 9, 12, 15, ...}, the stator windings of a n-phase machine can also
be designed to have an asymmetrical configuration. In the asymmetrical configuration, the stator
windings are associated in k sets of windings, each one with a phases (n = a · k) spaced by 360/a
electrical degrees and the k sets of windings are displaced by α = 180/n electrical degrees between
them [62]. In the symmetrical configuration, the n-phases are usually wye-connected with a single
neutral point, whereas in the asymmetrical configuration the a phases within each set of windings are
wye-connected with k neutral points, which can be left isolated or connected to each other [59].

The asymmetrical configuration with k isolated neutral points is widely adopted since it restricts
the circulation of zero-sequence currents (ZSC) [63] and provides isolation among the k sets of
windings [26], although the number of independent currents is reduced to from n − 1 to n − k in
comparison with the single neutral point case [25]. Since the k sets of windings are isolated from
each other, the use of coupling inductors is not necessary as in the case of high-power three-phase
machines, where several power converters are associated in parallel to achieve high power ratings [60].
In the case of a fault in either the converter or the machine, a simple fault-tolerant control strategy
can be adopted for machines with n = a · k phases and k isolated neutrals by simply deactivating the
affected set of windings, while the drive is maintained in operation with a reduction in the power
rating of 1/k × 100% [26]. On the other hand, the asymmetrical configuration with a single neutral
configuration has additional k − 1 degrees of freedom, resulting in improved performance under
fault-tolerant operation [62,64,65].

The majority of multiphase machines with an asymmetrical configuration are designed to have
multiple sets of three-phase windings (a = 3) in order to maintain the compatibility with standard
three-phase power converters [59,66]. Examples of application of these multiphase machines are the
six-phase (k = 2) and twelve-phase generators (k = 4) used in wind energy applications [67], and the
nine-phase machine used in high-speed elevators [31]. Although less common, the sets of windings
can be arranged with a number of phases different from three, such as the fifteen-phase machine with
three sets of five-phase windings (a = 5) reported in Reference [58] for a ship propulsion system.

2.2. Types of Power Converters

The n-phase power converters employed in multiphase drives can be of two types: n-phase VSIs
or n-phase current source inverters (CSIs). Nowadays, n-phase VSIs are usually adopted in multiphase
drives [58], while CSIs were used in some of the earlier multiphase drives [68,69]. Typically, two-level
voltage source inverters (2L-VSIs) are used to drive multiphase machines in industrial applications,
although multilevel topologies, such as the neutral-point-clamped (3L-NPC) converter can also be
employed [7,70]. Other topologies of multiphase VSIs referred in the literature are the n-phase matrix
converter and the n-phase H-bridge converter [26,66].

Multiphase power converters can be associated to supply the machine from one side or from
both sides, being usually denominated as single or double-sided supply [7]. The single-sided
configuration is the one typically employed in multiphase drives, since the stator windings in
multiphase phase machines are commonly wye-connected into one or multiple stars [26]. In the
double-sided configuration, the stator windings of the machine are supplied from both sides in an
open winding configuration, increasing the number of levels of the phase voltage supplied by the VSIs
and improving the fault-tolerant performance of the system [7,58]. However, the double-sided supply
configuration requires twice the number of VSIs used in the single-sided configuration, increasing the
complexity of the electric drive.

Typically, n-phase machines with multiple sets of a-phase windings (n = a · k) are supplied from k
VSIs, each one with a phases [59]. These k VSIs can be arranged into three configurations regarding the
dc-link side: (i) a single dc-link; (ii) k isolated dc-links; (iii) k series-connected dc-links [58]. In healthy
operation, both the single dc-link and the k isolated dc-links provide similar performance, the only
difference is in fault-tolerant operation where the single dc-link provides better capabilities [71–73].
In spite of elevating the total dc-link voltage, the use of k series-connected dc-links requires a control
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strategy to guarantee the balance of the voltage of the dc-link capacitors and performs worse than the
other configurations in fault-tolerant operation [12].

2.3. Particular Case: Six-Phase Drives

Among multiphase machines with multiple sets of three-phase windings, the asymmetrical
six-phase machine with two isolated neutrals (2N) is the simplest and the most studied
configuration [1,25,26,50,58,59,74]. In the literature, six-phase machines are also referred to as dual
three-phase, dual-stator, double-star, quasi six-phase or split-phase machines [25,38]. The diagram of a
typical six-phase drive is presented in Figure 1, where a six-phase machine (either an IM or a PMSM)
with an asymmetrical winding configuration is supplied by two 2L-VSIs connected to a single dc-link.

Regarding the configuration of the stator windings of six-phase machines, the asymmetrical
configuration is the most reported in the literature, where the two sets of three-phase windings
are displaced by thirty electrical degrees (α = 30◦), as shown in Figure 1b [58]. The asymmetrical
configuration provides a reduction of the MMF harmonic content and eliminates the torque harmonics
of order h = 6 · m, with m being an odd number [37,75,76]. Other values for the displacement between
the two sets of windings, such as α = 0◦ and α = 60◦(symmetrical configuration), do not provide a
reduction of the harmonic content of the MMF and torque [25,76,77].

dc
U

�

�

1as

1as

1bs

1bs

1cs

1cs

2as

2as

2bs

2bs

2cs

2cs

Six-phase machine

(IM / PMSM)
Power converters (2L-VSIs)

1a

2a

1b

2b

1c

2c

30º

(a) (b)

Figure 1. Six-phase asymmetrical drive: (a) power circuit; (b) winding arrangement of the six-phase
asymmetrical machine with a 2N configuration.

Since in six-phase machines the two sets of windings are typically wye-connected, three neutral
configurations are possible: (i) 2N; (ii) single isolated neutral (1N); and (iii) single neutral connected to
the middle point of the dc-link bus or to an extra leg of the VSI, being termed as single non-isolated
neutral (1NIN) in this paper [62]. The 2N configuration is often used since it provides a better dc-link
voltage usage and avoids the circulation of ZSCs, leading to a better performance in steady-state
operation, with lesser current harmonics, in comparison to the 1N and 1NIN configurations [58].
On the other hand, the 1N and 1NIN configurations proved to be advantageous in fault-tolerant
operation [62,64,65,78], and in the enhancement of torque for the case of the 1NIN configuration [79,80].

3. System Model

This chapter presents the mathematical model of electric drives based on six-phase machines
(both IMs and PMSMs) fed by two 2L-VSIs, which is required for the implementation of
FCS-MPC strategies.

3.1. Introduction

In the literature, two distinct transformations are reported to model six-phase machines:
the double d-q transformation and the variable space decomposition (VSD) transformation [38,50,81].
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The double d-q transformation consists in the application of the Park transformation to both sets of
windings [75,82] and was widely used in the first FOC and DTC strategies proposed for six-phase
machines [25,38]. The VSD transformation is widely used nowadays not only in FCS-MPC but also
in FOC and DTC strategies [50,58] since it is able to separate the current, flux linkage and voltage
components responsible for the electromechanical energy conversion, mapped into the α-β subspace,
from the remaining components, mapped into the x-y subspace, which can be used as additional
degrees of freedom [7]. Moreover, the VSD transformation eliminates the coupling terms between
the different subspaces in the model of six-phase machines, which are present when the double d-q
transformation is used instead [81]. Additionally, the VSD transformation maps the current, flux and
voltage harmonics of order h = 12m ± 1 with m = 1, 2, ... into the α-β subspace, while the harmonics of
order h = 6m ± 1 with m = 1, 3, ..., are mapped into the x-y subspace [83].

3.2. Two-Level Voltage Source Inverters

Considering a six-phase machine with a 2N configuration, the phase voltages depend on the
switching state vector s of the 2L-VSIs defined in (1) and are calculated with (2):

s =
[

sa1 sb1 sc1 sa2 sb2 sc2

]T
, (1)

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ua1s
ub1s
uc1s
ua2s
ub2s
uc2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

Udc
3

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

2 −1 −1 0 0 0
−1 2 −1 0 0 0
−1 −1 2 0 0 0
0 0 0 2 −1 −1
0 0 0 −1 2 −1
0 0 0 −1 −1 2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
· s, (2)

where su = {0, 1} is the switching state of phase u, with u ∈ {a1, b1, c1, a2, b2, c2}. If su = 1, the top
insulated gate bipolar transistor (IGBT) of phase u is ON and the bottom IGBT is OFF, while the
opposite is true when su = 0. By applying the VSD transformation [83] defined in (3) to the phase
voltages given by (2), the stator voltage components of the six-phase machine in the α-β, x-y and z1-z2

subspaces are calculated by (4):

Tvsd =
1
3

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 cos
( 2π

3
)

cos
(

4π
3

)
cos
(

π
6
)

cos
( 5π

6
)

cos
( 9π

6
)

0 sin
( 2π

3
)

sin
(

4π
3

)
sin
(

π
6
)

sin
( 5π

6
)

sin
( 9π

6
)

1 cos
(

4π
3

)
cos
( 2π

3
) − cos

(
π
6
) − cos

( 5π
6
) − cos

( 9π
6
)

0 sin
(

4π
3

)
sin
( 2π

3
)

sin
(

π
6
)

sin
( 5π

6
)

sin
( 9π

6
)

1 1 1 0 0 0
0 0 0 1 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (3)

[
uαs uβs uxs uys uz1s uz2s

]T
= Tvsd ·

[
ua1s ub1s uc1s ua2s ub2s uc2s

]T
. (4)

The sixty-four different possibilities for the switching state vector s result in forty-nine distinct
voltage vectors mapped into the α-β and x-y subspaces simultaneously, as shown in Figure 2.
The projections of the voltage vectors in z1-z2 are not considered in the model of six-phase machines
with a 2N configuration since ZSCs cannot circulate [84]. The index of the voltage vectors represented
in Figure 2 is obtained by the conversion of the binary number of vector s into a decimal number.
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Figure 2. Voltage vectors of the six-phase machine in a stationary reference frame, mapped into the:
(a) α-β; (b) x-y; (c) z1-z2 subspaces.

3.3. Six-Phase Induction Machine

In order to obtain the dynamic model of a six-phase IM in an arbitrary reference frame rotating at
an angular speed ωa, the following rotation matrix is used along with the VSD transformation:

R(θa) =

⎡
⎢⎢⎣

Tr(θa) 02 02

02

(
Tr(θa)

)−1
02

02 02 I2

⎤
⎥⎥⎦ , Tr(θa) =

[
cos(θa) sin(θa)

− sin(θa) cos(θa)

]
, (5)

where θa is the electrical angle of the arbitrary reference frame, with the d-axis aligned with the airgap,
stator or rotor flux [38]. Matrix R(θa) rotates the α-β components in the counterclockwise direction in
order to obtain the d-q components, while the x-y components are rotated in the clockwise direction in
order to obtain the x′-y′ components. This direction of rotation of the x-y components is adopted in
recent works since it makes easier to control the unbalance of the machine [12,20,84,85].

Considering sinusoidally distributed windings, negligible saturation and symmetry between the
different phases, the voltage equations of a six-phase IM in an arbitrary reference frame (rotating at an
angular speed ωa), obtained by the application of the VSD transformation along with (5) are given
by [58,86]:

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

uds
uqs

uxs′
uys′

uz1s
uz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= Rs

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ids
iqs

ixs′
iys′

iz1s
iz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+

d
dt

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ψds
ψqs

ψxs′
ψys′

ψz1s
ψz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+ ωa

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 −1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ψds
ψqs

ψxs′
ψys′

ψz1s
ψz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, (6)

[
udr
uqr

]
= Rr

[
idr
iqr

]
+

d
dt

[
ψdr
ψqr

]
+ (ωa − ωr)

[
0 −1
1 0

] [
ψdr
ψqr

]
, (7)

where {Rs, Rr} are the equivalent resistance of the stator and rotor windings, respectively, ωr is
the rotor electric angular speed, the symbols u, i, ψ represent the voltage, current and flux linkage
and indexes s and r stand for stator and rotor variables. The voltage equations of the six-phase IM
can be written in the stationary or stator reference frame for ωa = 0, in the rotor reference frame
for ωa = ωr, or in the synchronous reference frame for ωa = ωs, with ωs being the synchronous
angular speed.
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Taking into account the effect of the mutual leakage inductance, which is non-negligible in
six-phase machines with short-pitched windings [87], the relation between the flux linkage and the
current components mapped into the d-q and x′-y′ subspaces is given by [25,38]:

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ψds
ψqs

ψxs′
ψys′

ψz1s
ψz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Ls 0 0 0 0 0
0 Ls 0 0 0 0
0 0 Lls 0 0 0
0 0 0 Lls 0 0
0 0 0 0 L0 0
0 0 0 0 0 L0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ids
iqs

ixs′
iys′

iz1s
iz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Mm 0
0 Mm

0 0
0 0
0 0
0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
[

idr
iqr

]
, (8)

[
ψdr
ψqr

]
=

[
Mm 0 0 0 0 0

0 Mm 0 0 0 0

]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ids
iqs

ixs′
iys′

iz1s
iz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+

[
Lr 0
0 Lr

] [
idr
iqr

]
. (9)

The inductance parameters in (8) and (9) are given by [88]:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Ls =Lls + 2Llm + 3Lm

L0 =Lls + Llm

Lr =Llr + 3Lm

Mm =3Lm

, (10)

where Lls is the self leakage inductance of stator, Llm is the mutual leakage inductance of the stator,
Lm is the magnetizing inductance and Llr is the self leakage inductance of the rotor. The torque
developed by the six-phase IM is computed with [25]:

te = 3p
(
ψds · iqs − ψqs · ids

)
= −3p

(
ψdr · iqr − ψqr · idr

)
= 3pMm

(
idr · iqs − iqr · ids

)
. (11)

From (8) and (11), it becomes clear that the flux linkage components mapped into the x′-y′

subspace do not contribute to the production of torque and only contribute to the stator leakage
flux [87]. Since the equivalent impedance of the machine in the x′-y′ subspace is very low, as it
only depends on Rs and Lls, it might lead to the circulation of large currents in this subspace, which
contributes to the increase of the stator copper losses [89].

3.4. Six-Phase Permanent Magnet Synchronous Machine

Assuming sinusoidally distributed windings, negligible saturation and symmetry between the
different phases, the dynamic model of a six-phase PMSM in the rotor reference frame (rotating at ωr)
obtained with the VSD transformation and rotation matrix (5) is defined by [58,76]:

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

uds
uqs

uxs′
uys′

uz1s
uz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= Rs

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ids
iqs

ixs′
iys′

iz1s
iz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+

d
dt

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ψds
ψqs

ψxs′
ψys′

ψz1s
ψz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+ ωr

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 −1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ψds
ψqs

ψxs′
ψys′

ψz1s
ψz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, (12)

8
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⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ψds
ψqs

ψxs′
ψys′

ψz1s
ψz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Ld 0 0 0 0 0
0 Lq 0 0 0 0
0 0 Lx 0 0 0
0 0 0 Ly 0 0
0 0 0 0 L01 0
0 0 0 0 0 L02

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ids
iqs

ixs′
iys′

iz1s
iz2s

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ψds,PM
ψqs,PM

ψxs′ ,PM
ψys′ ,PM
ψz1s,PM

ψz2s,PM

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, (13)

where
{

Ld, Lq, Lx, Ly, L01, L02
}

are the equivalent inductances of the d, q, x′, y′, z1 and z2 axis,
respectively and ψvs,PM is the v-component of the stator flux linkage due to permanent magnets
(PMs), with v ∈ {d, q, x′, y′, z1, z2}. Considering only the fundamental component of the stator flux
linkage due to the PMs, the flux components in the d-q, x′-y′ and z1-z2 subspaces are given by:

[
ψds,PM ψqs,PM ψxs′ ,PM ψys′ ,PM ψz1s,PM ψz2s,PM

]T
=
[

ψs,PM1 0 0 0 0 0
]T

, (14)

where ψPM1 is the peak value of the fundamental component of the stator flux linkage due to the PMs.
The torque of a six-phase PMSM is calculated with (15) [81]:

te = 3p
[
ψs,PM1iqs +

(
Ld − Lq

)
idsiqs

]
. (15)

Considering a six-phase PMSM with surface-mounted PMs (SPMSM), the inductance parameters
are given by: ⎧⎪⎪⎨

⎪⎪⎩
Ld =Lq = Ldq = Lls + 2Llm + 3Lm

Lx =Ly = Lxy = Lls

L01 =L02 = L0 = Lls + Llm

, (16)

and the torque expression is reduced to [76]:

te = 3p
(
ψs,PM1iqs

)
. (17)

Equations (12)–(17) show that only the d-q current components contribute to the production of
torque in six-phase PMSMs with distributed windings and in the case of SPMSMs the torque depends
only on the q-axis current component. On the other hand, the x′-y′ current components are only limited
by a small equivalent impedance, which can lead to the appearance of large x′-y′ currents in six-phase
PMSMs fed by VSIs [58].

4. Finite Control Set Model Predictive Control

Model predictive control (MPC) uses a model of the system to predict the future values of the
output variables and selects a control actuation by minimizing a cost function, which defines the
control objectives [47]. In the last decade, the increase in the computational power of real-time control
platforms has made possible the application of MPC strategies to electric drives [46]. In the literature,
MPC strategies are usually divided into two categories: CCS-MPC (continuous control set model
predictive control) and FCS-MPC [43,44,57]. The FCS-MPC is usually preferred in the control of electric
drives due to the easy inclusion of constraints and non-linearities in the cost function [48]. Due to the
flexibility of FCS-MPC strategies, different control objectives can be set in the cost function, such as the
reference tracking of current, torque, flux or speed. PCC and PTC are the most reported FCS-MPC
variants for six-phase machine drives [50,58]. Although less common PSC was also proposed in
Reference [51] to eliminate the speed PI controller present in PCC and PTC, although it requires
the tuning of several weighting factors and depends on the mechanical parameters of the drive to
estimate the load torque and predict the rotor speed. Hence, this paper is focused only on PCC and
PTC variants.
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4.1. Standard and Restrained Search Predictive Current Control

The standard predictive current control (S-PCC) strategy for electric drives based on six-phase
IMs was introduced in References [90,91]. In order to predict the values of the stator currents for
instant k + h, where h is the prediction horizon, the model of the six-phase IM (6)–(9) is discretized
with the forward Euler method:⎡
⎢⎢⎢⎣

ik+h
ds

ik+h
qs

ik+h
xs′

ik+h
ys′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1 − RsTs
σLs

(ωr
σ + ωk

)
Ts 0 0

− (ωr
σ + ωk

)
Ts 1 − RsTs

σLs
0 0

0 0 1 − RsTs
Lls

−ωaTs

0 0 ωaTs 1 − RsTs
Lls

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

ik+h−1
ds

ik+h−1
qs

ik+h−1
xs′

ik+h−1
ys′

⎤
⎥⎥⎥⎦+

⎡
⎢⎢⎢⎣

Rr MmTs
σLr Ls

ωr
MmTs
σLs

−ωr
MmTs
σLs

Rr MmTs
σLr Ls

0 0
0 0

⎤
⎥⎥⎥⎦
[

ik+h−1
dr

ik+h−1
qr

]
+

⎡
⎢⎢⎢⎣

Ts
σLs

0 0 0
0 Ts

σLs
0 0

0 0 Ts
Lls

0
0 0 0 Ts

Lls

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

uk+h−1
ds

uk+h−1
qs

uk+h−1
xs′

uk+h−1
ys′

⎤
⎥⎥⎥⎦

, (18)

where σ = 1 − M2
m/ (LrLs) and ωk = ωa − ωr. Since the rotor currents cannot be measured, they

must be estimated either using an observer, such as the Luenberger observer or a Kalman filter [92,93]
or using the past values of the measured variables [91,94]. In order to compensate the delay in the
actuation, a prediction horizon of two samples ahead (h = 2) is usually selected in FCS-MPC strategies.
Hence, the stator current components are predicted for instant k + 2 using (18) (with h = 2), which
depend on the rotor current components at instant k + 1, given by:[

ik+1
dr

ik+1
qr

]
=

[
1 − RrTs

σLr

(
ωa − ωr

σ

)
Ts

− (ωa − ωr
σ

)
Ts 1 − RrTs

σLr

] [
ik
dr

ik
qr

]
+

[
MmRsTs

σLr Ls
−ωr MmTs

σLr
ωr MmTs

σLr
MmRsTs

σLr Ls

] [
ik
ds

ik
qs

]
[

−MmTs
σLr

0
0 −MmTs

σLr

] [
uk

ds
uk

qs

] . (19)

Alternatively, if a six-phase PMSM is used instead, the predictions of the stator current for instant
k + h are computed with:

⎡
⎢⎢⎢⎣

ik+h
ds

ik+h
qs

ik+h
xs′

ik+h
ys′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

1 − RsTs
Ld

ωr LqTs
Ld

0 0

−ωr LdTs
Lq

1 − RsTs
Lq

0 0

0 0 1 − RsTs
Lx

−ωr LyTs
Lx

0 0 ωr LxTs
Ly

1 − RsTs
Ly

⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

ik+h−1
ds

ik+h−1
qs

ik+h−1
xs′

ik+h−1
ys′

⎤
⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎣

Ts
Ld

0 0 0
0 Ts

Lq
0 0

0 0 Ts
Lx

0
0 0 0 Ts

Ly

⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

uk+h−1
ds

uk+h−1
qs

uk+h−1
xs′

uk+h−1
ys′

⎤
⎥⎥⎥⎦−
⎡
⎢⎢⎢⎣

0
ωrTs

Lq
ψs,PM1

0
0

⎤
⎥⎥⎥⎦

, (20)

The cost function of the S-PCC strategy is evaluated for forty-nine different voltage vectors
(Figure 2) and is given by:

gc =
(

i∗ds − ik+2
ds

)2
+
(

i∗qs − ik+2
qs

)2
+ λxy

[(
i∗xs′ − ik+2

xs′
)2

+
(

i∗ys′ − ik+2
ys′
)2
]

, (21)

where λxy is the weighting factor that adjusts the relative importance of the reference tracking of the
x′-y′ current components over the d-q current components. The value of i∗ds is regulated to impose
rated flux in IMs, while in the case of SPMSMs, the value of i∗ds is set to zero since the rated flux is
produced by the PMs of the rotor [58]. For the operation above rated speed, the value of i∗ds should be
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reduced in both cases in order to limit the level of the back-electromotive force (EMF), which increases
proportionally with the rotor speed [78]. The value of i∗qs can be set directly to regulate the torque
of the machine or by a PI controller to regulate the speed of the machine. The voltage vector that
minimizes the cost function (21) is selected for application during the next sampling period. Besides
the last term of (21), which serves as a constraint to minimize the x-y current components, an additional
constraint could be used to reduce the switching frequency, although it would require the tuning of a
second weighting factor, which increases the complexity of the strategy. Although some PCC strategies
consider the use of magnitude errors in the cost function, as in Reference [91], squared errors provide
better reference tracking when the cost function has multiple terms, as stated in Reference [95].

In the case of IMs, the PCC strategies available in the literature use the model of the system in
the stationary reference frame (ωa = 0) [90–92,94], while the PCC strategies for PMSMs use the model
of the system in the synchronous reference frame (ωa = ωr), with the d-axis aligned with the flux
due to the PMs [49,51]. It is important to note that although the control can be performed in both
reference frames, using the synchronous reference frame can simplify the model of the system and
avoid the extrapolation of current references to instant k + 2 used in (21), since both ids and iqs are
constant quantities during steady-state conditions in this frame [67]. On the other hand, the use of the
stationary reference frame reduces the number of rotational transformations required in PCC strategies,
decreasing their computational burden.

The general diagram of the S-PCC strategy for a six-phase IM drive, considering a stationary
reference frame, is given in Figure 3, where the inverse of Tr defined in (5) is used to obtain the current
references in the stationary reference frame [90,91]. Vectors i

αβ
s and u

αβ
s are the stator current and

voltage vectors in the stationary reference frame, respectively and are defined as:

i
αβ
s =

[
iαs iβs ixs iys iz1s iz2s

]T
, u

αβ
s =

[
uαs uβs uxs uys uz1s uz2s

]T
. (22)

6

p
d

dt

abc

+

-

dc
U

r
�

dc
U

*

qs
i

1
z
�

6

Minimization

of cost function

Prediction

model

PI
*

r
�

+
-

1k�
s

Calculate

dq

��

*

ds
i

* 0
xs
i �

* 0
ys
i �

	

��

,k

s

��
u

,k

s

��
u

, 2k

s

�� �
i

s

��
i

Figure 3. General diagram of the S-PCC strategy for six-phase IM drives.

The general diagram of the S-PCC strategy for six-phase PMSM drives, considering the model of
the drive in the synchronous reference frame (ωa = ωr) is presented in Figure 4 [49]. Vectors is and
us are the stator current and voltage vectors in the synchronous reference frame rotating at ωa = ωr,
respectively and are defined as:

is =
[

ids iqs ixs′ iys′ iz1s iz2s

]T
, us =

[
uds uqs uxs′ uys′ uz1s uz2s

]T
. (23)
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Figure 4. General diagram of the S-PCC strategy for six-phase PMSM drives.

The computational burden of the S-PCC strategy can be high for application in real-time platforms,
especially if a multilevel VSI is employed [96]. The evaluation of only twelve large vectors in the
S-PCC strategy was considered in References [90,91], however it led to the increase of the x′-y′ current
harmonics. As an alternative, a restrained search predictive current control (RS-PCC) strategy was
proposed in Reference [97], which reduces the number of candidate switching states at each sampling
instant. The RS-PCC algorithm imposes the following constraints: (i) the candidate voltage vectors
can only generate commutations in two or less VSI legs; and (ii) A VSI leg cannot commute in two
consecutive sampling periods. Thus, the RS-PCC algorithm reduces the number of voltage vectors
for which the cost function (21) is evaluated from sixty-four to eleven voltage vectors if only two legs
were commuted in the previous sampling period or to sixteen voltage vectors if only one leg was
commuted [97].

4.2. Predictive Current Control Based on Pulse Width Modulation Schemes

A one-step modulation predictive current control (OSM-PCC) scheme was proposed in
Reference [98], which optimizes the length of the voltage vectors in order to improve the performance
of six-phase IMs at low speeds. This strategy considers only the twelve large voltage vectors in the α-β
subspace and optimizes the length of the optimal vector by minimizing the function:

gc f (va, da) =
(

i∗ds − da · ik+2
ds,a − (1 − da) · ik+2

ds,0

)2
+
(

i∗qs − da · ik+2
qs,a − (1 − da) · ik+2

qs,0

)2
(24)

where da is the duty cycle of the optimal voltage vector with da ∈ [0, 1],
{

ik+2
ds,0 , ik+2

qs,0

}
are the predicted

d-q current components for instant k + 2 due to the application of a zero vector during Ts and{
ik+2
ds,a , ik+2

qs,a

}
are the predicted d-q current components for instant k + 2 due to the application of

the optimal vector va during Ts. The minimization of (24) is performed by solving:

∂gc f (va, da)

∂da
= 0, (25)

which yields:

da =

(
i∗ds − ik+2

ds,0

)(
ik+2
ds − ik+2

ds,0

)
+
(
i∗qs − ik+2

qs,0
)(

ik+2
qs − ik+2

qs,0
)

(
ik+2
ds − ik+2

ds,0

)2
+
(
ik+2
qs − ik+2

qs,0
)2 . (26)

In order to minimize the x′-y′ current harmonics and to provide a fixed switching frequency,
a PWM-PCC strategy was proposed in Reference [99]. This strategy considers only thirteen voltage
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vectors (twelve large vectors in the α-β subspace and one zero vector) and since the PWM modulator is
able to generate the optimal voltage vector with zero x-y components, the cost function is reduced to:

gc f =
(

i∗ds − ik+2
ds

)2
+
(

i∗qs − ik+2
qs

)2
. (27)

However, it is important to mention that in order to generate zero x-y voltage components
over a sampling period in the PWM-PCC strategy, the PWM modulator reduces the amplitude of
the voltage vectors in the α-β subspace from 0.644 · Udc to 0.5 · Udc, which is the limit of the linear
modulation region [99]. An enhanced PWM-PCC (EPWM-PCC) was proposed in Reference [100],
where the main difference in relation to Reference [99] is that the optimal voltage vector is firstly
optimized in amplitude with (26), before being synthesized by the PWM modulator with zero voltage
x-y components. Moreover, an extended range PWM-PCC (ERPWM-PCC) strategy that combines
the EPWM-PCC approach for operation in the linear modulation region and the OSM-PCC method
for operation in the overmodulation region was proposed in Reference [101] in order to improve the
dc-link usage and the transient performance of six-phase machines.

The modulated PCC (M-PCC) proposed for six-phase IM drives in References [102–105] integrates
a modulation technique in the control algorithm to reduce the x′-y′ current components. This strategy
considers that the α-β subspace is divided into forty-eight different sectors, which are defined by
adjacent voltage vectors with the same amplitude. In order to calculate the duty cycles of the voltage
vectors within each sector, the M-PCC strategy considers that the duty cycles of the zero and active
vectors

{
dz, di, dj

}
are inversely proportional to the value of the cost function (21) for the respective

voltage vector, yielding [105]:

di =
gc (vz) gc

(
vj
)

gc (vz) gc (vi) + gc (vi) gc
(
vj
)
+ gc (vz) gc

(
vj
) , (28)

dj =
gc (vz) gc (vi)

gc (vz) gc (vi) + gc (vi) gc
(
vj
)
+ gc (vz) gc

(
vj
) , (29)

dz = 1 − (di + dj
)

, (30)

where
{

gc (vz) , gc (vi) , gc
(
vj
)}

are the values of the cost function (21) due to a zero voltage vector vz

and due to the active voltage vectors vi and vj, respectively. The duty cycle dz is equally divided among
the two zero vectors v0 and v63, in order to achieve a fixed switching frequency. Finally, the M-PCC
strategy determines the optimal sector by evaluating the cost function:

gcm = gc (vi) di + gc
(
vj
)

dj, (31)

4.3. Predictive Current Control Based on Virtual Vectors

An innovative PCC strategy based on virtual vectors (VV-PCC) was proposed in References [106]
to mitigate the current harmonics mapped into the x′-y′ subspace of six-phase IM drives.
The theory behind virtual vectors was initially introduced for the direct torque control (DTC) of
five-phase [107,108] and six-phase [109] machines and consists in the creation of a new set of voltage
vectors, denominated virtual vectors or synthetic vectors in the literature [110,111], with zero x-y
voltage components. The twelve virtual vectors {vv1, ..., vv12} with an amplitude of 0.598 · Udc shown
in Figure 5 are created by the combination of one large and one medium-large vectors with the same
phase in the α-β subspace (Figure 2), during a sampling period with the following duty cycles:

dL =
√

3 − 1 ≈ 0.732, dMLI = 1 − dL ≈ 0.268, (32)

where dL and dMLI are the duty cycles of the large and medium-large vectors, respectively.
Additionally, the zero virtual vector vv0 is obtained by the application of two zero vectors, v0 and
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v63, with equal duty cycles. The VV-PCC strategy evaluates (27) for thirteen virtual vectors
{vv0, ..., vv12}, and selects the virtual vector that minimizes the cost function for application during
the next sampling period. The virtual vectors are synthesized with switching patterns centered to
the middle of the sampling period as in References [110,111], in order to ease the implementation in
digital controllers.
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�
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Figure 5. Virtual vectors in the stationary reference frame mapped into the: (a) α-β subspace;
(b) x-y subspace.

To improve the performance of a six-phase PMSM drive at low speeds, a VV-PCC strategy
based on an extended set of twenty-five virtual vectors (EVV-PCC) was proposed in Reference [112].
The extra twelve virtual vectors {vv13, ..., vv24} shown in Figure 5 have an amplitude of 0.345 · Udc
and are created by the combination of one medium-large and one small vector, with the same phase in
the α-β subspace (Figure 2), during a sampling period with duty cycles given by:

dMLII =

√
3

3
≈ 0.577, dS = 1 − dMLII ≈ 0.423, (33)

where dMLII and dS are the duty cycles of the medium-large and small vectors, respectively. To maintain
a reduced computational burden, the authors of Reference [112] use a deadbeat approach with the aim
to reduce the number of candidate virtual vectors from twenty-four to only two.

A PCC strategy based on the optimal amplitude of virtual vectors (OAVV-PCC) was introduced
in Reference [113] with the aim to reduce current/torque ripples at low speeds. The OAVV-PCC
strategy computes (27) for twelve virtual vectors {vv1, ..., vv12}, selects the vector vva that provides the
minimum value for the cost function and minimizes (34) in order to obtain the duty cycle da of vector
vva with (35):

gc f (vva, da) =
(

i∗ds − da · ik+2
ds,a − (1 − da) · ik+2

ds,0

)2
+
(

i∗qs − da · ik+2
qs,a − (1 − da) · ik+2

qs,0

)2
, (34)

da =

(
i∗ds − ik+2

ds,0

)(
ik+2
ds,a − ik+2

ds,0

)
+
(
i∗qs − ik+2

qs,0
)(

ik+2
qs,a − ik+2

qs,0
)

(
ik+2
ds,a − ik+2

ds,0

)2
+
(
ik+2
qs,a − ik+2

qs,0
)2 , (35)

where da is bounded to the interval [0, 1] and
{

ik+2
ds,a , ik+2

qs,a

}
are the predicted d-q current components for

instant k + 2 considering the application of vva during Ts. The OAVV-PCC strategy uses a centered
switching pattern to apply vva during da · Ts and vv0 during (1 − da) · Ts. Since vector vv0 is obtained
by the application of two zero vectors v0 and v63 with equal application times ((1 − da) · Ts/2), a fixed
switching frequency is obtained [113].

In order to improve the reference tracking of the d-q current components of six-phase machines,
a VV-PCC strategy based on the application of two virtual vectors over a sampling period (VV2-PCC)
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is suggested in Reference [114]. This strategy evaluates the cost function (27) for vectors {vv0, ..., vv12}
and selects the two adjacent active virtual vectors or one active and one zero virtual vector

{
vvi, vvj

}
that lead to the smallest values in the cost function. The optimal values for the duty cycles of vectors{

vvi, vvj
}

are obtained by minimizing:

gc f
(
vvi, di, vvj, dj

)
=
(

i∗ds − di · ik+2
ds,i − dj · ik+2

ds,j

)2
+
(

i∗qs − di · ik+2
qs,i − dj · ik+2

qs,j

)2
, (36)

where
{

di, dj
}

are both limited to the interval [0, 1] and subjected to di + dj = 1. The authors of
Reference [114] evaluate (36) for a range of values of di from 0.5 to 1 with steps of 0.05 and with dj = 1−
di, although an approach similar to that in References [113,115] can also be used to compute the optimal
values for

{
di, dj

}
. Finally, the VV2-PCC strategy has three switching possibilities: (i) application of

only one active virtual vector (similarly to VV-PCC); (ii) application of a zero and an active virtual
vector (similarly to OAVV-PCC); (iii) application of two active virtual vectors.

A PCC strategy based on virtual vectors with optimal amplitude and phase (OAPVV-PCC)
that combines two active and one zero virtual vector during a sampling period is proposed in
Reference [116]. This strategy applies an equivalent virtual vector optimized in both amplitude
and phase to the machine, thus improving the reference tracking of the d-q current components in
comparison to other PCC strategies based on virtual vectors. After selecting the two active virtual
vectors

{
vvi, vvj

}
from {vv1, ..., vv12} that provide minimum values for (27), the OAPVV-PCC strategy

optimizes first the phase and then the amplitude of the equivalent virtual vector to be applied.
Considering that the equivalent virtual vector vvn is defined as:

vvn = vvi · di + vvj · dj, (37)

with the duty cycles
{

di, dj
}

being subjected to the constraint di + dj = 1, the minimization of (36) yields:

di =

(
i∗ds − ik+2

ds,j
)(

ik+2
ds,i − ik+2

ds,j
)
+
(
i∗qs − ik+2

qs,j
)(

ik+2
qs,i − ik+2

qs,j
)

(
ik+2
ds,i − ik+2

ds,j
)2

+
(
ik+2
qs,i − ik+2

qs,j
)2 , dj = 1 − di, (38)

where
{

di, dj
}

are both limited to the interval [0, 1]. The amplitude of vvn is then optimized by minimizing:

gc f (vvn, dn) =
(

i∗ds − dn · ik+2
ds,n − (1 − dn) · ik+2

ds,0

)2
+
(

i∗qs − dn · ik+2
qs,n − (1 − dn) · ik+2

qs,0

)2
, (39)

which gives the duty cycle dn:

dn =

(
i∗ds − ik+2

ds,0

)(
ik+2
ds,n − ik+2

ds,0

)
+
(
i∗qs − ik+2

qs,0
)(

ik+2
qs,n − ik+2

qs,0
)

(
ik+2
ds,n − ik+2

ds,0

)2
+
(
ik+2
qs,n − ik+2

qs,0
)2 , (40)

where
{

ik+2
ds,n , ik+2

qs,n

}
are the predicted d-q current components for instant k + 2 due to the application of

vvn during Ts and dn ∈ [0, 1]. Finally, the equivalent virtual vector with both optimal amplitude and
phase is defined as:

v′
vn = vvi · d′i + vvj · d′j, (41)

where the duty cycles
{

d′i, d′j
}

are given by:

d′i = di · dn, d′j = dj · dn, (42)
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with 0 < d′i + d′j < 1. The virtual vectors
{

vvi, vvj, vv0
}

are synthesized during the next sampling
period with the duty cycles

{
d′i, d′i, d0

}
, where d0 = 1 − d′i − d′j, using a centered switching pattern as

in Reference [116], leading to a fixed switching frequency.

4.4. Bi-Subspace Predictive Current Control Based on Virtual Vectors

Although virtual vectors impose zero x-y voltage components over a sampling period, x′-y′

currents with considerable magnitude may continue to circulate in the stator windings due to machine
asymmetries, deadtime effects in the power switches of the VSIs or, in the case of PMSMs, the back-EMF
harmonics due to the non-sinusoidal shape of PMs [117–119]. Since the elimination of these current
harmonics requires the application of non-zero x-y voltages, the concept of dual virtual vectors was
introduced in Reference [120]. In opposition to the standard virtual vectors, the dual virtual vectors
only contain x-y voltage components, hence the control of the x′-y′ currents can be performed without
disturbing the reference tracking of the d-q current components, which regulate the flux and torque of
the machine. The dual virtual vectors are created by the combination of a large and a medium-large
vector with the same phase in the x-y subspace and the duty cycles given by (32), resulting in twelve
dual virtual vectors with an amplitude of 0.598 · Udc in the x-y subspace (stationary reference frame),
as shown in Figure 6.

VD1 (34,43)
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Figure 6. Dual virtual vectors in the stationary reference frame mapped into the: (a) α-β subspace;
(b) x-y subspace.

The bi-subspace PCC strategy based on virtual vectors (BSVV-PCC) presented in Reference [120]
aims to provide an accurate current control in both d-q and x′-y′ subspaces. This strategy uses two
FCS-MPC stages, where one regulates the d-q current components and the other regulates the x′-y′

current components. The regulation of the d-q current components is performed as in the OAVV-PCC
strategy, where the virtual vector vva that minimizes (27) is optimized in amplitude by computing
da with (35). Regarding the regulation of the x′-y′ current components, the following cost function is
evaluated for the twelve dual virtual vectors {vdv1, ..., vdv12}:

gcs =
(

i∗xs′ − ik+2
xs′
)2

+
(

i∗ys′ − ik+2
ys′
)2

, (43)

where the values of
{

i∗xs′ , i∗ys′
}

are set to zero in order to minimize the x′-y′ current components.
Then, the duty cycle db of the optimal dual virtual vector vdvb is obtained by minimizing:

gcs (vdvb, db) =
(

i∗xs − db · ik+2
xs′ ,b − (1 − db) · ik+2

xs′ ,0

)2
+
(

i∗ys − db · ik+2
ys′ ,b − (1 − db) · ik+2

ys′ ,0

)2
, (44)
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which results in:

db =

(
i∗xs′ − ik+2

xs′ ,0
)(

ik+2
xs′ ,b − ik+2

xs′ ,0
)
+
(
i∗ys′ − ik+2

ys′ ,0
)(

ik+2
ys′ ,b − ik+2

ys′ ,0
)

(
ik+2
xs′ ,b − ik+2

xs′ ,0
)2

+
(
ik+2
ys′ ,b − ik+2

ys′ ,0
)2 , (45)

where db belongs to the interval [0, 1] and
{

ik+2
xs′ ,b, ik+2

ys′ ,b

}
are the predicted d-q current components for

instant k + 2 considering the application of vdvb during Ts. Due to the voltage limitation of 2L-VSIs,
the BSVV-PCC strategy imposes the following constraint to db:⎧⎪⎪⎨

⎪⎪⎩
d′b =0, db < 0

d′b =db, 0 ≤ db ≤ 1 − da

d′b =1 − da, db > 1 − da

. (46)

Finally, the vectors {vva, vdvb, vv0} with duty cycles {da, db, d0} are applied to the machine in the
next sampling period using centered switching patterns as described in Reference [120], thus leading
to a fixed switching frequency.

4.5. Standard Predictive Torque Control

The standard predictive torque control (S-PTC) for six-phase IMs used in electric vehicles was
presented in Reference [121]. Since in PTC schemes for IM drives the stator flux and torque are
controlled directly in the stationary reference frame (ωa = 0), the stator current and rotor flux
components are commonly selected as state variables [52,121]. Hence, from (6)–(9) and using the
forward Euler discretization method, the following expressions are obtained:

⎡
⎢⎢⎢⎣

ik+h
ds

ik+h
qs

ik+h
xs′

ik+h
ys′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

1 − Ts
στs

− (1−σ)Ts
στr

ωaTs 0 0

−ωaTs 1 − Ts
στs

− (1−σ)Ts
στr

0 0
0 0 1 − RsTs

Lls
−ωaTs

0 0 ωaTs 1 − RsTs
Lls

⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

ik+h−1
ds

ik+h−1
qs

ik+h−1
xs′

ik+h−1
ys′

⎤
⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎣

Rr MmTs
σLs L2

r

ωr MmTs
σLs Lr

−ωr MmTs
σLs Lr

Rr MmTs
σLs L2

r

0 0
0 0

⎤
⎥⎥⎥⎥⎦
[

ψk+h−1
dr

ψk+h−1
qr

]
+

⎡
⎢⎢⎢⎣

Ts
σLs

0 0 0
0 Ts

σLs
0 0

0 0 Ts
Lls

0
0 0 0 Ts

Lls

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

uk+h−1
ds

uk+h−1
qs

uk+h−1
xs′

uk+h−1
ys′

⎤
⎥⎥⎥⎦

, (47)

[
ψk+h

dr
ψk+h

qr

]
=

[
1 − Ts

τr
ωkTs

−ωkTs 1 − Ts
τr

] [
ψk+h−1

dr
ψk+h−1

qr

]
+

[
MmTs

τr
0

0 MmTs
τr

] [
ik+h−1
ds

ik+h−1
qs

]
, (48)

where τs = Ls/Rs and τr = Lr/Rr. The stator flux components are obtained from the stator current
and rotor flux components with:

⎡
⎢⎢⎢⎣

ψk+h
ds

ψk+h
qs

ψk+h
xs′

ψk+h
ys′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

σLs 0 0 0
0 σLs 0 0
0 0 Lls 0
0 0 0 Lls

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

ik+h
ds

ik+h
qs

ik+h
xs′

ik+h
ys′

⎤
⎥⎥⎥⎦+
⎡
⎢⎢⎢⎣

Mm
Lr

0
0 Mm

Lr

0 0
0 0

⎤
⎥⎥⎥⎦
[

ψk+h
dr

ψk+h
qr

]
, (49)

In order to select the optimal voltage vector, the S-PTC scheme evaluates the following cost
function for forty-nine distinct voltage vectors:

gt =

(
t∗e − tk+2

e
tn

)2

+

(
ψ∗

s − ψk+2
s

ψsn

)2

+ Cdq + Cxy, (50)

17



Energies 2019, 12, 4693

where ψsn is the rated stator flux, tn is the rated torque and tk+2
e is calculated by (11) using the

predictions of the current and stator flux components for instant k + 2. The term ψk+2
s is defined as:

ψk+2
s =

√(
ψk+2

ds

)2
+
(

ψk+2
qs

)2
. (51)

The terms Cdq and Cxy in (50) are overcurrent constraints that penalize currents above a certain
magnitude in both d-q and x′-y′ subspaces:⎧⎨

⎩
Cdq =0, ik+2

s,dq ≤ imax
s,dq

Cdq =105, ik+2
s,dq > imax

s,dq

,

{
Cxy =0, ik+2

s,xy ≤ imax
s,xy

Cxy =105, ik+2
s,xy > imax

s,xy
, (52)

where
{

imax
s,dq , imax

s,xy

}
are the maximum values for the current amplitude in both d-q and x′-y′ subspaces

and
{

ik+2
s,dq , ik+2

s,xy

}
are defined as:

ik+2
s,dq =

√(
ik+2
ds

)2
+
(

ik+2
qs

)2
, ik+2

s,xy =

√(
ik+2
xs′
)2

+
(

ik+2
ys′
)2

. (53)

Finally, the voltage vector that minimizes (50) is applied to the six-phase IM during the next
sampling period. As an example, the general diagram of the S-PTC strategy for six-phase IM drives,
considering the model of the drive in the stationary reference frame (ωa = 0) is shown in Figure 7 [121].
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Figure 7. General diagram of the S-PTC strategy for six-phase IM drives.

An S-PTC strategy for six-phase PMSMs is presented in Reference [122], where the stator currents
are predicted with (20) considering the synchronous reference frame (ωa = ωr) with the d-axis aligned
with flux due to the PMs. The stator flux d-q and x′-y′ components are calculated by:

⎡
⎢⎢⎢⎣

ψk+h
ds

ψk+h
qs

ψk+h
xs′

ψk+h
ys′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

Ld 0 0 0
0 Lq 0 0
0 0 Lx 0
0 0 0 Ly

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

ik+h
ds

ik+h
qs

ik+h
xs′

ik+h
ys′

⎤
⎥⎥⎥⎦+
⎡
⎢⎢⎢⎣

ψs,PM1

0
0
0

⎤
⎥⎥⎥⎦ . (54)

The S-PTC strategy in Reference [122] uses a pre-selection process to reduce the number of
candidate voltage vectors from forty-nine to only three, based on the angle of the stator flux in the α-β
and x-y subspaces (stationary reference frame) and on the signal of the torque error. The following
cost function is evaluated for the three candidate voltage vectors:

gt f =
(

t∗e − tk+2
e

)2
+ λψ

(
ψ∗

s − ψk+2
s

)2
, (55)
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where λψ is a weighting factor. The voltage vector that minimizes (55) is applied to the six-phase
PMSM during the next sampling period. The general diagram of the S-PTC strategy for six-phase
PMSM drives in the synchronous reference frame (ωa = ωr) is shown in Figure 8 [122].
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Figure 8. General diagram of the S-PTC strategy for six-phase PMSM drives.

4.6. Predictive Torque Control Based on the Duty Cycle Optimization of Voltage Vectors

An approach similar to the S-PTC, baptized as high robustness PTC (HR-PTC), which considers a
discrete duty cycle optimization, is proposed in Reference [123]. Instead of considering the application
of the optimal voltage vector va during the entire sampling period, this strategy finds the optimal duty
cycle da of vector va, with da ∈ {0, 0.2, 0.4, 0.6, 0.8, 1}, by minimizing:

gt f =
(

t∗e − da · tk+2
e,a − (1 − da) · tk+2

e,0

)2
+ λψ

(
ψ∗

s − da · ψk+2
s,a − (1 − da) · ψk+2

s,0

)2
(56)

where
{

tk+2
e,a , ψk+2

s,a

}
are the predicted torque and stator flux for instant k+ 2 considering the application

of vector va during Ts and
{

tk+2
e,a , ψk+2

s,a

}
are the predicted torque and stator flux for instant k + 2 due to

the application of a zero vector during Ts. The vector va is selected for application in the next sampling
period during da · Ts, where the value of da is selected from the minimization of (56).

A reduced cost function PTC (RCF-PTC) strategy was presented in Reference [124], where a
deadbeat approach is used to determine the sector of the optimal voltage vector, reducing the number
of candidates from forty-nine to only three. This strategy uses a model of the six-phase PMSM with
stator current and stator flux components as state variables, hence the stator currents are predicted for
instant k + h with (20) and the d-q components of the stator flux are predicted for instant k + h with:[

ψk+h
ds

ψk+h
qs

]
=

[
1 ωrTs

−ωrTs 1

] [
ψk+h−1

ds
ψk+h−1

qs

]
+

[
−Rs 0

0 −Rs

] [
ik+h−1
ds

ik+h−1
qs

]
+

[
1 0
0 1

] [
uk+h−1

ds
uk+h−1

qs

] . (57)

In the RCF-PTC, the voltage components in the d-q subspace are obtained using a deadbeat
approach, that is, considering tk+2

e = t∗e , and their angle in the stationary reference frame (α-β subspace)
is used to select three candidate voltage vectors, one small, one medium-large and one large with the
same phase. The amplitude of these three vectors is optimized by computing their duty cycle with:

da =

√(
u∗

αs

)2
+
(

u∗
βs

)2 ·
√(

uk+1
αs

)2
+
(

uk+1
βs

)2 · cos (θv)(
uk+1

αs

)2
+
(

uk+1
βs

)2 , (58)
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where
{

u∗
αs, u∗

βs

}
are the α-β components of the stator voltage reference computed by the RCF-PTC

strategy,
{

uk+1
αs , uk+1

βs

}
are the α-β components of the three candidate vectors and θv is the angle

between the reference and candidate voltage vectors in the stationary reference frame (α-β subspace).
Then, the voltage vector, among the three candidates, that provides minimal x′-y′ current components
is selected for application during the next sampling period. Thus, the cost function of the RCF-PTC is
defined as [124]:

g f cs =
(√

ik+2
xs′ + ik+2

ys′
)2

. (59)

4.7. Predictive Torque Control Based on Virtual Vectors

In order to eliminate the stator flux weighting factor, a flux constrained PTC (FC-PTC) that calculates
the stator flux references from the reference torque is presented in Reference [125]. Moreover, the FC-PTC
strategy considers the use of virtual vectors {vV0, ..., vV24} (Figure 5), hence the cost function for this
strategy is defined as:

g f =
(

ψ∗
ds − ψk+2

ds

)2
+
(

ψ∗
qs − ψk+2

qs

)2
, (60)

where the reference values of the d-q components of the stator flux
{

ψ∗
ds, ψ∗

qs

}
are calculated with (61)

considering i∗ds = 0, which corresponds to maximum torque per ampere (MTPA) conditions in SPMSMs:⎧⎪⎨
⎪⎩

ψ∗
ds =ψs,PM1

ψ∗
qs =

Lqt∗e
3pψs,PM1

. (61)

As the computational burden of FC-PTC can be considerable for implementation in digital
controllers, the authors of Reference [125] have used a look-up table in order to reduce the number of
candidate virtual vectors from twenty-four to only six.

A multi-vector PTC (MV-PTC) scheme was proposed in Reference [126] with the aim to improve
the steady-state operation of a six-phase PMSM drive. This strategy considers only twelve active
virtual vectors {vV1, ..., vV12} from Figure 5 and optimizes the amplitude of each one using:

Ta =
t∗e − tk+1

e − Δte,0 · Ts

Δte,a − Δte,0
, (62)

where {Δte,0, Δte,a} are the torque deviation due to the application of a zero and an active virtual
vector, respectively and are defined as [126]:

Δte,0 = tk+2
e,0 − tk+1

e , Δte,a = tk+2
e,a − tk+1

e . (63)

The MV-PTC strategy evaluates (55) for twelve virtual vectors with optimized amplitude
and applies the optimal virtual vector in the next sampling period, combined with a zero virtual
vector, leading to a fixed switching frequency.

5. Simulation Results

In order to assess and compare the performance of the different FCS-MPC strategies described in
the previous section, several simulations results obtained with a six-phase PMSM drive are presented
in this section. The 2L-VSIs were modelled in Matlab/Simulink using the ideal IGBT model from
the Simscape Power Systems library and the six-phase PMSM was modeled using (6)–(11) with the
parameters given in Table 1, where {Ps, Us, Is, nn, tn, ψsn} are the rated values of the power, voltage,
current, speed, torque and stator flux of the machine designed in Reference [76]. Since both the
non-linearities of the power converters and the back-EMF harmonics contribute to the appearance
of considerable x′-y′ currents, the simulation model considers a deadtime of td = 2.2 μs in the power
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switches of the 2L-VSIs and also accounts for the 5th and 7th harmonics of the no-load flux linkage due
to the PMs, whose amplitudes {ψs,PM5, ψs,PM7} and phases {φ5, φ7} are provided in Table 1.

Table 1. Parameters of the six-phase drive.

Parameter Value Parameter Value Parameter Value Parameter Value

Ps (kW) 4 ψsn (mWb) 1013.8 ψs,PM1 (mWb) 980.4 Udc (V) 650
Us (V) 340 p 2 ψs,PM5 (mWb) 2.4 td (μs) 2.2
Is (A) 3.4 Rs (Ω) 1.5 ψs,PM7 (mWb) 1.6 Ts (μs) 30, 40, 60, 100, 200

nn (rpm) 1500 Ldq (mH) 53.8 φ5 (deg) 1.3 λi 0.025
tn (N.m) 28.4 Lxy (mH) 2.1 φ7 (deg) −12.7 λ f 1000

To measure the performance of the six-phase PMSM drive under the considered FCS-MPC
strategies, the following performance indicators are defined to quantify the reference tracking error of
the current and stator flux components:

Ei,v =
1
N ∑N

n=1 |i∗vs(n)− ivs(n)|√
2 × Is

× 100%, (64)

Eψ,v =
1
N ∑N

n=1 |ψ∗
vs(n)− ψvs(n)|
ψsn

× 100%, (65)

where v ∈ {d, q, x′, y′} and N is the number of samples corresponding to a time window of 1 s.
Moreover, the current harmonic distortion considering up to the fiftieth current harmonic is
computed with:

THDi =
1
6 ∑

x=a1,...,c2

√
i2xs,2 + ... + i2xs,50

ixs,1
× 100%, (66)

where ixs,h is the h-order harmonic of the x-phase current. In order to account for all harmonic content
of currents, the total waveform distortion of current is defined as:

TWDi =
1
6 ∑

x=a1,...,c2

√
I2
xs − i2xs,1

ixs,1
× 100%, (67)

where Ixs is the rms value of the current in phase x. The total waveform ripple of torque is calculated with:

TWRt =

√
T2

e − t̄2
e

|t̄e| × 100%, (68)

where Te is the torque rms value and t̄e is the mean value of torque.
To compare the PCC strategies considered in Section 4, the six-phase drive is simulated in

Matlab/Simulink environment for operation at a constant speed of 750 rpm and rated load condition
(motoring mode), which is obtained by setting iqs = 4.8 A. Different values of Ts were considered
in the PCC strategies in order to obtain a mean switching frequency of around 5 kHz. A speed
of 750 rpm was selected to show the difference in the performance of the strategies capable of applying
multiple voltage vectors or multiple virtual vectors during a sampling period from the remaining,
which provide a much better performance at speed levels below the rated value. The simulation
results obtained for the steady-state operation of the six-phase PMSM drive under the considered PCC
strategies are presented in Figures 9–11, while the respective performance indicators are summarized
in Table 2.
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Figure 9. Simulation results for the PMSM drive operating at 750 rpm and rated load (motoring mode) for:
(a) S-PCC; (b) RS-PCC; (c) OSM-PCC; (d) PWM-PCC and (e) EPWM-PCC.

The simulation results for the S-PCC strategy are presented in Figure 9a. Since the S-PCC only
applies one out of sixty-four voltage vectors per sampling period and each voltage vector contains
both α-β and x-y components, this strategy cannot completely suppress the x′-y′ currents. Moreover,
the value of λi could be increased to further minimize the x′-y′ currents but this would degrade the
reference tracking of the d-q currents, which regulate the flux and torque of the machine. The higher
value obtained for the TWDi in comparison to the THDi in the case of the S-PCC (TWDi = 18.41%
and THDi = 4.23%) shows that the observed distortion in the currents is mainly of high frequency
and is mostly mapped into the x′-y′ subspace. The RS-PCC strategy provides a reduced mean
switching frequency in comparison to the S-PCC by limiting the number of candidate voltage vectors,
giving a slightly deteriorated performance even with a smaller value of Ts. On the other hand,
the OSM-PCC strategy optimizes the length of the applied voltage vector by combining it with two
zero vectors (v0 and v63) over a sampling period, resulting in a fixed switching frequency of f̄sw = 1/Ts.
Hence, the value of Ts is increased to 200 μs to obtain a fixed value of f̄sw = 5.0 kHz, which worsens
the performance of the system in comparison to the S-PCC, as shown in Figure 9c but greatly reduces
the computational requirements of digital control platforms for the execution of this control strategy.
The use of a PWM technique in the PWM-PCC strategy avoids the injection of x-y voltage components
and guarantees a fixed switching frequency, as in the case of the OSM-PCC strategy. Since no x-y
voltage components are applied to the machine, the x′-y′ currents components cannot be regulated,
that is, they are left in open-loop. This leads to the appearance of low-frequency current harmonics
in the x′-y′ subspace, as shown in Figure 9d, caused by the deadtime effect of the power switches
and by the back-EMF harmonics. The EPWM-PCC optimizes the amplitude of the applied voltage
vector in the α-β subspace, while guaranteeing the application of zero x-y voltage components over a
sampling period. Hence, the EPWM-PCC strategy improves the reference tracking of the d-q currents
and reduces the value of TWRt in comparison to the S-PCC, OSM-PCC and PWM-PCC strategies.
However, as in the case of PWM-PCC, the EPWM-PCC strategy is not able to regulate the x′-y′ currents,
giving a high value for the THDi.
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Figure 10. Simulation results for the PMSM drive operating at 750 rpm and rated load (motoring mode) for:
(a) ERPWM-PCC; (b) M-PCC; (c) VV-PCC; (d) EVV-PCC and (e) OAVV-PCC.

Figure 11. Simulation results for the PMSM drive operating at 750 rpm and rated load (motoring mode) for:
(a) VV2-PCC; (b) OAPVV-PCC and (c) BSVV-PCC.

The simulation results for the drive operating with the ERPWM-PCC strategy are presented
in Figure 10a. The performance of the drive in steady-state conditions for the considered point of
operation is very similar to the one obtained with the EPWM-PCC strategy. However, the EPWM-PCC
strategy can only apply a voltage vector with an amplitude of up to 0.5 · Udc, which corresponds to the
limit of the linear region of the PWM technique used. On the other hand, the ERPWM-PCC strategy is
able to operate in both the linear and in the overmodulation regions (for an amplitude of the voltage
vectors between 0.5 · Udc and 0.644 · Udc), which not only improves the dc-link voltage usage but also
the transient performance of the drive. The simulation results for a step in i∗qs from 2.4 A to 4.8 A at
t = 10 ms are shown in Figure 12 and validate the superior performance of the ERPWM-PCC strategy
over the EPWM-PCC, obtaining a reduction of the rise time from 4 ms to 1.3 ms. However, when
operating in the overmodulation region, the ERPWM-PCC strategy cannot guarantee the injection
of zero x-y voltage components, as in the case of the operation in the linear region of modulation.
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The simulation results for the steady-state operation of the drive under the M-PCC strategy are shown
in Figure 10b. Differently from the PWM-PCC, EPWM-PCC and ERPWM-PCC strategies, the M-PCC
strategy combines two active vectors and two zeros (v0 and v63) over a sampling period, which
provides a fixed switching frequency but does not guarantee the application of zero x-y voltage
components over a sampling period. The cost function of the M-PCC strategy evaluates the current
errors in both subspaces and uses a weighting factor (λi) to determine the relative importance
between the tracking of reference currents in both subspaces. Even when λi = 0.025 is selected,
the current errors in the x-y subspace disturb the reference tracking of the d-q current components,
as demonstrated by the increase in the values of Ei,d and Ei,q (Table 2), and a steady-state error is
perceptible in both the q-axis current and torque, as shown in Figure 10b. An even smaller value
for λi could be selected to reduce the steady-state errors in iqs and in te but the amplitude of x-y
current components would also increase. The VV-PCC strategy uses twelve active and one zero
virtual vectors instead of standard fourty-nine voltage vectors to apply zero x-y voltage components
to the machine. The results obtained for the VV-PCC strategy are presented in Figure 10c and are
very similar to the ones obtained with the PWM-PCC strategy, however the virtual vectors have an
amplitude of 0.598 · Udc, which improves the dc-link voltage usage and the transient performance of
the drive. The EVV-PCC strategy provides a decrease in the d-q currents errors and in the torque ripple
in comparison to the VV-PCC strategy, as seen in Figure 10d, due to the addition of twelve small active
virtual vectors with an amplitude of 0.345 · Udc to the control algorithm. The simulation results for
the OAVV-PCC strategy are presented in Figure 10e and show a significant improvement in terms of
torque ripple and d-q current errors during steady-state operation over the VV-PCC and EVV-PCC
strategies. Since in the OAVV-PCC technique the selected virtual vector is combined with a zero virtual
vector over a sampling period, the operation of the drive at low speeds is highly improved while
maintaining a fixed switching frequency.

Figure 12. Simulation results for a step response in i∗qs for the PMSM drive operating at 1300 rpm for:
(a) EPWM-PCC and (b) ERPWM-PCC.

The simulation results for the drive operating under the VV2-PCC strategy are shown in Figure 11a.
The obtained results show a performance similar to the one obtained with the OAVV-PCC strategy,
however the torque ripple is slightly increased from to 1.18% to 1.33%. Although the VV2-PCC is able
to apply one virtual vector and one zero virtual vector or two virtual vectors over a sampling period
and in theory should provide lower current errors and lower torque ripple than the OAVV-PCC, this is
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not verified since the VV2-PCC strategy is only able to apply a finite set of values for the duty cycles of
the two vectors, as discussed in Section 4.3. The simulation results for the drive operating under the
OAPVV-PCC strategy are presented in Figure 11b and demonstrate a very good performance under
steady-state operation in terms of tracking of the reference d-q current components and torque ripple.
Since this strategy combines two active and one zero virtual vectors during a sampling period,
the resultant voltage vector provides very low d-q current errors and the lowest value of TWRt among
the compared PCC strategies. As the PCC strategies based on PWM techniques, such as the EPWM-PCC
and ERPWM-PCC, and the strategies based on virtual vectors, such as OAVV-PCC, VV2-PCC and
OAPVV-PCC, do not apply x-y voltage components, those techniques cannot compensate the low
frequency x′-y′ current harmonics generated by the deadtime effects of the power switches and by the
back-EMF harmonics. The simulation results for the BSVV-PCC strategy are presented in Figure 11c
and show a significant reduction in the amplitude of the x′-y′ current components. The BSVV-PCC
strategy not only provides low current errors in both subspaces and low torque ripple but also provides
the lowest values for the THDi and TWDi, among the compared control strategies.

Table 2. Performance indicators for the drive operating at 750 rpm and rated load (motoring mode) for
the different PCC strategies.

Strategy Ei,d (%) Ei,q (%) Ei,x (%) Ei,y (%) THDi (%) TWDi (%) TWRt (%) f̄sw (kHz)

S-PCC 1.54 1.40 10.53 10.70 4.23 18.41 1.69 4.06
RS-PCC 1.93 2.77 11.16 10.22 4.71 19.64 2.53 3.32

OSM-PCC 3.50 2.89 25.58 22.91 27.47 43.60 2.22 5.00
PWM-PCC 2.95 4.30 18.35 10.89 18.64 27.42 5.15 5.00

EPWM-PCC 1.63 1.64 16.20 8.75 18.83 21.63 1.17 5.00
ERPWM-PCC 1.65 1.64 16.21 8.77 18.68 21.48 1.16 5.00

M-PCC 2.05 7.63 6.03 18.34 22.05 24.71 1.32 5.00
VV-PCC 3.00 3.88 18.77 9.87 20.65 26.38 4.74 5.27

EVV-PCC 1.72 2.98 14.97 15.99 14.29 29.32 3.57 5.00
OAVV-PCC 1.63 1.63 16.25 7.20 18.90 20.71 1.18 5.00
VV2-PCC 1.60 1.65 16.21 7.21 18.71 20.46 1.25 5.00

OAPVV-PCC 1.22 1.46 18.76 8.55 22.40 23.93 1.10 5.00
BSVV-PCC 1.34 1.55 5.47 2.71 3.66 9.37 1.18 5.00

The simulation results for the operation of the six-phase drive under PTC strategies are presented
in Figure 13, while the corresponding performance indicators are given in Table 3. In comparison to
the S-PCC, the S-PTC strategy provides lower torque ripple although with a higher current harmonic
distortion, as seen in Figure 13a. The HR-PTC strategy is similar to the S-PTC but provides an
optimization in amplitude of the selected voltage vector, by combining it with two zero vectors
(v0 and v63). Since, each voltage vector contains both α-β and x-y current components, a large value
for Ts leads to the appearance of large currents in the x-y subspace, thus a Ts = 60 μs was chosen.
From Figure 13b, the HR-PTC strategy provides higher current distortion and higher torque ripple than
the S-PTC strategy, even with a higher mean switching frequency ( fsw = 13.26 kHz). The RFC-PTC
strategy, whose results are presented in Figure 13c, provides a lower torque ripple in comparison to the
S-PTC and HR-PTC strategies, however it gives a higher value for the THDi and leads to a high mean
switching frequency ( fsw = 10.0 kHz). The simulation results for the FC-PTC strategy are presented in
Figure 13d and show a reduction in the x′-y′ flux errors due to the use of virtual vectors, even with a
higher sampling period (Ts = 160 μs) in comparison to previous PTC strategies. The MV-PTC strategy
improves the steady-state operation of the drive by optimizing the amplitude of the selected virtual
vector, giving reduced flux errors and a low torque ripple for a fixed switching frequency of 5 kHz.
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Figure 13. Simulation results for the PMSM drive operating at 750 rpm and rated load (motoring mode) for:
(a) S-PTC; (b) HR-PTC; (c) RCF-PTC; (d) FC-PTC and (e) MV-PTC.

Table 3. Performance indicators for the drive operating at 750 rpm and rated load (motoring mode) for
the different PTC strategies.

Strategy Eψ,d (%) Eψ,q (%) Eψ,x (%) Eψ,y (%) THDi (%) THDi (%) TWRt (%) f̄sw (kHz)

S-PTC 0.44 0.24 0.39 0.27 12.05 41.74 0.69 5.87
HR-PTC 0.42 0.43 0.48 0.35 16.59 55.04 1.06 13.26
RFC-PTC 0.23 0.40 0.50 0.36 26.63 53.56 0.59 10.00
FC-PTC 0.50 1.05 0.25 0.16 16.57 28.69 3.42 5.11
MV-PTC 0.47 0.35 0.22 0.07 18.58 20.47 1.06 5.00

6. Experimental Results

6.1. Experimental Setup

The experimental results presented in this section were obtained with a six-phase PMSM drive,
with the same parameters as the ones given in Table 1 in Section 5. The 4 kW six-phase asymmetrical
PMSM is supplied by two 2L-VSIs by Semikron (SKiiP 132 GD 120), which are fed by a dc-bus with a
voltage level of 650 V. The speed of the six-phase PMSM is regulated by a mechanically coupled 7.5 kW
IM fed by a commercial variable frequency converter. The rotor position of the PMSM is measured
with an incremental encoder with 2048 ppr. The PCC and PTC strategies are implemented in a digital
control platform dS1103 by dSPACE and a cRIO-9066 by National Instruments is used to generate the
switching patterns needed by the control strategies that: (i) optimize the amplitude of voltage vectors;
(ii) require PWM techniques or (iii) consider the use of virtual vectors. In those control strategies, at the
end of each sampling period, the dS1103 platform writes the six leg duty cycles in a digital port, which
is read by the FPGA of the cRIO-9066. At the beginning of the next sampling period, the cRIO-9066
generates the switching signals for the 2L-VSIs with a symmetry to the middle of the sampling period.
In order to maintain the processes of both platforms synchronized, an interrupt signal is generated at
the beginning of each control cycle in the FPGA of the cRIO-9066, which determines the beginning of a
new control cycle in the dS1103 platform. The experimental setup is shown in Figure 14.
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Figure 14. Experimental setup.

6.2. Obtained Results

The experimental results for the steady-state operation of the six-phase PMSM drive under the
tested PCC strategies are shown in Figures 15–17, while the respective performance indicators are
listed in Table 4, where t̄exe is the mean execution time for each strategy. It is important to note that
the execution times of the strategies that require the generation of custom switching patterns already
contain the time required for the communication between the dS1103 and the cRIO-9066 platforms,
which is around 15 μs. From Figure 15, it is shown that the RS-PCC strategy provides a worse
performance than the S-PCC strategy in terms of current and torque ripples. However, the RS-PCC
requires a lower execution time than the S-PCC strategy, which could be useful in digital control
platforms with limited resources. As in the simulation results, both S-PCC and RS-PCC strategies give
much higher values for the TWDi, 27.87% and 39.30%, over the THDi, 3.22% and 2.87%, meaning that
the majority of the ripple observed in the phase currents is of high-frequency. The OSM-PCC strategy
also gives a worse performance over previous strategies, increasing the TWDi to 76.37%, but imposing
a fixed switching frequency to the power switches of the inverters, which could ease the process of
designing output filters for the six-phase machine. The use of a PWM technique in the PWM-PCC
strategy leads to a reduction of the current ripple, mainly in the x′-y′ currents, due to the imposition
of mean zero x-y voltage components over a sampling period. However, since the PWM technique
generates a fixed switching frequency of f̄sw = 1/Ts, the sampling period in the PWM-PCC strategy
was set to Ts = 200 μs, which increases the d-q current errors and the torque ripple in comparison to
previous strategies. The EPWM-PCC strategy provides a significant reduction in the torque ripple,
that is, TWRt decreased from 11.04% to 1.35%, due to the optimization in amplitude of the voltage
vectors used by this strategy. Nonetheless, both PWM-PCC and EPWM-PCC strategies do not apply
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any x-y voltage components to the machine, meaning that the low order current harmonics mapped
into the x′-y′ subspace cannot be compensated.

Figure 15. Experimental results for the PMSM drive operating at 750 rpm and rated load (motoring mode)
for: (a) S-PCC; (b) RS-PCC; (c) OSM-PCC; (d) PWM-PCC and (e) EPWM-PCC.

Figure 16. Experimental results for the PMSM drive operating at 750 rpm and rated load (motoring mode)
for: (a) ERPWM-PCC; (b) M-PCC; (c) VV-PCC; (d) EVV-PCC and (e) OAVV-PCC.
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Figure 17. Experimental results for the PMSM drive operating at 750 rpm and rated load (motoring mode)
for: (a) VV2-PCC; (b) OAPVV-PCC and (c) BSVV-PCC.

The experimental results for the operation of the six-phase drive under the strategies
ERPWM-PCC, M-PCC, VV-PCC, EVV-PCC and OAVV-PCC are shown in Figure 16. In steady-state
operation, the ERPWM-PCC strategy gives an equal performance to EPWM-PCC but since it is able to
operate outside the linear modulation region (i.e., it can apply voltage vectors with a full amplitude of
0.644 · Udc), the operation limits of the drive are increased and the performance of the drive during
transients is enhanced. The M-PCC strategy integrates a different modulation strategy that combines
two adjacent voltage vectors in the α-β subspace and two zero vectors (v0 and v63) in order to obtain
a fixed switching frequency as with PWM-based PCC strategies. Although the M-PCC reduces the
amplitude of the x′-y′ current components, since the cost function of this strategy considers the
reference current tracking errors in both subspaces, an optimal tracking of the current references
in both subspaces is not possible and a steady-state error is observed in the q-axis current and in
torque. In terms of computational requirements, the M-PCC strategy has a mean execution time
of 78.0 μs, being the control strategy with higher computational requirements among the compared
PCC techniques. The VV-PCC strategy considers the use of twelve large active and one zero virtual
vectors, which avoids the application of x-y voltage components to the machine and presents a similar
performance to the PWM-PCC strategy, although it provides higher dc-link voltage usage and leads to a
mean switching frequency of 4.88 kHz. The EVV-PCC strategy manages to reduce the d-q current errors
and torque ripple in comparison to the VV-PCC strategy, due to the inclusion of small virtual vectors.
Although the EVV-PCC strategy is able to apply one out of twenty-five virtual vectors, this strategy
uses a deadbeat approach to reduce the number of candidates to only two, thus providing a small
execution time (t̄exe = 28.28 μs). Since in the OAVV-PCC strategy the virtual vectors are optimized in
amplitude, the d-q current errors and torque ripple are significantly reduced in comparison to VV-PCC
and EVV-PCC strategies.
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Table 4. Performance indicators for the drive operating at 750 rpm and rated load (motoring mode) for
the PCC strategies.

Strategy Ei,d (%) Ei,q (%) Ei,x (%) Ei,y (%) THDi (%) TWDi (%) TWRi (%) f̄sw (kHz) t̄exe (μs)

S-PCC 2.94 2.56 13.50 17.38 3.22 27.87 3.10 3.41 38.89
RS-PCC 4.22 4.61 18.83 22.64 2.87 39.30 4.75 3.77 25.25

OSM-PCC 5.96 3.35 50.37 36.17 23.77 76.37 4.51 5.00 35.22
PWM-PCC 7.52 9.29 15.34 15.00 22.76 29.37 11.04 5.00 29.99

EPWM-PCC 3.41 1.08 14.60 13.68 22.59 23.05 1.35 5.00 33.67
ERPWM-PCC 3.41 1.08 14.60 13.68 22.59 23.05 1.35 5.00 33.67

M-PCC 4.16 5.99 6.62 18.10 15.92 24.44 1.27 5.00 78.00
VV-PCC 7.14 8.47 18.01 15.39 24.09 31.87 10.00 4.88 29.54

EVV-PCC 4.71 4.41 15.28 20.62 25.35 32.04 5.41 4.85 28.28
OAVV-PCC 3.32 1.05 14.94 13.67 22.80 23.20 1.31 5.00 37.46
VV2-PCC 3.30 6.46 16.31 15.30 23.96 25.92 8.47 4.64 33.60

OAPVV-PCC 2.11 0.54 14.86 13.45 22.52 22.60 0.66 5.00 49.23
BSVV-PCC 3.28 1.03 2.16 3.40 4.61 6.38 1.30 5.00 35.45

The experimental results for the operation of the six-phase drive under strategies VV2-PCC,
OAPVV-PCC and BSVV-PCC are shown in Figure 17. The VV2-PCC strategy combines two virtual
vectors over a sampling period and offers a performance slightly worse than the one obtained with
OAVV-PCC. The ripple in the d-q current components is due to a finite set of values that can be selected
for the duty cycles of the two virtual vectors, as detailed in Section 4.3. The OAPVV-PCC strategy
provides the lowest d-q current errors and torque ripple among the different PCC strategies. However,
as in the case of PWM and virtual vector based PCC strategies, the low order harmonics in the x′-y′

current components cannot be suppressed. On the other hand, the BSVV-PCC strategy is able to control
both the d-q and x′-y′ current components and provides the lowest x′-y′ current errors and the lowest
current harmonic distortion (TWDi = 6.38%) among all tested PCC strategies.

The experimental results for the operation of the six-phase drive under strategies S-PTC, HR-PTC,
RFC-PTC, FC-PTC and MV-PTC are shown in Figure 18, while the corresponding performance
indicators are given in Table 5. The obtained results show that although the S-PTC strategy provides a
higher current harmonic distortion over the S-PCC strategy, 67.17% versus 27.87%, it gives a smaller
torque ripple, 1.71% versus 3.10%. The HR-PTC strategy optimizes the amplitude of the optimal
voltage vector, which would improve the steady-state performance of the drive. However, since it also
increases the number of commutations of the power switches, the sampling period was set to Ts = 60
μs. Even with a higher switching frequency of 12.83 kHz, the HR-PTC gives the worst results in terms
of current waveform distortion (TWDi = 89.36%) among the compared PTC strategies. The RFC-PTC
strategy leads to a lower torque ripple in comparison to the previous PTC strategies, however it
produces a high current distortion (TWDi = 77.02%), even with a high switching frequency of 10 kHz.
On the other hand, the FC-PTC strategy reduces the ripple of the phase currents due to the use of
virtual vectors. Moreover, the MV-PTC strategy optimizes the amplitude of the selected virtual vector,
giving the lowest torque ripple (TWRt = 0.46%) for the compared PTC strategies, while maintaining a
fixed switching frequency of 5 kHz.

Table 5. Performance indicators for the drive operating at 750 rpm and rated load (motoring mode) for
all the PTC strategies.

Strategy Eψ,d (%) Eψ,q (%) Eψ,x (%) Eψ,y (%) THDi (%) TWDi (%) TWRt (%) f̄sw (kHz) t̄exe (μs)

S-PTC 0.85 0.40 0.52 0.47 13.66 67.17 1.71 5.03 18.51
HR-PTC 0.97 0.66 0.72 0.59 17.00 89.36 2.87 12.83 43.35
RFC-PTC 0.52 0.23 0.64 0.51 23.00 77.02 1.02 10.00 34.34
FC-PTC 1.03 1.63 0.20 0.24 25.85 31.42 7.14 4.97 29.90
MV-PTC 0.77 0.10 0.19 0.18 22.96 23.20 0.46 5.00 34.01
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Figure 18. Experimental results for the PMSM drive operating at 750 rpm and rated load (motoring mode)
for: (a) S-PTC; (b) HR-PTC; (c) RCF-PTC; (d) FC-PTC and (e) MV-PTC.

6.3. Comparison of Tested PCC and PCC Strategies

In order to summarize the merits and demerits of all tested PCC and PTC strategies applied to an
electric drive based on a six-phase SPMSM, a comparison between these control strategies is given
in Table 6. The following statements are defined to evaluate each control strategy:

• S1: The concept of the control strategy is simple and of easy implementation.
• S2: The control strategy produces a fixed switching frequency.
• S3: The high-frequency content of the phase currents (mapped into the x′-y′ subspace) is

minimized due to the use of a PWM technique or virtual vectors.
• S4: The low-frequency order harmonics of the phase currents (mapped into the x′-y′ subspace)

due to deadtime effects and back-EMF harmonics are suppressed by the control strategy.
• S5: No weighting factors need to be tuned.
• S6: The computational burden of the control strategy is low.
• S7: The control strategy gives a good performance at low speeds.
• S8: The control strategy provides full dc-bus usage, that is, it is able to apply a voltage vector with

an amplitude up to 0.644 · Udc in the α-β subspace.
• S9: A separate and fast digital control platform (e.g. an FPGA) is not required to generate

switching patterns for the power switches of the 2L-VSIs.

Each statement listed above is classified in Table 6 with a ’+’, when it is verified for the control
strategy and with a ’−’ when the statement is not verified. Additionally, symbol ’0’ is employed in the
case when the statement is not completely verified. For instance, control strategy M-PCC is not able to
eliminate the high-frequency ripple of phase currents as other strategies based on PWM techniques or
virtual vectors but still provides less current waveform distortion than S-PCC, RS-PCC, OSM-PCC,
S-PTC, HR-PTC and RFC-PTC strategies. Moreover, in the case of statement S8, the control strategies
based on virtual vectors are classified with a symbol ’0’ since the maximum amplitude of virtual
vectors in the α-β subspace is 0.598 · Udc, which is 7.14% smaller than the length of the large voltage
vectors (Figure 2).

According to Table 6, the BSVV-PCC strategy is the best among the tested PCC and PTC strategies,
since it verifies seven out of the nine statements given above. This strategy is simple and intuitive,
gives a fixed switching frequency, minimizes both high-frequency and low-frequency harmonics of
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the x′-y′ currents, does not require the tuning of weighting factors and provides good performance
at low speeds. Moreover, the ERPWM-PCC and OAVV-PCC strategies are classified in second place
fulfilling six out of nine statements, since they are not capable of suppressing the low-frequency
harmonics of x′-y′ currents and the ERPWM-PCC strategy requires a x-y weighting factor for the
operation in the overmodulation region. Additionally, the MV-PTC strategy is the best strategy among
the PTC strategies, verifying five out of nine statements. This strategy loses to BSVV-PCC in the
complexity of the algorithm and in the inability to eliminate low order x′-y′ current harmonics. On the
other hand, the control strategies that provided the worst performance were the HR-PTC and RFC-PTC
strategies, which did not comply with five out of nine statements given above. When testing these two
strategies, lower values for the sampling time were used, giving high values for the mean switching
frequency, in order to avoid excessive high-frequency ripple in the phase currents of the machine.

Table 6. Comparison between the PCC and PTC strategies applied to an electric drive based on a
six-phase SPMSM.

Strategy S1 S2 S3 S4 S5 S6 S7 S8 S9

S-PCC + − − 0 − + − + +
RS-PCC + − − 0 − + − + +

OSM-PCC + + − − − + 0 + −
PWM-PCC + + + − + + − − −

EPWM-PCC + + + − + + + − −
ERPWM-PCC + + + − 0 + + + −

M-PCC − + 0 0 − − + + −
VV-PCC + − + − + + − 0 −

EVV-PCC + − + − + + 0 0 −
OAVV-PCC + + + − + + + 0 −
VV2-PCC 0 − + − + 0 + 0 −

OAPVV-PCC 0 + + − + 0 + 0 −
BSVV-PCC + + + + + + + 0 −

S-PTC + − − 0 − + − + +
HR-PTC + − − − − 0 0 + −
RFC-PTC − − − − + + 0 + −
FC-PTC − − + − + + 0 0 −
MV-PTC − + + − + + + 0 −

Each statement is classified with: ’+’ (verified); ’0’ (not completely verified); and ’−’ (not verified).

6.4. Parameter Sensitivity

Since FCS-MPC strategies use a machine model to predict the future behavior of the controlled
variables, the accuracy of these predictions depends on the equivalent parameters of the machine [127].
As these parameters can vary for different operating conditions, any parameter mismatch will cause
an error in the predictions of the FCS-MPC algorithm and will lead to a deteriorated performance of
the drive [128,129]. For the case of six-phase IM drives, only Reference [130] has studied the parameter
sensitivity of the S-PCC strategy, while the parameter sensitivity of FCS-MPC strategies for six-phase
PMSM drives remains uncovered. Hence, the parameter sensitivity of the control strategies BSVV-PCC,
OAVV-PCC and MV-PTC to variations of ±30% in the values of parameters Rs and Ldq is analyzed
in this section. Additionally, since the BSVV-PCC is able to control the x′-y′ current components,
the analysis of this strategy to variations in the parameter Lxy is also considered.

The parameter sensitivity of the OAVV-PCC strategy is tested experimentally for variations
of ±30% in the parameters Rs and Ldq, for the operation of the six-phase PMSM drive at 750 rpm
and rated load (motoring mode) and the obtained performance indicators are given in Table 7.
The OAVV-PCC provides a slightly worse performance for errors of ±30% in the value of Rs, since the
current errors, torque ripple and current harmonic distortion are marginally increased. In the case of
an error of −30% in Ldq, the OAVV-PCC strategy still provides an acceptable performance, although in
the case of a +30% error both the d-q current errors and torque ripple are heavily increased.

The performance indicators obtained for the MV-PTC strategy considering variations of ±30% in
the parameters Rs and Ldq are given in Table 8. As in the previous case, only an error of +30% in the
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parameter Ldq provides a considerable degradation of the drive performance in terms of d-q current
errors and torque ripple. Moreover, when an error of −30% is considered in Ldq, the d-axis flux error
increases substantially in comparison to the normal case, while the indicators for the remaining cases
of Table 8 only change marginally.

Table 9 contains the performance indicators for the BSVV-PCC strategy considering variations
of ±30% in the parameters Rs, Ldq and Lxy. Similarly to what was observed with the previous strategies,
a mismatch in the value of Rs has a small impact on the performance of the six-phase drive. On the
other hand, an error of +30% in Ldq negatively influences the performance of the drive, as shown by
the high values of the d-q current errors and TWRt. The errors in Lxy slightly increase the x-y current
errors and consequently give higher values for the current harmonic distortion in comparison to the
normal case. It is important to note that errors in Lxy do not affect significantly the value of TWRt,
since the x-y current components do not contribute to the production of torque.

Table 7. Parameter sensitivity of the OAVV-PCC strategy.

Strategy Ei,d (%) Ei,q (%) Ei,x (%) Ei,y (%) THDi (%) TWDi (%) TWRt (%)

Normal parameters 3.32 1.05 14.94 13.67 22.80 23.20 1.31
0.7 · Rs 3.47 1.25 15.12 14.17 23.50 23.96 1.36
1.3 · Rs 3.50 1.07 15.14 14.30 23.38 23.73 1.35
0.7 · Ldq 4.13 0.96 14.99 14.05 23.21 23.28 1.11
1.3 · Ldq 13.90 5.91 15.12 15.57 22.56 31.50 7.22

Table 8. Parameter sensitivity of the MV-PTC strategy.

Strategy Eψ,d (%) Eψ,q (%) Eψ,x (%) Eψ,y (%) THDi (%) TWDi (%) TWRt (%)

Normal parameters 0.77 0.10 0.19 0.18 22.96 23.20 0.46
0.7 · Rs 3.57 0.12 0.19 0.17 21.85 22.10 0.31
1.3 · Rs 0.86 0.13 0.20 0.18 23.24 23.52 0.47
0.7 · Ldq 3.57 0.12 0.19 0.17 21.85 22.10 0.31
1.3 · Ldq 2.38 0.70 0.19 0.19 23.09 25.04 3.24

Table 9. Parameter sensitivity of the BSVV-PCC strategy.

Strategy Ei,d (%) Ei,q (%) Ei,x (%) Ei,y (%) THDi (%) TWDi (%) TWRt (%)

Normal parameters 3.28 1.03 2.16 3.40 4.61 6.38 1.30
0.7 · Rs 3.42 1.17 2.40 3.38 4.68 6.39 1.35
1.3 · Rs 3.44 1.08 2.42 3.47 4.75 6.66 1.36
0.7 · Ldq 3.55 0.89 2.22 3.41 4.66 5.89 1.09
1.3 · Ldq 5.09 1.95 2.83 3.62 4.51 9.15 2.43
0.7 · Lxy 3.62 1.15 2.62 3.96 5.41 6.61 1.41
1.3 · Lxy 3.59 1.10 2.46 3.16 4.22 6.77 1.40

7. Conclusions

This paper has presented a critical comparative study of the FCS-MPC strategies available in the
literature for electric drives based on six-phase asymmetrical machines, including a comprehensive
overview of the theoretical background of these FCS-MPC strategies. It also assembles in a single
reference the mathematical models of the six-phase drive topology, based on either IMs or PMSMs.

A total of thirteen PCC and five PTC strategies applied to a six-phase PMSM drive were compared
side-by-side, with the aid of simulation and experimental results and their merits and shortcomings
were discussed. In general, the PCC strategies favor a reduced harmonic content in the phase
currents of the machine, while the PTC strategies produce a smaller torque ripple. The control
strategies based on virtual vectors provide less high-frequency harmonic content in the x′-y′ currents.
Additionally, the control strategies based on virtual vectors optimized in amplitude or optimized in
both amplitude and phase provide the lowest current or flux errors in the d-q subspace and improve
the performance of the drive at low speeds. The low-frequency components of the x′-y′ currents, due to
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deadtime effects in the power switches and due to the back-EMF harmonics in the case of six-phase
PMSMs, were only suppressed by the BSVV-PCC strategy.

In the authors’ opinion, this paper is useful to introduce FCS-MPC to control engineers or
researchers working in the area of control of multiphase electric drives. Additionally, the paper can
also help those who are already engaged in this field to select the best FCS-MPC strategy for their
application, considering the merits and shortcomings of each strategy.
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Abbreviations

1N single isolated neutral
1NIN single non-isolated neutral
2L-VSI two-level voltage source inverter
2N two isolated neutrals
3L-NPC three-level neutral-point-clamped
BSVV-PCC bi-subspace predictive current control based on virtual vectors
CSI current source inverter
CCS-MPC continuous control set model predictive control
DTC direct torque control
EMF electromotive force
EPWM-PCC enhanced pulse width modulation predictive current control
ERPWM-PCC extended range pulse width modulation predictive current control
EVV-PCC predictive current control based on a extended set of virtual vectors
FC-PTC flux constrained predictive torque control
FCS-MPC finite control set model predictive control
FOC field oriented control
FPGA field-programmable gate array
HR-PTC high robustness predictive torque control
IGBT insulated gate bipolar transistor
IM induction machine
M-PCC modulated predictive current control
MMF magnetomotive force
MPC model predictive control
MTPA maximum torque per ampere
MV-PTC multi-vector predictive torque control
OAVV-PCC predictive current control based on virtual vectors with optimal amplitude
OAPVV-PCC predictive current control based on virtual vectors with optimal amplitude and phase
OSM-PCC one step modulation model predictive control
OSS-MPC optimal switching sequence model predictive control
OSV-MPC optimal switching vector model predictive control
PCC predictive current control
PI proportional-integral
PM permanent magnet
PMSM permanent magnet synchronous machine
PSC predictive speed control
PTC predictive torque control
PWM pulse width modulation
PWM-PCC pulse width modulation predictive current control
RCF-PTC reduced cost function predictive torque control
RS-PCC restrained search predictive current control
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S-PCC standard predictive current control
S-PTC standard predictive torque control
SPMSM permanent magnet synchronous machine with surface-mounted permanent magnets
SV-PWM space vector pulse width modulation
THD total harmonic distortion
TWD total waveform distortion
TWR total waveform ripple
VV-PCC predictive current control based on virtual vectors
VV2-PCC predictive current control based on the application of two virtual vectors
VSD variable space decomposition
VSI voltage source inverter
ZSC zero-sequence current

List of Symbols

General

Cdq, Cxy overcurrent hard constraints for the d-q and x-y subspaces
di duty cycles of vectors vi , vvi or vdvi
Ei,d, Ei,q, Ei,x , Ei,y, current error of d, q, x and y-axis components
Eψ,d, Eψ,q, Eψ,x , Eψ,y, flux linkage error of d, q, x and y-axis components
f̄sw mean switching frequency
gc, gc f , g f cost functions for PTC strategies
gt f , g f cs, gcm, gcs cost functions for PCC strategies
idr , iqr d-q rotor current components
ids, iqs, ixs′ , iys′ , iz1s, iz2s d-q, x′-y′ and z1-z2 stator current components
ids,0, iqs,0, ixs′ ,0, iys′ ,0 d-q and x′-y′ stator current components due to a zero vector
ids,i , iqs,i , ixs′ ,i , iys′ ,i d-q and x′-y′ stator current components due to vector vi , vvi or vdvi

is stator current vector in a synchronous reference frame
i
αβ
s stator current vector in a stationary reference frame

is,dq, is,xy current amplitude in the d-q and x-y subspaces
Ld, Lq, Lx , Ly, Lz1, Lz2 d, q, x, y, z1 and z2-axis inductances
Ldq, Lxy, L0 d-q, x-y and z1-z2 subspace inductances
Llm stator mutual leakage inductance
Lls, Llr stator and rotor self leakage inductances
Ls, Lr , Lm stator, rotor and magnetizing inductances
p number of pole-pairs
s switching state vector
sa1s, sb1s, sc1s, sa2s, sb2s, sc2s phase switching states
te electromagnetic torque
te,0 electromagnetic torque due to a vector vv0

te,i electromagnetic torque due to a vector vvi
t̄exe mean execution time
Ts sampling period
THDi , TWDi current total harmonic distortion and total waveform distortion
TWRr torque waveform ripple
us stator voltage vector in a synchronous reference frame
u

αβ
s stator voltage vector in a stationary reference frame

ua1s, ub1s, uc1s, ua2s, ub2s, uc2s phase stator voltages
udr , uqr d-q rotor voltage components
uds, uqs, uxs′ , uys′ , uz1s, uz2s d-q, x′-y′ and z1-z2 stator voltage components
uαs, uβs, uxs, uys α-β, x-y stator voltage components
vi voltage vector with index i
vdvi dual virtual vector with index i
vvi virtual vector with index i
θ rotor electrical position
λi , λ f weighting factors of current and flux
ψdr , ψqr d-q rotor flux linkage components
ψds, ψqs, ψxs′ , ψys′ , ψz1s, ψz2s d-q, x′-y′ and z1-z2 stator flux linkage components
ψds,PM, ψqs,PM, ψxs′ ,PM, ψys′ ,PM, ψz1s,PM, ψz2s,PM d-q, x′-y′ and z1-z2 stator flux linkage components due to the PMs
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ψs flux linkage amplitude in the d-q subspace
ψs,0 flux linkage amplitude in the d-q subspace due to a zero vector
ψs,i flux linkage amplitude in the d-q subspace due to a vector vvi
ψs,PMi i-order harmonic component of the flux linkage due to the PMs
ωa electrical angular speed of an arbitrary reference frame
ωs, ωr stator and rotor electrical angular speeds
R rotation matrix
Tvsd VSD transformation
Udc dc-link voltage
Subscripts

d,q,x′,y′,z1,z2 d, q, x, y, z1 and z2-axis quantities
s, r stator and rotor quantities
n rated value
α,β,x,y d, q, x, y, z1 and z2-axis quantities
Superscripts

∗ reference value
k + 2 predicted quantity for instant k + 2
k + h predicted quantity for instant k + h
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Abstract: A direct torque control (DTC) with a modified finite set model predictive strategy is
proposed in this paper. The eight voltage space vectors of two-level inverters are taken as the
finite control set and applied to the model predictive direct torque control of a permanent magnet
synchronous motor (PMSM). The duty cycle of each voltage vector in the finite set can be estimated
by a cost function, which is designed based on factors including the torque error, maximum torque
per ampere (MTPA), and stator current constraints. Lyapunov control theory is introduced in the
determination of the weight coefficients of the cost function to guarantee stability, and thus the
optimal voltage vector reference value of the inverter is obtained. Compared with the conventional
finite control set model predictive control (FCS-MPC) method, the torque ripple is reduced and the
robustness of the system is clearly improved. Finally, the simulation and experimental results verify
the effectiveness of the proposed control scheme.

Keywords: direct torque control; finite control set mode predictive control; duty cycle; maximum
torque per ampere; permanent magnet synchronous motor

1. Introduction

Permanent magnet synchronous motor (PMSM) direct torque control (DTC) has been widely used
in industry due to its simple control structure, fast dynamic response, and high efficiency [1]. However,
the traditional DTC control results in large torque ripple due to the insufficient switching frequency of
the inverters and two nonlinear hysteresis comparators [2,3].

To solve the problem of torque ripple, many scholars have put forward many improved methods.
An improved method is calculating the effective voltage vector action time in real time to ensure the
minimum torque ripple by the current torque error [4–6]. This method reduces the torque ripple to a
certain extent, but the calculation process is complicated. At present, voltage space vector modulation
(SVM) is also introduced into DTC [7,8]. This method can effectively reduce the torque ripple, but it
cannot eliminate the steady-state error of the torque. At the same time, the calculation process is highly
dependent on the parameters of the motor and has poor robustness.

As a real-time online optimization control method, model predictive control (MPC) has received
extensive attention in the field of electric drives and power converters due to its high dynamics and
resistance to parameter disturbance [9,10]. The method of finite control set MPC (FCS-MPC) directly
utilizes the discreteness of inverter output voltage and the finiteness of switching state; at the same
time, it does not need modulation and has a small amount of computation, which makes it a hot
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research topic in the field of power electronics [11,12]. In [13], on the premise that the flux linkage
and torque of the motor are limited within the target range, a longer prediction step is selected to
optimize the switching frequency of the inverter. A strategy of separate control of transient and
steady state are adopted to reduce the switching frequency of inverter [14]. Mayne [15] proposed an
FCS-MPC algorithm with model error compensation which enhances the robustness of the system.
In [16], FCS-MPC method is applied in a grid-connected converter, and the stability of the control
system is proved by Lyapunov stability theory. In addition, the virtual voltage vector is also integrated
into FCS-MPC architecture, and the optimal voltage vector is preselected by using the results of
Lyapunov stability theory. This method reduces the number of possible voltage vectors from 38 to 10,
thus reducing the computational burden of the controller.

The cost function of FCS-MPC is the key to realizing the optimal selection of the voltage vector,
which can be established according to the control targets, the system model based predictive variables,
and the reference variables [17]. Depending on the control situation, it is also necessary to include
system constraints. The cost function can contain multiple control objectives, variables, and constraints.
Correct design of reasonable weight coefficients is very important for selecting the voltage vectors and
governing the switching sequence of the inverter based on predictive current control of the PMSM
with the FCS model [18,19].

The main contribution of this paper is to combine Lyapunov function theory with FCS-MPC
to reduce torque ripple. Among them, the operating conditions of MTPA and torque tracking are
guaranteed by using cost function. The Lyapunov function theory is introduced in the calculation of the
finite set voltage vector duty cycle to obtain the optimal voltage vector. The simulation and experimental
results show that the method achieves fast torque response and torque ripple minimization.

2. Discrete Mathematical Model of PMSM and Drive

The main circuit of the electric drive system under consideration is illustrated in Figure 1, which
also corresponds to the experimental system layout. The PMSM has the characteristics of being
multivariable and nonlinear and has strong coupling [20]. In order to simplify the mathematical
model of PMSM, the following assumptions are made: (1) Y-shaped connection of stator windings,
symmetrical distribution of three-phase windings, and space difference of each winding is 120◦.
(2) Eddy current loss, hysteresis loss, and the change of motor parameters are neglected. (3) It is
assumed that permanent magnets on the rotor generate a main magnetic field in the stator–rotor
airgap (the magnetic field is distributed sinusoidally along the circumference of the airgap) 22. So the
continuous time model for PMSM in the d–q coordinate system can be described as:

Ld
did
dt

= (ud −Rid +ωLqiq), (1)

Lq
diq
dt

= (uq −Riq −ωLdid −ωψ f ), (2)

Te = 1.5p(ψ f + (Ld − Lq)id)iq, (3)

where ud, uq, id and iq are the stator voltages and currents, R is the stator winding resistance, Ld and
Lq are the d- and q-axes inductances, ψ f is the flux linkage of the rotor, p is the number of pairs of
poles, ω is the mechanical angular speed, and Te is the electromagnetic torque. iq is proportional to
the electromagnetic torque and id is proportional to the reactive power. A predictive current control
scheme is thus formed in which the reference current is generated by an external speed control loop.
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U

 

Figure 1. The main circuit of the permanent magnet synchronous motor (PMSM) drive.

Discretize the mathematical model of PMSM to obtain the necessary conditions for model
prediction. Since the sampling time Ts is sufficiently small, the Euler approximation is used for the
stator current derivative di/dt of the sampling time Ts.

di
dt

=
i(k + 1) − i(k)

Ts
, (4)

where Ts is the sampling period. Then, the discrete current model of the PMSM is obtained:

Ldik+1
d = (Ld − TsR)ikd + TsωLqikq + Tsuk

d, (5)

Lqik+1
q = (Lq − TsR)ikq − TsωLdikd − Tsωψ f + Tsuk

q, (6)

Tk+1
e = 1.5pik+1

q [ψ f + (Ld − Lq)ik+1
d ]. (7)

The commutation process of two-level voltage source inverters is accomplished by use of DC bus.
The switching state can be represented by the switching signals Sa and Sb and switching on and off
on different bridge arms. The upper and lower switches of each bridge arm of the inverter cannot be
turned on at the same time to prevent short circuit Sc, as shown in Table 1:

Table 1. Inverter switching states.

Sa Sb Sc

0 S1 on S4 off S3 on S6 off S2 on S5 off
1 S1 off S4 on S3 off S6 on S2 off S5 on

From the above table, the vector form function of the switching state of the three-phase bridge
arm (S) is as follows:

S =
2
3
(Sa + aSb + a2Sc), (8)

where a = ej2π/3. The relationship between output voltage vector with the switch state can be defined as:

Uout = SUdc =
2
3

Udc(Sa + aSb + a2Sc), (9)

where Udc is the DC source voltage and Uout is the output voltage of the inverter.
Considering the different switching states of the inverters, eight different voltage vectors are

obtained, as shown in Table 2. It is noted that V0 = V7, resulting in a finite set of seven different
voltage vectors in the plane.
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Table 2. Switching state and voltage vector.

Sa Sb Sc Voltage Vector Uout

0 0 0 V0 = 0
0 0 1 V1 = 2

3 Udcej 4π
3

0 1 0 V2 = 2
3 Udcej 2π

3

0 1 1 V3 = 2
3 Udcejπ

1 0 0 V4 = 2
3 Udc

1 0 1 V5 = 2
3 Udcej 5π

3

1 1 0 V6 = 2
3 Udcej π3

1 1 1 V7 = 0

3. Predictive Control Based on Duty Cycle

Within one sampling interval, the cost function values that correspond to the seven voltage
vectors are calculated by the FCS. The switching state that minimizes the cost function is chosen as the
switching state of the inverter. The process of model prediction optimization is shown in Figure 2,
where x, xp, and x∗ are the torque of the real response, the predicted value, and the reference value,
respectively. If the corresponding x(k) is the best value at time k, the cost function value x(k + 1)
corresponding to the seven voltage vectors is calculated at time (k + 1), and the seven calculated cost
functions values are compared with reference values, where the closest is to be the optimal solution at
the moment (k + 1). V4 is the control signal of the voltage vector corresponding to the optimal value of
the time (k + 1). In the same way, V3 should be selected as the optimal control signal at time (k + 2) [12].

px k +
px k +
px k +
px k +
px k +
px k +

px k +

px k +
px k +

px k +

px k +
px k +
px k +
px k +

 

Figure 2. Optimization process diagram of model predictive control (MPC).

3.1. Design of Cost Function

The maximum torque/current control (MTPA) consumes the minimum stator current at the same
electromagnetic torque output, which is usually used in interior PMSM systems. The space vector
analysis of PMSM in the d–q coordinate system is shown in Figure 3. Assuming that the stator current
vector is leads q axis β, the current component in the d–q coordinate system is as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

id = −|is| sin β
iq = |is| cos β

is =
√

i2d + i2q

, (10)

Te = 1.5p[ψ f is cos β− (Ld− Lq)i2s cos β sin β]. (11)

If the amplitude of the stator current of the PMSM is a constant value, it can be concluded that
the electromagnetic torque of the motor is only related to β. In order to find the maximum value of
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the torque, that is, to satisfy the MTPA condition, and calculate Equation (11) with β as a variable,
the following relationship is obtained:

dTe

dβ
= −ψ f is sin β− (Ld − Lq)is[cos β2 − sin β2] = 0. (12)

Because is and β satisfy the Pythagorean theorem, the relationship of id and iq under the MTPA
condition can thus be derived as follows:

id +
Ld − Lq

ψ f
(i2d − i2q) = 0. (13)

di

qiT
β

∂ =
∂

fψ

si
β

Figure 3. Space vector analysis of the PMSM.

The most important part of MPC is the cost function design. The cost function is expressed in
orthogonal coordinates and considering the torque tracking, MTPA condition, and current constraint:

J(k) = KT JT(k) + KMJM(k) + KC(JC1(k) + JC2(k)), (14)

where KT, KM, and KC are the weighting factors of the cost function and are positive real numbers.
The main aim of the MPC is to minimize the torque error. Thus, the cost for the error JT(k) is:

JT(k) =
(
T∗e − Tk+1

e

)2
. (15)

Since high currents lead to large losses, JM(k) is to have a low absolute current:

JM(k) =
(
ikd +

Ld − Lq

ψF

(
(ikd)

2 − (ikq)2
))2

. (16)

Tertiary control goals can be added in order to ensure the operational safety of the system. JC1(k)
denotes the current limit, and the current amplitude of the system must be smaller than the maximum
allowable value Imax.

JC1(k) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩ 0 (Imax ≥
√
(ikd)

2
+ (ikq)

2
)

(Imax −
√
(ikd)

2
+ (ikq)

2
)2 (Imax <

√
(ikd)

2
+ (ikq)

2
)

(17)

To make the point of the cost function converge to the parabola on the left side of the iq axis, as
shown in Figure 3. Adding current constraints JC2(k) to the cost function:

JC2(k) =

⎧⎪⎪⎨⎪⎪⎩ 0,
(
ikd ≤ 0

)
(ikd)

2
,
(
ikd > 0

) . (18)
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To ensure current constraints and avoid control variables converging to the wrong MTPA curve,
KC � KT, KM should be satisfied. For the choice of KT and KM, KT + KM = 1 can be made. A larger
value of KT leads to faster convergence of the torque, while a larger value of KM indicates that the
MTPA state converges quickly. KT > KM can be selected [21] to achieve a fast torque response.

3.2. Duty Cycle Calculation

The duty cycle of each voltage vector in a finite set is calculated by Lyapunov function to eliminate
torque and current ripple. Without considering the current limitation, that is, ignoring JC1(k) and
JC2(k), the Lyapunov function is expressed as follows:

V(k + 1) = kT JT(k + 1) + kMJM(k + 1). (19)

In order to optimize the operation of the PMSM, the condition V(k + 1) = 0 must be fulfilled to
ensure Tk+1

e = T∗e and its current operating point is on the MTPA curve. In addition, the condition
dV(k + 1)/dt = 0 indicates that the PMSM is operating at the optimum state.

Lemma 1. Defining the function of the current:

f (id, iq) = id + (Ld − Lq)(i2d−2
q)/ψ f (20)

If the torque of the PMSM is kept at a nonzero constant value, the function f (id, iq) is a strict
monotonic function along the constant torque curve. The correlative poof is introduced in the
Appendix A.

With the help of the function f (id, iq), the stator current trajectory is shown in Figure 4. Point A
is the initial point; the trajectory first reaches the point B along the constant torque curve and then
reaches the point C along the MTPA curve with the condition V(k) = 0. When the current trajectory is

along
→

AB to
→

BC, the Lyapunov function is strictly decreasing.

Figure 4. Stator current vector trajectory.

Lemma 2. Under the initial condition of the PMSM, if the back EMF of the PMSM is within the voltage limit
range of the inverter, there exists a feasible voltage vector u∗dq that fulfills:

dV(k + 1)/dt ≤ 0. (21)
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Lemma 3. For a given current dynamics:

dik+1
dq

dt
= Aik+1

dq + Buk+1
dq + E, (22)

where A =

⎡⎢⎢⎢⎢⎢⎣ − R
Ld

ωLq
Ld

−ωLd
Lq
− R

Lq

⎤⎥⎥⎥⎥⎥⎦, B =

⎡⎢⎢⎢⎢⎣ 1
Ld

0
0 1

Lq

⎤⎥⎥⎥⎥⎦, E =

⎡⎢⎢⎢⎢⎢⎣ 0

−−ωψ f
Lq

⎤⎥⎥⎥⎥⎥⎦.
If the back EMF of the PMSM is within the voltage limit range of the inverter, then at least one

voltage vector is satisfied:

dV(k + 1)
dt

=
∂V(k + 1)

∂ik+1
dq

(Aik+1
dq + Buk+1

dq + E) ≤ 0. (23)

The proofs of Lemma 2 and Lemma 3 are introduced in the Appendix A.
In order to minimize the ripple of the PMSM current and torque, the Lyapunov function is

expected to keep V = 0 and dV(k + 1)/dt = 0 in a steady state. The duty cycle of each voltage vector
satisfying the desired requirement is calculated as follows:

Tj
duty,k+1 =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Tσ , dV(K+1)

dt > 0

0 , dV(K+1)
dt = 0

−V(K+1)
dV(k+1)/dt , dV(K+1)

dt < 0

, (24)

Here, Tσ � Ts is a time constant. The voltage vector with dV(k + 1)/dt > 0 has to be taken into
account in the FCS-MPC, and then the current reaches the limit, Tσ is introduced, and the current
constraint plays a major role in the cost function. When there is disturbance in the PMSM system, such
as machine parameter drift and voltage error in the inverter, we also need to select a smaller Tσ to
compromise the disturbance at this point. When the PMSM model and the prediction are accurate,
Tσ = 0 is the ideal value for the ripple reduction. All voltage vectors uj

dq,k+1 with dV(k + 1)/dt < 0 are
candidates to minimize the cost function.

3.3. Finite Control Set Model Prediction

Finally, the optimum output voltage which can be realized by the SVPWM is obtained by Equation
(23). Only when voltage uj

dq,k+1 acts on the PMSM will it affect the torque, that is, to ensure the
implementation of MTPA and dV(k + 1)/dt = 0. It is noteworthy that setting the optimal duty cycle
Tk+1

duty equal to Ts in the transient state of the proposed control strategy can minimize the cost function.
Therefore, under the same sampling frequency, the torque response of the new strategy is as fast as that
of the traditional FCS-MPC. In steady state, dV(k + 1)/dt = 0 can be maintained. Therefore, current
ripple and torque ripple can be minimized. Figure 5 is a block diagram of the predictive direct torque
control algorithm of the FCS-MPC proposed in this paper.⎡⎢⎢⎢⎢⎣ uk+1

d
uk+1

q

⎤⎥⎥⎥⎥⎦ = (1− Tk+1
duty)

∣∣∣∣∣∣ Rik+1
d −ωLqik+1

q

Rik+1
q −ωLdik+1

d +ωψF

∣∣∣∣∣∣+ Tk+1
duty

∣∣∣∣∣∣∣ uj,k+1
d

uj,k+1
q

∣∣∣∣∣∣∣ (25)
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Figure 5. Block diagram of the proposed MPC.

4. Simulation Results

In order to investigate the effectiveness and feasibility of the proposed method, the FCS-MPC of
the surface-mounted PMSM based on MATLAB/Simulink software was built. Then, it was compared
with that of the classical FCS-MPC method. The parameter settings are shown in Table 3.

Table 3. Surface-mounted permanent magnet synchronous motor (SPMSM) parameters for simulation.

Variable Parameter Value

PN Rated power 6.5 kW

nN Rated speed 1500 rpm

UN Rated voltage 306 V

IN Rated current 12.3 A

R Stator resistance 1.01 Ω

L Ld, Lq 15 mH

p Number of pairs of poles 4

J Rotary inertia 0.01535 kg·m2

ψ f Flux linkage of the rotor 0.175 Wb

4.1. Steady-State Operation

Figure 6 shows the simulation results of traditional FCS-MPC and improved FCS-MPC under
steady-state conditions. The reference value of motor speed is set to 500 rpm, and the load torque is
20 N·m. As can be seen from the figure, compared with conventional FCS-MPC, the torque ripple of
the improved method is significantly reduced. In Figure 6, the average values of the torque ripples of
proposed (0.9 N·m) are smaller compared to those of conventional FCS-MPC (3 N·m) under the same
conditions. It is noted that, in this paper, torque ripples are calculated by the following equation [22]:

Trip =

√√√
1
N

N∑
i=1

(Te − Tave)
2, (26)

where N is the number of samples and Tave is the average value of the torque.
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(a) Conventional finite control set MPC (FCS-MPC) 

(b) Proposed FCS-MPC 

Figure 6. Torque steady-state response simulation.

4.2. Dynamic Response

In order to compare the torque dynamic, a magnified view of the torque response is shown in
Figure 7. From Figure 7, we can see that the torque suddenly increases from 10 to 20 N·m in only 0.003 s,
and in the process of torque mutation, the conventional FCS-MPC method has obvious overshoot.
Compared with the conventional FCS-MPC, the improved method has faster dynamic response because
the motor adopts optimized duty cycle modulation in the whole control cycle.

 

(a) Conventional FCS-MPC 

(b) Proposed FCS-MPC 

Figure 7. Torque dynamic simulation at t = 0.3 s.

4.3. Motor Parameter Robustness

As we all know, a temperature rise of the motor will cause the stator internal resistance to increase.
The influence of internal resistance on the torque is discussed in this paper. The torque waveforms of
the two control methods in the condition of rated stator resistance (the blue solid line) and 1.5-times
the rated value (the red dashed line) are given in Figure 8a,b, respectively. It is noticeable that slight
torque ripples occur under the conventional FCS-MPC method when the resistance increases, while
the proposed FCS-MPC control has better robustness in which the torque is insensitive to the resistance
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change. However, when entering a steady state, the two control systems are not affected by internal
resistance changes.

 
(a) Traditional FCS-MPC  

 
(b) Proposed FCS-MPC 

Figure 8. Torque ripple simulation when the resistance is changed.

Almost all permanent magnet devices, including permanent magnet motors, will exhibit the
demagnetization phenomenon in varying degrees due to factors such as the working environment and
usage time. The effect of changes in the motor flux on torque is also discussed. Figure 9a,b shows the
torque waveforms of the two control methods when the rotor flux is 0.9-times the rated value, equal
to the rated value, and 1.1-times the rated value, to simulate permanent magnet motors that have
been used for a long time, used normally, and newly manufactured. As shown in Figure 9, the blue
point line is 0.9-times the rated flux, the red solid line is the rated flux, and the green dotted line is
1.5-times the rated flux. Evidently, the conventional FCS-MPC for the change of flux is the change of
the maximum torque. However, the improved predictive control is insensitive to the flux change.

 
(a) Conventional FCS-MPC 

(b) Proposed FCS-MPC 

Figure 9. Torque ripple simulation when the flux is changed.
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For a mechanical load, the oscillation of torque is very bad for the shaft and load of the motor.
Therefore, it can be seen from the simulation waveforms of the above two sections that the robustness
of predictive control to parameter changes is better than that of conventional FCS-MPC. In theory,
the switch meter of direct torque control is fixed in advance and cannot be adjusted according to the
running state of the motor. Therefore, the robustness of direct predictive control to parameter changes
is better than that of direct torque control, which is also consistent with the previous prediction results.

5. Experimental Test

The experiment aimed to verify the torque performance of this method with surface-mounted
permanent magnet synchronous motor (SPMSM) and interior permanent magnet synchronous motor
(IPMSM). The experimental platform as shown in Figure 10 was built by using dSPACE1102. The load
of the PMSM is provided by the load machine.

  

Figure 10. The controlled 6.5 kW PMSM drive test rig.

5.1. Experiment on SPMSM

The parameters of the SPMSM are shown in Table 3. The steady-state performance test results of
conventional FCS-MPC and proposed FCS-MPC are shown in Figure 11. In the experiment, the reference
load torque was 20 N·m, and the results show that the proposed FCS-MPC significantly reduced the
torque ripple under the same average switching frequency, while the conventional FCS-MPC had a
lot of torque ripples (6 N·m) compared to proposed FCS-MPC (2.8 N·m). This is consistent with the
simulation results.

 

Figure 11. Torque steady-state responses (SPMSM).

In order to test the dynamic performance of the proposed FCS-MPC method, a load torque of
25 N·m was suddenly added when the steady speed of the motor was 500 rpm. Figure 12 shows
that the response times of proposed FCS-MPC and conventional FCS-MPC are approximately the
same; however, the proposed FCS-MPC strategy torque ripple is smaller than that of the conventional
FCS-MPC. Meanwhile, the proposed FCS-MPC method enables the motor to quickly recover to the
reference speed value compared to conventional FCS-MPC.
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(a) Conventional FCS-MPC 

n

T

(b) Proposed FCS-MPC

Figure 12. Speed dynamic and torque dynamic responses (SPMSM).

5.2. Experiment on IPMSM

Some parameters of the experiment motor are shown in Table 4. The following experiments
were carried out in three aspects: torque steady-state responses, speed dynamics, and torque
dynamics responses.

Table 4. Interior permanent magnet synchronous motor (IPMSM) parameters for simulation.

Variable Parameter Value

PN Rated power 5.2 kW

nN Rated speed 1500 rpm

UN Rated voltage 380 V

R Stator resistance 0.39 Ω

L Ld 0.88 mH

L Lq 1.62 mH

p Number of pairs of poles 4

ψ f Flux linkage of the rotor 0.163 Wb

Figure 13 shows electromagnetic torque waveforms of two methods, with the load torque reference
value set to 30 N·m. As can be seen from Figure 13, the method of proposed FCS-MPC can significantly
reduce torque ripple by comparing torque waveforms; the average torque ripple of proposed method
is only 3 N·m while that of conventional FCS-MPC is 7 N·m.
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Figure 13. Torque steady-state responses (IPMSM).

Figure 14 shows the waveforms of speed and electromagnetic torque of two methods when the
starting moment of the motor and step change of load torque with load torque increasing from 10
to 20 N·m. It can be seen from Figure 14 that at the moment of starting the motor, the speed and
electromagnetic torque of the conventional and proposed FCS-MPC methods increase sharply, reaching
the given reference value quickly; however, compared with the conventional FCS-MPC, the strategy of
proposed FCS-MPC has smaller torque ripple. When the load torque changes abruptly, the proposed
FCS-MPC can also track the change of torque quickly, and the corresponding speed is faster than
conventional FCS-MPC.

(a) Conventional FCS-MPC 

(b) Proposed FCS-MPC 

T

n

T

n

Figure 14. Speed dynamic and torque dynamic responses (IPMSM).
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Through the analysis of the above experiments, compared with the conventional FCS-MPC control
system, the proposed FCS-MPC in this paper effectively reduces the torque ripple and improves the
following performance of the motor torque.

6. Summary

In this paper, a new scheme of direct torque control for PMSM based on a finite control set (FCS)
model is proposed. The eight voltage vectors of the two-level converter are utilized as an FCS for the
torque prediction of the PMSM. The cost function is used to estimate the duty cycle of each voltage
vector. Thus, the optimal voltage vector can be obtained from eight voltage vectors and their duty
cycles. Compared with the classical FCS-MPC method, the proposed method has smaller torque ripple
and excellent dynamic performance.
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Appendix A

Proof of Lemma 1. Finding partial derivatives of f (id, iq) and Te = 1.5piq[ψ f + (Ld − Lq)id] based on
current vectors id and iq, respectively:

∂ f (id, iq)
∂idq

= [1 +
2(Ld − Lq)

ψ f
id,−2(Ld − Lq)

ψ f
iq] (A1)

∂Te

∂idq
= [1.5p(Ld − Lq)iq, 1.5p(ψ f + (Ld − Lq)iq)] (A2)

Considering the torque Te as constant, the trajectory of the operating point moves along the
direction of the α which fulfills (Te/idq) · α = 0. The vector α can be described as:

α = ε[−1.5p(ψ f + (Ld − Lq)iq), 1.5p(Ld − Lq)iq)]T, (A3)

where ε is a positive real number.

∂ f (id, iq)
∂idq

· α = 1.5pε
[
ψF + 3(Ld − Lq)id

]
− 3pε(Ld − Lq)

2

ψ f
(i2d + i2q) < 0. (A4)

Therefore, the function f (id, iq) is a strict monotonic function along the constant torque curve. �

Proof of Lemma 2. The Lyapunov function is derived as:

dV(k + 1)
dt

=
∂V(k + 1)

∂ik+1
dq

·
dik+1

dq

dt
. (A5)

Therefore, the trajectory of the current makes the value of Lyapunov function decrease and there
exists a 	ik+1

dq which fulfills:
∂V(k + 1)

dik+1
dq

Δik+1
dq ≤ 0. (A6)
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Therefore, there exists a current derivative:

dik+1
dq

dt
= μ · Δik+1

dq , (A7)

so that:
dV(k + 1)

dt
=
∂V(k + 1)

∂ik+1
dq

· μ · Δik+1
dq ≤ 0. (A8)

Here, μ can be a very small positive constant. �

Proof of Lemma 3. Any reference vector u∗dq(x) within the region of feasibility [having a magnitude of
less than (2/3)Udc] is contained within one of the six nonzero switching sectors of width (π/3) with
vertices (v0

d, v0
q), (vi

d, vi
q), and (vj

d, vj
q), where i, j ∈ {1, . . . , 6} are the nonzero switching states to the left

and right of the reference vector and (v0
d, v0

q) is one of the two zero vectors. Containment within a
switching sector ensures the existence of coefficients γ and η satisfying γ, η ≥ 0 and γ+ η ≤ 1 such that
the reference vector is expressible as a convex combination of the realizable inputs, given by:

u∗dq(x) = γvi
dq + ηvj

dq + (1− γ− η)v0
dq. (A9)

Plugging Equation (A10) into Equation (21) and noting that the system is control affine, we see
that [23]:

dV(k+1)
dt =

∂V(k+1)
∂ik+1

dq
(Aik+1

dq + Bu∗dq + E) = ∂V(k+1)
∂ik+1

dq
(Aik+1

dq + B(γvi
dq + ηvj

dq + (1− γ− η)v0
dq) + E)

= γ
∂V(k+1)
∂ik+1

dq
(Aik+1

dq + Bvi
dq) + η

∂V(k+1)
∂ik+1

dq
(Aik+1

dq + Bvj
dq)

+(1− γ− η) ∂V(k+1)
∂ik+1

dq
(Aik+1

dq + Bv0
dq) +

∂V(k+1)
∂ik+1

dq
E

(A10)
Because γ, η, and (1− γ− η) are all nonnegative, the following inequalities hold [12]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂V(k+1)
∂ik+1

dq
(Aik+1

dq + Bvi
dq) ≤ 0

∂V(k+1)
∂ik+1

dq
(Aik+1

dq + Bvj
dq) ≤ 0

∂V(k+1)
∂ik+1

dq
(Aik+1

dq + Bv0
dq) ≤ 0

, (A11)

which completes the proof in Lemma 3. The theorem also guarantees the stability of the proposed
control scheme. �
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Abstract: Star-connected multiphase AC drives are being considered for electromovility applications
such as electromechanical actuators (EMA), where high power density and fault tolerance is
demanded. As for three-phase systems, common-mode voltage (CMV) is an issue for multiphase
drives. CMV leads to shaft voltages between rotor and stator windings, generating bearing
currents which accelerate bearing degradation and produce high electromagnetic interferences
(EMI). CMV effects can be mitigated by using appropriate modulation techniques. Thus, this work
proposes a new Hybrid PWM algorithm that effectively reduces CMV in five-phase AC electric drives,
improving their reliability. All the mathematical background required to understand the proposal,
i.e., vector transformations, vector sequences and calculation of analytical expressions for duty
cycle determination are detailed. Additionally, practical details that simplify the implementation
of the proposal in an FPGA are also included. This technique, HAZSL5M5-PWM, extends the
linear range of the AZSL5M5-PWM modulation, providing a full linear range. Simulation results
obtained in an accurate multiphase EMA model are provided, showing the validity of the proposed
modulation approach.

Keywords: multiphase electric drives; CMV; modulation techniques; PWM

1. Introduction

AC electric drives are used in a wide variety of industrial applications such as in compressors [1],
in electric vehicle propulsion systems [2,3] and in more electric aircraft (MEA) [4], among others.
Although three-phase systems dominate the AC drive market, multiphase solutions are gaining
popularity [5–7]. Multiphase systems are preferable for applications where high fault tolerance is
required [8], such as for MEA applications, where electromechanical actuators (EMA) for control
surfaces, fuel pumps, landing gears, environmental control systems and starter-generators need to
be operated [9–11]. Apart from their intrinsic fault tolerance, other benefits of multiphase drives
include a reduced current per phase (reducing copper losses and increasing efficiency) [4], noise
and electromagnetic interference (EMI) minimization [12,13], higher power density and lower torque
ripple [14], making them attractive for transport electrification. Among the multiphase topologies
available in the scientific literature, star-connected five-phase technologies (Figure 1) can be highlighted,
as they provide a good trade-off between system complexity and fault tolerance [15,16]. Specifically,
multiphase permanent magnet synchronous machines (PMSM) are being considered for aircrafts due
to their superior power density [17,18].

Energies 2020, 13, 607; doi:10.3390/en13030607 www.mdpi.com/journal/energies59
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In general, AC electric drives can experience issues due to the common-mode voltage (CMV) [19]
and common mode currents (CMC) [20]. CMV variations are generated by the commutation of the
power converter devices, producing EMI [21] and bearing currents that can compromise the integrity
of the electric machine [22]. Such voltage variations create new capacitive paths through the motor
bearings, leading to premature aging. Capacitive currents, electrostatic discharge machine (EDM)
currents, circulating currents and rotor-to-ground currents can flow through the bearings [23,24]
(Figure 2), and their harmful effects depend on the type of bearing, size of the machine and how the
machine is used.

edc

0

ba

VCM

nVdc

Z

Figure 1. CMV in a five-phase power system.

CMV

 dv/dt at
motor terminals

CMV mirrored
over the bearings

Common Mode
Currents

Circulating
currents

Shaft voltage

EDM
currents

Capacitive
currents

Rotor to ground
currents

Figure 2. Cause-and-effect chain of common mode voltage (CMV) (adapted from [25]).

Operating at higher switching frequencies can entail more severe CMV related issues (additional
EMI generation and larger number of dv/dt) [26]. As considerable efforts are being carried out
to widespread the usage of wide bandgap (WBG) devices in AC drives, much higher switching
frequencies are expected in the future, making the investigation on CMV mitigation a popular
topic [13,19,20]. Thus, a wide variety of solutions have been proposed in the literature. Such solutions
can be classified as passive or active. Passive solutions are those which mitigate or eliminate the
harmful effects generated by CMV, while active solutions are intended to reduce or totally avoid CMV
generation. Among passive solutions, Faraday shielding [27,28], ceramic and hybrid bearings [22,29],
shielded cables [23,30] and shaft grounding rings [27,31] can be highlighted. On the other hand,
modulation techniques and new inverter topologies such as multilevel inverters [32], single-phase
transformerless inverters [33,34] and three-phase inverters [35] among others [36] are the most common
active solutions. Among all these solutions, modulation algorithms can be considered for CMV
reduction in star-connected five-phase AC drives due to their ease of implementation, low cost,
and because no additional hardware is needed.
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In [37], the authors initially proposed a CMV reduction modulation technique for five-phase
inverters, named AZSL5M5-PWM. However, the proposal has been only considered for passive
loads (star-connected RL loads) and solely validated in open-loop. From the obtained results, it has
been concluded that the linear range of the original AZSL5M5-PWM is limited, which can prevent
the utilization of this technique in electric drives where operation close to the base speed (without
entering in field weakening region) is desirable, as is the case in most EMA systems. Thus, a hybrid
AZSL5M5-PWM technique (HAZSL5M5-PWM) that provides the same linear range as conventional
space vector PWM (SV-PWM) is proposed in this work, and its performance is evaluated in an
EMA system.

This manuscript is organized as follows. First of all, conventional SV-PWM for star-connected
five-phase power systems is presented, where the harmonic projection of the stator voltages into
their corresponding orthogonal subspaces by means of Clarke transformation is mathematically
justified. After that and considering the third harmonic elimination constraint, it is shown how CMV
variations are generated in the multiphase drive. Secondly, the most relevant reduced common-mode
voltage PWM (RCMV-PWM) modulation techniques are briefly described, focusing on their limitations.
After that, the proposed Hybrid AZSL5M5-PWM modulation technique is presented providing the
required tools for duty cycle calculation, and validated by means of simulation. The target of the
proposed modulation technique is to effectively reduce CMV in star connected multiphase systems,
while the hybridization is performed to cover the whole operation range of the drive. Open-loop
and detailed five-phase EMA simulations are conducted to perform the validation, where not only
CMV reduction is verified, but other figures such as total harmonic distortion (THD) and efficiency are
evaluated in order to demonstrate that the achieved CMV reduction does not significantly penalize
other relevant drive figures.

2. Influence of the SV-PWM Technique in the CMV of a Star-Connected Five-Phase AC Drive

SV-PWM is one of the most used modulation techniques in three-phase and multiphase power
systems thanks to its easy digital implementation and optimum DC bus voltage utilization. As a
star-connected five-phase system has four degrees of freedom, stator voltages and currents can be
represented into two separated two-dimensional planes, α-β and x-y, and one homopolar component
by means of the following amplitude invariant Clarke transformation [38]:⎡

⎢⎢⎢⎢⎢⎣
vα

vβ

vx

vy

v0

⎤
⎥⎥⎥⎥⎥⎦ =

2
5

⎡
⎢⎢⎢⎢⎢⎣

1 cos(2π/5) cos(4π/5) cos(6π/5) cos(8π/5)
0 sin(2π/5) sin(4π/5) sin(6π/5) sin(8π/5)
1 cos(4π/5) cos(8π/5) cos(12π/5) cos(16π/5)
0 sin(4π/5) sin(8π/5) sin(12π/5) sin(16π/5)
1
2

1
2

1
2

1
2

1
2

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

va

vb
vc

vd
ve

⎤
⎥⎥⎥⎥⎥⎦ . (1)

The Clarke transformation allows us to decouple the 5-dimensional voltage vector in the abcde
reference frame into three orthogonal subspaces (α-β, x-y and 0). For a surface-mounted permanent
magnet synchronous machine (SM-PMSM), this decoupling is done through the diagonalization of the
inductance matrix L (2).

L =

⎡
⎢⎢⎢⎢⎢⎣

L11 L12 L13 L14 L15

L21 L22 L23 L24 L25

L31 L32 L33 L34 L35

L41 L42 L43 L44 L45

L51 L52 L53 L54 L55

⎤
⎥⎥⎥⎥⎥⎦ . (2)

For SM-PMSMs, the elements of L can be considered invariant with respect to the rotor angular
position, as the surface placed magnets have a permeability near that the one of the air. Therefore,
a SM-PMSM behaves like a non-salient pole synchronous machine [39]. As the windings in each phase
are manufactured identically, the mutual inductances between any pair of phases separated with the
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same electrical angle are equal, i.e., L12 = L15 = L21 = L23 = L51 = Ljk (if |j − k| = 1) or L13 = L31 =

L25 = L52 = Ljk (if |j − k| = 2). Similarly, all the self-inductances are equal (L11 = L22 = · · · = L55).
This type of matrix is known as a circulant matrix, and it has some special properties [40]. For example,
it guarantees that L is orthogonally diagonalizable by a transformation represented by a 5 × 5 real
matrix [41,42].

The circulant matrices are diagonalized by the Fourier Matrix [40,43]. Therefore, the Clarke
transformation decomposes the 5-dimensional vectors according to their harmonic components. In the
α-β sub-space, the h = 5(l − 1)± 1 harmonic components are projected while, in the x-y sub-space,
the h = 5(l − 1) ± 3 ones are projected, being l ∈ {1, 3, 5, ...} [41,44]. The harmonic components
of order h = 5l are projected into the zero-sequence or homopolar sub-space. In Table 1, the odd
harmonics associated with each sub-space according to the Clarke transformation of (1) are presented
for a 5-phase machine.

Table 1. Sub-space harmonics mapping for a five-phase machine.

Sub-Space Harmonics

α − β h = 1, 9, 11, 19...
x − y h = 3, 7, 13, 17...

zero-sequence h = 0, 5, 15, 25...

The number of possible switching states or space vectors is 25, where 30 are active vectors and
two are zero vectors (Figure 3). Active vectors can be classified depending on their magnitude as:

• Large vectors, where |Vl | = 4/5VDC cos(π/5), which correspond to the outer decagon of Figure 3.
• Medium vectors, where |Vm| = 2/5VDC, which correspond to the middle decagon of Figure 3.
• Small vectors, where |Vs| = 4/5VDC cos(2π/5), which correspond to the inner decagon of

Figure 3.
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Figure 3. Five-phase SV-PWM: α-β and x-y planes with their corresponding space vectors and switching
states (a ‘1’ in a switching state represents that the top switch of a given phase is activated, while a ‘0’
represents that its complementary switch is activated). (a) α-β vector plane. (b) x-y vector plane.

For an n-phase system, n − 1 active vectors must be applied at each commutation period in
order to achieve a sinusoidal output [45]. Thus, four active vectors must be used in a star-connected

62



Energies 2020, 13, 607

five-phase system. Although various possible active vector combinations are possible to produce a
given output voltage vector, the most common alternative consists on using two large and two medium
adjacent vectors. As an illustrative example, Figure 3 shows the vectors used to synthesize a given
reference voltage vector located in the first sector of the α-β plane, being the following the application
sequence that minimizes switching losses: 00000, 10000, 11000, 11001, 11101, 11111, 11101, 11001,
11000, 10000, 00000. If the third harmonic component needs to be eliminated, the application-time ratio
between medium and large vectors must satisfy (3), as with this ratio the sum of the applied vectors in
the x-y plane is zero (Figure 3) [46].

tlarge

tmedium
= 1.618. (3)

As a result, the maximum achievable output voltage following this modulation approach is:

Vomax =
4
5

cos
(π

5

)
cos
( π

10

)
= 0.6155VDC, (4)

and the CMV generated in the five-phase system is:

VCM(t) =
1
5
[Va0(t) + Vb0(t) + Vc0(t) + Vd0(t) + Ve0(t)] . (5)

When using SV-PWM and applying the vector sequence that corresponds to the first sector of the
α-β plane, the CMV waveform of Figure 4 is obtained. From (5), it can be deduced that all large and
short vectors generate CMV levels of ±0.3VDC, while CMV levels are of ±0.1VDC for medium vectors
and of ±0.5VDC for null vectors. When evaluating the impact of the CMV, the difference between the
maximum and minimum CMV levels (ΔCMV , Figure 4) must be considered, and the number of CMV
variations for each commutation period (NCMV) must also be taken into account.
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Figure 4. CMV waveform of SV-PWM technique (adapted from [23]).
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3. RCMV-PWM Techniques

As zero vectors are responsible for generating the maximum CMV levels (Figure 4), most of the
RCMV-PWM techniques avoid the application of these vectors to reduce ΔCMV and NCMV . In [38],
an extension of the three-phase active zero state PWM (AZS-PWM) [47] modulation technique to the
five-phase scenario is proposed. This technique replaces zero vectors by applying two active vectors
with the opposite phase at the same time. In this work, this technique will be named AZSL2M2-PWM
as, apart from the active vectors that substitute zero vectors, two large (L2) and two medium (M2)
vectors are used at each modulation period. This technique shows a good harmonic performance and
DC bus utilization, being its linear range 0 ≤ m ≤ 1. However, ΔCMV is not greatly reduced, as only
±0.5VDC CMV levels are avoided (Table 2). Similarly, a modulation algorithm that employs four large
active vectors in conjunction with two active vectors with opposite phases (AZSL4-PWM) is proposed
in [38]. This technique has the same linear range as SV-PWM and AZSL2M2-PWM, and considerably
reduces ΔCMV , as only applies large vectors. Nonetheless, NCMV remains as for SV-PWM (Table 2).

M5-PWM [48] and L5-PWM [49] techniques completely eliminate ΔCMV and NCMV by only using
odd or even medium (M5-PWM), or odd or even large (L5-PWM) active vectors. However, this is
achieved at the cost of introducing additional power losses, significantly reducing the linear range up
to 0.5257 for M5-PWM (Table 2), and generating high harmonic distortion for L5-PWM, making them
inappropriate for many industrial applications. Authors in [48,49] also propose variants that use ten
medium (M10-PWM) or ten large (L10-PWM) vectors. These techniques enhance the linear range by
increasing the available vectors, but do not reduce ΔCMV and NCMV as much as with M5-PWM and
L5-PWM (Table 2).

Table 2. Summary of the most relevant features of SV-PWM and RCMV-PWM techniques.

Modulation ΔCMV [V] NCMV ΔCMV Reduction [%] NCMV Reduction [%] vCM Waveform Linear Range

SV-PWM VDC 10 - -

 0.5VDC

 -0.5VDC

 0.3VDC
 0.1VDC

 -0.1VDC
-0.3VDC

0 ≤ m ≤ 1

AZSL2M2-PWM 0.6VDC 6 −40% −40%
0.3VDC
0.1VDC
-0.1VDC
-0.3VDC

0 ≤ m ≤ 1

AZSL4-PWM 0.2VDC 10 −80% 0% 0.1VDC
-0.1VDC 0 ≤ m ≤ 1

M5-PWM 0 0 −100% −100% -0.3VDC 0 ≤ m ≤ 0.5257

M10-PWM 0.6VDC 2 −40% −80%
- 0. 3VD

C- 0. 3VD

0 ≤ m ≤ 0.618

L5-PWM 0 0 −100% −100% 0.1VDC 0 ≤ m ≤ 0.8507

L10-PWM 0.2VDC 6 −80% −40% 0.1VDC
-0.1VDC 0 ≤ m ≤ 1

AZSL5M5-PWM 0.4VDC 2 −60% −80%
0.3VDC

10.- VDC
0 ≤ m ≤ 0.8507

Among the reviewed techniques, AZSL2M2-PWM and L10-PWM best suit for industrial
applications, as they keep the linear range with a reasonable THD while effectively reducing
ΔCMV . However, NCMV reduction by means of such modulation algorithms is limited. Thus, a new
RCMV-PWM technique that further reduces NCMV while keeping an extended linear range is proposed
in the following section.
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4. Proposed RCMV-PWM Technique

4.1. Active Zero State L5M5 PWM Technique (AZSL5M5-PWM)

The main part of the proposed RCMV-PWM technique, named active zero state L5M5
PWM (AZSL5M5-PWM), is based on the AZSL2M2-PWM technique [38]. However, and unlike
AZSL2M2-PWM, the proposed scheme only uses odd or even vectors to further reduce the CMV
voltage variations. For example, if odd vectors are only considered, this leads to the sector distribution
of Figure 5a. Thus, five medium vectors and five large vectors are exclusively used to synthesize
the reference voltage (Figure 5), and CMV varies between −0.3VDC and 0.1VDC (if only even
vectors are used, CMV varies between −0.1VDC and 0.3VDC). Consequently, ΔCMV = 0.4VDC and
NCMV = 2 (Table 2).
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Figure 5. Sector distribution of AZSL5M5-PWM modulation scheme in the α-β plane. (a) AZSL5M5-PWM
implemented with odd vectors. (b) AZSL5M5-PWM implemented with even vectors.

For the sake of simplicity, all the following analyses are conducted considering the AZSL5M5-PWM
variant which exclusively uses odd vectors. The procedure is analogous for even vectors.

The application time of each vector can be easily calculated by solving the following system:

⎡
⎢⎢⎢⎣

V∗
α

V∗
β

V∗
x

V∗
y

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

Vmrα Vllα Vlrα
Vmlα

Vmrβ
Vllβ Vlrβ

Vmlβ

Vmrx Vllx Vlrx Vmlx

Vmry Vlly Vlry Vmly

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

δ1

δ2

δ3

δ4

⎤
⎥⎥⎥⎦ , (6)

where V∗
α , V∗

β , V∗
x and V∗

y are the reference voltage projections in the α-β and x-y planes, δ1, δ2, δ3

and δ4 are the duty cycles for each vector, and the 4 × 4 matrix is composed of the magnitudes of the
vectors to be applied in each sector, where Vmr refers to the modulus of the medium vector on the
right side of the reference vector (Vre f ) (Figure 6, �), Vml refers to the modulus of the medium vector
on the left (Figure 6, �), and Vll and Vlr refer to the modulus of the large vectors on both left and
right sides, respectively (Figure 6, � and �). Consequently, a 4 × 4 matrix should be defined for each
sector. In general, V∗

x and V∗
y are set to zero in order to cancel the voltage third harmonic. From (6),
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it is possible to explicitly determine the values of the duty cycles δ1, δ2, δ3 and δ4 with respect to the
reference voltages V∗

α and V∗
β :

δ1 = α1V∗
α /VDC + β1V∗

β /VDC = −a1sin
[

2sπ

5

]
V∗

α /VDC + a1cos
[

2sπ

5

]
V∗

β /VDC,

δ2 = α2V∗
α /VDC + β2V∗

β /VDC = −a2sin
[

2(s − 1)π
5

]
V∗

α /VDC + a2cos
[

2(s − 1)π
5

]
V∗

β /VDC,

δ3 = α3V∗
α /VDC + β3V∗

β /VDC = a2sin
[

2sπ

5

]
V∗

α /VDC − a2cos
[

2sπ

5

]
V∗

β /VDC,

δ4 = α4V∗
α /VDC + β4V∗

β /VDC = a1sin
[

2(s − 1)π
5

]
V∗

α /VDC − a1cos
[

2(s − 1)π
5

]
V∗

β /VDC,

(7)

where being s = {1, 2...5} the corresponding sector in the αβ plane, and being

a1 = ( − 5 +
√

5)/
√

2(5 +
√

5) and a2 =
√
(10/(5 +

√
5).

Regarding the practical implementation of the proposed technique, the 2 × 4 matrix Ms can be
defined as in (8), where the elements of such matrix can be precalculated for each sector and stored
into look-up tables (LUT). In this way, the computational burden and implementation complexity of
the algorithm are greatly reduced. Table 3 summarizes the values of Ms for each sector s = {1, 2...5}.

Ms =

⎡
⎢⎢⎢⎣

α1 β1

α2 β2

α3 β3

α4 β4

⎤
⎥⎥⎥⎦ . (8)

Table 3. Values of Ms depending on the αβ plane sector.

Sector 1 (M1) Sector 2 (M2) Sector 3 (M3) Sector 4 (M4) Sector 5 (M5)⎡
⎢⎢⎣

0.691 −0.224
0 1.176

1.118 −0.363
0 0.726

⎤
⎥⎥⎦

⎡
⎢⎢⎣

0.427 0.588
−1.118 0.363
0.691 0.951
−0.691 0.224

⎤
⎥⎥⎦

⎡
⎢⎢⎣
−0.427 0.588
−0.691 −0.951
−0.691 0.951
−0.427 −0.588

⎤
⎥⎥⎦

⎡
⎢⎢⎣
−0.691 −0.224
0.691 −0.951
−1.118 −0.363
0.427 −0.588

⎤
⎥⎥⎦

⎡
⎢⎢⎣

0 −0.726
1.118 0.363

0 −1.176
0.691 0.224

⎤
⎥⎥⎦
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Figure 6. AZSL5M5-PWM modulation vector sequence (�–�) for sector 1 when only odd vectors
are applied.

The main difference of the AZSL5M5-PWM technique over the AZSL2M2-PWM one is that,
there are no strictly phase-opposite vector pairs, as only odd/even vectors can be used (Figure 6).
To solve this problem, three active vectors (two medium and one large) are used to replace a zero vector.
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First, the large vector on the right side of the sector (Figure 6, �) is applied during t0/3, and each
medium vector (Figure 6, � and �) is applied during t0/3.

Since the applied vector sequence has a great impact on the CMV and on the switching losses,
a sequence with minimum commutations has been chosen for each sector. For instance, when the
reference voltage vector lays in sector 1, the next vector sequence is applied: 11001, 11100, 10000, 01000,
00100, 00010, 01000, 10000, 11100 and 11001 (Figure 6). Odd vector variant AZSL5M5-PWM vector
sequences depending on the reference voltage sector are given in Table 4. It is important to note that,
for AZSL5M5-PWM, more than one commutation is produced at each vector change.

Table 4. AZSL5M5-PWM vector sequences (odd vectors).

AZSL5M5-PWM Vector Sequence

Sector 1 11001 11100 10000 01000 00100 00010 01000 10000 11100 11001
Sector 2 11100 01110 01000 00100 00010 00001 00100 01000 01110 11100
Sector 3 01110 00111 00100 00010 00001 10000 00010 00100 00111 01110
Sector 4 00111 10011 00010 00001 10000 01000 00001 00010 10011 00111
Sector 5 10011 11001 00001 10000 01000 00100 10000 00001 11001 10011

As the α-β plane is divided into five sectors instead of ten (Figure 5), the linear range of
AZSL5M5-PWM is slightly reduced, being the maximum achievable output voltage:

VoMAX =
4
5

cos
(π

5

)
cos
(π

5

)
= 0.5236VDC. (9)

For applications where achieving full linear range is mandatory, an hybrid modulation that
extends AZSL5M5-PWM’s linear range is proposed in the following.

4.2. Hybridization of the Proposed Modulation Algorithm

Three operation areas have been differentiated in Figure 7 to carry out the hybrid modulation
algorithm and extend the linear range of AZSL5M5-PWM. The AZSL5M5-PWM hybrid variant
(HASZL5M5-PWM) that uses odd vectors (white area) has been chosen as the main modulation
scheme. When Vre f steps over the boundaries of the white pentagon, two things may occur. On the one
hand, Vre f might remain within the shadowed boundaries. In such case, AZSL5M5-PWM with even
vectors would be applied. On the other hand, if Vre f is out of the limits of AZSL5M5-PWM with even
or odd vectors, SV-PWM can be used to fulfill the remaining area, marked with lines. This modification
extends the linear range of AZSL5M5-PWM up to 26.8%. Further variants with greater CMV reduction
could also be considered if a full range RCMV-PWM technique, such as AZSL2M2-PWM, is used
instead of SV-PWM.
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Figure 7. HAZSL5M5-PWM. White: AZSL5M5-PWM with odd vectors; shadowed: AZSL5M5-PWM
with even vectors; lines: SV-PWM.
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5. Simulation Results

In order to validate the proposal, two simulation platforms have been implemented in
Matlab/Simulink. On the one hand, an open-loop model has been created to evaluate the
HAZSL5M5-PWM technique and compare its performance with other existing ones regardless of the
influence of a control algorithm. On the other, a detailed five-phase EMA model has been implemented
to evaluate the proposal in the context of a variable speed AC drive. Without losing generality and
in order not to significantly increase the computational burden of the model, ideal switch models
that do not consider switching transients nor dead-time effects have been adopted in both simulation
platforms. The obtained results and their discussion are provided in the following.

5.1. Open-Loop Model Simulation Results

Figure 8 shows the open-loop model block diagram. SimPowerSystem blocks have been used
to model the power elements. The battery has been modeled as an ideal DC voltage source.
The power-converter block includes a two-level five-phase voltage source inverter, where each
switching device includes a detailed loss and thermal model, allowing an accurate estimation of
inverter losses. In this work, a loss model of the International Rectifier AUIRGPS4067D1 IGBT has been
implemented for each switch, whose main parameters are detailed in Table 5. The loss and thermal
model follows the same approach as the one presented by the authors in [50]. The analytical approach
used in this work to estimate the instantaneous conduction and switching losses is commonly used by
the scientific community [51] and by the industry [52]. On the other hand, the adopted 1D thermal
modeling approach has been verified by the authors in [53], where it has been compared to 3D finite
element method (FEM) simulation, obtaining almost the same results. Finally, a passive star-connected
five-phase RL load has been included. The most significant parameters of the open-loop model are
collected in Table 6.

VDC +

VDC -

VDC +

VDC -

A
B
C
D
E

A
B
C
D
E

PWM

Loss and thermal modelModulation

Star-connected RL loadFive-phase VSIBattery

Figure 8. Block diagram of the constituting parts of the open-loop Simulink model.

Table 5. Most relevant parameters of the simulated International Rectifier AUIRGPS4067D1 IGBT.

Parameter Value Unit

Nominal current per switch 120 A
Maximum blocking voltage 600 V

Typical IGBT collector-emitter voltage 1.7 V
Typical diode forward voltage 1.7 V

Typical IGBT turn-on switching loss 8.2 mJ
Typical IGBT turn-off switching loss 2.9 mJ

Typical diode reverse recovery 2.4 mJ
IGBT thermal resistance 0.2 ◦C/W
Diode thermal resistance 0.25 ◦C/W

Allowable junction temperature −55 to 175 ◦C
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Table 6. The most significant parameters of the open-loop simulation platform.

Variable Symbol Value Unit

Load resistance RLoad 0.001 Ω
Load inductance LLoad 1 mH
Battery voltage VDC 320 V

Modulator frequency fmod 50 Hz
Switching frequency fsw 10000 Hz

Figure 9 shows the THD and the efficiencies obtained for the proposed algorithm and for other
techniques for all the linear range. As it was expected, RCMV-PWM modulations show greater
harmonic content when compared to SV-PWM due to the use of phase-opposite vectors. However,
for high modulation index values, all the studied modulations produce a similar THD. On the other
hand, while AZSL2M2-PWM and SV-PWM have similar efficiencies, the HAZSL5M5-PWM has a
slightly lower efficiency, which increases for low modulation indexes.
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Figure 9. Total harmonic distortion (THD) and efficiency of studied modulation techniques for static
operation points. (a) THD. (b) Efficiency.

Power losses can be seen in more detail in Figure 10. As mentioned before, HAZSL5M5-PWM
requires more commutations at each vector change which entails an increase of switching losses
(Figure 10a). However, conduction losses are almost equal in all modulations (Figure 10b). On the
other hand, Figure 10c shows the load power as a function of the modulation index.

Regarding CMV mitigation, the proposed HAZSL5M5-PWM technique reduces ΔCMV and NCMV
by a 60% and 80%, respectively, when m ≤ 0.8507. These percentages are reduced while m gets close
to 1. The worst case scenario, when modulation index is 1, AZSL5M5-PWM is active 29.78% of the
simulated time while SV-PWM is active the 70.22% of the simulated time. In such a case, the ΔCMV
is reduced by 17.86% and NCMV is reduced by 23.82%. In addition, when applying the operation
condition equivalent to maximum torque (Temmax = 26 Nm) and maximum speed (ωmax = 105 rpm)
that allows this particular application (modulation index = 0.96), AZSL5M5-PWM is active 49.8%
of the simulated time while SV-PWM is active the 50.2% of the simulated time, reducing the ΔCMV
by 29.88% and NCMV by 39.84%. So, even when the most torque and speed values are considered,
HAZSL5M5-PWM reduces the NCMV as much as AZSL2M2-PWM and L10-PWM techniques.
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Figure 10. Distribution of power losses for the of studied modulation techniques for static
operation points. (a) Switching losses. (b) Conduction losses. (c) Load power.

5.2. EMA Model Simulation Results

Figure 11 shows the block diagram of the implemented EMA model where, as in the open-loop
model, the same power loss model based on the International Rectifier AUIRGPS4067D1 IGBT has
been implemented. The EMA incorporates a star-connected five-phase PMSM, which third harmonic
back-EMF component is negligible. Table 7 shows the main parameters of the simulated EMA.
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Loss and thermal modelModulation

EMAFive-phase VSIHVDC grid Five-phase PMSM

Controller

Speed
Reference

Figure 11. General block diagram of the electromechanical actuator (EMA) simulation platform.

The five-phase PMSM stator voltages are given by:

V = RI + L
dI

dt
+

dΨPM
dt

, (10)

where V and I are five-dimensional vectors whose element (vj and ij, j ∈ [a, b, ..., e]) are the per-phase
voltages and currents, respectively. R is a 5 × 5 diagonal matrix, where each diagonal element
represents the phase resistance. L is the 5 × 5 stator inductance matrix, where each element Lij
(i, j ∈ [a, b, ..., e]) represent the self- (i = j) and mutual-inductances (i 
= j) between phases i
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and j. Being the value of the mutual-inductances very low and magnetic saturation phenomena
negligible, mutual-inductances have been considered zero and self-inductances have been considered
constant in the implemented electric machine model. A perfectly balanced stator has been considered.
These assumptions have been done without losing generality for the evaluation of the proposed
modulation algorithm as, if any non-ideality is present in the electric drive, torque and speed loops
are responsible of their compensation, while the proposed algorithm synthesizes the commanded
reference voltages and minimizes CMV. The term ΨPM is the five-dimensional flux linkage vector
(ΨPM = [ΨPMa, ΨPMb, . . . , ΨPMe]

T) produced due to the permanent magnets.

Table 7. Most significant parameters of the simulated EMA.

Parameter Symbol Value Unit

Rated power Pnom 1.51 kW
Rated torque Tnom 12.1 Nm
Rated speed ωnom 1200 RPM

Pole-pair number Np 9 −
Stator resistance Rs 1.5 Ω

Stator self-inductance Ls 9.6 mH
PM flux linkage ΨPM 0.13 Wb

HVDC grid voltage VDC 270 V
Switching frequency fsw 10000 Hz

The torque produced by the motor is given by:

Tem = IT dΨPM
dθm

, (11)

where θm is the angular mechanical rotor position. The dynamics of the rotational movement are
given by:

Tem − Tl = J
dωm

dt
+ Bωm, (12)

where Tl is the load torque produced by the EMA, J is the total inertia moment of the rotating masses,
including EMA and motor, ωm is the rotational speed of the rotor and B is the viscous friction coefficient.

Figure 12 shows the detailed diagram of the controller. The controller consists of two control
loops. The outer one regulates the rotational speed of the motor. This loop has a proportional-integral
(PI) controller tuned in z. For this application, the damping factor has been set to ξ = 0.707, while
the settling-time has been set to Ts = 50 ms. The inner loop tracks the current references through a
vector controller [54]. Again, ξ = 0.707 for the current regulator, while Ts = 5 ms. In this particular
case, only two PI controllers are required to control the first harmonic components (id1, iq1), as there is
no third harmonic back-EMF component and the proposed PWM technique intrinsically regulates to
zero the third harmonic voltages (V∗

x and V∗
y are imposed to be zero). It must be taken into account

that, for this particular control approach, a conventional microcontroller sine-triangle PWM peripheral
cannot be used due to the modulation algorithm computational requirements. Thus, an FPGA should
be incorporated to implement the modulation algorithm, while implementing the speed and current
loops in a fixed-point or floating point DSP.
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Figure 12. Block diagram of the EMA speed and torque controller.

Therefore, the following abcde to d1-q1 transformation (T) is used in the controller:

T = 2
5

[
cos(θe) cos(θe − 2π/5) cos(θe − 4π/5) cos(θe − 6π/5) cos(θe − 8π/5)
−sin(θe) −sin(θe − 2π/5) −sin(θe − 4π/5) −sin(θe − 6π/5) −sin(θe − 8π/5)

]
, (13)

this being the matrix product of the transformation in (1) with the following rotational matrix:

R =

[
cos(θe) sin(θe) 0 0 0
−sin(θe) cos(θe) 0 0 0

]
, (14)

where θe is the electrical rotor position of the motor, being θe = Npθm.
Once the inner loop PI controllers provide the voltage references (v∗d1, v∗q1), such references are

transformed into the αβ frame by applying the R−1 (pseudo-inverse of R) matrix and fed to the PWM
block. Matrix R−1 is the classical counter-clockwise rotation transformation [42]:

R−1 =

[
cos(θe) −sin(θe)

sin(θe) cos(θe)

]
, (15)

Several simulations have been performed for various torque and speed conditions that cover the
whole operation range of the EMA in order to evaluate the figures of the HAZSL5M5-PWM algorithm
compared to other techniques.

Figures 13a–c show the efficiency results and the distribution between conduction and switching
losses. Similar results as in open-loop simulations have been obtained for the EMA platform.
As expected, switching losses increase when applying HAZSL5M5-PWM. However, such losses
are not linear since hybrid AZSL5M5-PWM also includes SV-PWM algorithm and, when high
modulation indexes are required, SV-PWM and HAZSL5M5-PWM techniques operate together
reducing commutation losses. In terms of overall system efficiency, it is only reduced for about
1% when compared HAZSL5M5-PWM to SV-PWM. However, ΔCMV and NCMV are significantly
reduced thanks to the proposed technique. In addition, in this particular application, AZSL5M5-PWM
is operating all the time in all the simulated operation points except the one described in the previous
section (Tem = 26 Nm and ω = 105 rpm). Consequently, the benefits of the AZSL5M5-PWM are fully
exploited in the vast majority of the operation points of this application.
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Figure 13. Power losses and efficiency of the proposed HAZSL5M5-PWM algorithm compared to other
modulation techniques. (a) EMA switching losses for the studied modulation techniques. (b) EMA
conduction losses for the studied modulation techniques. (c) EMA system efficiency with for the
studied modulation techniques.

6. Conclusions

This paper introduces the CMV issue in multiphase electric drives and, more precisely, in EMA
drives for MEA applications. In this context, the HAZSL5M5-PWM modulation technique is proposed.
The basis of this technique merges the usage of phase-opposite vectors and the use of only odd or
even active vectors to further reduce the CMV. The THD and efficiency characteristics of the proposed
RCMV-PWM algorithm are evaluated and compared with SV-PWM and other RCMV-PWM techniques
in an open-loop and in an EMA drive Simulink models. It is shown that the proposed algorithm
achieves better THD performance when high modulation indexes are required. In addition, this
technique reduces CMV variations (NCMV) up to 80% when compared to SV-PWM, which directly
implies a reduction in the leakage currents that affect the bearings. Therefore, the EMA reliability is
improved. In exchange, with the proposed modulation the system efficiency slightly decreases. Thus,
the investigation of other hybridization alternatives for the HAZSL5M5-PWM modulation technique
that also consider THD and efficiency can be considered for future research.
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Abbreviations

The following abbreviations are used in this manuscript:

AC Alternating current
AZS-PWM Active Zero-State Pulse Width Modulation
AZSL2M2-PWM Active Zero-State Two Large Two Medium
AZSL4-PWM Active Zero-State Four Large
AZSL5M5-PWM Active Zero-State Five Large Five Medium
CMC Common mode current
CMV Common mode voltage
DC Direct current
EDM Electric discharge machining
EMA Electromechanical actuator
EMI Electromagnetic interferences
FEM Finite element method
GaN Gallium nitride
HVDC High-voltage direct current
IGBT Insulated gate bipolar transistor
L5-PWM Five Large Pulse Width Modulation
L10-PWM Ten Large Pulse Width Modulation
M5-PWM Five Medium Pulse Width Modulation
M10-PWM Ten Medium Pulse Width Modulation
MEA More Electric Aircrafts
PI Proportional Integral
PMSM Permanent Magnet Synchronous Machine
PWM Pulse Width Modulation
RCMV-PWM Reduced Common Mode Voltage Pulse Width Modulation
SiC Silicon Carbide
SV-PWM Space Vector Pulse Width Modulation
THD Total Harmonic Distortion
VSI Voltage Source Inverter
WBG Wide Bandgap
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Abstract: In this paper, a new vector control strategy is proposed to reduce torque ripples and
harmonic currents represented in switching table-based direct torque control (ST-DTC) of a six-phase
induction motor (6PIM). For this purpose, a new set of inputs is provided for the switching table
(ST). These inputs are based on the decoupled current components in the synchronous reference
frame. Indeed, using both field-oriented control (FOC) and direct torque control (DTC) concepts,
precise inputs are applied to the ST in order to achieve better steady-state torque response. By applying
the duty cycle control strategy, the loss subspace components are eliminated through a suitable
selection of virtual voltage vectors. Each virtual voltage vector is based on a combination of a large
and a medium vector to make the average volt-seconds in loss subspace near to zero. Therefore,
the proposed strategy not only notably reduces the torque ripples, but also suppresses the low
frequency current harmonics, simultaneously. Simulation and experimental results clarify the high
performance of the proposed scheme.

Keywords: direct torque control; duty cycle control; harmonic currents; six-phase induction motor;
torque ripple

1. Introduction

With the emergence of power electronic devices and adjustable-speed drives, multiphase machines
have attracted wide attention for special applications in the naval, automotive, and aerospace
industries [1,2]. The key features of these machines are high reliability, fault tolerant operation, low
rate of power switches, low torque pulsation and low dc-link voltage [3–7]. Among multiphase
motors, multiple three-phase winding motors have received more interest due to their advantage of
compatibility with conventional three-phase technology. Considering this benefit, the asymmetrical
6PIM, which is composed of two sets of three-phase windings spatially shifted by 30 electrical degrees,
seems desirable for many applications.

Direct Torque Control (DTC) is a simple and powerful scheme for variable speed 6PIM drives
that provides high-performance torque and stator flux control [8]. However, it suffers from some
serious drawbacks, including high torque ripples and low-frequency current harmonics, which can
strikingly degrade the performance of the drive system [9,10]. A great deal of effort has been invested
in alleviating DTC high torque ripples, which mostly includes the modification of the hysteresis
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controller [11,12], amending the switching table (ST) [13,14], or replacing hysteresis controllers with
other control strategies to provide Pulse Width Modulation (PWM)-based DTC [15]. A global minimum
torque ripple using modified switching pattern has been proposed in [16]. In [17], the torque ripples
have been reduced by applying active and zero voltage vectors in each sampling period using a
predictive DTC. With regard to a large number of voltage vectors in six-phase voltage source inverter
(VSI), elimination of loss subspace components seems possible through the vector space decomposition
(VSD) model. Aiming to reduce harmonic currents, elimination of z1 − z2 (loss subspace) components
using the duty cycle concept in DTC is proposed in [9,12] for a five-phase induction motor, and a
six-phase permanent magnet motor, respectively. Moreover, harmonic currents have been reduced by
adding an inductance filter to the 6PIM drive system [18]. On the other hand, structure reconfiguration
of 6PIM to minimize both harmonic currents and torque ripples has been done in [4]. On the other
hand, field-oriented control (FOC) can be easily applied to many types of electrical machines [19].

The main focus of this paper is on the parallel torque ripple and harmonic current reduction in
vector control of a 6PIM. To achieve these goals, a new vector control scheme is proposed, using a
combination of DTC FOC concepts to moderate steady-state torque ripples. To reduce harmonic
currents, twelve virtual voltage vectors are introduced by combination of large and single medium
voltage vectors (e.g., 48 and 57 in Figure 1a, respectively). The duration of each voltage vector
is determined such that the average volt-seconds in the z1 − z2 subspace becomes near to zero.
Consequently, low-frequency current harmonics experience a considerable reduction, current will be
much smoother, and the efficiency of the drive system will be increased.

Figure 1. 6PIM model in (a) α − β, (b) z1 − z2 bspaces.

The rest of this paper is organized as follows: in Section 2, 6PIM modeling is presented.
The conventional DTC and its drawbacks such as torque ripples and harmonic currents are discussed
in Section 3. The proposed method to reduce torque ripples and harmonic currents is presented
in Section 4.

2. 6PIM Modelling

There are two common methods for modelling of 6PIMs: double d − q [20] and VSD [21].
According to the VSD approach, the machine’s parameters are mapped into active and loss subspaces,
which makes the control strategy more convenient and efficient. Moreover, the VSD method can
easily be extended to other types of motors. In this study, the 6PIM modelling is based on the VSD
strategy. According to this modelling technique, a 6PIM with near-sinusoidal distributed windings is
modelled in three orthogonal subspaces, which are commonly named as the α − β, z1 − z2, and o1 − o2

subspaces. The produced voltage space vectors by switching states of a two-level six-phase voltage
source inverter in the α − β, z1 − z2 subspaces are shown in Figure 1. Among these subspaces, only
the α − β components share useful electromechanical energy conversion, while z1 − z2 and o1 − o2

components do not generate any electromechanical energy in the air-gap and just produce losses.
The fundamental components and also harmonics of the order 12n ± 1(n = 1, 2, 3 . . .) are mapped

80



Energies 2019, 12, 1102

into the α − β subspace. The losses of 6PIM are mapped into the z1 − z2 and o1 − o2 subspaces which
include harmonics by the order of 6n ± 1(n = 1, 3, 5 . . .) and 3n(n = 1, 2, 3 . . .), respectively. By the
assumption that the stator mutual leakage inductance is ignored, the components of z1 − z2 and o1 − o2

subspaces have the same form [21]. Since the active and loss components are investigated separately,
it is clear that the control of 6PIM will be more efficient by using VSD. Additionally, isolation of the
neutral points of two three-phase windings, makes the o1 − o2 subspace losses become zero [21].

2.1. 6PIM Model in α − β Subspace

As already mentioned, only the α − β subspace components contribute to the electrical energy
conversion. Using the VSD strategy, the normal six-dimensional electrical components of the 6PIM are
mapped into the α − β, z1 − z2, and o1 − o2 subspaces by an appropriate matrix named T6, which is
presented in Appendix A. The α − β voltage equations in the stationary reference frame are as follows:{

Vs = RS Is + ρΨs

0 = Rr Ir + ρΨr − jωrΨr
(1)

where, Vs = vsα + jvsβ, Is = isα + jisβ, Ir = irα + jirβ, Ψs = ψsα + jψsβ, Ψr = ψrα + jψrβ, RS is the
stator resistance, Rr is the rotor resistance, ωr is the angular speed, and ρ is the derivative operator.
The stator flux linkage (Ψs) and rotor flux linkage (Ψr) can be expressed as:[

Ψs

Ψr

]
=

[
Ls M
M Lr

][
Is

Ir

]
(2)

where, Ls, Lr, and M are the stator, rotor and magnetizing inductances, respectively.

2.2. 6PIM Model in z1 − z2 Subspace

The 6PIM model in the z1 − z2 subspace behaves as a passive resistor–inductor (R–L) circuit as:[
Vsz1

Vsz2

]
=

[
Rs + ρLls 0

0 Rs + ρLls

][
Isz1

Isz2

]
(3)

where, Lls is the stator leakage inductance. In this paper, 6PIM is applied with two isolated neutral
points, with which this structure prevents the zero sequence currents. Hence, the o1 − o2 components
can be neglected.

3. Conventional DTC of 6PIM

In a six-phase voltage source inverter (VSI), there are 26 = 64 switching states. Each state produces
a voltage space vector (defined as Vk) in the α − β or z1 − z2 subspaces, shown in Figure 1. As can be
seen, there are 12 large (e.g., 48), 12 single medium (e.g., 57), 24 double medium (e.g., 53), 12 small
(e.g., 54), and 4 null voltage vectors. The block diagram of conventional DTC is shown in Figure 2.

The stator flux in this approach is obtained as:

Ψs =
∫ (

Vs − Rs Is
)
dt (4)

The electromagnetic torque can be calculated using the stator flux and current as:

Te = 1.5 P(Ψs·I∗s ) (5)

where, P is the number of pole pairs. The reference values of the stator flux and electromagnetic
torque are compared with the estimated ones, and the errors are applied to the hysteresis controller.
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The outputs of the hysteresis regulators denote the signs of torque and flux change. In order to
minimize the errors, the optimum vector is selected through ST, which is tabulated in Table 1.

Figure 2. Conventional DTC block diagram.

In this table, k is the number of the sector. Vk is the applied voltage vector to the inverter, which is
defined as binary numbers in switching states of VSI as in Table 2.

Table 1. ST of conventional DTC.

Ψs/sector k ΔTe =1 ΔTe =0 ΔTe =−1

Δφs = 1 Vk+1 V0 Vk+10
Δφs = −1 Vk+4 V0 Vk+7

Table 2. Selected vectors in ST of conventional DTC.

V0 V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12

0, 21, 42, 63 48 56 60 28 12 14 15 7 3 35 57 49

In the conventional DTC, only the large voltage vectors in the α − β subspace are applied to the
6PIM to maximize the utilization of the dc-link. From Equation (4), it can be seen that the stator flux
variations and the applied voltage vectors have the same direction. Hence, the changes in the stator
flux depend on the applied voltage vectors. Compared to the stator time constant, the rotor time
constant is very large. Therefore, the rotor flux linkage changes are negligible and it can be assumed
constant during short transients [22]. By the application of the active voltage vectors, stator flux linkage
vector will be moved away from rotor flux linkage vector and the angle between them will be greater.
This leads to changes in torque according to Equation (5).

4. Harmonic Currents Reduction by Duty Cycle Control Strategy

From Figure 1, it can be seen that each voltage vector in the α − β subspace has a corresponding
vector in the z1 − z2 subspace with different position and magnitude. It is recommended to make the
average volt-second outcome in the z1 − z2 subspace near to zero. Accordingly, two voltage vectors
have been applied to the inverter in each sampling period. Active voltage vectors should be in a same
direction (in order to have high effect on torque) and their correspondents in z1 − z2 subspace should
be in an opposite direction (in order to have less losses). Therefore, the selected vectors will produce
high outcome in α − β subspace and low outcome in the z1 − z2 subspace.
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The applied voltage vectors in the α − β subspace are expressed as:

{
VMα−β

=
√

2
3 Vdc

VLα−β
=

√
6+

√
2

6 Vdc
(6)

where, VMα−β
and VLα−β

are single-medium and large voltage vectors in the α − β subspace. A suitable
duty ratio is calculated as:

{ ∣∣∣VMα−β
TMa−β

∣∣∣ = ∣∣∣VLα−β
TLα−β

∣∣∣
TMα−β + TLα−β

= Ts
⇒
{

TLα−β
= 0.73 Ts

TMα−β
= 0.27 Ts

(7)

where, TLα−β
, and TMα−β

are the duration of the large and single-medium voltage vectors application
in the α − β subspace, and Ts is the sampling period. In this way, the losses in the z1 − z2 subspace
are reduced strikingly, while the reduction in the electromagnetic components is subtle. For instance,
vectors number 48 and 57 have the same direction in the α − β subspace and the opposite direction in
the z1 − z2 subspace. These voltage vectors are applied to the motor as illustrated in Figure 3, where gn

is the number of legs in six-phase VSI, and Kv is the duty ratio defined as:

Kv = 1 −
∣∣∣VMα−β

∣∣∣∣∣∣VLα−β

∣∣∣ = 0.27 (8)

Figure 3. Switching pattern.

If gn = 1 the upper switch is on and the lower switch is off. On the contrary, when gn = 0,
the lower switch becomes on and the upper switch turns off. The compound of these vectors in each
sampling period is named virtual vector, shown in Figure 4.
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Figure 4. Virtual vectors in α-β subspace.

Figure 3 shows that in two legs (among the six legs) of the inverter, the switches’ status has
been changed. Therefore, by this method has more switching frequency against DTC. This increase
in switching frequency is less than twice. The vectors in the α − β subspace are replaced by virtual
vectors in ST shown in Table 2.

5. Proposed Control Algorithm for the 6PIM Drive

Using FOC framework [23], 6PIM’s mathematical equations are transformed to the synchronous
reference frame (d − q), which creates possibility of decoupled control of the torque and flux as a
permanent-magnet separated-excitation dc motor. In this reference frame, the stator flux vector is
located on d-axis which is shown in Figure 5.

 

Figure 5. 6PIM structure and stator flux vector in 3rd sector and applied inverter voltage vectors.

Orthogonal currents of the 6PIM are mapped into the synchronous reference frame using Park
transformation based on the flux vector position, which is achieved by field orientation process. For the
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6PIM control, iq is a torque -and id is a flux- producing components. Hence, the equations of the torque
and flux are related to stator currents in the d − q frame as follows:{

Te ∝ iq
λs ∝ id

(9)

In order to decrease the torque ripples in the 6PIM, a new approach is employed by modifying
the ST’s inputs. Since the inputs of the ST in the classical ST-DTC are the errors between command
and actual values of the electromagnetic torque and the stator flux, it seems effective to use the errors
between the set and actual values of the iq, id, instead. In order to redesign the ST-DTC method to use
these inputs, the inputs of ST in the conventional DTC are used as inputs for PI regulators. The outputs
of PI regulators are the command values of the currents in the d − q axis. Replacing ΔTe , Δφs by Δiq,
Δid in ST-DTC, respectively, the proposed method provides better inputs to the same ST presented
in Table 1 which leads to a better performance in 6PIM. Table 3 shows that through defining virtual
vectors, the ST is the same with conventional DTC with different inputs.

Table 3. The switching table of the proposed scheme.

Ψs/Sector k Δiq =1 Δiq =0 Δiq =−1

Δid
= 1 Vk+1 V0 Vk+10

Δid
= −1 Vk+4 V0 Vk+7

Δiq and Δid imply that changing the signs of the iq and id is required. If iq needs to be increased,
then Δiq = 1. If there is no iq requirement, then Δiq = 0. Also, Δiq = −1 denotes the decrease of
iq. All the states are defined as the same for the notation of Δid . These digital output signals of the
hysteresis controllers are described as:

Δiq = 1 i f iq ≤ iq�−|hysteresis band|
Δiq = 0 i f iq = iq

�

Δiq = −1 i f iq ≥ iq�+|hysteresis band|
(10)

Similarly, for the changes required for the d-axis of the stator current, Δid is described as:

Δid = 1 i f id ≤ id�−|hysteresis band|
Δid = 0 i f id ≥ id�+|hysteresis band| (11)

The block diagram of the proposed control strategy is shown in Figure 6. To concurrently achieve
low Total Harmonics Distortion )THD( of the motor currents and low torque ripples, the proposed
vector control scheme is synthesized with the duty cycle control strategy. The ST applies two voltage
vectors in each sampling period in order to eliminate z1 − z2 subspace components. In comparison with
the conventional DTC, the switching frequency of the proposed scheme is increased (less than twice
according to Figure 3.) because two voltage vectors are applied in each sampling period. In contrary,
both harmonic currents and torque ripples are reduced. Moreover, the proposed scheme has fast
dynamic response, similar to the conventional DTC, and does not need any PWM modulator that
creates complexity and time delay.
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Figure 6. Block diagram of the proposed control scheme for 6PIM.

6. Simulation Results

The proposed and duty cycle control methods are simulated in MATLAB/Simulink. The sampling
period of both methods are set to 100 μs. All the parameters are assumed to be constant, although
each of them can be changed under the thermal effect, which is not within the scope of this essay.
The simulations are carried out based on real specifications for 6PIM. The 6PIM parameters are
specified in Table 4.

Table 4. 6PIM parameters.

Parameter, Unit Value Parameter, Unit Value

Rated power, W 700 Lm, mH 588
Rated voltage, V 200 Ls, mH 603.3
Rated current, A 2 Lr, mH 604.4
Rated speed, rpm 1400 Rs, Ω 15.0

Frequency, Hz 50 Rr, Ω 7.91

The simulation results for the duty cycle and the proposed DTC strategies under load change from
0 to about 3.5 Nm at t = 0.5 s, speed command of 100 rad/s, and flux command of 0.5 Wb are shown
in Figures 7 and 8, a speed torque and stator flux reference signals are shown with red dashed lines.
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(a) 

(b) 

Figure 7. Load change condition of the 6PIM controlled by the duty cycle control strategy (a) and
proposed method (b).
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(a) 

(b) 

Figure 8. Speed direction change condition of the 6PIM controlled by the duty cycle control strategy (a)
and proposed method (b).

As it can be seen from the both simulations (Figures 7 and 8), the torque ripples and stator flux
fluctuations of proposed method is lower in compared to duty cycle control strategy. However, due to
additional PI controller is used for stator flux, Equation (4), running time is higher.

7. Experimental Setup

In addition to the simulations, the performance of the proposed method is validated
experimentally. Figure 9 shows the experimental setup, which contains the 6PIM and its coupled
load, the main processor, two three-phase VSIs, current and voltage transducers, shaft encoder, and
single-phase bridge rectifier.

The applied processor used in the driver is an eZDSP F28335 based on the floating point
TMS320F28335 chip. The motor speed is measured by an Autonics incremental shaft encoder (Autonics,
Busan, South Korea) mechanically coupled to the 6PIM with resolution of 2500 P/R. LEM LTS6np
current transducers are implemented to measure all the phases’ currents in order to be used in the
estimation and the control processes. The DC-link voltage is also measured using LV 25 − p voltage
transducer. A DC generator is applied as load machine and a PCI-1716 data acquisition card (DAQ,
Advantech, Milpitas, CA, USA) as an A/D converter. A 700-W, 24-stator slots three-phase squirrel-cage
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induction motor, which has been rewound to construct a 4-pole asymmetrical 6PIM is also tested
for the proposed method performance. The MATLAB/Embedded Coder is used to generate usable
code for the code composer studio development environment. The digital motor control and IQmath
libraries along with IQ17 data type are employed. The sampling period is set to Ts = 100 μs with a
dead-time of 2 μs.

Figure 9. Experimental setup.

To demonstrate the torque ripples reduction precisely, the torque figures are shown within a short
time frame in Figure 10.

Figure 10. The torque response of the 6PIM in steady state with 4 Nm load, derived by (a) duty cycle
control strategy; (b) proposed method.
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The experimental results of the duty cycle control strategy and the proposed method under
the load changing from 0 to about 3.5 N/m are shown in Figure 11. In this test, the speed and flux
commands are 100 rad/s and 0.5 Wb, respectively. The provided tests illustrate the alleviation of
torque ripples in the proposed method compared with the duty cycle control strategy.

(a) 

(b) 

Figure 11. Load injection experiment of 6PIM, controlled by duty cycle control strategy (a) and
proposed method (b).

In Table 5, the torque ripples in the no load condition are investigated to show the differences
between the proposed method and the conventional DTC and the duty cycle control-based DTC
strategies. It is clear that the torque ripples for the 6PIM is effectively decreased for the proposed
method in comparison with other two methods. Furthermore, as it is seen from current THD in
Figure 12, the low order harmonics of the stator currents, especially the fifth and seventh harmonics,
are considerably reduced for the proposed control method.
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Table 5. Torque ripples in three different conditions of 6PIM driving by three different methods.

Method No-Load Rated Load 50% Load

Conventional DTC %45 %49 %47
Duty cycle control %41 %37 %39
Proposed method %9 %12 %10

Figure 12. Current THD of the conventional DTC and proposed method.

8. Conclusions

In this paper the performance of the 6PIM was improved by a new vector control strategy.
Using a new set of inputs for the ST in DTC method and applying the duty cycle control strategy
leads to decrease in both torque ripples and harmonic currents. From a complexity viewpoint,
the proposed technique falls between the DTC and FOC. This method is more simple compared
with FOC strategy due to the absence of PWM algorithm, and has a fast dynamic similar to DTC
strategy. The main limitation of the proposed technique is variable switching frequency compared
with FOC. The effectiveness of the proposed control strategy was confirmed using both simulation
and experimental tests.
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Appendix A

T =
1√
3

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 cos(4γ) cos(8γ) cos(γ) cos(5γ) cos(9γ)

1 sin(4γ) sin(8γ) sin(γ) sin(5γ) sin(9γ)

1 cos(8γ) cos(4γ) cos(5γ) cos(γ) cos(9γ)

1 sin(8γ) sin(4γ) sin(5γ) sin(γ) sin(9γ)

1 1 1 0 0 0
0 0 0 1 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

where, γ = α = π
6
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Abstract: Torque estimation in permanent magnet synchronous machines and synchronous reluctance
machines is required in many applications. Torque produced by a permanent magnet synchronous
machine depends on the permanent magnets’ flux and dq-axes inductances, whereas torque in
synchronous reluctance machines depends on the dq-axes inductances. Consequently, precise
knowledge of these parameters is required for proper torque estimation. The use of high frequency
signal both for permanent magnets’ flux and dq-axes inductances estimation has been recently shown
to be a viable option. This paper reviews the physical principles, implementation and performance of
high-frequency signal injection based torque estimation for permanent magnet synchronous machines
and synchronous reluctance machines.

Keywords: torque estimation; online parameters estimation; permanent magnet synchronous
machines; synchronous reluctance machines; high frequency signal injection

1. Introduction

The use of Permanent Magnet Synchronous Machines (PMSMs) has substantially increased in
industrial applications, electric traction, renewables energies, etc. due to their superior performance
compared with other types of electrical machines, such as Induction Machines (IM), in terms of
power density, torque density, dynamic response, wide speed range, simplicity of the control and
efficiency. However, the high and often unpredictable price of rare-earth materials and the risk of
demagnetisation due to excessive operating currents/temperatures are a concern for this type of
machines. Synchronous Reluctance Machines (SynRM) have gained popularity over the last years as a
viable alternative thanks to their lower cost and high tolerance to overcurrents and/or overheating
and overall increased robustness, resulting from the absence of magnets in the rotor [1–7].

Torque production capability of PMSMs depends on the magnetisation state of the permanent
magnets (PMs) and the saliency ratio, i.e., the difference between d- and q-axes inductances. Magnet
strength and inductances can change during normal operation of the machine due to changes in the
fundamental current and/or PM temperature [8–10]. An increase of the PM temperature reduces the
PM remanent flux (i.e., magnetisation state), and consequently the machine torque for a given stator
current. In addition, PM remanent flux variation changes the d-axis saturation level (d-axis assumed
to be aligned with PM flux), and therefore the d-axis inductance [11]. Also injection of fundamental
current will change the saturation level, resulting therefore into inductance variations [11,12]. Torque
in SynRMs is function of d and q-axes inductances exclusively, which can vary significantly with the
current level due to saturation of the core material.

Precise knowledge of the torque produced by the machine is required in many applications.
Torque measurement is problematic. Torque transducers based on strain gauges are likely the preferred
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option [13–17]. However, this type of sensor can introduce resonances into the system, are highly
sensitive to electromagnetic interference, requires precise mounting and calibration to ensure accuracy
and their cost could account for a significant portion of the drive cost [18]. Less popular options are
torque measurement systems based on torsional displacement [19] or magnetoelastic effect [20]. Torque
measurement systems based on torsional displacement are less sensitive to electromagnetic noise but
use optical probes, which are expensive and require accurate calibration [19]. Torque measurement
based on magneto-elastic sensors is simpler and uses non-contact technology without the need of
calibration, but it requires special shaft materials and can incur in torque measurement errors due
to shaft thermal expansion. Regardless of the method being used, precise torque measurement is
expensive, and requires extra elements (sensor, cables, connectors, ...), what can reduce the reliability
of the drive. These concerns have boosted the interest in torque estimation methods.

Torque estimation methods can be roughly separated into (a) methods based on the torque
equation [21,22] and (b) indirect estimation methods [23–31]. The first type can use the General Torque
Equation (GTE) assuming constant motor parameters [21], Flux estimation with Compensation Scheme
(FCS) where dq-flux linkage is estimated by the measurement of stator voltage, currents and rotor
position [21] or look-up-tables, which are used to adjust the machine parameters according to machine
operating conditions [22]. A large number on indirect torque estimation methods have been proposed,
which go from a simple power balance with known electric power and rotor speed [23], observer based
methods [24–29] (e.g., sliding mode observers [24], model reference adaptive systems [25,26], model
reference observers, reduced order observers [27], recursive least square parameters estimation [28]
or affine projection algorithms parameters estimation [29]), methods requiring additional sensors,
e.g., giant magnetoresistance effect (GMR) based methods [30], or neural networks based methods [31].
All these methods [21–31] require previous knowledge of certain machine parameters (e.g., resistances
or inductances) and/or its operating condition (e.g., temperature).

Injection of a high-frequency (HF) signal has been recently proposed for on-line estimation of the
machine parameters used by the torque equation. Consequently, they belong to category (a) discussed
above [12,32,33]. The HF signal is injected via inverter on top of the fundamental voltage responsible
of torque production, meaning that it does not interfere with the normal operation of the machine.
Furthermore, no additional sensors or cabling are needed. The HF signal can be either a current or
a voltage signal and have different shapes: pulsating, square-wave, sinusoidal, etc. Although the
physical principles are the same in all the cases, this choice can result in significant differences in the
implementation. Injection of a voltage signal is easier in principle as the inverter is a voltage source.
On the contrary, current injection will require the use of current controllers, but will be shown to
improve the reliability of the method. Note that instead of periodic HF signal, PWM pulses could also
be used, either transient currents or neutral voltage following each inverter pulse being measured and
processed in this case. However, its implementation implies changes in the hardware (e.g., additional
sensors, access to the neutral of the machine, etc.), increasing the implementation cost and difficulty.

This paper reviews the use of HF signal injection based parameter estimation methods aimed to
improve the accuracy of torque estimation for Interior PMSMs (IPMSMs), Surface PMSMs (SPMSMs)
and SynRMs. Pros and cons of each method will be discussed in terms of implementation requirements,
accuracy and suitability depending on the machine design. A key aspect for the proposed method
will be modelling the relationship between the incremental inductances obtained from the injected HF
signal and the apparent inductance used in conventional torque equation. The paper is organised as
follows. The fundamental model of the synchronous machine (SM) is presented in Section 2, while the
HF model is presented in Section 3. Parameter identification and torque estimation using different
form of HF signal injections is discussed in Section 4. Finally, experimental results are provided in
Section 5.
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2. Fundamental Model of a Synchronous Motor

The fundamental model of a synchronous machine in a reference frame synchronous with the
rotor is given by (1) [8], where Rd, Rq, Ld and Lq are the d and q-axes resistances and inductances,
respectively; ωr is the mechanical rotational speed; λpm is PM flux linkage; and p is the differential
operator. In the nomenclature used in this paper, superscripts “s” and “r” indicate the stationary
and rotor synchronous reference frames, respectively; subscripts “s” and “r” indicate stator and
rotor variables, respectively; and subscripts “dq” and “HF” indicate fundamental and HF components
respectively. Finally, “∗” is used to indicate commanded values, and “ˆ” indicates estimated values.[

vr
sd

vr
sq

]
=

[
Rd + pLd −ωrLq

ωrLd Rq + pLq

] [
irsd
irsq

]
+

[
0

λpmωr

]
(1)

The output torque in the steady state can be expressed by (2), where P stands for the number of
poles [19]. The first term on the left-hand side of (2), Tsyn is the electromagnetic/synchronous torque
due to the PM flux linking magnet and stator coils, whereas the second term on the right-hand side
of (2), Trel , is the reluctance torque due to saliency of the machine, i.e., the difference between d- and
q-axis inductances.

Tout =
3
2

P
2

[
λpmirsq +

(
Ld − Lq

)
irsdirsq

]
= Tsyn + Trel (2)

It is observed from (2) that estimation of the synchronous torque Tsyn requires knowledge of λpm,
whereas estimation of the reluctance torque Trel requires knowledge of the differential inductance
(Ld − Lq).

As already mentioned, this paper will address torque estimation for three machine designs:
IPMSM, SPMSM and SynRM. Their schematic cross sections and main characteristics being shown in
Figure 1 and Table 1, respectively. From the combined analysis of (2) and Table 1, the mechanisms for
torque production of each machine design becomes evident.

Torque produced by IPMSMs and SPMSMs is determined both by the magnetic torque due
to the PMs (synchronous torque) and the reluctance torque due to different Ld and Lq inductances,
i.e., saliency ratio. Note that for the case of SPMSM, the saliency ratio is often negligible. Torque
produced by SynRM will be determined only by the saliency ratio. Proper torque estimation will,
therefore, require precise estimation of λpm and/or Ld and Lq.

d-axis
q-axis

(a)

d-axis

q-axis

(b)

d-axis

q-axis

(c)

Figure 1. Partial cross-sectional view of the motors being analysed: (a) IPMSM, (b) SPMSM and
(c) SynRM.

95



Energies 2020, 13, 592

Table 1. Comparison of motors parameters.

IPMSM SPMSM SynRM

Magnetic flux linkage λpm > 0 λpm > 0 λpm = 0

d and q inductances Ld < Lq Ld ≈ Lq Ld >> Lq

Parameters Variation with Operating Conditions of the Machine

Torque equation is function of inductances and magnet strength, which can change with the
operating point of the machine. q- and d-axes inductances can be modelled as (3) and (4).

Lq(Isd ,Isq) = Lq0

(
1 + αIsd Ir

sd + αIsq Ir
sq

)
(3)

Ld(Isd ,Isq ,Tr) = Ld0

(
1 + αIsd Ir

sd + αIsq Ir
sq + αTr (Tr − Tr0)

)
(4)

From Equation (3), q-axis inductance is seen to be function of the fundamental component of the
d-axis current due to cross-coupling, and of the q-axes current due to saturation [11]. Similarly, d-axis
inductance (4) is function of the fundamental d- and q-axes currents, but also of the PMs remanent
flux, which varies with temperature Tr [8,11,12]. Variation of d-axis inductance with PM flux λpm has
been shown to be almost linear, and can therefore be modelled as (5) [12], where λpm0 and Ld0 are
the base value of PM flux and d-axis inductance, i.e., at room temperature (Tr0) and when there is no
fundamental current, and Ld(Isd ,Isq ,Tr) is the d-axis inductance for a given magnet temperature Tr and
current Isdq.

λpm = λpm0
Ld0

Ld(Isd ,Isq ,Tr)
(5)

Substituting (3)–(5) into (2), the general torque equation can be written as (6), which evidences the
dependence of torque with the operating condition of the machine, and highlights the incorrectness
of assuming constant inductances. Parameters estimation using HF signal injection is discussed
following.

Tout =
3
2

P
2

[(
λpm0

Ld0
Ld(Isd ,Isq ,Tr)

)
irsq +

(
Ld(Isd ,Isq ,Tr) − Lq(Isd ,Isq)

)
irsdirsq

]
(6)

3. HF Model of the Synchronous Machine

The model representing the behaviour of a synchronous machine when the stator is fed at a
frequency sufficiently higher than the rotor frequency (7) can be deduced from (1) by neglecting
magnet flux, as it does not contain any HF component [12].[

vr
sdHF

vr
sqHF

]
=

[
RdHF + pLdHF −ωrLqHF

ωrLdHF RqHF + pLqHF

] [
irsdHF
irsqHF

]
(7)

As the HF signal being applied is a voltage, Equation (7) can be solved for the high frequency
current as[

irsdHF
irsqHF

]
= 1

(RdHF+pLdHF)(RqHF+pLqHF)+ω2
r LdHF LqHF

[
RqHF + pLqHF ωrLqHF
−ωrLdHF RdHF + pLdHF

] [
vr

sdHF
vr

sqHF

]
(8)

Torque in Equation (6) is a function of absolute (apparent) inductances. However, the inductances
of the HF model (7) and (8) are incremental inductances [34], i.e., inductances estimated by means of
HF signal injection will be incremental. It is needed therefore the establish the relationship between
absolute and incremental inductances.
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The inductance of a stator winding is defined as the relationship between flux linkage λ divided
by the stator current I producing that flux [35], where N is the number of turns of the stator winding.

L =
λ

I
=

Nφ

I
(9)

Flux φ in the core which can be defined as (10), R being the reluctance of the magnetic circuit.

φ =
NI
R

(10)

Combining (9) and (10), the inductance can be written as (11), where μ is the permeability of the
material (μ = μ0μr); A is the mean cross-sectional area of the magnetic circuit and l is the mean length
of the magnetic circuit.

L =
N2

R
=

N2μA
l

(11)

It is seen from (11) that the inductance is proportional to the permeability [35].

L(H) = kμ(H) (12)

Static and dynamic permeabilities can be used to analyse the B-H curve of ferromagnetic materials
(see Figure 2). The static permeability is defined as the slope of a straight line from the origin to the
actual operating point A, i.e., the ratio of flux density (B) vs. field intensity (H) at every operating point
(13). The static permeability gives the absolute inductance of the machine.

μs =
1

μ0

B
H

(13)

On the other hand, the slope (AB) of the B–H curve (14) is denoted as relative, differential or
dynamic permeability.

μd =
1

μ0

∂B
∂H

(14)

Figure 2. BH curve for NSSMC 50H470 material, and static and dynamic permeability definition.

As an example, Figure 3 shows the BH curve and corresponding static and dynamic permeabilities
μs and μd for the core material NSSMC 50H470. It is observed that for very low excitation levels
static and dynamic permeabilities have a ratio close to one, whereas for high current levels the ratio is
almost constant (~15 in the figure, note the logarithmic scale). It was deduced from (12) that absolute
and incremental inductances will mirror the behaviour of static and dynamic permeabilities, i.e., the
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relationship between absolute and incremental inductances can be modeled as (15), with kμ being
defined as (16).

Ldq(Isd ,Isq ,Tr) = kμLdqHF(Isd ,Isq ,Tr) (15)

kμ =
μs

μd
(16)

It is apparent from Figure 4 that at high excitation levels, the relationship between both
inductances is almost constant. However, to model kμ in the whole operating range, some type
of polynomial function would be needed.

Figure 3. BH curve of ferromagnetic material and corresponding static and dynamic permeabilities
(see Figure 2).

Figure 4. Ratio between static and dynamic permeabilities of the NSSMC 50H470 core material in
Figure 3.

λpm variation shown in (5) can be therefore rewritten as (17), the output torque can be finally
estimated combining (15) and (17) as (18).

λpm = λpm0

LdHF0

LdHF(Isd ,Isq ,Tr)
(17)
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T̂out =
3
2

P
2

[(
λpm0

LdHF0

LdHF(Isd ,Isq ,Tr)

)
irsq +

(
kμLdHF(Isd ,Isq ,Tr) − kμLqHF(Isd ,Isq)

)
irsdirsq

]
(18)

4. HF Inductances Estimation

Different forms of HF excitation can be used to estimate the HF inductances. Generally speaking,
voltage injection results in easier implementations as the inverter is a voltage source, but will
be sensitive to speed, also being affected by the non-purely inductive machine behaviour. Those
drawbacks can be overcome by injecting a HF current, at the price of an increase in the complexity of
implementation. Rotating Voltage Injection, Pulsating Voltage Injection and Pulsating dq-axes Current
Injection are discussed in the next subsections, followed by a comparative analysis. It has to be noted
that other types of periodic high frequency signal injection (e.g., square wave) could be used. These
options have not been discussed in this paper due to room constrains.

4.1. Pulsating Voltage Injection

HF inductances LdHF and LqHF can be estimated by injecting a voltage HF signal in a predefined
direction referred to the d-axes. This form of excitation is commonly referred as pulsating voltage.

The HF model in the synchronous reference frame (7) can be written as function of the mean ΣL
(20) and differential ΔL (21) inductances (19). Note that the resistive component has been neglected,
as at high frequency it is significantly smaller than the inductive terms and the p operator in (7) has
been replaced by jωHF. Furthermore, rotor speed dependent terms in (7) have been neglected assumed
that the HF voltage signal has a frequency much higher than the fundamental rotating frequency (i.e.,
ωHF >> ωr). [

vr
sdHF

vr
sqHF

]
=

[
jωHF(ΣL − ΔL) 0

0 jωHF(ΣL + ΔL)

] [
irsdHF
irsqHF

]
(19)

ΣL =
LdHF + LqHF

2
(20)

ΔL =
LdHF − LqHF

2
(21)

The currents induced in the stator terminals expressed in the stator reference frame can be derived
from the inverse matrix as (22)[

is
sdHF

is
sqHF

]
=

1
jωHF (ΣL2 − ΔL2)

[
ΣL + ΔL cos(2θr) ΔL sin(2θr)

ΔL sin(2θr) ΣL − ΔL cos(2θr)

] [
vs

sdHF
vs

sqHF

]
(22)

If a pulsating HF voltage is injected in the stator terminals of the machine (23), the resulting HF
current can be derived substituting in (23) into (22) as (26),[

vs∗
sdHF

vs∗
sqHF

]
= V∗

HF sin(θHF)

[
cos(θ̂r)

sin(θ̂r)

]
(23)

θHF = ωHFt (24)

θ̂r = θr + ϕ (25)[
is
sdHF

is
sqHF

]
=

V∗
HF sin(θHF)

jωHF (ΣL2 − ΔL2)

[
ΣL cos(θ̂r) + ΔL cos(2θr − θ̂r)

ΣL sin(θ̂r) + ΔL sin(2θr − θ̂r)

]
(26)

where V∗
HF is the magnitude of the injected HF signal, θHF is the phase of the HF signal (24), ωHF is

the frequency of the HF signal, θ̂r is the injection angle of the pulsating HF voltage (25) and ϕ is an
arbitrary angle; e.g., if ϕ = 0, the pulsating HF voltage will be injected in the d-axis of the machine,
whereas if ϕ = π/2, it will be injected in the q-axis.
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By synchronization with the injection reference frame “θ̂r”, the stator currents (26) are transformed
into (27) [

îθr
sdHF

îθr
sqHF

]
=

V∗
HF sin(θHF)

jωHF (ΣL2 − ΔL2)

[
ΣL + ΔL cos(2(θr − θ̂r))

ΔL sin(2(θr − θ̂r))

]
(27)

Finally, if the HF is injected between d and q-axes, i.e., θ̂r = θr + π/4 , (27) can be simplified into
(28) [32]. From (28) the HF inductances (29) and (30) are readily obtained.[

îθr
sdHF

îθr
sqHF

]
=

V∗
HF sin(θHF)

jωHF (ΣL2 − ΔL2)

[
ΣL + ΔL cos(−π/2)

ΔL sin(−π/2)

]
(28)

=
V∗

HF sin(θHF)

jωHF (ΣL2 − ΔL2)

[
ΣL
−ΔL

]

LdHF =
V∗

HF sin(θHF)

jωHF

(
îθr
sdHF − îθr

sqHF

) (29)

LqHF =
V∗

HF sin(θHF)

jωHF

(
îθr
sdHF + îθr

sqHF

) (30)

Figure 5 shows the inverter control block diagram and the signal processing needed for torque
estimation when pulsating HF voltage injection at an arbitrary angle of injection, θ̂r, is used for dq-axes
HF inductance estimation. The HF voltage vr∗

sdqHF1, is injected in open-loop. A High-Pass Filter (HPF)
is needed to isolate the HF components of the overall stator currents. Inputs to the signal processing
block are the commanded HF voltage vr∗

sdqHF1, the induced HF currents irsdqHF1 and the fundamental
commanded current Ir∗

sdq. A Band Pass Filter (BPF) is used to isolate the positive sequence component
of the HF induced current. The d and q-axis HF inductances are estimated using (29) and (30), the PM
flux is estimated using (17) and the output torque, ˆTout, is finally estimated using (18). As the estimated
dq-axes inductances already reflect the effects of temperature on PM magnetisation state as well as the
effects of fundamental current, knowledge of PM temperature is not needed.

Appealing properties of HF pulsating voltage injection are its simplicity and the fact that a single
frequency allows the estimation of d- and q-axes HF inductances.
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i sdqHF
r

Eq (18)
Tout

e
LdHF

^

Signal processing for torque estimation using 
pulsating HF voltage injection

Eq (29)
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BPF dqr
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HFθ
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Figure 5. Implementation using pulsating HF voltage injection at an arbitrary angle of injection, θ̂r.
(a) Power converter control. (b) Signal processing for torque estimation.

4.2. Rotating Voltage Injection

While the assumption of pure inductive behaviour at high frequencies can be acceptable for most
PMSMs designs, it can be arguable for SynRMs. In this case, the use of a HF pulsating voltage at 45◦

could incur in large errors in the estimated inductances, and consequently in the estimated torque.
The use of a rotating HF voltage can be advantageous in this case.

When a rotating HF voltage (31) is injected in a synchronous machine, the HF currents induced in
stator windings can be obtained by inserting (31) into (8).

vr∗
sdqHF =

[
V̄r∗

sdHF
V̄r∗

sqHF

]
=

[
V∗

HF cos (ωHFt)
V∗

HF sin (ωHFt)

]
= V∗

HFej(ωHFt) = vr∗
sdqHFpc (31)

By solving (8), the stator HF currents in the rotor synchronous reference frame are obtained as

irsdHF =
RqHF + jωHFLqHF

(RdHF + jωHFLdHF)(RqHF + jωHFLqHF) + ω2
r LdHFLqHF

[
vr

sdHF +
ωr LqHFvr

sqHF
RqHF+jωHF LqHF

]
(32)

irsqHF =
RdHF + jωHFLdHF

(RdHF + jωHFLdHF)(RqHF + jωHFLqHF) + ω2
r LdHFLqHF

[
vr

sqHF −
ωr LdHFvr

sdHF
RdHF+jωHF LdHF

]
(33)

It can be seen from (32) and (33) that obtaining LdHF and LqHF is not straightforward due to
cross-coupling between dq-axes. However, if the frequency of the injected HF signal is sufficiently
higher than the rotor frequency, the rotor speed dependent terms can be safely neglected, the HF
currents induced in the stator simplifying to (34) and (35). An orientative value for this assumption
can be ωHF > ωr + 2 · π · 500 rad/s [12].

irsdHF =
vr

sdHF
(RdHF + jωHFLdHF)

=
V∗

HF cos (ωHFt)
(RdHF + jωHFLdHF)

(34)

irsqHF =
vr

sqHF

(RqHF + jωHFLqHF)
=

V∗
HF sin (ωHFt)

(RdHF + jωHFLdHF)
(35)

Estimation of LdHF and LqHF can be obtained from the imaginary part of the dq-axes impedance
(36) and (37).

ZdHF = RdHF + jωHFLdHF =
V∗

HF cos (ωHFt)
irsdHF

(36)
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ZqHF = RqHF + jωHFLqHF =
V∗

HF sin (ωHFt)
irsqHF

(37)

Figure 6 shows the inverter control and signal processing for torque estimation using rotating HF
voltage injection. As for the implementation shown in Figure 5, the commanded HF voltage, vr∗

sdqHF
is injected in open-loop, with no additional controllers required. A High-Pass Filter (HPF) is also
needed to isolate the HF components of the overall stator currents. Inputs of the signal processing
block are the commanded HF voltage vr∗

sdqHF, the induced HF currents irsdqHF, and the fundamental
commanded current Ir∗

sdq. The d and q-axis HF inductances are estimated using (36) and (37), the PM

flux is estimated using (17) and the output torque, ˆTout, is finally estimated using (18).
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Figure 6. Implementation using rotating HF voltage injection. (a) Power converter control. (b) Signal
processing for torque estimation.

The frequency of the HF signal should be sufficiently higher than the rotor frequency to safely
neglect the rotor speed dependent (i.e., cross-coupling) terms. This can be problematic in the case
of IPMSM designed to operate at very high-speeds. Furthermore, as the HF voltage is injected in
a reference frame synchronous with the rotor, the effective frequency of the HF frequency signal
will be ωr + ωHF. It must be guaranteed that it is smaller than half of the switching frequency
(Nyquist frequency).

4.3. Pulsating Dq-Axes Current Injection

Injection of a pulsating HF current has been proposed as a viable mean to avoid issues due to the
assumption of a purely inductive behaviour of the windings, as well as the problems with high speed
machines discussed in the preceding subsections. HF inductances can be estimated by injecting two
pulsating HF currents at different frequencies into the d- and q-axis. HF current controllers are needed
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for this purpose [12]. The process to estimate LdHF is described following, and identical procedure is
used to obtain LqHF.

If a HF current is injected into the d-axis of the machine and the q-axis current is force to be equal
to zero (38), the HF voltages commanded by the HF current controller will be of the form shown in
(39). A fictitious HF voltage vector can be defined consisting only of the d-axis component vr ′

sdqHF1 (40).
Both HF currents and voltages in (38) and (40) can be separated into positive sequence (ir∗sdqHF1pc and

vr ′
sdqHF1pc) and negative sequence (ir∗sdqHF1nc and vr ′

sdqHF1nc) components, (41) and (42), of magnitude
equal to half of the original signal. The d-axis HF impedance (43) can be obtained from the positive or
negative sequence indistinctly. The d-axis HF inductance is finally obtained as the imaginary part of
(43) and (44).

ir∗sdqHF1 =

[
Īr∗
sdHF1

Īr∗
sqHF1

]
=

[
I∗HF cos (ωdHFt)

0

]
(38)

vr∗
sdqHF1 =

[
V̄r∗

sdHF1
V̄r∗

sqHF1

]
=

[
(RdHF + jωdHFLdHF) Īr

sdHF1
ωrLdHF Īr

sdHF1

]
(39)

vr ′
sdqHF1 =

[
V̄r∗

sdHF1
0

]
=

[
(RdHF + jωdHFLdHF) Īr

sdHF1
0

]
= (40)

[
V̄r ′

sdqHF1 cos
(
ωdHFt + ϕZd

)
0

]

ir∗sdqHF1 =
I∗HF
2

e jωdHFt +
I∗HF
2

e−jωdHFt = ir∗sdqHF1pc + ir∗sdqHF1nc (41)

vr ′
sdqHF1 =

|vr ′
sdqHF1|

2
e j(ωdHFt−ϕZd) +

|vr ′
sdqHF1|

2
e j(−ωdHFt+ϕZd) (42)

vr ′
sdqHF1pc + vr ′

sdqHF1nc

ZdHF = RdHF + jωdHFLdHF =
vr ′

sdqHF1pc

ir∗sdqHF1pc
=

vr ′
sdqHF1nc

ir∗sdqHF1nc
(43)

LdHF =
Im [ZdHF]

jωdHF
(44)

Figure 7 shows the inverter control block diagram and the signal processing needed for torque
estimation when pulsating dq-axes HF current signals are used for dq-axes HF inductance estimation.
Two HF resonant current controllers (45) are used to inject the HF currents, where Kp is the proportional
gain, ωHF is the resonant frequency, and c is the zero position of the controller.

PR(s) = Kp
(s + c)2 + ω2

HF
s2 + ω2

HF
(45)

Inputs to the signal processing block are the commanded high frequency resonant currents ir∗sdqHF1

and ir∗sdqHF2, the output voltage of the resonant controllers vr ′
sdqHF1 and vr ′

sdqHF2 and the fundamental
commanded current Ir∗

sdq. Two band stop filters, BSF1 and BSF2, are used to remove the negative
sequence components of the HF currents and voltages. The d and q-axis HF impedances are estimated
using (43), the d and q-axis HF inductances are estimated using (44), the PM flux is estimated using
(17) and, the output torque, T̂out, is finally estimated using (18).
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Figure 7. HF inductance estimation using HF pulsating current injection. (a) Power converter control.
(b) Signal processing for torque estimation.

Note that in this case a pure inductive behaviour is not assumed, cross-coupling terms do not
affect to the estimations either. However, the fact that there are two HF signals might have a larger
impact on machine performance (noise, vibration, ...) compared to methods using a single HF signal,
the computational burden also being larger. Finally, Table 2 summarises the main characteristics of the
methods analysed in this section.

Table 2. Comparison between HF Signal injection methods for SM parameter estimation.

Pulsating dq-axes Pulsating HF Rotating HF
HF Current Injection Voltage Injection Voltage Injection

Pure inductive HF model can be assumed � 	 �

Sensitive machine speed � 	 	

Need of additional controllers 	 � �

Number of injected signals 2 1 1

Computational burden 	 � �
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5. Experimental Results

The proposed methods have been tested in the machines designs shown in Figure 1; the
corresponding parameters can be found in Table 3. A schematic representation of the test bench
as well as pictures of the different elements are shown in Figure 8. The inverter feeding the machines
under test (Inverter 2 in Figure 8a) uses 1200 V, 100 A IGBT power modules, with a switching
frequency of 10kHz. The load machine is a 40kW axial PMSM machines (EMRAX 228 [36]) driven
by a BAMOCAR-PG-D3 power converter [37] (Inverter 1 in Figure 8a). Torque is measured using a
T5 Interface Torque transducer [13], with 12-Bit resolution, 10 kHz, ±100 Nm, 0.2% combined error.
Currents in the machines being tested are measured using standard 1% Hall-effect based-current
sensors and 12-bit analog-to-digital converters [38]. For the sake of completeness, a different type of
HF excitation has been used with each machine design.

Table 3. Test machines parameters.

Prated [kW] Irated[A] Ld0 [mH] Lq0 [mH] λpm0[Wb] ωrated [rpm] Poles

IPMSM 4 14 10.5 23 0.64 1000 6

SPMSM 5 .3 15 5.54 6.81 0.59 1000 8

SynRM 1.5 3.9 410 100 - 1500 4

Torque 
transducer

Load 
Machine

Test
Machine

(a) (b)

Load 
machine

Test 
machine

Diode
rectifier

DC
/

DC

Inv 1

Grid

Inv 2

Figure 8. Experimental set-up: (a) Schematic representation. (b) Top left: Control board (Inverter 2).
Top right: Power converter (Inverter 2). Bottom: Picture of the test bench.

5.1. IPMSM Torque Estimation

Two pulsating HF currents have been used in this case, of magnitude 0.05 pu and frequency of
ωdHF = 2 · π · 500 rad/s and ωqHF = 2 · π · 1000 rad/s, respectively (38). The HPF needed to isolate
the HF current components (see Figure 7) has a bandwidth of 5 Hz. Band stop filters BSF1 and BSF2
used to remove the negative sequence components of the HF currents and voltages have a bandwidth
of 2 · π · 10 rad/s.
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Due to rotor magnets, the machine will work at high saturation levels even for no-load conditions.
The coefficient linking the HF estimated inductances (incremental inductances) and the absolute
inductances is assumed to be constant, kμ = 14 (see Figure 4).

Figure 9a shows the estimated torque from (2) (T̂outconv ) assuming constant parameters; the
estimated torque when the machine parameters are estimated from the injected HF current (18)
(T̂outHF ); and the measured torque using the torque transducer shown in Figure 8 (Tout), when the
magnitude of the fundamental current Ir

sdq changes from 0p.u. to 1p.u. following a Maximum Torque
Per Ampere (MTPA) trajectory. Figure 9b shows the estimation error using both general torque
equation and the proposed method. It can be observed that torque estimation error is reduced when
the machine parameters are estimated using HF signal injection; the improvement being more relevant
at higher current levels. This is an expected result since the dq-axes inductances values will differ more
to their base values as the saturation level increases.

Figure 9. Experimental results: IPMSM & pulsating current injection: (a) Estimated and measured torque.
(b) Estimated torque error. 0 < Ir

sdq < 1 p.u., ωr = 50Hz, IHF = 0.05 p.u., ωdHF = 2 · π · 500 rad/s ,
ωqHF = 2 · π · 1000 rad/s.

5.2. SPMSM Torque Estimation

HF inductances have been estimated in this case using pulsating voltage injection at 45◦ as
described in Section 4.1. A HF voltage of 10 V and 250 Hz has been used (23). A band pass filter of
100 Hz was used to isolate the HF currents. Similar for the case of the IPMSM, the machine will work
at high saturation levels even at no-load conditions due to the magnets. Therefore, also, in this case the
coefficient linking the estimated HF inductances and the absolute inductances has been considered
constant kμ = 14.

Similarly to Figure 9, Figure 10a shows the estimated torque assuming constant parameters and
adapting machine parameters using HF voltage injection. The fundamental current,Ir

sdq was varied
from 0 p.u. to 1 p.u. following a MTPA trajectory. Figure 10b shows the estimation error for both
methods. As for the IPMSM case, torque estimation error is also reduced when the machine parameters
are estimated using HF signal injection, the improvement being more noticeable than for the IPMSMs.

Finally, Figure 11 shows the actual and estimated torque when there is a step-like change in the
q-axis current command from 0 to 1 p.u.. It can be observed from the error shown in Figure 11b that
the torque estimator responds in the range of ms.
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Figure 10. Experimental results: SPMSM & pulsating voltage injection: (a) Estimated and measured
torque. (b) Estimated torque error. 0 < Ir

sdq < 1 p.u., ωr = 16 Hz, VHF = 10 V, ωHF = 2 · π · 250 rad/s.

(a) (b)

Figure 11. Experimental results: SPMSM & pulsating voltage injection: (a) Estimated and measured
torque. (b) Estimated torque error. Transient response to a step-like change in q-axis current command
from 0 to 1 p.u., ωr = 16 Hz, VHF = 10 V, ωHF = 2 · π · 250 rad/s.

5.3. SynRM Torque Estimation

Torque estimation for the SynRM has been performed using rotating HF voltage injection. A HF
voltage of 40 V and 500 Hz has been used (31). Figure 12 shows experimental results when the
magnitude of the fundamental current, Ir

sq, changes from 0p.u. to 1p.u. following a MTPA trajectory.
In a first approach, the machine has been considered to be working at low-middle saturation levels.
Therefore, the coefficient linking the HF estimated inductances and the absolute inductances kμ, has
been considered to be constant and equal to 1 (i.e., the incremental inductance has been assumed to be
approximately equal to the absolute inductance, see Figure 3). However, from the torque estimation
error shown in Figure 12b, it is deduced that once the machine begins to saturate this approach
is not longer valid. This suggests that the relation between the HF estimated inductances and the
absolute inductances has to be adjusted using at least a second order polynomial. This is a subject of
ongoing research.

Figure 12. Experimental results: SynRM & rotating voltage injection: (a) Estimated and measured
torque. (b) Estimated torque error. 0 < Ir

sdq < 1 p.u., ωr = 16 Hz, VHF = 50 V, ωHF = 2 · π · 500 rad/s.
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6. Conclusions

Parameter estimation using HF signal injection aimed to improve the accuracy of torque
estimation methods has been addressed in this paper, with the aim of making the estimation robust
against variations in the operating conditions of the machine. This implies a reformulation of the
torque equation, which will be function of the HF (incremental) inductances instead of the absolute
inductances. Accurate modelling of the relationship between the incremental and absolute inductances
will be therefore of paramount importance. Additionally, estimation of the PM flux is based on the
linear relation with the d-axis inductance.

Three different types of HF signal injection have been considered: Pulsating Voltage Injection,
Rotating Voltage Injection and Pulsating dq-axes Current Injection. In all the cases, the signal is
superposed on top of the fundamental excitation applied by the inverter, not interfering therefore with
the normal operation of the drive. It is concluded that pulsating current injection is advantageous as
it is insensitive to the resistive components of the HF model and to cross-coupling effect. In change,
its implementation is slightly more difficult due to the need of HF current controllers. In all the cases,
no modification of the hardware is required.

Experimental verification using IPMSM, a SPMSM and a SynRM have been presented, which
confirm the viability of the proposed methods.
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Abstract: In traditional sensorless control of the interior permanent magnet synchronous motors
(IPMSMs) for medium and high speed domains, a control strategy based on a sliding-mode observer
(SMO) and phase-locked loop (PLL) is widely applied. A new strategy for IPMSM sensorless control
based on an adaptive super-twisting sliding-mode observer and improved phase-locked loop is
proposed in this paper. A super-twisting sliding-mode observer (STO) can eliminate the chattering
problem without low-pass filters (LPFs), which is an effective method to obtain the estimated back
electromotive forces (EMFs). However, the constant sliding-mode gains in STO may cause instability
in the high speed domain and chattering in the low speed domain. The speed-related adaptive
gains are proposed to achieve the accurate estimation of the observer in wide speed range and the
corresponding stability is proved. When the speed of IPMSM is reversed, the traditional PLL will lose
its accuracy, resulting in a position estimation error of 180◦. The improved PLL based on a simple
strategy for signal reconstruction of back EMF is proposed to ensure that the motor can realize the
direction switching of speed stably. The proposed strategy is verified by experimental testing with a
60-kW IPMSM sensorless drive.

Keywords: interior permanent magnet synchronous motor (IPMSM); sensorless control; adaptive
algorithm; super-twisting sliding mode observer (STO); phase-locked loop (PLL)

1. Introduction

Recently, interior permanent magnet synchronous motors (IPMSMs) have been extensively
utilized in the fields of electromechanical drives, electric vehicles, and numerical control servo systems
due to their robustness, high efficiency, high power density, and compactness [1–4]. The usage of
position sensors decreases the reliability and increases the cost and volume of IPMSM drives. In order
to overcome these shortcomings caused by the use of mechanical position sensors, sensorless control
technology has become one of the important research directions in related fields [5,6]. Generally,
sensorless control strategies can be divided into two categories. The first one is called signal injection
methods [7–9]. This method is based on the salient pole effect of the motor, which is mainly used
in zero and low speed domains. The second one is called back EMF based methods [10–19], which
utilizes the estimated back EMF signals to obtain the position information of the motor. Because the
magnitude of back EMF is in proportion to the speed of the motor, the performance of back EMF
based methods at ultra-low and zero speed is extremely poor [11]. Hence, back EMF based methods
and signal injection methods are usually combined to achieve sensorless control for a whole speed
range [12–14]. Back EMF based methods primarily includes the model adaptive method (MRAS) [16],
the Kalman filtering method (EKF) [17], and the sliding mode observer (SMO) [2,18,19], etc. Compared
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with MRAS and EKF, SMO has simpler structure and stronger robustness. Hence, SMO is extensively
applied in sensorless control strategy [19].

The signum function used in traditional SMO can introduce high frequency harmonics into the
estimated signals, which eventually lead to the inevitable chattering phenomenon. Therefore, low-pass
filters (LPFs) are commonly utilized to smooth the estimated signals. However, the LPFs in turn
bring the disadvantages of phase delay of estimated signals. In [20], signum function is utilized to
reduce the SMO chattering phenomenon caused by sigmoid function. In [21], an adaptive filter is
proposed to reduce the negative effects of LPFs. However, these methods cannot completely avoid
phase delay caused by LPFs. In [22,23], the super-twisting algorithm is proposed to eliminate the
chattering phenomenon caused by signum function. The super-twisting sliding mode observer (STO)
can effectively eliminate the sliding-mode chattering phenomenon without compromising robustness
and avoid the use of LPFs. In [24], the stability of STO is further analyzed by using the Lyapunov
function and the corresponding stability conditions are given. In [25], the sensorless control strategy
based on STO and resistance identification is proposed for SPMSM. Resistance identification enhances
the robustness of the super-twisting sliding mode observer. Although STO performs well in reducing
chattering, there is still a problem to be solved. When the constant sliding-mode gains are adopted in
this method, the sliding-mode gains should be big enough to meet the stability condition in the wide
speed range. But the large sliding-mode gains will lead to a large chattering phenomenon, especially
in a low speed domain [19].

Traditionally, the position information is obtained by the estimated back electromotive forces
through arc-tangent method directly. However, the arc-tangent function makes position information
susceptible to harmonics and noises. In order to improve estimation performance, the quadrature
phase-locked loop algorithm is proposed in [6], which is called the traditional PLL in this paper.
High-order harmonics can be filtered out due to the special structure of PLL. When the speed of
IPMSM is reversed, the traditional PLL will lose its accuracy, resulting in a position estimation error of
180◦. The reason for such drawback is that the sign of the back EMFs has an effect on the sign of the
equivalent position error [26,27]. To solve the aforementioned problem, Refs. [26,27] proposed a kind
of PLL, which constructs the equation of the equivalent position error based on tangent function. Such
a scheme may overcome the problem, but it brings complexity to the algorithm and it is vulnerable to
harmonics and noises due to the introduction of a tangent function.

In this paper, a new strategy based on adaptive super-twisting sliding mode observer and
improved PLL for IPMSM sensorless control is proposed to overcome aforementioned limitations.
Super-twisting sliding-mode observer is utilized to obtain the estimated back electromotive forces.
Moreover, speed-related adaptive gains are proposed to achieve accurate estimation in a wide speed
domain so that they widen the speed range of the super-twisting sliding-mode observer. On the basis
of existing stability conditions in [24], the stability of the proposed adaptive STO is proved in this
paper. To improve the shortcomings of the above-mentioned two kinds of PLL, a simple strategy for
signal reconstruction of back EMF is proposed. Based on this strategy, the improved PLL can overcome
the limitation of speed reversal existing in traditional PLL without the introduction of tangent function.
Besides, the improved PLL has simple structure, great steady performance, and transient response.
Finally, the proposed strategy based on adaptive STO and improved PLL is verified by experimental
testing with a 60-kW IPMSM sensorless drive.

2. Adaptive Super-Twisting Sliding-Mode Observer

For the sake of convenience, magnetic saturation is neglected and it is assumed that the flux
linkage distribution is perfectly sinusoidal. The model of IPMSM is shown in Figure 1. The ABC, αβ

and dq frames represent the natural, the stationary, and the rotating reference frames, respectively.
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Figure 1. The model of interior permanent magnet synchronous motors (IPMSM).

The mathematic model of IPMSM in αβ stationary reference frame is expressed as

uα = Riα + Ld
diα

dt
+ ωe

(
Ld − Lq

)
iβ + eα (1)

uβ = Riβ + Lq
diβ

dt
− ωe

(
Ld − Lq

)
iα + eβ (2)

where uα, uβ are stator voltages; iα, iβ are stator currents; R is stator resistance; ωe is electrical rotor
speed; ψ f is PM flux linkage; and Ld,Lq are stator inductances. eα and eβ are the αβ-axis back EMFs of
IPMSM, satisfying eα = −Esinθ and eβ = Ecosθ. θ is the rotor position and E is the amplitude of back
EMF [28], satisfying

E =
(

Ld − Lq
)(

ωeid −
diq
dt

)
+ ωeψ f (3)

2.1. Super-Twisting Algorithm

A. Levant proposed the super-twisting algorithm to eliminate the chatter caused by the signum
function in [23,29]. The fundamental form of this algorithm is written as follows:

dx̂1

dt
= −k1|x̂1 − x1|sign(x̂1 − x1) + x̂2 + ρ1 (4)

dx̂2

dt
= −k2sign(x̂1 − x1) + ρ2 (5)

where xi, x̂i, ki, sign(), and ρi are state variables, estimation of state variables, sliding-mode gains,
signum function, and perturbation terms, respectively. The corresponding conditions of the stability of
the super-twisting algorithm have been educed in [24]. If ρ1 and ρ2 in Equations (6) and (7) satisfy the
following conditions:

ρ1 ≤ δ1|x1|
1
2 , ρ2 = 0 (6)

where δ1 is a positive constant and the sliding-mode gains k1 and k2 meet the condition:

k1 > 2δ1, k2 > k1
5δ1k1 + 4δ2

1
2(k1 − 2δ1)

(7)

the stability of the system can be guaranteed.
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2.2. Super-Twisting Sliding Mode Observer for IPMSM Sensorless Control

To estimate the back EMFs conveniently, the mathematic mode of IPMSM shown in Equations (3)
and (4) is organized into the current model:

diα

dt
= − R

Ld
iα − ωe

Ld − Lq

Ld
iβ +

uα

Ld
− eα

Ld
(8)

diβ

dt
= − R

Ld
iβ + ωe

Ld − Lq

Ld
iα +

uβ

Ld
− eβ

Ld
(9)

The estimated currents are taken as state variables in Equations (4) and (5), then the STO for
IPMSM sensorless control be represented as

dîα
dt

= − R
Ld

îα − ω̂e
Ld − Lq

Ld
îβ +

uα

Ld
− k1

Ld

∣∣iα

∣∣ 1
2 sign

(
iα

)− 1
Ld

∫
k2sign

(
iα

)
dt (10)

dîβ

dt
= − R

Ld
îβ + ω̂e

Ld − Lq

Ld
îα +

uβ

Ld
− k1

Ld

∣∣iβ

∣∣ 1
2 sign

(
iβ

)− 1
Ld

∫
k2sign

(
iβ

)
dt (11)

where iα = îα − iα, iβ = îβ − iβ and ˆ represents the estimated variable. It should be noticed
that, differently from the STO for SPMSM sensorless control in [26], the perturbation term
ρ1 in Equation (4) for IPMSM sensorless control is replaced by − R

Ld
îα − ω̂e

Ld−Lq
Ld

îβ + uα
Ld

and

− R
Ld

îβ + ω̂e
Ld−Lq

Ld
îα +

uβ

Ld
, respectively.

By substituting the perturbation terms into Equation (6) and taking estimated currents as state
variables, Equation (6) can be reformulated as

− R
Ld

îα − ω̂e
Ld − Lq

Ld
îβ +

uα

Ld
≤ δ1
∣∣îα

∣∣ 1
2 (12)

− R
Ld

îβ + ω̂e
Ld − Lq

Ld
îα +

uβ

Ld
≤ δ1
∣∣îβ

∣∣ 1
2 (13)

If δ1 is large enough, the stable conditions can be guaranteed easily. By subtracting Equations (8)
and (9) from Equations (10) and (11) respectively, the state equations of the current estimation errors
can be obtained:

diα

dt
= − R

Ld
iα − Ld − Lq

Ld

(
ω̂eîβ − ωeiβ

)− k1

Ld

∣∣iα

∣∣ 1
2 sign

(
iα

)− 1
Ld

∫
k2sign

(
iα

)
dt +

eα

Ld
(14)

diβ

dt
= − R

Ld
iβ +

Ld − Lq

Ld
(ω̂eîα − ωeiα)− k1

Ld

∣∣iβ

∣∣ 1
2 sign

(
iβ

)− 1
Ld

∫
k2sign

(
iβ

)
dt +

eβ

Ld
(15)

when STO reaches the sliding surface, it is approximately considered that the estimated value is equal
to the actual value (ω̂e ≈ ωe, îα ≈ iα and îβ ≈ iβ). Then the equivalent control law of the back EMFs is
expressed as

êα = k1
∣∣iα

∣∣ 1
2 sign

(
iα

)
+
∫

k2sign
(
iα

)
dt (16)

êβ = k1
∣∣iβ

∣∣ 1
2 sign

(
iβ

)
+
∫

k2sign
(
iβ

)
dt (17)

The linear term k1
∣∣iα

∣∣ 1
2 sign

(
iα

)
determines the convergence rate of the STO and the integral

term
∫

k2sign
(
iα

)
dt is related to the suppression of chattering phenomena. Hence, k2 usually has a

large value.
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2.3. Adaptive Super-Twisting Sliding Mode Observer for IPMSM Sensorless Control

Although STO performs well in reducing chattering, there is still a problem to be solved. When
the constant sliding-mode gains are adopted in this method, the sliding-mode gains should be large
enough to meet the stable conditions when the IPMSM runs at high speed. However, due to the
excessive sliding mode gains, the performance of the STO in the low speed domain will be seriously
deteriorated [19]. In order to extract accurate rotor position in wide speed range, the STO for IPMSM
with speed-related adaptive gains is proposed in this paper. The speed-related adaptive gains k1 and
k2 are adopted as

k1 = l1ω∗
e , k2 = l2ω∗

e
2 (18)

ω∗
e =

⎧⎪⎨
⎪⎩

ωemin 0 ≤ ω̂e < ωemin
LPF(ω̂e) ωemin ≤ ω̂e ≤ ωemax

ωemax ω̂e > ωemax

(19)

where l1 and l2 are adaptive coefficients, ωemax is the maximum electrical rotor speed of motor, ωemin
is the minimum electrical rotor speed allowed by the STO for back EMFs observation. The first-order
LPF in the STO is utilized to smooth the gain variations and improve the robustness of the observer in
the transient process. Its cut-off frequency is determined according to ωemax and switching frequency.
The stability of adaptive STO is proved as follows:

In Equations (12) and (13), compared with uα
Ld

and
uβ

Ld
, R

Ld
îα, ω̂e

Ld−Lq
Ld

îβ, R
Ld

îβ and ω̂e
Ld−Lq

Ld
îα can be

neglected. Then, the perturbation terms can be simplified as

ρ1(iα) ≈ uα

Ld
, ρ1
(
iβ

) ≈ uβ

Ld
(20)

then, Equation (6) can be rewritten as

|ρ1(iα)| ≈
∣∣∣∣uα

Ld

∣∣∣∣ ≈ ωeψ f

Ld
≤ δ1
∣∣îα

∣∣ 1
2 (21)

when STO reaches the sliding surface,
∣∣îα

∣∣ 1
2 is in a certain range and ω∗

e ≈ ωe. δ1 is replaced by λωe in
Equation (21), Equation (21) can be rewritten as

|ρ1(iα)| ≈
∣∣∣∣uα

Ld

∣∣∣∣ ≈ ωeψ f

Ld
≤ λ
∣∣îα∣∣ 1

2 ωe (22)

This formula can be satisfied by choosing a large λ. Substituting δ1 = λωe, k1 = l1ωe and
k2 = l2ω2

e into Equation (7), Equation (7) can be rewritten as

k1 = l1ωe > 2δ1 = 2λωe (23)

k2 = l2ωe
2 > k1

5δ1k1 + 4δ2
1

2(k1 − 2δ1)
= l1

5λl1 + 4λ2

2l1 − 4λ
ωe

2 (24)

It is obvious that when the adaptive coefficients l1 and l2 satisfy the condition l1 > 2λ and

l2 > l1
5λl1+4λ2

2l1−4λ , the stability conditions of adaptive STO can be satisfied. The black diagram of adaptive
STO for IPMSM sensorless control is shown in Figure 2.
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Figure 2. The black diagram of adaptive super-twisting sliding-mode observer (STO) for IPMSM
sensorless control.

3. Acquisition of Position Information

Traditionally, the position information is obtained by the estimated back electromotive forces
through arc-tangent method directly.

θ̂e = −arctan·( êα

êβ
) (25)

The electrical rotor speed can be calculated by ω̂e =
dθ̂e
dt . However, the estimated position and

speed is susceptible to noise and harmonics because of the usage of arc-tangent method. Especially
when êβ crosses zero, the obvious estimation errors may be produced. Ref. [6] proposed the quadrature
phase-locked loop algorithm to mitigate the adverse effect. In this paper, this algorithm is called the
traditional PLL.

3.1. Traditional PLL

The transfer function of the traditional PLL can be written as

G(s) =
θ̂e

θe
=

EKps + EKi

s2 + EKps + EKi
(26)

where Kp is the proportional gain, Ki is the integral gain. The structure of the traditional PLL is
represented in Figure 3.

e

 

Figure 3. The structure of the traditional phase-locked loop (PLL).

The bode diagram of Equation (26) with different E is shown in Figure 4. As shown in Figure 4, E
varies with the rotor speed, so the bandwidth of the PLL is influenced by the operating frequency of
motor. This could make the design of system parameters more difficult and deteriorate the accuracy of
the position estimation. Therefore, the normalization of the back EMFs is necessary.
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Figure 4. Bode diagram of the traditional PLL transfer function with different E.

By normalizing the estimated back EMF, the equivalent position error Δe can be written as

Δe = 1√
ê2

α+ê2
β

[−êα cos
(
θ̂e
)− êβ sin

(
θ̂e
)]

= −êαn cos
(
θ̂e
)− êβn sin

(
θ̂e
)

= sin(θe) cos
(
θ̂e
)− sin

(
θ̂e
)

cos(θe)

= sin
(
θe − θ̂e

) ≈ θe − θ̂e

(27)

where êαn and êβn are the normalized back EMFs, and the closed-loop transfer function of the traditional
PLL with back EMF normalization can be obtained by

G(s) =
θ̂e

θe
=

Kps + Ki

s2 + Kps + Ki
(28)

The traditional PLL has the characteristics of LPF. High-order harmonics can be filtered out
due to the special structure of phase-locked loop. However, when the speed of IPMSM is reversed,
the traditional PLL will lose its accuracy, resulting in a position estimation error of 180◦. When the
parameters of PLL are set for one direction of rotation, the estimation of rotor position is correct for this
direction only and an error of 180◦ will be produced in the other direction. Such a drawback makes the
traditional PLL not suitable for applications where the motor needs to switch the direction of rotation.
The theoretical analysis of the above problem is shown in Section 3.3.

3.2. Tangent-Based PLL

To solve the aforementioned problem, Refs. [26,27] proposed a kind of PLL scheme, which
constructs the equivalent position error equation based on tangent function.

Δe =

êα
êβ
− sin ( θ̂e

2 )

cos ( θ̂e
2 )

1+ êα
êβ
· sin ( θ̂e

2 )

cos ( θ̂e
2 )

=
tan (θe)−tan ( θ̂e

2 )

1+tan (θe)· tan ( θ̂e
2 )

= tan
(

θe − θ̂e
2

) (29)

The structure of the tangent-based PLL is shown in Figure 5. When the system achieves the steady
point, rotor position can be calculated as

θe =
θ̂e

2
(30)
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Figure 5. The structure of the tangent-based PLL.

This kind of PLL can solve the reversal problem. However, it increases the complexity of the
algorithm. And it is vulnerable to harmonic and noise interference due to the introduction of tangent
function. Especially, during êβ crosses zero and the rotor position crosses ±π

2 , the obvious estimation
error may occur.

3.3. Improved PLL

The improved PLL is based on a simple EMF signals reconstruction strategy. The structure of the
improved PLL is depicted in Figure 6 and the equation of the equivalent position error in the proposed
scheme can be expressed as

Δe = −êαnêβn cos
(
2θ̂e
)
+

(êαn
2−êβn

2)
2 sin

(
2θ̂e
)

= 1
2 [sin(2θe) cos

(
2θ̂e
)− sin

(
2θ̂e
)

cos(2θe)]

= 1
2 sin
(
2
(
θe − θ̂e

)) (31)

when the system reaches the stable point, Δe can be derived as

Δe = 1
2 sin
(
2
(
θe − θ̂e

))
≈ θe − θ̂e

(32)

Figure 6. The structure of the improved PLL.

In the positive speed range of the motor,

êαn = − sin(θe), êβn = cos(θe) (33)

and the dynamic equations of the traditional PLL with back EMF normalization are represented as

deθ

dt
= eω (34)
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deω

dt
= −Kp cos(eθ)eω − KI sin(eθ) (35)

where eθ = θe − θ̂e, eω = ωe − ω̂e. The phase trajectory of the traditional PLL for positive speed is
shown in Figure 7a. As shown in Figure 7a, there are three equilibrium points in the system, which are
(0,0), (π,0) and (−π,0). Among the three equilibrium points, only (0,0) is stable point. The others are
saddle points. That means the trajectories in the phase trajectory of traditional PLL for positive speed
will move to the origin. In other words, eθ and eω can converge to (0,0) in limited time, which meets
the requirements of estimation performance.

Figure 7. The phase trajectory of (a) traditional PLL for positive speed. (b) traditional PLL for negative
speed. (c) tangent-based PLL for both positive and negative speed. (d) improved PLL for both positive
and negative speed.

But when the direction of rotation is reversed, the symbols of the back EMF change and the same
symbolic change can be detected on the equivalent position error signal Δe:

êαn = sin(θe), êβn = − cos(θe) (36)

Δe = −êαn cos
(
θ̂e
)− êβn sin

(
θ̂e
)

= − sin(θe) cos
(
θ̂e
)
+ sin

(
θ̂e
)

cos(θe)

= sin
(
θ̂e − θe

) ≈ −(θe − θ̂e)

(37)

And the dynamic equations of the traditional PLL are rewritten as

deθ

dt
= eω (38)
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deω

dt
= Kp cos(eθ)eω + KI sin(eθ) (39)

The phase trajectory of the traditional PLL for negative speed is given in Figure 7b. The system
has the same three equilibrium points, which are (0,0), (π,0) and (−π,0). However, (0,0) changes
into saddle point and (±π,0) become stable points. The trajectories in the nonlinear system depart
from (0,0) to reach the stable points (±π,0) so that the system produce a position estimation error of
180◦. Although this problem can be solved by resetting the gains of the PI controller, it is difficult to
implement in real-time control system. Therefore, the traditional PLL cannot meet the requirements of
applications where the motor needs to switch the direction of rotation.

The phase trajectory of the tangent-based PLL for both positive and negative speed is shown in
Figure 7c. More details can be found in [26,27]. In this kind of PLL system, (0,0), (π,0), and (−π,0)
are three stable points. By setting the proper parameters of PI regulator, eθ and eω can converge to
(0,0). That means the tangent-based PLL can solve the reversal problem. But due to the introduction
of tangent function, it is vulnerable to harmonic and noise interference. Especially when êβ crosses
zero and the position crosses ±π

2 , the obvious estimation errors will be produced. This algorithm is
difficult to adopt in practice.

Compared with the traditional PLL and the tangent-based PLL, the improved PLL makes the
speed reversal of motor not cause the symbolic change of the equivalent position error Δe by using a
simple back EMF signals reconstruction strategy without tangent function. The dynamic equations are
the same for both positive and negative speed and can be represented as

deθ

dt
= eω (40)

deω

dt
=

1
2
[−Kp cos(2eθ)2eω − KI sin(2eθ)

]
(41)

There are five equilibrium points in the system, which are (0,0), (±π,0) and (±π
2 ,0). In order to

confirm the properties of equilibrium points in the system conveniently, the nonlinear equation of state
is linearized. The Jacobian matrix J(eθ , eω) for (40) and (41) is represented as

J(eθ , eω) =

[
0 1

2Kp sin(2eθ)eω − KI cos(2eθ) −Kp cos(2eθ)

]
(42)

Substituting (eθ , eω) = (0, 0) and (eθ , eω) = (±π, 0) into (42) respectively, the expression is the
same at these points:

J(eθ , eω)(eθ ,eω)=(0,0),(±π,0) =

[
0 1

−KI −Kp

]
(43)

The eigenvalues of (43) can be expressed as

λ1 =
−Kp +

√
K2

p − 4KI

2
, λ2 =

−Kp −
√

K2
p − 4KI

2
(44)

Because Kp > 0 and KI > 0, λ1 and λ2 have negative real parts. That means (0,0) and (±π,0) are
stable points.

Substituting (eθ , eω) =
(±π

2 , 0
)

into Equation (42) respectively, the expression is the same at
these points:

J(eθ , eω)(eθ ,eω)=(± π
2 ,0) =

[
0 1

KI Kp

]
(45)
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The eigenvalues of Equation (45) can be expressed as

λ1 =
Kp +

√
K2

p + 4KI

2
> 0, λ2 =

Kp −
√

K2
p + 4KI

2
< 0 (46)

Because λ1 > 0 and λ2 < 0,
(±π

2 , 0
)

are saddle points in the system. In summary, among the
five equilibrium points, (0,0) and (±π,0) are stable points and (±π

2 ,0) are saddle points. The phase
trajectory of the improved PLL for both positive and negative speed is shown in Figure 7d. Similar
to the tangent-based PLL, each of these stable points is a focal point that the neighborhood phase
trajectories will be attracted to. Moreover, because there is no introduction of the arctangent function,
this method has better robustness than the tangent-based PLL. By selecting the appropriate gains of
the PI regulator, eθ and eω will converge to the origin. That means the motor can switch the speed
direction steadily by adopting the proposed PLL.

4. Experimental Results

The control diagram of proposed sensorless control strategy for IPMSM based on adaptive STO
and improved PLL is shown in Figure 8. The double closed-loop vector control is adopted. The details
of the adaptive STO and the improved PLL are shown in Figures 2 and 6, respectively.

 

Figure 8. The control diagram of proposed sensorless control strategy for IPMSM.

An experimental prototype is shown in Figure 9 and the corresponding experimental platform
was established as shown in Figure 10. The platform is mainly composed of two water-cooled IPMSMs,
one rectifier, two inverters, and three controllers. The motor 1 is connected with inverter 1, and the
proposed strategy is implemented by the controller 1. The motor 2 is a load motor which is controlled
by the inverter 2, which is controlled by controller 2. Table 1 lists the parameters of the IPMSM. A 540 V
dc-link voltage is obtained by the PWM rectifier for testing and verifying the performance of the
proposed strategy. The rectifier is controlled by controller 3. In the experiment, TMS320F2812 DSP is
adopted to carry out the new sensorless control strategy. All signals are converted by a digital-to-analog
chip (TLV5610) and displayed on a digital oscilloscope. The traditional two-level inverter topology is
adopted [30]. Switching frequency of the inverter and sampling frequency of the control system are set
to 10 kHz. A rotary decoder (PGA411-Q1) is employed to obtain the actual position and speed of the
motor, which are used for comparing and verifying the performance of the proposed strategy.
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Figure 9. The experimental prototype.

C

 

Figure 10. The experimental platform.

Table 1. Parameters of the IPMSM.

Parameter Value

Flux linkage 0.225 Wb
d/q-axis inductor

Resistance
Pole pairs

Rated power
Rated speed

0.95/2.05 mH
0.1 Ω

4
60 kW

3000 rpm

4.1. Experimental Results of Adaptive Super-Twisting Sliding Mode Observer

The performances of the STO with constant sliding-mode gains in different speed ranges are
presented in Figures 11 and 12. The parameters of the STO are k1 = 15 and k2 = 60, 000 and the
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parameters of the PI regulator in the PLL are Kp = 250 and Ki = 20, 000. Since the STO is based on the
back electromotive forces model, the performance of STO is unreliable in ultra-low and zero speed
domains. In this paper, IF control is adopted to ensure the start-up for IPMSM sensorless control. The
threshold of speed that transiting from IF control to sensorless control is set to 300 r/min. The Figure 11
shows the performance of STO with no load from 0 to 1000 rpm.lo The IPMSM starts up in open-loop
by using IF control at 1 s and switches to sensorless control at 2 s. Obviously, the estimation errors are
large in the process of start-up and it takes about 1 s for the observer to get accurate rotor position
information. When the IPMSM operates at 1000 r/min under sensorless control, the speed estimation
error is within ±8 r/min and the position estimation error is between 1.08◦ and 7.2◦. The estimated
back EMFs have good sinusoidal properties. This means the STO with k1 = 15 and k2 = 60, 000 can
operate perfectly at 1000 r/min.

 
 

Figure 11. The performance of STO with no load from 0 to 1000 rpm. (a) Actual and estimated speed,
speed estimation error, and position estimation error. (b) Estimated back electromotive forces (EMFs)
and Actual and estimated position. The waveforms in (b) at 1000 r/min are zoomed in (c).
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Figure 12. The performance of STO in wide speed range. (a) The performance of STO with no load from
1000 r/min to 300 r/min in closed-loop. (b) The performance of STO with no load from 1000 r/min to
1800 r/min in open-loop.

The performances of the STO with k1 = 15 and k2 = 60, 000 from 1000 r/min to 300 r/min in
closed-loop and from 1000 r/min to 1800 r/min in open-loop are shown in the Figure 12. In the process
of motor speed decreasing from 1000 r/min to 300 r/min, the error of speed and position estimation
increases significantly. That is because excessive sliding-mode gains lead to the large chattering of the
estimated signals, resulting in severe chattering of the motor. It is dangerous to test the STO for the
IPMSM in high speed range and closed-loop, so the speed is raised from 1000 r/min to 1800 r/min
in open-loop. The corresponding performance is given in Figure 12b. The STO becomes unreliable
at about 1700 r/min. At about 1700 r/min, the position estimation error jumps abruptly from 10.8◦

to −40◦ and the estimated speed has a large flutter. This means the IPMSM cannot operate at high
speed over 1700 r/min in closed-loop. That is because the sliding-mode gains are too small to meet the
stability conditions of STO. Experimental results presented in Figure 12 illustrate that the performance
of STO in low and high speed range is limited by the constant sliding-mode gains and it is necessary
to adopt speed-related adaptive sliding-mode gains.

The adaptive coefficients of the observer can be calculated by l1 = k1
ωe

and l2 = k2
ω2

e
. The STO

with k1 = 15 and k2 = 60, 000 can operate perfectly at 1000 r/min (ωe ≈418.9 rad/s). So in this paper,
l1 = 15

418.9 ≈ 0.036 and l2 = 60,000
418.92 ≈ 0.342. After applying the proposed adaptive STO, the IPMSM

works well in wide speed range and closed-loop as shown in Figure 13. Throughout the operation, the
speed estimation error is within ±10 r/min and the position estimation error is less than 10.8◦. It is
obvious that the position and speed estimation errors are significantly lower than the observer with
constant sliding-mode gains, when the IPMSM runs in low and high speed range.
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Figure 13. The performance of adaptive STO with no load in closed-loop under variable speed: raises
from 0 r/min to 1000 r/min, drops to 300 r/min, and raises to 1800 r/min.

The dynamic performance of adaptive STO at 1800 r/min is shown in Figure 14. A 40 N·m load is
enabled at 3 s and disabled at 6.2 s. The estimated speed can track the actual speed accurately and
the estimated position error is less than 10.8◦ in the course of operation. The DC error of the position
estimation increases by about 5◦ after loading and this is due to the mismatch of parameters caused
by the increase of current after loading [12,31]. Hence, the performance of the adaptive STO could
be verified.

Figure 14. The dynamic performance of adaptive STO at 1800 r/min.

4.2. Experimental Results of the Proposed Improved PLL

The performances of traditional PLL, tangent-based PLL, and proposed improved PLL when
the IPMSM turns from positive speed to reverse speed in open-loop are shown in Figure 15. For
comparative purposes, three kinds of PLL operate under the same conditions: Kp = 250 and
Ki = 20, 000. The speed command is turned from 600 r/min to −600 r/min at 0.6 s.
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Figure 15. The performance of (a) traditional PLL, (b) tangent-based PLL, (c) improved PLL in
open-loop from 600 r/min to −600 r/min.

As shown in Figure 15a, The estimated speed follows the actual speed accurately, when the
rotation direction of the motor is positive. But when the speed of IPMSM is reversed, the conventional
PLL loses its accuracy and produces a large position estimation error (180◦). This prevents the motor
from turning from positive speed to reverse speed in closed-loop. The performance of tangent-based
PLL is shown in Figure 15b. Although tangent-based PLL can solve the speed reversal problem,
the introduction of division and tangent functions increases the complexity of the algorithm and
makes the tangent-based PLL vulnerable to harmonic and noise, especially when the back EMF
crosses zero and the position crosses ±π

2 where an obvious estimation error may occur. Excessive
speed and position chattering shown in Figure 15b means the algorithm cannot be adopted in
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practice. The performances of the proposed improved PLL in open-loop and closed-loop are shown in
Figures 15c and 16, respectively. It is clearly that the improved PLL has great performance when the
IPMSM turns from positive speed to reverse speed. Thus, the effectiveness of the proposed improved
PLL can be verified.

Figure 16. The performance of proposed improved PLL in closed-loop from 600 r/min to −600 r/min.

5. Conclusions

A new strategy for IPMSM sensorless control based on adaptive STO and improved PLL is
proposed in this paper. STO is utilized to obtain the estimated back electromotive forces and the
speed-related adaptive gains are proposed to achieve the accurate estimation of the observer in wide
speed range. Moreover, the improved PLL based on a simple strategy for signal reconstruction of
back EMF is proposed to overcome the limitation of speed reversal existing in traditional PLL without
the introduction of tangent function. The experimental results show that the speed range of the
super-twisting sliding-mode observer can be widened by adopting the proposed adaptive algorithm
and the improved PLL has great performance so that IPMSM can realize the direction switching of
speed stably.

Author Contributions: S.C. proposed the new sensorless control strategy. S.C. and X.W. performed the
experiments and analyzed the data. S.C. wrote the first draft and X.W., X.Z., G.T. and X.C. guided and revised
the manuscript.

Funding: The project is supported by the National Natural Science Foundational of China under Award U1610113.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Li, S.; Zhou, X. Sensorless Energy Conservation Control for Permanent Magnet Synchronous Motors Based
on a Novel Hybrid Observer Applied in Coal Conveyer Systems. Energies 2018, 11, 2554. [CrossRef]

2. Wang, Y.; Wang, X.; Xie, W.; Dou, M. Full-Speed Range Encoderless Control for Salient-Pole PMSM with a
Novel Full-Order SMO. Energies 2018, 11, 2423. [CrossRef]

3. Wang, G.; Ding, L.; Li, Z.; Lin, Z.; Xu, J.; Zhang, G.; Zhan, H.; Zhan, H.; Ni, R.; Xu, D. Enhanced Position
Observer Using Second-Order Generalized Integrator for Sensorless Interior Permanent Magnet Synchronous
Motor Drives. IEEE Trans. Energy Convers. 2014, 29, 486–495.

4. Wang, M.-S.; Tsai, T.-M. Sliding Mode and Neural Network Control of Sensorless PMSM Controlled System
for Power Consumption and Performance Improvement. Energies 2017, 10, 1780. [CrossRef]

5. Joo, K.J.; Park, J.S.; Lee, J. Study on Reduced Cost of Non-Salient Machine System Using MTPA Angle
Pre-Compensation Method Based on EEMF Sensorless Control. Energies 2018, 11, 1425. [CrossRef]

6. Wang, G.; Li, Z.; Zhang, G.; Yu, Y.; Xu, D. Quadrature PLL-Based High-Order Sliding-Mode Observer for
IPMSM Sensorless Control with Online MTPA Control Strategy. IEEE Trans. Energy Convers. 2013, 28,
214–224. [CrossRef]

127



Energies 2019, 12, 1225

7. Tian, L.; Zhao, J.; Sun, J. Sensorless Control of Interior Permanent Magnet Synchronous Motor in Low-Speed
Region Using Novel Adaptive Filter. Energies 2016, 9, 1084. [CrossRef]

8. Liu, J.; Zhu, Z. Novel Sensorless Control Strategy with Injection of High-Frequency Pulsating Carrier Signal
into Stationary Reference Frame. IEEE Trans. Ind. Appl. 2014, 50, 2574–2583. [CrossRef]

9. Yoon, Y.; Sul, S.; Morimoto, S.; Ide, K. High-Bandwidth Sensorless Algorithm for AC Machines Based on
Square-Wave-Type Voltage Injection. IEEE Trans. Ind. Appl. 2011, 47, 1361–1370. [CrossRef]

10. Jung, T.-U.; Jang, J.-H.; Park, C.-S. A Back-EMF Estimation Error Compensation Method for Accurate Rotor
Position Estimation of Surface Mounted Permanent Magnet Synchronous Motors. Energies 2017, 10, 1160.
[CrossRef]

11. Cho, Y. Improved Sensorless Control of Interior Permanent Magnet Sensorless Motors Using an Active
Damping Control Strategy. Energies 2016, 9, 135. [CrossRef]

12. Tuovinen, T.; Hinkkanen, M. Adaptive Full-Order Observer with High-Frequency Signal Injection for
Synchronous Reluctance Motor Drives. IEEE J. Emerg. Sel. Top. Power Electron. 2014, 2, 181–189. [CrossRef]

13. Yousefi-Talouki, A.; Pescetto, P.; Pellegrino, G.; Ion, B. Combined Active Flux and High Frequency Injection
Methods for Sensorless Direct Flux Vector Control of Synchronous Reluctance Machines. IEEE Trans.
Power Electron. 2018, 33, 2447–2457. [CrossRef]

14. Yousefi-Talouki, A.; Pescetto, P.; Pellegrino, G. Sensorless Direct Flux Vector Control of Synchronous
Reluctance Motors Including Standstill, MTPA and Flux Weakening. IEEE Trans. Ind. Appl. 2017, 53,
3598–3608. [CrossRef]

15. Wang, G.; Yang, R.; Xu, D. DSP-Based Control of Sensorless IPMSM Drives for Wide-Speed-Range Operation.
IEEE Trans. Ind. Electron. 2013, 60, 720–727. [CrossRef]

16. Zhao, Y.; Qiao, W.; Wu, L. Improved Rotor Position and Speed Estimators for Sensorless Control of Interior
Permanent-Magnet Synchronous Machines. IEEE J. Emerg. Sel. Top. Power Electron. 2014, 2, 627–639.
[CrossRef]

17. Park, J.B.; Wang, X. Sensorless Direct Torque Control of Surface-Mounted Permanent Magnet Synchronous
Motors with Nonlinear Kalman Filtering. Energies 2018, 11, 969. [CrossRef]

18. Qiao, Z.; Shi, T.; Wang, Y.; Yan, Y.; Xia, C.; He, X. New Sliding-Mode Observer for Position Sensorless Control
of Permanent-Magnet Synchronous Motor. IEEE Trans. Ind. Electron. 2013, 60, 710–719. [CrossRef]

19. Lin, S.; Zhang, W. An Adaptive Sliding-Mode Observer with a Tangent function-based PLL Structure for
Position Sensorless PMSM Drives. Int. J. Electr. Power Energy Syst. 2017, 88, 63–74. [CrossRef]

20. Kim, H.; Son, J.; Lee, J. A High-Speed Sliding-Mode Observer for the Sensorless Speed Control of a PMSM.
IEEE Trans. Ind. Electron. 2011, 58, 4069–4077.

21. Cascella, G.L.; Salvatore, N.; Salvatore, L. Adaptive Sliding-Mode Observer for Field Oriented Sensorless
Control of SPMSM. In Proceedings of the 2003 IEEE International Symposium on Industrial Electronics
(Cat. No. 03TH8692), Rio de Janeiro, Brazil, 9–11 June 2003; Volume 2, pp. 1137–1143.

22. Levant, A. Principles of 2-sliding Mode Design. Automatica 2007, 43, 576–586. [CrossRef]
23. Levant, A. Sliding Order and Sliding Accuracy in Sliding Mode Control. Int. J. Control 1993, 58, 1247–1263.

[CrossRef]
24. Moreno, J.A.; Osorio, M. A Lyapunov Approach to Second-Order Sliding Mode Controllers and Observers.

In Proceedings of the 47th IEEE Conference on Decision and Control, Cancun, Mexico, 9–11 December 2008;
pp. 2856–2861.

25. Liang, D.; Li, J.; Qu, R. Sensorless Control of Permanent Magnet Synchronous Machine Based on
Second-Order Sliding-Mode Observer with Online Resistance Estimation. IEEE Trans. Ind. Appl. 2017, 53,
3672–3682. [CrossRef]

26. Olivieri, C.; Tursini, M. A Novel PLL Scheme for a Sensorless PMSM Drive Overcoming Common Speed
Reversal Problems. In Proceedings of the IEEE International Symposium on Power Electronics, Electrical
Drives, Automation and Motion, Sorrento, Italy, 20–22 June 2012.

27. Olivieri, C.; Parasiliti, F.; Tursini, M. A Full-Sensorless Permanent Magnet Synchronous Motor Drive with an
Enhanced Phase-Locked Loop Scheme. In Proceedings of the IEEE International Conference on Electrical
Machines, Marseille, France, 2–5 September 2012; pp. 2202–2208.

28. Chen, Z.; Tomita, M.; Doki, S.; Okuma, S. An Extended Electromotive Force Model for Sensorless Control of
Interior Permanent-Magnet Synchronous Motors. IEEE Trans. Ind. Electron. 2007, 43, 576–586.

29. Levant, A. Robust Exact Differentiation via Sliding Mode Technique. Automatica 1998, 34, 379–384. [CrossRef]

128



Energies 2019, 12, 1225

30. Wu, X.; Tan, G.; Ye, Z.; Liu, Y.; Xu, S. Optimized Common-Mode Voltage Reduction PWM for Three-Phase
Voltage Source Inverters. IEEE Trans. Power Electron. 2016, 31, 2959–2969. [CrossRef]

31. Li, Y.; Zhu, Z.; Howe, D.; Bingham, C. Improved Rotor Position Estimation in Extended Back-EMF Based
Sensorless PM Brushless AC Drives with Magnetic Saliency. In Proceedings of the IEEE International Electric
Machines & Drives Conference, Antalya, Turkey, 3–5 May 2007; pp. 214–229.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

129





energies

Article

A Super-Twisting Sliding-Mode Stator Flux Observer
for Sensorless Direct Torque and Flux Control
of IPMSM

Junlei Chen, Shuo Chen, Xiang Wu, Guojun Tan * and Jianqi Hao

School of Electrical and Power Engineering, China University of Mining and Technology, Xuzhou 221116, China
* Correspondence: gjtan@cumt.edu.cn; Tel.: +86-138-0521-9335

Received: 10 June 2019; Accepted: 1 July 2019; Published: 3 July 2019

Abstract: The scheme based on direct torque and flux control (DTFC) as well as active flux is a
good choice for the interior permanent magnet synchronous motor (IPMSM) sensorless control.
The precision of the stator flux observation is essential for this scheme. However, the performance of
traditional observers like pure integrator and the low-pass filter (LPF) is severely deteriorated by
disturbances, especially dc offset. Recently, a sliding-mode stator flux observer (SMFO) was proposed
to reduce the dc offset in the estimated stator flux. However, it cannot eliminate the dc offset totally
and will cause the chattering problem. To solve these problems, a novel super-twisting sliding-mode
stator flux observer (STSMFO) is proposed in this paper. Compared with SMFO, STSMFO can reduce
the chattering and fully eliminate the dc offset without any amplitude and phase compensation. Then,
the precision of the stator flux and rotor position can be greatly improved over a wide speed region.
The detailed mathematical analysis has been given for comparing it with another three traditional
observers. The numerical simulations and experimental testing with an IPMSM drive platform have
been implemented to verify the capability of the proposed sensorless scheme.

Keywords: interior permanent magnet synchronous motor (IPMSM); active flux; sensorless control;
stator flux observation; super-twisting sliding-mode stator flux observer (STSMFO)

1. Introduction

Interior permanent magnet synchronous motor (IPMSM) has been utilized in wide industrial fields
because of its advantages like high torque density, fast response, and low torque ripple [1–3]. Direct
torque control (DTC) is one of the most popular strategies for ac machines for its fast torque response
and strong robustness [4,5]. However, the traditional DTC relies on the hysteresis comparators and the
switching table, which will result in the unfixed switching frequency and the inaccurate compensation
of the flux magnitude and the torque error. Furthermore, the ripple will be caused by the hysteresis
comparators in the stator flux, and ripple can deteriorate the performance of the IPMSM drive [6].
To overcome this problem, the space vector modulation (SVM) is introduced into the DTC algorithm
and the DTC-SVM is proposed [7]. The reference voltage is selected via three variables which are
torque error, reference stator flux amplitude, and feedback flux vector, respectively. The introduction
of the SVM can fix the switching frequency and reduce the ripple. However, the robustness is poor due
to the single torque closed-loop structure of the DTC-SVM. In [8], the direct torque and flux control
(DTFC) is proposed to enhance the robustness of the DTC-SVM. Compared with the DTC-SVM, one
extra proportional-integral (PI) regulation is utilized to control flux and it can realize the flux to track
the flux reference more precisely.

For the sake of realizing the high-performance control of IPMSM, the accurate position information
is essential. However, position sensors not only decrease the reliability of the IPMSM system but
also increase the cost. Therefore, research of the sensorless strategies for PMSMs have been paid
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much attention. In general, sensorless methods are divided into two categories which are based on
signal injection and machine model according to speed region. At low speeds, the signal injection is
generally adopted to realize rotor estimation [9–11]. However, it can cause the extra loss and torque
ripple. With the speed increasing to the medium domain, model-based schemes are widely utilized
to observe the position [12–16]. Due to its ease of implementation, plenty of research is focused on
the designation of the back-emf observer like the extended Kalman filter [12] and the sliding-mode
observer (SMO) [13]. However, the capability of the back-emf-based sensorless scheme is poor at low
speeds because of the non-negligible noise. In [17], the active flux concept is proposed to transform
salient-pole motors into virtual nonsalient-pole motors. The active flux is independent of speed and
the direction aligns with rotor direction. Therefore, the active flux-based sensorless scheme can be
readily implemented. Even at low speeds, the sensorless control can be carried out without signal
injection [18]. Moreover, the stator flux can be observed by the DTFC and the corresponding robustness
is enhanced due to the regulation of the DTFC. Therefore, the active flux-based sensorless scheme is
suitable for the DTFC-based IPMSM drive system

Based on the IPMSM model, the stator flux is the integral of the back-emf and it is critical for
flux observers to consider the influence of disturbances, especially dc offset [19]. When the pure
integrator is adopted as a flux observer, the flux dc offset will increase with time, eventually resulting
in the saturation of the observer [20]. In [21], a disturbance observer is designed to eliminate the dc
component, but it is difficult to implement due to its complex structure. In [22], the dc component of the
back-emf is filtered out by a low-pass filter (LPF). Actually, the LPF is a pure integrator cascaded with
a high-pass filter. However, the amplitude attenuation and the phase delay are inevitable because of
the introduction of the LPF. Therefore, the accurate compensation is essential for the sensorless control
scheme. In [23], the SMFO is proposed to observe the stator flux without compensation, which is robust
against disturbances and can reduce the dc offset through its compensation term. However, the dc
disturbance rejection capability of the SMFO is limited and the chattering problem of the traditional
SMFO is inevitable. It is worth mentioning that even a little dc offset can cause serious speed ripples.
In [24], super-twisting algorithm (STA) is proposed to decrease the chattering of the SMO without
reducing the robustness and it has been widely utilized in observers and controllers [25–28].

This paper proposed a novel STSMFO for the active flux-based IPMSM sensorless scheme.
The stator flux observer based on STA is designed to overcome the disadvantages of the traditional
observer, including the saturation effect, the position compensation, and flux dc offset. The corresponding
Lyapunov stability of the STSMFO is proved based on references [29,30]. Then, the precision of the flux
and position estimation can be greatly enhanced over a wide speed region. Moreover, the proposed
sensorless method is better than most model-based sensorless strategies at low speeds due to the fact
that it can be successfully utilized at low speeds without signal injection and compensation. Finally,
the capability of the scheme based on the novel STSMFO is confirmed through numerical simulation
and experimental testing with an IPMSM drive platform.

This paper is organized as follows: Section 2 gives the IPMSM model and the concept of DTFC.
Section 3 introduces the active flux-based sensorless strategy and the mathematical analysis of three
traditional observers. Section 4 introduces the proposed STSMFO and its analysis. The evaluation of
the simulation and the experiment is given in Section 5. Section 6 draws the conclusions.

2. Direct Torque and Flux Control

Figure 1 shows the relationship between the stator flux-oriented coordinate (x-y), rotating
reference coordinate (d-q), and stationary reference coordinate (α-β). The IPMSM stator flux and
voltage equations in the d-q axis are presented as:⎧⎪⎪⎨⎪⎪⎩ ud = Rsid +

dψd
dt −ωeψq

uq = Rsiq +
dψq
dt +ωeψd

(1)
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{
ψq = Lqiq +ψ f
ψq = Lqiq

(2)

where, udq, idq, and ψdq are the stator voltages, currents, and flux linkages in the d-q axis, respectively.
RS is the resistance, Ldq are the stator inductances, ωe is the rotor electrical angular velocity, ψf is the
rotor flux linkage, δ is the load angle, θe is the rotor electrical position, and θs is the stator flux angle.

Figure 1. The relationship between various reference frames.

Transforming (1) to an x-y reference frame and combining the relationship between load angle
and torque [31], the voltage equation is found as:⎧⎪⎪⎨⎪⎪⎩ ux = Rsix +

d|ψs|
dt

uy = Rsiy +ωs
∣∣∣ψs
∣∣∣ = Rsiy +ωe

∣∣∣ψs
∣∣∣+ 1

K · dTe
dt

(3)

where, K =
3pn

2LdLq

[
ψ f Lqcosδ−

∣∣∣ψs
∣∣∣(Lq − Ld

)
cos2δ

]
, pn is the number of pole pairs, ψs is the stator flux

vector, and uxy and ixy are the stator voltages and currents in the x-y frame, respectively.
The IPMSM stator flux and torque equations in the α-β axis can be given as:⎧⎪⎪⎨⎪⎪⎩ ψα =

∫
(uα −Rsiα)dt

ψβ =
∫ (

uβ −Rsiβ
)
dt

(4)

∣∣∣ψs
∣∣∣ = √ψ2

α +ψ2
β (5)

Te =
3
2

pn
(
ψαiβ −ψβiα

)
(6)

where, uαβ, iαβ, and ψαβ are the α-β axis stator voltages, currents, and flux linkages respectively, and Te

is torque.

3. Active Flux-Based Sensorless Control

To observe the rotor position of IPMSMs easily, the active flux is proposed to transform IPMSMs
into virtual nonsalient-pole machines. The d-q axis active flux equation in reference [17] is given as:⎧⎪⎪⎨⎪⎪⎩ ψdAF = ψd − Lqid = ψ f +

(
Lq − Ld

)
·id

ψqAF = ψq − Lqiq = 0
(7)

where, ψdqAF are the active fluxes in the d-q axis. Equation (7) shows that the active flux aligns with
the rotor direction, therefore active flux in the α-β frame results in:
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{
ψαAF = ψα − Lqiα = ψdAFcosθe

ψβAF = ψβ − Lqiβ = ψdAFsinθe
(8)

where, ψαβAF are the active fluxes in the α-β axis. Equation (8) shows that the rotor position can be
observed via the active flux vector. One way to extract it is a phase-locked loop. Moreover, it is worth
mentioning that the active flux is obtained on the basis of stator flux. Therefore, the accuracy of the
rotor position observation directly relies on the estimation accuracy of stator flux. In practice, a dc
component in back-emf is inevitable and it is the main reason for the deteriorating performance of the
flux observer. Considering the dc component, the stator flux equation is presented as:

ψs =

∫
(us −Rsis + A0)dt =

∫
esdt (9)

where us and is are the stator voltage and current, A0 is the dc component, and es is the back-emf.
For the convenience of analysis, es is expressed as:

es = A0 + A1sin(ω1t + ϕ1) (10)

where, A1sin(ω1t +ϕ1) is the fundamental component. A1,ω1, andϕ1 are amplitude, angular frequency,
and initial angel of the fundamental component, respectively. Taking the Laplace transformation of
back-emf, it can be found as:

Es(s) =
A0

s
+ A1

s·sinϕ1 +ω1cosϕ1

s2 +ω2
1

(11)

where, Es(s) is the Laplacian form of es and s is the Laplacian operator.

3.1. Pure Integrator-Based Observer

The Laplace transform of pure integrator is given as:

ψs_I(s) =
Es(s)

s
(12)

where, ψs_I(s) is the Laplacian form of ψs_I, and ψs_I is the pure integrator-observed stator flux. Taking
(11) into (12) then results in [19]:

ψs_I = A0t +
A1cosϕ1

ω1
+

A1

ω1
sin
(
ω1t + ϕ1 − π2

)
(13)

As seen, two disturbance terms exist in the estimated stator flux by pure integrator. One is a
component increasing with time linearly, which is caused by a dc component in the back-emf and it
can eventually result in the saturation of the integrator. Another one is a dc offset determined by the
fundamental wave and it will change at various initial positions. These two terms can cause serious
distortions of the estimated stator flux. Furthermore, the precise rotor position estimation cannot be
achieved due to the distorted active flux.

3.2. Low-Pass Filter (LPF)-Based Observer

For the sake of filtering out the dc component in the back-emf, a high-pass filter is used to cascade
with pure integrator. The Laplace transform of the observer is found as:

ψs_LPF(s) =
1
s
· s
s +ωc

·Es(s) =
Es(s)
s +ωc

(14)
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which shows that the observer is actually a LPF. In Equation (14), ψs_LPF(s) is the Laplace transform
of ψs_LPF, ψs_LPF and ωc are the estimated stator flux and cutoff frequency of LPF, respectively. ωc is
always selected much lower than ω1 because it is, in effect, the cutoff frequency of the high-pass filter.
Taking (11) into (14) then results in [19]:

ψs_LPF =
A0

ωc
− A0

ωc
e−ωct +

A1cos(ϕ1 + θ1)√
ω2

1 +ω2
c

e−ωct +
A1√
ω2

1 +ω2
c

sin
(
ω1t + ϕ1 − π2 + θ1

)
(15)

where, θ1 = tan−1(ωc/ω1) is the phase delay caused by the LPF. Compared with Equation (13),
the component causing integrator saturation is removed. The two main distorted terms decrease
exponentially to zero with time. Although the dc offset still cannot be eliminated totally, it is already

decreased greatly by LPF. However, the phase delay θ1 and amplitude attenuation A1/
√
ω2

1 +ω2
c of

the fundamental wave is inevitable because of the introduction of the LPF. Therefore, the estimated
rotor position by LPF needs precise compensation to ensure good performance of the sensorless control.

3.3. First-Order Sliding-Mode Stator Flux Observer (SMFO)

Obviously, no matter whether a pure integrator-based observer or LPF-based observer is used,
it cannot achieve high-performance sensorless control. Consequently, the SMFO is proposed to observe
the stator flux. Figure 2 shows the diagram of the SMFO.
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Figure 2. The diagram of the first-order sliding-mode stator flux observer (SMFO).

The SMFO, considering both the current and the voltage model of IPMSM, is designed. Moreover,
the former is essentially utilized to compensate the latter. The stator flux and current are defined as the
state variable and the output, respectively. On the basis of the IPMSM model, equations of the SMFO
result in:

dψs

dt
= us −Rsis + k1̃is + k2sign(̃is) (16)[

ψ̂d
ψ̂q

]
=

[
cosθ̂e sinθ̂e

−sinθ̂e cosθ̂e

][
ψ̂α
ψ̂β

]
(17)

[
îα
îβ

]
=

[
cosθ̂e −sinθ̂e

sinθ̂e cosθ̂e

]⎡⎢⎢⎢⎢⎢⎢⎢⎣
ψ̂d−ψ f

Ld
ψ̂q
Lq

⎤⎥⎥⎥⎥⎥⎥⎥⎦ (18)

where, ĩs = is − îs is the stator current estimation error, ”ˆ” is the estimated value, and sign () is the sign
function. k1 and k2 are linear and nonlinear gains of the SMFO which affect the dynamic performance
and robustness, respectively. The Lyapunov stability has been proved in reference [8]. Considering the
dc offset, (16) can be found as:

dψs

dt
= us −Rsis + A0 + k1̃is + k2sign(̃is) (19)
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Actually, the SMFO is used to observe the dc offset according to the current estimation error. Further,
the estimated dc offset is fed back to the back-emf to realize the accurate estimation of the stator flux.
However, the SMFO cannot remove flux dc offset totally. In the steady state, A0 + k1̃is + k2sign(̃is) = 0
and the effect of the dc component on the flux estimation is eliminated. However, in the process of
reaching a steady state, the estimated flux dc offset is already accumulated. The estimated flux dc
offset can be given as:

ψs0 =

∫ t1

0
(A0 + k1̃is + k2sign(̃is))dt (20)

where, ψs0 is the flux dc offset, and t1 is the time to steady state. In general, ψs0 can be omitted because
A0 and t1 are small, but if new dc disturbances interfere with the system, it will cause the accumulation
of flux estimation dc offset and eventually have a non-negligible impact on the stator flux observation.

4. Super-Twisting Sliding-Mode Stator Flux Observer

The estimation precision of the stator flux dramatically affects the capability of the DTFC-based
active flux sensorless scheme. The first-order SMFO can observe the stator flux without phase shift and
amplitude attenuation. However, the conventional first-order SMFO is still sensitive to dc disturbances
and suffers from the chattering problem. To overcome the limitations of the first-order SMFO, the
well-known STA was utilized to design an observer for estimating stator flux in this paper. With the
STA, the chattering can be reduced and the dc offset can be eliminated effectively.

4.1. Super-Twisting Algorithm

To improve the chattering problem of the traditional SMO, the super-twisting algorithm was
proposed in reference [24]. The equation of STA considering perturbation terms can be presented as:⎧⎪⎪⎨⎪⎪⎩ dx1

dt = −k1
∣∣∣̃x1
∣∣∣0.5

sign(x̃1) + x2 + ρ1(x1, t)
dx2
dt = −k2sign(x̃1) + ρ2(x2, t)

(21)

where, xi, x̃i(x̃i = x̂i − xi), ki and ρi are state variables, state variables estimation error, gains of the STA,
and perturbation terms, respectively. The Lyapunov stability has been proved in references [29,30].
According to [29,30], the observer is stable when sliding-mode gains and the perturbation terms
satisfy (22): ⎧⎪⎪⎨⎪⎪⎩ k1 > 2δ1, k2 > k1

5δ1k1+4δ2
1

2(k1−2δ1)∣∣∣ρ1
∣∣∣ ≤ δ1|x1|0.5,ρ2 = 0

(22)

where, δ1 is a positive constant.

4.2. Super-Twisting Sliding-Mode Stator Flux Observer

To solve problems of chattering and the dc offset in the traditional SMFO, a stator flux observer is
proposed based on STA. Substituting x1 = ψ̂s into (21), then Equation (21) can be rewritten as:

dψ̂s

dt
= −k1

∣∣∣ψ̃s
∣∣∣0.5

sign
(
ψ̃s
)
− k2

∫
sign
(
ψ̃s
)
dt + ρ1

(
ψ̂s, t
)

(23)

where, ρ1
(
ψ̂s, t
)

is:
ρ1(ψ̂s, t) = us −Rsis + A0 (24)

Taking (24) into (22) results in:

|us −Rsis + A0| ≤ δ1
∣∣∣ψs
∣∣∣0.5

(25)

136



Energies 2019, 12, 2564

which shows that the system can converge in finite time to sliding surface for a large enough δ1.
By subtracting (23) from (4), the flux error equation is found as:

dψ̃s

dt
= k1
∣∣∣ψ̃s
∣∣∣0.5

sign
(
ψ̃s
)
+ k2

∫
sign
(
ψ̃s
)
dt−A0 (26)

At the starting point, the stator flux estimation value is different from the actual value due to the

existence of dc offset A0. Then, the sliding-mode terms k1
∣∣∣ψ̃s
∣∣∣0.5

sign
(
ψ̃s
)
+ k2

∫
sign
(
ψ̃s
)
dt are used to

estimate the dc component. Furthermore, the estimated dc component is fed back to compensate the
back-emf. At a steady state, the flux error is on the sliding surface. Taking ψ̃s = 0 into (26) results in:

A0 = k1
∣∣∣ψ̃s
∣∣∣0.5

sign
(
ψ̃s
)
+ k2

∫
sign
(
ψ̃s
)
dt (27)

which shows that the effect of the dc component has been removed. In addition, in the process of
reaching the steady state, the accumulated flux estimation dc offset can be given as:

ψs0_STA =

∫ (
A0 − k1

∣∣∣ψ̃s
∣∣∣0.5

sign
(
ψ̃s
)
− k2

∫
sign
(
ψ̃s
)
dt
)
dt (28)

As we all know, the integral term k2
∫

sign
(
ψ̃s
)
dt will remain until the ψs0_STA is zero. Therefore,

compared with the SMFO, the chattering caused by the sign function can be reduced greatly and the
estimated flux dc offset can be eliminated completely due to the integral term and a large gain k2 of
the STSMFO. In addition, it is worth mentioning that the stator flux amplitude reference value and
estimated flux angle are utilized to replace the actual stator flux vector. The diagram of the STSMFO is
shown in Figure 3.
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Figure 3. The diagram of the super-twisting sliding-mode stator flux observer (STSMFO).

In conclusion, two disturbance terms by pure integrator can cause serious distortions of the
estimated stator flux. The LPF can eliminate the dc offset at the cost of amplitude attenuation and
phase shift. The SMFO can reduce the dc offset greatly without any influence on the fundamental wave.
However, the SMFO will accumulate the small disturbance and cause chattering. Finally, the proposed
STSMFO can remove the dc offset completely and smooth the estimated stator flux.

5. Evaluation via Simulation and Experiment

The IPMSM control scheme is given in Figure 4. Both the simulation and the experiment based on
Figure 4 were carried out to verify the capability of the STSMFO. The parameters of the IPMSM are
listed in Table 1.
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ŝ
eT̂

u abcS
xy

dcU

u

i

AF
eˆ sˆ

ê

Figure 4. The proposed interior permanent magnet synchronous motor (IPMSM) sensorless scheme.

Table 1. IPMSM Parameters.

Parameter Value

rated speed 3000 rpm
rated power 60 kW
rated voltage 380 V
rated current 130 A

rotational inertia 0.2 kg·m2

pn 4
Rs 0.1 Ω

Ld/Lq 0.95/2.05 mH
ψf 0.225 Wb

5.1. Simulation Results

MATLAB/Simulink software was utilized to numerically demonstrate the capability of the
STSMFO. The simulation results of α-axis estimated stator fluxes at 300 rpm and 1500 rpm are given in
Figure 5.
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Figure 5. Simulation results of α-axis estimated stator fluxes: (a) The stator fluxes at 300 rpm, (b) The
stator fluxes at 1500 rpm.

The pure integrator estimated stator flux deviates from the ideal value due to the dc offset.
Figure 5a,b shows that the LPF will delay the phase and attenuate the amplitude of flux estimation.
Moreover, as previously analyzed, the problems have been improved with the increase of the frequency
of the fundamental wave. The simulation result of the rotor position observation at 300 rpm is shown in
Figure 6 which shows that the pure integrator cannot estimate the rotor position correctly. In addition,
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the estimation error of the STSMFO is 0.01 rad which is lower than 0.06 rad of the SMFO and much
lower than 0.85 rad of the LPF.
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Figure 6. The simulation result of the position observation at 300 rpm: (a) Integrator, (b) low-pass filter
(LPF), (c) The SMFO, (d) The STSMFO.

Although both the SMFO and the STSMFO can precisely estimate the stator flux, the SMFO cannot
totally eliminate the dc offset. To prove it further, Figure 7 plots the simulation results of the flux
estimation under the 9 V dc offset (added to the usα). From the figure, it is clear that the SMFO cannot
eliminate the dc offset, while the STSMFO removes the dc offset completely due to the integral term
of the STA. Furthermore, the flux dc offset ψs0 is inverse in proportion to the SMFO gains. However,
there is a tradeoff between the ψs0 and the SMFO gains because the larger SMFO gains will deteriorate
the chattering problem.
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Figure 7. Simulation results of estimated stator fluxes under the 9 V dc offset: (a) The SMFO, (b)
The STSMFO.

5.2. Experimental Results

Experiments on a 2-level IPMSM drive system [32] were subsequently carried out to further verify
the effectiveness of the proposed observer. The composition of the IPMSM test platform is given
in Figure 8, where a DSP TMS320F2812 was chosen as the MCU and output signals of a D/A chip
(TLV5610) were displayed by an oscilloscope to monitor system variables in real-time. The three-phase
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PWM inverter [33] is composed of IGBTs (FF650R17IE4) and a 540V dc-link voltage was obtained by
the PWM rectifier. The sampling and switching periods were set to 100 μs. The sensors of current
(CHB-500SG) and voltage (LV25-P) were utilized to measure ab-phase currents and dc-link voltage.
The actual rotor position was detected by a rotary decoder (PGA411-Q1) for comparison. The main
parameters of the IPMSM were the same as those utilized in the simulation. Moreover, the parameters
of the PI regulator in phase locked loop (PLL) were Kp = 15 and Ki = 250. In addition, the parameters
of the STSMFO were K1 = 2.5 and K2 = 5000.

 
Figure 8. The IPMSM experimental platform.

5.2.1. Steady-State Performance

Figures 9 and 10 show the estimated stator flux trajectories and rotor positions at 300 rpm,
respectively. The result in Figure 9a confirms that the pure integrator will introduce a monotonously
increasing dc offset in the flux estimation with respect to time. It can really deteriorate the performance
of the observer, resulting in the pure integrator not being able to estimate the correct position at all.
The error of estimation is approximately equal to 300 rpm. The dc offset can be removed by the LPF,
but the amplitude is attenuated from the flux amplitude reference which is 0.225 Wb to 0.17 Wb.
Moreover, the LPF also generates a phase delay and causes a position error of about 30◦. Although
both the SMFO and the STSMFO can estimate the stator flux accurately, the SMFO cannot remove the
dc offset totally and results in a larger position error than the STSMFO.

Besides, Figures 11 and 12 plot the estimated stator flux trajectories and rotor positions at 1200 rpm.
As same as the situation at 300 rpm, the pure integrator cannot observe the flux correctly and the flux
locus still deviates from the ideal locus. As described in Equation (15), the problems of amplitude
attenuate, and phase delay caused by the LPF are improved with the increasing speed. Compared with
the performance at 300 rpm, the amplitude of the estimated flux increases from 0.175 Wb to 0.205 Wb
and the position error decreases to 10◦. However, the LPF still cannot meet the requirements of a
high-performance sensorless control. The performance of the SMFO and the STSMFO are similar to
the situation at 300 rpm. They can estimate the stator flux accurately. Moreover, the position error
caused by the STSMFO is still a bit lower than the SMFO.
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Figure 9. The estimated stator flux loci at 300 rpm: (a) Integrator, (b) LPF, (c) The SMFO, (d) The STSMFO.
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The experimental results of sensorless control which is based on the STSMFO at the 150 rpm
are presented in Figure 13. The stator flux and its amplitude are given in Figure 13a. Figure 13b
plots the actual and estimated position, estimated speed, and position error. As can be seen in the
figure, the stator flux can be observed accurately and the chattering is small. Moreover, the figure
shows a good position tracking ability of the STSMFO with a position error being controlled within 7◦.
Therefore, the STSMFO can be carried out at a low speed region.
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Figure 13. The sensorless drive by the STSMFO at 150 rpm: (a) The stator flux estimation, (b) The rotor
position estimation.

5.2.2. DC Disturbance Rejection

To evaluate the dc disturbance rejection capability of the STSMFO, experiments with added dc
disturbance signals are also implemented and the results are illustrated in Figures 14 and 15. The 20 V
dc offset is added to the usα and the estimated fluxes by two observers are presented in the figure.
As can be seen, there is a 0.125 Wb flux dc offset on the estimated stator flux by the SMFO since it cannot
totally eliminate the dc disturbance. The flux observed by the STSMFO is also subject to dc offset,
but it can recover to normal value within two sample times. The corresponding three-dimensional
trajectories in Figure 14 illustrate this more intuitively.
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Figure 14. The experimental results of estimated stator fluxes under the 20 V dc offset.

143



Energies 2019, 12, 2564

(b)(a)

dc disturbance

0 0
0.2

-0.2-0.2

0.2

tim
e(

s)

4.5

5.5

0 0
0.2

-0.2-0.2

0.2

tim
e(

s)

4.5

5.5

s

s

s

s

Figure 15. Three-dimensional stator flux trajectories under dc disturbance: (a) The SMFO, (b)
The STSMFO.

The sensorless drive results under the 20V dc offset are illustrated in Figure 16. The picture
plots the position error, the stator flux, and its amplitude. Compared with the open loop estimation,
the estimated flux dc offset of the closed-loop estimation is smaller due to the flux regulation of
the DTFC. However, a small flux dc offset can still cause large chattering in the speed and it can
deteriorate the performance of the sensorless control. As for the STSMFO, the flux dc offset can be
eliminated within one sample time and the chattering problem of the estimated rotor position can also
be solved accordingly. As can be seen, the STSMFO has stronger disturbance rejection performance
than the SMFO.
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Figure 16. The sensorless drive results under the 20 V dc offset. (a) The SMFO, (b) The STSMFO.

5.2.3. Dynamic Capability

To further verify the performance of the STSMFO, the result of speed variation between 300 rpm
and 1,500 rpm is given in Figure 17, which shows that the observer can accurately estimate the speed
during the variable speed and control position error within 8◦. Figure 18 plots the experimental result
of the proposed sensorless method at 900 rpm under a 30 N·m load disturbance. The estimated speed,
estimated position error, estimated speed error, and load torque are all shown in the figure. The results
indicate a good speed tracking ability of the STSMFO under a load step, with a rotor position error
being about 14.4◦.
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To validate the capability of the STSMFO at low speeds, the experimental result of sensorless drive
during speed variation form 60 rpm to 300 rpm is presented in Figure 19. The actual and estimated
speed, speed, and position estimation error are presented in the figure. It shows that the estimated rotor
position error chatters a little around 14◦ at 60 rpm, but the speed estimation maintains a relatively
high tracking accuracy over the whole speed domain, thus ensuring a stable motor operation.
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6. Conclusions

This paper proposed a novel STSMFO for the active flux-based sensorless scheme. To demonstrate
its effectiveness, a detailed mathematical analysis was given for comparing it with traditional observers,
i.e., the pure integrator, the LPF, and the SMFO. It shows that the STSMFO can easily solve the problems
caused by dc offset, unknown integral initial value, and saturation. Moreover, the robustness of
STSMFO is much better than SMFO. Then, the precision of the stator flux estimation can be enhanced
greatly without any amplitude and phase compensation. Furthermore, the rotor position can be
observed accurately via the active flux over a wide speed domain. The numerical simulations and
experimental tests have confirmed the capability of the steady state, the dynamic response, and the
disturbance rejection.
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Abstract: An improved direct torque control with space-vector modulation (DTC-SVM) scheme is
presented in this paper. In the conventional DTC-SVM scheme, torque control performance is affected
by the load conditions, due to the inappropriate linearization of the relationship between the flux
angle and electromagnetic torque. Different from the conventional method, a torque controller with
load angle estimation (TC-LAE) is proposed and the change rate of torque is regulated according
to the variation of the load conditions, which could ensure the rapidity and consistency of torque
performance at different load conditions. Meanwhile, an online permanent magnet synchronous
motor and maximum torque per ampere (PMSM-MTPA) operation strategy based on the fitting
solving method is proposed instead of the traditional two-dimensional look-up table, and the reference
value of flux amplitude is calculated online to meet the MTPA requirement with the proposed method.
The improved strategy is applied on a 6 kW PMSM, and the simulation and experimental results
verified the effectiveness and the feasibility of the proposed strategy.

Keywords: direct torque control (DTC); permanent magnet synchronous motor (PMSM); maximum
torque per ampere (MTPA) operation; DTC with space-vector modulation (DTC-SVM)

1. Introduction

A lot of work has been done to improve dynamic torque performance and to optimize the output
efficiency of the torque of permanent magnet synchronous motors (PMSMs) in recent years [1–8].
Additionally, various optimal torque control strategies have been proposed, such as direct torque
control (DTC) [4,5], predictive torque control [6,7] and nonlinear control strategies [8], etc. The DTC
strategy combined with space vector pulse width modulation (PWM) [9], which used continuous
rotated voltage vector to regulate the flux of the motor. The torque control performance was improved
compared with conventional DTC [10–13].

The DTC-SVM scheme usually consists of two parts [14]: one is the selection of the flux reference
based on the two-dimensional look-up table offline. In this part, the reference value of the current is
achieved using the torque–current table based on the maximum torque per ampere (MTPA) criterion,
and then, the reference value of flux is calculated according to the relationship between flux and
current of the motor. Hence, the MTPA operation of the DTC-SVM scheme could be achieved [15].
The other is the calculation of the reference flux angle based on the proportional integral (PI) controller.
The relationship between the electromagnetic torque and the flux angle is linearized approximately,
which resulted in excellent torque performance which could be maintained at different load conditions.

The research of DTC-SVM scheme always focuses on two aspects: one is to reduce the impact on
the MTPA operation brought about by the change of parameters of the motor. The other is to improve
the control/precision of the torque against variations in the load conditions.
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The validity of the data in the torque–current two-dimensional table depends on the accuracy of
the motor’s parameters in the selection mechanism of the reference flux amplitude. Slow variation of
the parameters is inevitable because of copper loss and magnetic saturation. Hence, the operation’s
conditions might deviate from the MTPA [16]. Therefore, the online MTPA control is an ideal solution
to these problems. At present, the online solution of MTPA could be classified into the direct solving
method [17] and engineering optimization method [18,19]. The MTPA criterion is a fourth-order
equation about the stator current. The direct solving method is to solve this fourth-order equation online
using the Ferrari method. Then, the reference value of the current could be obtained. The engineering
optimization method is to change the fourth-order equation to an online optimization problem.
The direct solving relationship between the torque and MTPA criterion is established. The voltage
limitations of the inverter, the extreme current of the motor and the operational conditions are used
as the boundary criterions. The stator current, which meets the MTPA criterion, is the optimization
object. Then, the solving of the current reference value is realized. After that, the reference value of
the stator flux amplitude for the DTC-SVM scheme could be obtained with this reference value of
the current [20]. It is worth illustrating that the impacts of parameter variation on the online MTPA
operation can be eliminated using certain parameter identification or self-adaptive methods.

The linearization of the relationship between the flux angle and electromagnetic torque is used
as the control object for the torque control of the conventional DTC-SVM scheme, thus, the torque
loop can be regarded as a second-order system with a PI controller. However, the dampening of this
torque loop will be affected by the load conditions, which could lead to different torque adjustable
performances of the conventional DTC-SVM scheme. There are three kinds of control strategies to
improve the performance of torque control caused by inappropriate linearization:

1. Variable parameter PI control. A third-order characteristic curve of the relationship between
the parameters of the PI controller and the load torque is established by the interpolation fitting
method. The parameters of the PI controller will be adjusted according to the curve mentioned
before to eliminate the impact of load torque on the performance of PI control [21].

2. Nonlinear control. Back-stepping control [22], variable structure control [23], sliding mode
control [24,25] and other nonlinear controllers are utilized to realize torque control. The nonlinear
controller has the advantages of a rapid dynamic response and good adaptability against external
disturbances and nonlinearity of the parameters. The dynamic performance of the motor is rapid
and consistent under different load conditions.

3. Deadbeat torque control [26–28] and predictive torque control [29–31]. The deviation of the
torque is used as the input, and the required stator voltage for torque control can be obtained by
the predictive mechanism. In these kinds of strategies, the stator voltage is adjusted online to
eliminate the impact of load on the performance of torque by the predictive/deadbeat controller
according to the mathematical model and load condition of the motor.

To improve the performance of the conventional DTC-SVM, a novel online MTPA method based
on Lagrange interpolation and an improved torque controller with load angle estimation (TC-LAE) are
proposed in this paper. Different from the existing MTPA scheme, the proposed MTPA scheme takes
the stator flux linkage as a variable instead of the stator current. Furthermore, the direct selection of
the reference flux amplitude satisfied with the MTPA criterion could be realized on-line by Lagrange
interpolation. Besides, a P-type torque controller with load angle estimation is adopted instead of the
inappropriate linearization PI controller, so that the parameters of torque controller could be adjusted
online according to the actual load angle to improve the control performance of torque under different
load conditions.

2. Examination of Conventional DTC-SVM Scheme

The structure diagram of the conventional DTC-SVM scheme is shown in Figure 1.
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Figure 1. The conventional direct torque control with space-vector modulation (DTC-SVM) scheme.

2.1. Selection of Reference Flux Amplitude Based on the MTPA Criterion

When operating below the rated speed of a PMSM, the MTPA operation should be satisfied for
high-efficiency operation, which means the relationship between the electromagnetic torque and the
stator current might meet the requirements of the following equations [15].⎧⎪⎪⎪⎨⎪⎪⎪⎩ idn = 1

2(Lqn−Ldn)
−
√

1
4(Lqn−Ldn)

2 + i2qn

Ten = iqn + (Ldn − Lqn)idniqn

(1)

During mathematical derivation of this paper, the per-unit value is employed for generality. The base
value is selected as follows: ib = iN; Lb = ϕb/ib; ϕb = ϕr; Teb = 1.5pϕbib; Tsb = 1/ωN.

The reference value of idn and iqn that meet the requirement of the MTPA criterion are obtained
using look-up table, and the equation of the flux linkage after normalization can be obtained by:{

ϕdn = Ldnidn + ϕrn = ϕ′dn + 1
ϕqn = Lqniqn

(2)

where, ϕ’dn = Ldnidn. Furthermore, the reference value of stator flux amplitude is:

∣∣∣ϕsn
∣∣∣ = √(Ldnidn + 1)2 + (Lqniqn)

2 (3)

It can seen from Equations (1)–(3) that the MTPA operation of the PMSM depends on the accuracy
of the motor’s parameters. Hence, the online MTPA operation method could be used to reduce the
impact of the parameters on the operation of the MTPA. The essence is changing the offline look-up
table which meets the requirement of Equation (1) to solve the fourth-order equation online, which
takes id as the independent variable and Ten as the parameter. Finally, the reference amplitude could
be obtained using the square root operation, as shown in Equation (3).

2.2. Torque Control Based on the PI Controller

The electromagnetic torque can be written as the expression of the flux amplitude and load angle,
which is [14]:

Ten =

∣∣∣ϕsn
∣∣∣

Lqn

[
ρ sin δ− 1

2

∣∣∣ϕsn
∣∣∣(ρ− 1) sin2δ] (4)

where, ρ = Lqn/Ldn, ρ > 1. δ represents the load angle, which is the angle between the stator voltage
vector and the flux vector. The incremental quantity of the load angle Δδ is related to the phase angle
of the motor’s stator flux vector.

∠ϕref = ∠ϕs,k + Δδ (5)
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The approximate linearization processing of Equation (4) is taken when the load angle is δ0

Ten = kT(δ− δ0) + T0 (6)

where,

kT =

∣∣∣ϕsn
∣∣∣

Lqn

[
ρ cos δk −

∣∣∣ϕsn
∣∣∣(ρ− 1) cos2δk] (7)

T0 = Ten
∣∣∣δk=δ0 (8)

The PI controller is used to realize torque control for the conventional DTC-SVM scheme, according
to Equation (6). The structure block diagram of the torque loop is shown in Figure 2. The close-loop
transfer function of the torque control link could be obtained from this figure, and the damping ζ and
natural characteristic frequency ωn can be derived as:

ζ =
Kp

2

√
kT

KiTs
, ωn =

√
KikT

Ts
(9)

Figure 2. The control block of the torque loop.

In the block diagram, as shown in Figure 2, the tuning processing of the parameters of the PI
controller is as follows: firstly, the expectation value of ζ is 0.707 in engineering practice. Secondly,
considering the regulation performance and the disturbance immunity of the control system, Ti can
usually be chosen as 15 Ts to 25 Ts in the digital control system, where Ti = Kp/Ki [32]. At last, the
change rate of torque kT corresponding certain load conditions is selected to calculate the parameters
of the PI controller generally.

However, kT varies for different parameters, stator flux amplitudes and load angles of the motor,
and because of the nonlinear characteristic of Equation (7), it is hard to select a particular kT to tune the
PI parameters. For example, the change curve of kT is calculated according to (7), where the stator flux
amplitude changes from 0.6 to 1.0 (per-unit value) and the load angle changes from 0.0 to 1.5 (per-unit
value), as shown in Figure 3.

Figure 3. The relationship of the torque change rate kT with the flux amplitude and load angle.
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As shown in Figure 3, kT is mainly affected by the load angle of the motor. The heavier the load is,
the smaller the value of kT is, inversely. So if kT under the rated load condition is used to calculate
the PI parameters, the kT would be increased under light load conditions. Thus, it can be known
from equation (9), ζ will be larger than 0.707 for light load operations, so the adjustment time of the
transiente torque will be longer. Conversely, if kT under the no-load condition is used, kT will be
decreased when operating under rated load conditions. Then, ζ is smaller than 0.707, which is possible
to cause an oscillation process of the torque regulation.

3. An Improved DTC-SVM Scheme

The block diagram of the proposed improved DTC-SVM scheme is presented in Figure 4. For the
reference calculation of the flux amplitude, a novel MTPA criterion expressed by the stator flux linkage
is constructed, and the reference value of flux amplitude can be obtained with Lagrange interpolation
online directly. For the reference calculation of flux phase angle, this section puts forward a novel
P-type torque controller with load angle estimation (TC-LTE), which could regulate the flux phase angle
as load angle variation. Moreover, by adding the relevant correction, compensation and limitation
blocks for the incremental quantity of the load angle Δδ, the impact of the voltage limitation circle,
rotation of the permanent magnet and load angle stability on the torque control performance could
be depressed.

Figure 4. The schematic diagram of the proposed DTC-SVM scheme.

3.1. Novel Online MPTA Scheme

By substituting (2) into (1), the following equation can be derived:

aϕ′4dn + bϕ′3dn + cϕ′2dn + dϕ′dn + eT2
enL2

qn = 0 (10)

where, a = (1 − ρ)3ρ2; b = 3ρ2(1 − ρ)2; c = 3ρ2(1 − ρ); d = ρ2; e = −(1 − ρ).
Equation (10) is a novel MTPA criterion expressed by flux linkage; it can determine the reference

flux amplitude that satisfied MTPA criterion under different load conditions directly.
In order to solve (10), Lagrange interpolation is adopted to fit the left polynomial of (10). Then, the

feasible solution of (10) is equivalent to the zero point of the fitting polynomial. At last, the reference
value of the flux amplitude can be determined with simple calculation. Assuming:

f1(ϕ′dn) = aϕ′4dn + bϕ′3dn + cϕ′2dn + dϕ′dn + eT2
enL2

qn (11)

According to the theory of Lagrange interpolation [33], there are two necessary steps to fit the
above polynomial. The first step is to confirm the solution region of (10). The second step is to select
the samples and calculate the remainder of the interpolation.
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Calculating the derivative of ϕ′dn in (11), and making this derivation equal to zero, that is:

4(1− ρ)3ϕ′3dn + 9(1− ρ)2ϕ′2dn + 6(1− ρ)ϕ′dn + 1 = 0 (12)

The above equation has a single real root 1
4(ρ−1) and a double real root 1

ρ−1 . Taking the second order

derivative at these two points, we can get d2 f1
dϕ′2dn

∣∣∣∣∣ϕ′dn=
1

4(ρ−1)
< 0 and d2 f1

dϕ′2dn

∣∣∣∣∣ϕ′dn=
1

(ρ−1)
< 0. Obviously,[

1
4(ρ−1) , f1( 1

4(ρ−1) )] and
[

1
ρ−1 , f1( 1

ρ−1 )] are the maximum points of f 1. Besides, considering the intercept

of the ϕ′dn − f 1 plot, f 1(0) = eTen
2Lqn

2 > 0, it can be concluded that (10) has one positive solution and
one negative solution. Furthermore, as shown in (1), idn < 0. Hence, the negative solution could be
the unique feasible solution of (10). The schematic diagram of the interpolation trajectory and its
remainder are drawn in Figure 5.

Figure 5. The schematic diagram of the interpolation trajectory and remainder. (a) Interpolation; (b)
remainder of interpolation.

To avoid the irreversible demagnetization of the permanent magnet, always keep ϕ′dn > −0.5 [34].
Therefore, the solution region of (10) can be determined as (−0.5, 0).

In general, the value of ϕ′dn is always small under the MTPA operation, then the interplotion
samples could be selected in [−0.25, 0]. This section adopted Lagrange parabolic interpolation to fit
the curve of f 1, and the interplotion samples are chosen as (0, C0), (−0.15, C1) and (−0.25, C2), where
C0 = f1(0) = eT2

enL2
qn, C1 = f1(ϕ′dn)

∣∣∣ϕ′dn=−0.15 and C2 = f1(ϕ′dn)
∣∣∣ϕ′dn=−0.25 , respectively. Based on

the interpolation formula [33], The final interpolation polynomial can be expressed as follows:

f2(ϕ′dn) = (26.67C0 − 66.67C1 + 26.67C2)ϕ
′2
dn + (10.67C0 − 16.67C1 + 4C2)ϕ

′
dn + C0 (13)

and the interpolation remainder for (13) is:

Rn(ϕ
′
dn) =

ϕ′dn f1′′′(ϕ′dn)

6

(
ϕ′dn + 0.15

)
(ϕ′dn + 0.25) (14)

For ϕ′dn ∈ [−0.25, 0] and ρ ∈ [1.0, 2.0], the numerical analysis results of Rn(ϕ′dn) is shown in
Figure 5b. It can be seen from this figure that −0.01 < Rn(ϕ′dn) < 0.01, thus the solution of f 2(ϕ′dn)
= 0 could be regarded as the solution of (10), approximately. This means that we can determine the
reference flux amplitude with the solution of f 2(ϕ′dn) = 0 online, and the complex process for solving
(10) directly can be avoided. Particularly, the following extra conditions must be satisfied during the
determination of the reference flux amplitude.

1. To ensure stable operation of the PMSM, the reference value of the flux amplitude [20],
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∣∣∣∣∣ϕsn,ref

∣∣∣∣∣< ρ

ρ− 1
(15)

2. If the PMSM works under no-load conditions, the electromagnetic torque and stator current are
almost zero. According to (3), ∣∣∣ϕsn,ref

∣∣∣= 1 (16)

3.2. Torque Controller with Load Angle Estimation (TC-LAE)

The control block of the proposed TC-LAE is shown Figure 4. The estimation equation of the load
angle can be expressed with stator current and flux, which is:

δk = arctan[
1.5pLqnTen∣∣∣ϕsn,k

∣∣∣2 − Lqn(ϕαiα + ϕβiβ)
] (17)

by substituting the estimated load angle into (7), we can predict the value of kT in real-time. Furthermore,
the incremental quantity of the load angle at the next control instant, which is denoted as Δδ, can be
obtained by taking the difference operation on both sides of (4), that is:

Δδ =
1
kT

ΔTen (18)

In addition, a P-type controller is employed in the TC-LAE for Δδ trimming, to depress the
impact of several disturbance factors, such as sampling error and parameter mismatches, on torque
performance. The control parameter of this P-type controller is Kc, and Kc > 0.

The conventional DTC-SVM takes a constant kT for the parameter tuning of the PI controller.
Differening from the conventional method, the proposed TC-LAE adjusts Δδ with the appropriate kT,
which is calculated based on the actual load angle. With the aid of TC-LAE, the improved DTC-SVM
can achieve a fast and consistent torque response under different load conditions.

3.3. Correction, Compensation and Limitations of Δδ

3.3.1. Correction

In DTC-SVM strategies, during large torque demands, the torque controller will give an output
that demands the selection of voltage vectors to increase the torque. However, once the reference
voltage vector tip point lies outside the hexagon, the space-vector PWM yields a negative time length,
resulting in an inevitable volt-seconds error [35,36]. A voltage vector on the hexagon boundary (the
modified reference voltage vector) must be selected and at least one back step has to be taken to
recalculate the vector time lengths that generate the modified reference voltage vector. Shown in
Figure 6, the two popular modified reference vector choices are the minimum magnitude error PWM
(MMEPWM) method (also called the one-step-optimal method), and the minimum phase error PWM
(MPEPWM) method. However, the MMEPWM and MPEPWM could not ensure the stable output of
the load angle and flux amplitude simultaneously at the transient instant [37]. Hence, a special voltage
vector correction algorithm is proposed in this section, which is shown in Figure 6.
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Figure 6. The correction algorithm of the incremental value of the load angle.

Assuming the reference torque is increased at the instant kTs, andϕsn,k donotes the current stator
flux vector;ϕref denotes the reference stator flux vector; Vref denotes the reference vetor of the stator
voltage obtained by (17), which hopes to make the stator flux vector (ϕsn,k+1) equal to ϕref at the
instant (k + 1)Ts. However, it can be seen from Figure 6 that the actual voltage vector is Vact due to the
existance of the voltage limitation circle. Consequently,ϕsn,k+1 could not followϕref under the effects
of Vact, it will lead to an ampltide error for flux control. To make sure |ϕsn,k+1| = |ϕref |, and fullly
ulitize the voltage capablity of the VSI at the same time, we should revise Δδ when the amplitude of
Vref is beyond the voltage limitation circle. On the basis of the vector raltionship in Figure 6, and with
the help of cosine theorem, the revised Δδ** can be derived as:

Δδ∗∗ = arccos(
|VrefTsn|2 −

∣∣∣ϕref
∣∣∣2 − ∣∣∣ϕsn,k

∣∣∣2
−2
∣∣∣ϕref

∣∣∣∣∣∣ϕsn,k
∣∣∣ ) (19)

where, Tsn denotes the per-unit value of the control period, and the base value of time is selected as
1/ωN, ωN is the rated electrical angular frequency of the PMSM; Vref denotes the voltage vector with
the Δδ revising algorithm, its amplitude equals the maximum value of the output voltage of the VSI.

3.3.2. Compensation

The rotor permanent magnet of the PMSM keeps rotating during normal operation. Assuming the
rotor rotates counterclockwise, and ω denotes the rotor electrical angular frequency, it can be seen from
Figure 6 that the value of Δδ obtained by controller is ωTs less than the actual required value because
of the rotation of the permanent magnet. This angular deviation will result in offsets for torque control
during high speed operations, hence it is necessary to compensate the angular deviation, that is:

Δδ∗ = Δδ+ωTs (20)

3.3.3. Limitation

Load angle stability must be ensured when the PMSM is operating under heavy load conditions,
hence, the limitation block should be utilized for Δδ adjustment. Taking the derivative of δ in (7), and
making this derivation equal to zero, the maximum load angle δm can be obtained:

δm = arccos

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ρ−
√
ρ2 + 8

∣∣∣ϕsn
∣∣∣2(ρ− 1)2

4
∣∣∣ϕsn
∣∣∣(ρ− 1)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (21)
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Therefore, the maximum allowable vaule of Δδ (denoted as Δδm) can be obtained:

Δδm = δm − δk (22)

4. Simulation Results

In order to study the control performance of the proposed TC-LAE, numerical simulations have
been carried out using Matlab/Simulink. The parameters of the control system are presented in Table 1.
It should be illustrated that the speed loop consisting of a PI controller is added out of the torque loop.
The maximum value of the output torque, which is restricted by the PI controller of the speed loop, is
1.2TN, which is 230 Nm.

Table 1. Parameters of the control system.

Parameter Symbol Value

Number of pole-pairs p 8
Permanent magnet flux of PMSM φρ 0.9031 Wb

Stator resistance of PMSM Rs 0.76 Ω
d-axis inductance of PMSM Ld 23.05 mH
q-axis inductance of PMSM Lq 24.26 mH

Rated speed of PMSM nN 300 r/min
Rated torque of PMSM TN 192 Nm
Rated voltage of PMSM vN 380 V
Rated current of PMSM IN 11.8 A

DC voltage of VSI Vdc 560 V
Switching frequency of VSI f sw 5 kHz

Sampling period of controller Ts 200 μs
Proportional coefficient of speed PI controller Kpw 100

Integral coefficient of speed PI controller Kiw 50 Ts

4.1. The Correction and Compensation for Δδ

The simulation waveforms with/without the correction algorithm for Δδ are shown in Figure 7.
The motor operates at 100 r/min with no load. When t = 1.5 s, the reference value of speed nref is set to
200 r/min, the speed PI controller reaches the positive limitation. Without the correction algorithm,
Δδ increased rapidly, resulting from the sudden increase of Tref. The amplitude of the stator voltage
vector is increased correspondingly according to the analysis in Section 3.3. As can be seen from
Figure 7, taking the voltage amplitude limitation of the SVM into consideration, when the reference
voltage (vα, vβ)is beyond the range of the voltage limitation circle, the amplitude of the stator flux
linkage |ϕs| slides for a short time and a dynamic deviation will appear between the reference value
and the actual value of the stator flux linkage. So, the stator current will increase rapidly(imax = 23 A).
With the correction algorithm, the tracking ability of the flux control is improved, and the dynamic
current is reduced effectively when the reference torque is changed suddenly(ia,max = 21 A).
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Figure 7. The simulation waveforms for the proposed DTC-SVM Scheme. (a) Waveforms with Δδ
correction; (b) waveforms with Δδ correction.

4.2. Selection of the Torque Controller Parameter, Kc

The impact of the selection of Kc on the static and dynamic performance is analyzed in this section.
The standard deviation is used to evaluate the extent of the torque ripple in the anaylsis process. That
is:

σT =

√√√
1

n− 1

n∑
i=1

(
Te(i) − Te

)2
(23)

where, Te = 1
n

n∑
i=1

Te(i), n is the number of samples and n = 1000.

In the simulation, the motor is operated stably at 100 r/min with 50 Nm. When t = 0.1 s, nref is set
to 200 r/min. When Kc is between 0.2 and 2.5, the variation rules of the static torque ripple σT and the
regulating time of electromagnetic torque td are shown in Figure 8:

1. When the value of Kc is less than 2.0, the torque ripple of the motor is small. When the value of
Kc is greater than 2.0, the static oscillation of the electromagnetic torque appears.

2. When the value of Kc is between 0.5 and 2.0, the dynamic performance of the electromagnetic
torque is basically consistent. When the value of Kc is less than 0.5, the regulating time of the
torque becomes longer. So, the dynamic performance of the system is degraded.
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Figure 8. Steady and transient torque performance of the proposed DTC-SVM scheme under different
values of Kc.

4.3. Dynamic Characteristic of the Motor Control System

The dynamic simulation waveforms of the improved DTC-SVM scheme and the conventional
DTC-SVM scheme are shown in Figure 9. In the simulation, for the conventional DTC-SVM scheme,
the parameters of the speed PI controller are consistent with Table 1, the torque PI controller are
Kp = 6.25 × 10−4 and Ti = 20 Ts. The motor is operated at a steady-state of 100 r/min with 50 Nm.
When t = 0.1 s, nref is set to −100 r/min and the motor is rotating in reverse. When t = 0.2 s, nref is set
to 100 r/min again and the motor rotates normally. When t = 0.3 s, the load is suddenly increased to
150 Nm.

Figure 9. Speed dynamic simulation waveforms. (a) The improved DTC-SVM scheme; (b) the
conventional DTC-SVM scheme.

As can be seen from Figure 9, the improved DTC-SVM scheme inherits the advantages of the
conventional scheme, which has a rapid torque response and excellent stator currents. Meanwhile,
because the torque loop of the conventional DTC-SVM is a second-order system, overshoot during
torque regulation will inevitably occur. However, the improved DTC-SVM regulates the electromagnetic
torque using kT varied with the current load condition, so overshoots of the electromagnetic torque has
been restrained to some extent.
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5. Experimental Results

To verify the feasibility and effectiveness of the improved DTC-SVM scheme, experiments have
been carried out on a 6 kW PMSM. The parameters of the experimental setup is consistant with
the simulation, which is shown in Table 1. In the experimental setup, which is shown in Figure 10,
a TMS320F28335 digital signal processor (DSP) is employed for the control strategy; the stator currents
are measured by a LA-50P Hall sensor produced by LEM® (Geneva, Switzerland), and the DC-side
voltage is measured by the VSM025A Hall sensor, and the sampling tasks of the stator currents and
DC-side voltage are accomplished by the DSP; the angular velocity is obtained from the incremental
mode optical shaft angle encoder; the electromagnetic torque is estimated with the mathematical model
of the PMSM. Besides, the sampling and control period of the DSP is 200 μs.

Figure 10. Photograph of the experimental setup.

5.1. MTPA Operation

In the simulations and experiments, the motor operated at 100 r/min. At first, the motor is
operated at 20 Nm, and the load is added at 20 Nm per time, until the load reaches 200 Nm. The actual
electromagnetic torque, amplitude of stator flux linkage, average value of d-/q-axis currents and RMS
value of the phase current under each load condition are measured, and the experimental data are
plotted in Figure 11.

Figure 11. The performance of proposed on-line maximum torque per ampere (MTPA) method. (a) id –
iq plot; (b) Te − |s| plot; (c) Te – IA plot.

It can be seen from Figure 11 that the MTPA trajectory obtained by simulation and experiments
with the proposed online MTPA method almost coincide with the theoretical MTPA trajectory based
on Equation (1).

5.2. Torque Control Performance

Figures 12 and 13 give the experimental waveforms with the conventional DTC-SVM scheme
using two different parameters of torque PI controllers, which are calculated with kT under no-load and
rated load conditions, respectively. Figure 14 gives the experimental waveforms with the improved
DTC-SVM scheme. In the experiments, firstly, the motor is operated at 100 r/min with no load and
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50 Nm load, respetively. Next, the reference speed is increased to 200 r/min. Besides, to assure
the incremental quantities of electromagnetic torque are consistent for different load conditions,
the limitation of the speed PI controller is set to 100 Nm when the motor is operating under the no load
condition, and 150 Nm for the 50 Nm load, correspondingly.

In Figure 12, the parameters of the torque controller of the conventional DTC-SVM scheme are
calculated by the constant kT corresponding to the no load condition. Then, it can be obtained that
Kp = 6.25 × 10−4 and Ti = 20 Ts. It can be seen from Figure 12 that the motor has favorable torque
performance when operating under the no load condition. However, the dampening of the torque
loop will be decreased on account of the decreased kT when the motor operates with a 50 Nm load,
and this will cause na oscillation process during the transiente torque.

In Figure 13, the parameters of the torque controller of the conventional DTC-SVM scheme are
calculated by the constant kT corresponding to the rated load condition. Then, it can be obtained Kp =

2.0 × 10−4 and Ti = 20 Ts. It can be seen from Figure 13 that the torque response is favorable when
the motor is operated with a 50 Nm load. However, the damping of the torque loop will be increased
because of the increment of kT when the motor is operating under the no load condition, resulting in a
longer regualtion time of the eletromagnetic torque than the no load condition.

It can be seen from Figure 14 that the motor has a rapid and consistent torque response when
operated under different load conditions for the proposed DTC-SVM scheme.

Figure 12. Experimental waveforms of the conventional DTC-SVM scheme during transient operation
at Kp = 6.25 × 10−4; Ti = 20 Ts. (a) No load; (b) 50 Nm load.

Figure 13. Experimental waveforms of the conventional DTC-SVM scheme during transient operation
at Kp = 2.0 × 10−4; Ti = 20 Ts. (a) No load; (b) 50 Nm load.
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Figure 14. Experimental waveforms of the improved and conventional DTC-SVM scheme during
transient operation. (a) No load; (b) 50 Nm load.

5.3. Characteristics of the Torque Controller

Figure 15 gives experimental waveforms with/without the compensation algorithm mentioned in
Section 3.3. In the experiment, the motor is operated at 200 r/min with no load steadily. As shown
in Figure 15, with the compensation algorithm, the electromagnetic torque could track its reference
value without static error. While without the compensation algorithm, there are deviations between
the electromagnetic torque and reference torque.

Figure 15. Experimental waveforms with/without compensation for the proposed DTC-SVM. (a)
Without compensation; (b) with compensation.

Figure 16 gives the experimental waveforms of torque response for the value of Kc equal to 0.2,
1.0 and 2.0, respectively. In the experiments, firstly, the motor is operated at 100 r/min with no load.
Next, the load is increased to 50 Nm. As can be seen from Figure 16, with the increase of Kc, the ripple
amplitude of the static torque is also increased, but the motor has a faster torque dynamic response;
with the decrease of Kc, although the ripple amplitude of the static torque is decreased, the dynamic
performance of the motor deteriorated. Obviously, the above experimental results are consistent with
the simulation.
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Figure 16. Transient and steady torque performance of the proposed DTC-SVM scheme with different
values of Kc. (a) Kc = 0.2; (b) Kc = 1.0; (c) Kc = 2.0.

6. Conclusions

The constant torque change rate is used to regulate the electromagnetic torque in the conventional
DTC-SVM, and the variation of the torque change rate has not been taken into consideration. Therefore,
this kind of control mode will lead to a phenomenon where dampening of the torque control changes
with the variation of the output torques. So, the dynamic performances of the electromagnetic torque
are different under different output torque conditions. In order to solve this problem, this paper puts
forward an improved DTC-SVM scheme. Compared with the conventional scheme, the proposed
scheme adopts a torque controller with torque angle estimation (TC-LAE). With this torque controller,
the torque change rate is adjusted in real-time according to the variation of the output electromagnetic
torques. The dynamic performance of the torque control is improved. Meanwhile, for the determination
of the reference flux amplitude, the MTPA criterion expressed by the flux linkage is established and the
Lagrange interpolation fitting method is used to realize the on-line MTPA operation of the PMSM. With
the proposed online MTPA method, we can determine the reference flux amplitude directly that could
ensure the PMSM-MTPA operation, instead of utilizing the traditional two-dimensional look-up table.
The simulation and experimental results of the improved and conventional scheme were researched
using a 6 kW PMSM. The conclusions are as follows:

1. The improved scheme inherits the advantages of the conventional DTC-SVM scheme. The torque
control ability under different load conditions has been improved; the impact of load variation on
torque performance has been eliminated.

2. The reference value of the stator voltage given by the torque controller maybe exceed the
range of the voltage limitation circle when the electromagnetic torque is changed suddenly.
Then, the tracking deviation of the flux occurs and causes an impulse of the current. With the
corresponding correction algorithm, the impact of the voltage limitation circle on the performance
of torque control is eliminated.

3. To eliminate the deviation of torque control resulting from the rotation of the permanent magnet;
a compensation term was added to the reference value of the flux phase angle in the improved
scheme, and a no-error control of the electromagnetic torque was realized.

4. The selection of the torque control parameter Kc will impact the torque control performance
in the improved scheme. The selection of Kc is analyzed by the simulation and experiment.
The analysis results show that the torque ripple becomes greater when the Kc is large; the dynamic
performance of the torque is degraded when the Kc is small.
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Nomenclature

v, i, ϕs, ϕr Stator voltage, current and flux, permanent magnet flux
ϕs, Vs, Is Stator flux, voltage and current vector
ωm, ω Mechanical and electrical angular velocity
Te, δ, ρ Electromagnetic torque, load angle and salient rate of the motor
p, L, R Number of pole pairs, stator inductance, stator resistance
kT, Kc Change rate of torque, control parameter of load angle controller
Kp, Ki, Ts Proportionality coefficient, integral coefficient and control period
ABC, αβ, dq Three-phase, two-phase stationary frame and rotating reference frame
|·|, ∠, Δ Amplitude and phase angle of vector, Incremental quantity of variables
b, n, N (subscript) Base value, per-unit value and rated value
k, (subscript) Variables at the instant kTs

ref, 0 (subscript) Reference value and balance point value
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Abstract: Interior permanent magnet synchronous motors (IPMSMs) are usually used in electric
vehicle drives and in other applications. In order to enlarge the speed range of IPMSMs,
the flux-weakening control method is adopted. The traditional flux-weakening control strategy
degrades the control performance because of parameter mismatches caused by variation of motor
parameters. An improved uncertainty and disturbance estimator (UDE)-based flux-weakening control
strategy is proposed for IPMSM drives in this paper. The parameter tuning method in the UDE-based
control is improved. In addition, a flux-weakening adjusting factor is put forward to reduce the
torque fluctuation when the operation point switches between the constant torque region and the
flux-weakening region. This factor can be adjusted online by a lookup table. Finally, the validity of
proposed method is verified by the simulation and experimental results. The results show that the
proposed control strategy can effectively enhance the robustness of the system in the flux-weakening
region, and make the system switch more smoothly between the constant torque region and the
flux-weakening region.

Keywords: IPMSM; uncertainty and disturbance estimator; flux-weakening control

1. Introduction

Interior permanent magnet synchronous motors (IPMSMs) have been widely used in the electric
vehicle (EV) drives due to their simple structure, wide speed range, high power, and torque density.
IPMSMs often run above the rated speed in some applications, such as EVs, which is the maximum
speed that the motor can obtain in the constant torque region. The flux-weakening control is usually
adopted in an IPMSM system for acquiring higher speed and meeting the application demand.
A negative d-axis current is injected to the stator windings in the flux-weakening control strategy.
The air gap magnetic field of an IPMSM is reduced under the direct axis armature reaction caused by
negative d-axis current. Then, the motor speed increases as the magnetic field reduction. The copper
and iron losses of IPMSMs increase with an increase in speed, which results in the temperature rising.
The parameters of IPMSMs, such as stator resistance and inductance, vary nonlinearity with the
temperature rising. The control performance of the IPMSM system is degraded under uncertain
parameter variation. Meanwhile, the torque fluctuation caused by switching between the constant
torque region and the flux-weakening region bring adverse effects to the smoothness of IPMSMs.

An improved feedforward control strategy is proposed to reduce the impacts from parameter
variation caused by flux-weakening control in [1–4]. The reference values of d-axis and q-axis currents
are given by a lookup table. The parameter identification is adopted in flux-weakening control to
enhance the systemic robustness in [5,6]. The parameters of the motor can be identified online using this
method. The influence of magnetic saturation and stator resistance are considered in [7], and an optimal
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control strategy is proposed. However, the flux observation is limited by the rotor position in this
strategy. A linearized and constrained model predictive control is put forward to the flux-weakening
control in [8]. However, this method involves a large amount of calculation and is extremely sensitive
to parameter variation. In order to suppress the influence of parameter variation on the system,
a voltage feedback control strategy is applied in the flux-weakening region. A flux-weakening current
output by a proportional integral (PI) controller is added to the d-axis current reference. The input of
the PI controller is the difference between the output voltage amplitude and the maximum available
voltage amplitude of inverter. This method is simple, independent of motor parameters, and has
good robustness, but the dynamic performance needs to be improved. The conventional voltage
feedback method is improved in [9]. The difference between DC link voltage and output voltage of
current controller is used to calculate the phase angle of reference current space vector by an adaptive
algorithm. However, the global stability of the IPMSM system cannot be guaranteed. A single current
regulator is proposed to improve the voltage utilization of the DC bus in [10]. This method eliminates
the poor effect caused by the coupling of the d and q axis current, but the decrease of efficiency and
stability is still not to be ignored. A line modulation-based flux-weakening control was proposed to
maximize the DC bus voltage utilization in [11].

The difference between the output voltage amplitude and the maximum voltage amplitude of
the inverter is regarded as the judgment of whether to enter the flux-weakening region to reduce
the switching fluctuation caused by different control algorithms in constant torque region and
flux-weakening region in [2,8,12,13]. A variable coefficient is used to adjust the stator flux linkage
which contributes to generating the maximum and most suitable torque and to achieve smooth
switching [3]. The d-axis current reference is modified by comparing the switching period and
summation of active switching times for inverter pulse width modulation control in the flux-weakening
region, thus extending the hexagon of the space vector modulation in [14]. The smooth switching
between the constant torque region and the flux-weakening region is realized by using the amplitude
of inverter output voltage and d-axis current as input of set-reset flip-flop in [15].

Recently, an uncertainty and disturbance estimator (UDE)-based control has attracted much
attention and has been applied to unknown time delay systems, nonlinear systems, and power
converters [16–22]. The algorithm assumes that an unknown continuous signal can be estimated by
an appropriate filter and compensated to the control system. It is helpful for solving the problem
that the control performance deteriorates due to the parameter variations in flux-weakening control
and has strong robustness. The UDE-based method is applied to the inverter for improving the
output voltage quality of the inverter and reducing the total harmonic distortion in [16,17], and this
method improves the stability of the system in nonaffine and nonlinear systems [18]. The UDE-based
control is applied to surface permanent magnet synchronous motor and proposes a simple parameter
tuning algorithm in [19], but does not analyze the operating condition in flux-weakening regions.
The influence of different filters on the system has been discussed in detail [20]. The asymptotic
tracking and disturbance suppression are realized under different types of reference values.

In this paper, an improved UDE-based flux-weakening control strategy for an IPMSM system is
proposed to solve the poor robustness caused by parameter variation in the flux-weakening region,
and the torque fluctuation when the operation point switches between the constant torque region
and flux-weakening region. The motor model and flux-weakening control strategy are presented in
Section 2. The UDE-based control is introduced and the parameter tuning method is improved in
Section 3. The flux-weakening adjusting factor and its lookup table method are proposed in Section 4.
The analysis of parameter mismatches is carried out in Section 5. The experimental validation of
proposed method is carried out in Section 6. Finally, Section 7 comprises the summary.
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2. Mode and Flux-Weakening Control Strategy

The model of an IPMSM in the synchronous rotating coordinate system is expressed as

ud = Rsid + Ld
did
dt
−ωeLqiq, (1)

uq = Rsiq + Lq
diq
dt

+ωeLdid +ωeψf, (2)

Te =
3
2

p
[
ψfiq +

(
Ld − Lq

)
idiq
]
, (3)

where Rs, Ld, and Lq are the stator resistance, d-axis, and q-axis inductance, respectively; ψf is
permanent magnet flux linkage; p is pole pairs; id and iq are d-axis and q-axis currents; ωe is the electric
angular of rotor; and Te is the electromagnetic torque.

The maximum torque per ampere (MTPA) control strategy is often used in IPMSMs to achieve
the optimal configuration of the given current when the IPMSM runs in the constant torque region.
This strategy makes full use of the reluctance torque due to the difference between Ld and Lq. It can
minimize the stator current at the same electromagnetic torque. In the MTPA, the d-axis current
id*.MTPA is shown as

i∗d.MTPA =
ψf −

√
4
(
Lq − Ld

)2
(i∗q)

2 −ψf
2

2
(
Lq − Ld

) , (4)

where iq* stands for the q-axis current reference which is obtained by the output of the speed controller.
A valid operating point of the IPMSM is limited by the voltage and current constraints. Considering

the influence of the stator resistance, the voltage and current constraints are shown as follows:

(Ldid +ψf)
2 + (Lqiq)

2 ≤ (
Usmax −RsIsmax

ωe
)

2
, (5)

i2d + i2q ≤ I2
smax, (6)

where Usmax and Ismax represent the maximum voltage and maximum current, and they are limited by
the inverter and motor.

The reference voltage output obtained by the current controller can reach or exceed the maximum
value of the inverter with the increase of motor speed. Thus, the MTPA control strategy cannot
further improve the speed of the IPMSM. The flux-weakening control is usually adopted to solve this
problem. The negative d-axis current is further increased in flux-weakening region. According to the
Equations (5) and (6), the d-axis current i*d.FW in flux-weakening control is expressed as follows:

i∗d.FW =
−ψf +

√(
Usmax−RsIsmax

ωe

)2 − (Lqi∗q
)2

Ld
. (7)

The MTPA control strategy is adopted when the motor is running in the constant torque region,
and the motor is switched to flux-weakening control when the motor speed is higher than the maximum
speed of the constant torque region. The traditional control strategy based on PI controller is shown in
Figure 1.
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Figure 1. The traditional control strategy based on PI controller.

It can be seen from Figure 1 that the d-axis current is calculated by formulas. The parameters
of PI controller cannot match well with the variable motor parameter caused by flux weakening.
This leads to the performance decline of the IPMSM system. In addition, the fluctuation caused by the
switching between the constant torque region and flux-weakening region at a fixed speed is necessary
to be solved.

3. The Design of UDE-Based Control

The uncertainty and disturbance are regarded as unknown signal in a UDE-based control system.
A stable reference model is used to satisfy the desired tracking performance of the closed-loop system.
Uncertainties and disturbances are compensated to the controller by using an appropriate filter.
Thus, the control law of UDE-based control is obtained.

The motor parameter variations and systemic random disturbances are regarded as an unknown
signal in the IPMSM control system. The current-loop model of UDE-based control under the
synchronous rotating coordinate system is obtained as

did
dt

= −Rs

Ld
id +ωe

Lq

Ld
iq +

1
Ld

ud + fd + Dd, (8)

diq
dt

= −Rs

Lq
iq −ωe

Ld

Lq
id +

1
Lq

uq − 1
Lq
ωeψf + fq + Dq, (9)

where Dd and Dq are the d-axis and q-axis systemic random disturbances; f d and f q are the d-axis and
q-axis uncertainties caused by the variations of motor resistance, inductances, and flux linkage. The f d

and f q are expressed as the average current ripple vector in sample period (0, Ts] and (Ts, 2Ts] are
defined as follows: ⎧⎪⎪⎪⎨⎪⎪⎪⎩ fd = −ΔRs

Ld
id − ΔLd

Ld

did
dt +ωe

ΔLq
Ld

iq
fq = −ΔRs

Lq
iq − ΔLq

Lq

diq
dt −ωe

ΔLd
Lq

id −ωe
Δψf
Lq

. (10)

Equations (8) and (9) can be rewritten in matrix from as

.
x(t) = Ax(t) + Bu(t) + d0(t) + f (t) + D(t), (11)

where x(t) = [id iq]T, u(t) = [ud uq]T, f (t) = [f d f q]T, D(t) = [Dd Dq]T,

d0(t) =

⎡⎢⎢⎢⎢⎣ 0
−ωeψf

Lq

⎤⎥⎥⎥⎥⎦, A =

⎡⎢⎢⎢⎢⎢⎣ −Rs
Ld

ωe
Lq
Ld

−ωe
Ld
Lq

−Rs
Lq

⎤⎥⎥⎥⎥⎥⎦, B =

⎡⎢⎢⎢⎢⎣ 1
Ld

0
0 1

Lq

⎤⎥⎥⎥⎥⎦.
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3.1. The Reference Model

A stable reference model is used to achieve asymptotic tracking of the motor reference current
in UDE-based control. The selection of reference model is related to control object. According to the
structure of the IPMSM control system, the following linear reference model is adopted.

.
xm(t) = Amxm(t) + Bmc(t), (12)

where xm = [idm iqm]T is the d-axis and q-axis current reference state vector, c = [id* iq*]T is the d-axis
and q-axis current reference command vector.

xm(t) and c(t) are the second-order matrices selected in the reference model for achieving the
desired tracking performance of the control system. Due to the difference between the d-axis and
q-axis inductances in IPMSMs, the coefficient matrix of reference model is given as

Am =

[ −α 0
0 −β

]
, Bm =

[
α 0
0 β

]
, (13)

where α and β are two independent positive real numbers.
Based on the above reference model, the currents can asymptotically track the reference state

vector of the d-axis and q-axis current by controlling the input voltage u(t) of the control system.
The tracking error and dynamic error are expressed as

e(t) = xm(t) − x(t), (14)

.
e(t) = (Am + K)e(t), (15)

where K is an error feedback gain matrix of the reference model which is used to guarantee the
system stability.

When K is a zero matrix, the current state vector can be expressed as follows by combining
Equations (12), (14) and (15).

.
x(t) = Amx(t) + Bmc(t), (16)

since matrix B and Bm are invertible as they are both diagonal matrices. By substituting (16) into (11),
the input u(t) can be expressed as

u(t) = B−1[Amx(t) + Bmc(t) −Ax(t) − d0(t) − f (t) −D(t)]. (17)

If (17) is used as the input of the control system, by substituting (17) into (15), the error dynamics
of current is obtained:

.
e(t) = Ame(t). (18)

The eigenvalues −α and −β of the matrix Am are negative, so the dynamic tracking error of current
is asymptotically stable according to Lyapunov stability theory. The error feedback gain matrix K
should be selected as a zero matrix. From Equation (17), the control input u(t) can maintain stability of
the reference model tracking the current. However, u(t) cannot be directly used in the control system
because of the parameter uncertainties and systemic random disturbances.

3.2. The UDE-Based Control Law

In [22], the uncertainty and disturbance are estimated and compensated in the linear time invariant
system by a filter with desired bandwidth, and this method improves the robustness of the system.
The parameter uncertainties and systemic random disturbances of motor can be defined as

ude(t) = f (t) + D(t). (19)
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According to the current state Equation (11), Equation (19) is further written as

ude(t) =
.
x(t) −Ax(t) − Bu(t) − d0(t). (20)

From Equation (20), it can be seen that the motor parameter uncertainties and the systemic random
disturbances can be represented by the known state variable x(t) and the control variable u(t). The filter
gf(t) is designed with unity gain and zero phase shifts for estimating the parameters uncertainties and
the systematic random disturbances. The estimating value can be expressed as

ûde(t) = [ f (t) + D(t)] ∗ g f (t) =
[ .
x(t) −Ax(t) − Bu(t)− d0(t)] ∗ g f (t), (21)

where “*” is the convolution operator.
The design of the filter is mainly related to the suppression ability of the parameter uncertainties and

systemic random disturbances. A detailed discussion is made for the step and sinusoidal disturbances
in [20], and the corresponding filter is designed to achieve asymptotic tracking. Considering that the
disturbance of IPMSM control system is mainly step signals, it is sufficient to choose a first-order
low-pass filter to meet the actual working conditions. The frequency domain transfer function of
filter is

G f (s) =
1

Ts + 1
=

γ

s + γ
, (22)

where γ = 1/T and γ is the bandwidth for the selected first-order low-pass filter.
Therefore, the frequency domain form of the parameter uncertainties and systematic random

disturbances can be expressed as

Ude(s) =
[ .
X(s) −AX(s) − BU(s) − D0(s)]G f (s). (23)

The UDE-based control law can be obtained by substituting (23) into the frequency domain form
of (17).

U(s) = B−1
[

1
1−G f (s)

(AmXm(s) + BmC(s)) −AX(s) −D0(s) −
sG f (s)

1−G f (s)
X(s)
]

(24)

By simplification, Equation (24) can be rewritten as follows:

U(s) = B−1[AmXm(s) + BmC(s) − (AX(s)+ D0(s)) + KPE(s) + KI
1
s

E(s)
]
, (25)

where

KP = (γI −Am) =

[
α+ γ 0

0 β+ γ

]
,KI = −γAm =

[
α× γ 0

0 β× γ
]
=

[
Md 0
0 Mq

]
.

From the Equation (25), the traditional UDE-based control without parameter tuning is shown
in Figure 2. This structure is mainly divided into three parts, including differential feedforward,
PI regulator, and model inversion.
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Figure 2. The traditional uncertainty and disturbance estimator (UDE)-based control without
parameter tuning.

The eigenvalues −α and −β of the matrix Am are influenced by the system itself, so the adjustable
range of Am is small and γ plays an important role in asymptotic reference tracking. A simple dual-loop
parameter tuning algorithm for PMSMs is adjusted by the current reference tracking performance
in [19]. This method avoids the trial-and-error procedure, but is not suitable for IPMSMs.

3.3. Parameter Tuning Method

The rapidity of system response depends on KP, while the following performance depends on
KI. The KP and KI can be adjusted by tuning α, β, and γ in order to achieve the asymptotic following
of the current reference in UDE-based control. The tracking performance is not only related to
known disturbances, but also influenced by unknown external disturbances. Therefore, the following
performance can be further improved by tuning KI online when KP is determined. The KI is represented
by intrinsic components Md and Mq and variable components Nd and Nq in this paper. The new
integral gain K̃I is shown in (26).

K̃I =

[
Md + Nd 0

0 Mq + Nq

]
(26)

The intrinsic components Md and Mq can be determined by previous analysis. The variable
components Nd and Nq can be obtained by the out of proportional component whose inputs are the
d-axis and q-axis current tracking errors. Thus, the online tuning of KI can be achieved. The d-axis
current is negative, and the q-axis current is positive in the control process. Therefore, the d-axis
current tracking error is obtained by subtracting the given value from the feedback value. On the
contrary, the q-axis current tracking error is obtained by subtracting the feedback value from the given
value. This method can guarantee the positive output of proportional component during the bigger
current errors. The coefficients KId and KIq are used to represent variation of Nd and Nq. Equation (26)
is rewritten as follows: ⎧⎪⎪⎨⎪⎪⎩ Md + Nd = α× γ+ KId

(
id − i∗d

)
Mq + Nq = β× γ+ KIq

(
i∗q − iq

) . (27)

Therefore, the structure of the improved UDE-based control with parameter tuning is shown in
Figure 3.
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Figure 3. The improved UDE-based control with parameter tuning.

4. The Flux-Weakening Switching Control

4.1. Analysis of Switching Point

The two different d-axis current calculation methods need to be switched when the motor is
switched between the constant torque region and the flux-weakening region. Considering the motor
parameter variations, Equations (4) and (7) can be expressed as

i∗d.MTPA =
ψ̃f −

√
4
(̃
Lq − L̃d

)2
(i∗q)

2 − ψ̃f
2

2
(̃
Lq − L̃d

) , (28)

i∗d.FW =
−ψ̃f +

√(
Usmax−R̃sIsmax

ωe

)2
−
(̃
Lqi∗q
)2

L̃d
, (29)

where “~” represents a variable scalar.
It can be seen from (28) and (29) that the d-axis current of the smooth switching point fluctuates

due to the motor parameter variations. The currents at the selected switching points are usually smaller
than that of the ideal switching points for ensuring the stability. The voltage and current constraints
are represented in the plane of d-q axis current, as shown in Figure 4.

 
Figure 4. The voltage and current constrains.

The maximum speed of the MTPA control strategy can reach point A in the constant torque
region, that is, the theoretical switching point, and the corresponding d-axis current is A′. The optimal
switching point is the point which does not lead any fluctuation during the switching. The optimal
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switching point may deviate from A to B or C, which leads to corresponding current deviation from A′
to B′ or C′ because of the motor parameter variations. Thus, the deviation of flux-weakening current
may result in fluctuations during switching. The d-axis current can be adjusted with the size of voltage
limit ellipse in a small range.

4.2. Flux-Weakening Adjusting Factor

From the above analysis, it is known that the d-axis current can be regulated by changing the
size of voltage limit ellipse in a small range so that the flux-weakening current can reach the optimal
switching point.

The d-axis current is calculated by the (7) in flux-weakening region. The voltage-drop on the
stator resistance RsIsmax is very small, so the RsIsmax/ωe can be ignored with the increase of motor
speed. A flux-weakening adjusting factor k is introduced before the speed in (7) and the d-axis current
in flux-weakening region ĩ∗d.FW can be written as

ĩ∗d.FW =
−ψf +

√(
Usmax
k·ωe

)2 − (Lqi∗q
)2

Ld
. (30)

It can be seen from (30) that the size of voltage limit ellipse can be regulated by adjusting the
factor k, so that the d-axis current reaches the optimal switching point.

4.3. Online Control Method

The error between the d-axis current reference under MTPA control and the d-axis current reference
under flux-weakening control is defined as the reference error of d-axis current.

i∗d.error = i∗d.MTPA − i∗d.FW (31)

The d-axis current under different methods can be reflected by the reference error of d-axis current
considering the motor parameter variations, and the load torque can be regarded as the function of
q-axis current reference. The flux-weakening adjusting factor k can be determined by the reference
error of d-axis current i*d.error and the q-axis current reference iq*. Therefore, the i*d.error and iq* can
reflect the switching situation in real time.

Due to the transience of switching period, it is significant to obtain the factor k in a current control
cycle. The lookup table method is effective for getting the k value as quickly as possible. Figure 5
shows a 3D table of the factor k varies with i*d.error and iq*. The DC bus voltage range is from 270 to
320 V, with an interval of 5 V, and the given speed ramp range is from 0 to 1.1, with an interval of 0.1 in
the table. The given speed ramp is defined as reached speed per unit time, where 1 represents the
speed, that reaches 3000 r/min per second. The base value of i*d.error and iq* is 62.5 A.

Figure 5. The 3D table of k varying with i*d.error and iq*.
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From the above analysis, the improved UDE-based control strategy for IPMSMs is shown in
Figure 6.

 
Figure 6. The improved UDE-based control strategy for interior permanent magnet synchronous
motors (IPMSMs).

5. Analysis of Parameter Mismatches

The d-axis inductance, q-axis inductance, and flux linkage vary with the increase in speed,
which results in parameter mismatches. The parameter mismatches between the controller and the
motor reduce the systemic control performance. The mismatch of flux linkage is usually ignored in
flux-weakening control. The robust analysis of parameter mismatches is implemented by combining
with Bode plots of the transfer function in the traditional PI controller, the traditional UDE-based
control without parameter tuning, and the improved UDE-based control with parameter tuning.
The nominal parameters of an IPMSM in simulation are listed in Table 1, which are the same as for the
experimental motor.

Table 1. Motor parameters.

Parameter Value Parameter Value

Rated power 20 kW Stator resistance 11.4 mΩ
Rated voltage 320 V d-axis inductance 0.2 mH
Rated current 62.5 A q-axis inductance 0.555 mH
Rated speed 3000 r/min Flux linkage 0.07574 Wb
Rated torque 64 Nm Pole pairs 4

Rated frequency 200 Hz

The variation of d-axis and q-axis inductance with 20% nominal value is utilized to analyze
the robustness of parameter mismatches in the flux-weakening region. The speed of the motor is
6000 r/min, the angular velocity is 2513 rad/s, the q-axis current is 84 A, and the d-axis current is
obtained using Formula (7). Figure 7 are the Bode plots of parameter mismatches in the traditional
control strategy-based PI controller, the traditional UDE-based control without parameter tuning, and
the improved UDE-based control with parameter tuning. The parameters in controller are nominal Ld

and Lq. The actual motor parameters are Ld
′ and Lq

′.
It can be seen that the Bode plot of the traditional control strategy-based PI controller masks the

Bode plot of the traditional UDE-based control without parameter tuning, which illustrates that the
essence of traditional UDE-based control is same as the traditional control strategy. The improved
UDE-based control optimizes the phase margin in the operation area compared with the traditional PI
controller and traditional UDE-based control. The Bode plots of nominal parameters is shown by a
black line in Figure 7, and the Bode plots considering the parameter mismatches are shown by green
and red lines. The phase margin is reduced when the controller parameters are larger than the motor
parameters, which is not conducive to the stability of the system. The phase margin is improved when
the parameters of the controller are less than those of the motor, which is beneficial to the stability of
the system.
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Figure 7. Bode plots of current loops.

6. Experimental Results and Analysis

Some experiments are carried out to verify the validity of the improved UDE-based flux-weakening
control strategy for IPMSMs. The experimental system is shown in Figure 8. In the experimental
system, a two-level voltage source inverter is utilized, and TMS320F28335DSP is used as the core
controller. The speed and position signal are obtained by a photoelectric encoder. The control frequency
is 10 kHz, which is the same as pulse width modulation (PWM) frequency. The nominal parameters of
the test IPMSM in the experiments are listed in Table 1.

Figure 8. Experimental platform.

6.1. Tracking Performance in Constant Torque Region

The tracking performance experiments in constant torque region are carried out under the
traditional PI control, the traditional UDE-based control without parameter tuning. The waveforms of
d-axis current, q-axis current, speed, and torque under the three methods are respectively shown in
Figure 9a–c. The given speed ramp is set to 1500 r/min per second, and the motor runs without loads.
The parameters of reference model and filter are α = 5100, β = 8500, and γ = 0.00007 in the traditional
UDE-based control without parameter tuning and improved UDE-based control with parameter tuning.
The coefficients of variable components in the improved UDE-based control are KId = 0.0009 and
KIq = 0.0004. The variable components Nd, Nq are shown in Figure 10.

It can be seen from above results that the traditional PI controller and the improved UDE-based
control with parameter tuning meet the tracking performance of d-axis and q-axis current in the
constant torque region. However, the traditional UDE-based control without parameter tuning cannot
follow the reference currents closely and eliminate steady errors. Meanwhile, the improved UDE-based
control avoids turning the parameters α, β, and γ by adjusting KId and KIq. The complexity of parameter
turning is effectively reduced.
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(a) (b) (c) 

Figure 9. Tracking performance in the constant torque region: (a) The traditional control strategy-based
PI controller; (b) The traditional UDE-based control without parameter tuning; (c) The improved
UDE-based control with parameter tuning.

 
Figure 10. Experimental waveform of Nd, Nq in the improved UDE-based control strategy.

Thus, the traditional UDE-based control without parameter tuning is not suitable for the IPMSM
drives. The traditional control strategy-based PI controller in Figure 1 and the improved UDE-based
control strategy in Figure 6 are used to compare the tracking performance in the flux-weakening region
of IPMSMs.

6.2. Tracking Performance in the Flux-Weakening Region

The tracking waveforms of the traditional control strategy-based PI controller and the improved
UDE-based control strategy in the flux-weakening region are shown in Figure 11.

The given speed ramp is set to 600 r/min per second and the motor runs without loads. The speed
of switching point is set at 4500 r/min which is the same as the simulation. The above KId and KIq

are needed to adjust to suitable for the flux-weakening region. The adjusted KId and KIq are 0.0012
and 0.016. It indicates that increasing coefficients of variable components is helpful to improve the
tracking performance.

It can be seen from Figure 11 that the two methods generate d-axis and q-axis current fluctuations
in flux-weakening region, which leads to the increase in torque ripple. However, the d-axis current and
torque fluctuation under the proposed method is obviously suppressed. The d-axis current fluctuation
is reduced from 63 to 41 A, and the torque ripple is reduced from 30 to 19.75 Nm at 6000 r/min.
The steady-state current fluctuation and torque ripple are lower after reaching 6000 r/min.

The standard deviation (SD) analysis of above experimental results is shown in Table 2. It can be
seen that the standard deviation of steady-state d-axis current, q-axis current, speed, and torque are
reduced by 24%, 41.24%, 0.785%, and 22.32% respectively. Thus, the proposed method reduces the
current and torque ripples effectively in the flux-weakening region, which is consistent with the above
theoretical analysis.
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(a) 

 
(b) 

Figure 11. Tracking performance in the flux-weakening region: (a) The traditional control strategy-based
PI controller; (b) The improved UDE-based control strategy.

Table 2. The comparison of SD without parameter mismatches.

Steady-State Value Traditional Method Proposed Method Reduction Rate

d-axis current 4.3504 2.5564 41.24%
q-axis current 3.1577 2.3998 24.00%

Speed 83.56 82.904 0.79%
Torque 2.29716 1.7844 22.32%

Figure 12 shows the loading and unloading waveforms of d-axis current, q-axis current, speed,
and torque in the flux-weakening region at 6000 r/min by using the above two methods. The motor
runs in 6000 r/min and 8 Nm load conditions. The dynamometer suddenly loads 20 Nm to the motor.
After a period of stable operation, the dynamometer suddenly reduces to 20 Nm load to reach stability.

 
(a) 

 
(b) 

Figure 12. The loading and unloading waveforms in the flux-weakening region: (a) The traditional
control strategy-based PI controller; (b) The improved UDE-based control strategy.
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It can be seen from the Figure 12 that the improved UDE-based control strategy improves the
tracking performance of current loop and reduces the current and torque fluctuations during sudden
loading and unloading. In the meantime, the improved UDE-based control strategy has a certain
ability to suppress the random interference in the system.

6.3. The Flux-Weakening Switching

It is evident that the switching fluctuation of d-axis current and torque is existent between the
constant torque region and the flux-weakening region in Figure 11. The flux-weakening switching
control-based lookup table method is adopted in the improved UDE-based control strategy for
suppressing the switching fluctuations.

The waveforms of d-axis current, q-axis current, speed, and torque under different load torques
are shown in Figure 13. The switching point is also set at 4500 r/min. The initial load torques in
Figure 13a–c are 35, 26, and 21 Nm, respectively. The corresponding given speed ramps are set to 1500,
1000, and 750 r/min per second. The values of k are 0.85, 0.82, and 0.8, which are given by the 3D table
shown in Figure 5.

 
(a) 

 
(b) 

 
(c) 

Figure 13. The flux-weakening switching waveforms under different load torque: (a) TL = 35 Nm;
(b) TL = 26 Nm; (c) TL = 21 Nm.

Compared with the d-axis current and torque in Figures 11 and 13, just as shown in the dotted line
frame, the flux-weakening switching control-based lookup table method realizes smooth switching
under different load torques. Since the essence of the proposed flux-weakening switching control
based on lookup table is to control the reference error of d-axis current, the proposed switching control
method thus makes the system switch more smoothly between the constant torque region and the
flux-weakening region. The proposed switching method is simple compared with the traditional
method. The lookup table method does not add additional computation to the control system. It is
only necessary to establish a parameter table for the same type of motor, so as to avoid the complexity
of establishing multiple parameter tables.

6.4. Analysis of Parameter Mismatches

Figures 11 and 13 show the experimental waveforms with nominal parameters of IPMSMs in
the controller. It can be seen that the control performance has degraded when the motor runs in
the flux-weakening region. According to the analysis of parameter mismatches, the variation of
d-axis inductance and q-axis inductance with 20% nominal value in controller is utilized to verify
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the robustness of parameter mismatches in flux-weakening control. The waveforms with Ld0 = 1.2Ld

and Lq0 = 1.2Lq are shown in Figure 14. It can be seen that the traditional control strategy based
on PI controller further increase the current and torque ripples because of parameter mismatches in
Figure 14a. The improved UDE-based control strategy still effectively depresses the ripples in steady
and transient states in Figure 14b. When the speed reaches 6000 r/min, the steady-state torque ripple
decreases from 42 to 25 Nm, and the maximum transient-state torque ripple is reduced from 50 to
40 Nm.

 
(a) (b) 

Figure 14. Experimental waveforms with Ld0 = 1.2Ld, Lq0 = 1.2Lq: (a) The traditional control
strategy-based PI controller; (b) The improved UDE-based control strategy.

The SD analysis of above experimental results is listed in Table 3 considering the parameter mismatches.

Table 3. The comparison of SD with parameter mismatches.

Steady-State Value Traditional Method Proposed Method Reduction Rate

d-axis current 12.59763 4.07657 67.64%
q-axis current 8.67091 3.59451 58.55%

Speed 76.6672 73.5504 4.07%
Torque 4.73176 2.77968 41.89%

It can be seen from Figures 11 and 14 that the fluctuations of d-axis current, q-axis current, and
torque increase in both the traditional control strategy and proposed control strategy. This is the reason
that the power of the motor reaches its limit in the flux-weakening region with an increase of rotational
speed. The influences of dead time effect, high harmonics, and low carrier ratio on the system are
serious. These factors play an important role in the fluctuation of motor in the flux-weakening region
compared to the constant torque region. Therefore, the fluctuations of both traditional control strategy
and proposed control strategy increase. However, the proposed control strategy reduces d-axis current,
q-axis current, and torque fluctuations greatly in the case of parameter mismatches according to Table 3.
Hence, the robustness of control system is improved effectively.

7. Conclusions

The two existing problems in the flux-weakening control for IPMSMs are discussed in this paper,
including the decline of control performance with parameter mismatches and the switching fluctuation
between the constant torque region and the flux-weakening region. An improved UDE-based
flux-weakening control strategy for IPMSMs is proposed to solve them. It not only improves the
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tracking performance and reduces the torque ripple in flux-weakening region, but also realizes smooth
switching between the constant torque region and the flux-weakening region. Compared to the
computational burden, the traditional control strategy needs 23.13 μs and the proposed control strategy
needs 30.99 μs when a control cycle contains 100 μs. It can be seen that there is not much difference
between the execution time of the two control strategies and better control performance can be obtained.
The proposed method also enhances the robustness of system effectively under parameter mismatches
caused by the variation of parameters.
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Abstract: In this paper, a new sensorless control scheme with the injection of a high-frequency
square-wave voltage of an interior permanent-magnet synchronous motor (IPMSM) at low- and
zero-speed operation is proposed. Conventional schemes may face the problems of obvious current
sampling noise and slow identification in the process of magnetic polarity detection at zero speed
operation, and the effects of inverter voltage error on the rotor position estimation accuracy at low
speed operation. Based on the principle analysis of d-axis magnetic circuit characteristics, a method
for determining the direction of magnetic polarity of d-axis two-opposite DC voltage offset by
uninterruptible square-wave injection is proposed, which is fast in convergence rate of magnetic
polarity detection and more distinct. In addition, the strategy injects a two-opposite high-frequency
square-wave voltage vectors other than the one voltage vector into the estimated synchronous
reference frame (SRF), which can reduce the effects of inverter voltage error on the rotor position
estimation accuracy. With this approach, low-pass filter (LPF) and band-pass filter (BPF), which are
used to obtain the fundamental current component and high-frequency current response with rotor
position information respectively in the conventional sensorless control, are removed to simplify
the signal process for estimating the rotor position and further improve control bandwidth. Finally,
the experimental results on an IPMSM drive platform indicate that the rotor position with good
steady state and dynamic performance can be obtained accurately at low-and zero-speed operation
with the sensorless control strategy.

Keywords: sensorless control; high frequency square-wave voltage; interior permanent-magnet
synchronous motor (IPMSM); magnetic polarity detection; rotor position estimation

1. Introduction

Permanent-magnet synchronous motors (PMSMs) have been widely applied in industrial
fields [1–4] for the excellent features of high reliability, high efficiency, high torque density, good
dynamic performance, etc. According to the structure of the permanent magnet of the rotor, the PMSM
can be divided into interior permanent-magnet synchronous motor (IPMSM) and surface-mounted
permanent-magnet synchronous motor (SPMSM). Compared with the SPMSM, the IPMSMs have
attracted much attention in industrial fields recently due to their greatly improved overload capacity,
power density and speed regulation range, which ascribes to the permanent magnet of the IPMSM is
located inside the rotor.

To take advantage of these features, the information of rotor position acquired generally by the
mechanical sensors, i.e., resolver or encoder, is necessarily required when the field-oriented control
(FOC) scheme [5,6] is adopted. However, these mechanical sensors [7,8] mounted on the shaft of a
PMSM bring several disadvantages such as extra cost, extra volume, low reliability, etc. In order to
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overcome these disadvantages, various kinds of position-sensorless control strategies that estimate the
rotor position information without a mechanical sensor have been proposed in past decades [9–12].
Conventional sensorless control methods are mainly divided into two groups: (1) For medium- to
high-speed operation, the schemes based on the estimation of back electromotive force (EMF), which
contains the position information, (2) for low-speed operation, usually under 5% of the rated speed,
the schemes based on the machine saliency injects an additional high-frequency (HF) signal to the
PMSM which generates a response containing information of the rotor position.

This paper investigates the position-sensorless control strategy using the HF signal injection
method in the low- and zero-speed operation, and according to the types of the injected HF signals,
the signal can be mainly divided into rotating sinusoidal voltage injection (RSVI) [13], pulsating
sinusoidal voltage injection (PSVI) [14], and pulsating square-wave voltage injection (PUVI) [15].
The first HF rotating sinusoidal voltage injection method was proposed by Lorenz R.D in the early time,
and in this method, the balanced rotating voltage signals were injected into the stationary reference
frame (SRF) and then the induced currents were extracted to obtain the rotor position information.
However, this method injects an additional HF voltage into the SRF system, which will lead to the
torque ripple caused by the fluctuation of q-axis current. Moreover, the saliency will be reduced under
heavy load and the detection accuracy will be worse due to the magnetic saturation effect. For the
improvement of the RSVI, pulsating sinusoidal voltage injection and pulsating square-wave voltage
injection are proposed, which inject HF voltages in the estimated d-axis of the rotational reference
frame (RRF) other than the SRF. To overcome these problems, a PSVI method [16] injects HF voltage
into the estimated d-axis reference frame. Similar to RSVI method, the injection voltage frequency
of PSVI method is usually about 1/10 of the carrier frequency. Therefore, this method should use
low-pass filter (LPF) and band-pass filter (BPF) to separate the fundamental current component and
HF currents, respectively, which decreases the control bandwidth and the dynamic performance.
To improve the dynamic performance, reference [17] proposed the PUVI method, in which the HF
square-wave injected into the estimated d-axis and increased the frequency of the injected signal as
high as possible to the pulse width modulation (PWM) carrier frequency. Since the frequency of the
injected HF square-wave voltage signal is much higher than the cut-off frequency of current loop,
the LPFs in the current feedback loop can be omitted [18], which improves the response speed to some
extent. Seung et al. [19] proposed a method that the frequency of the injected HF square-wave voltage
signal is the same as the PWM switching frequency, in which two current samples were taken in a
square-wave period and three arithmetic operations were performed to obtain the HF induced current
signal. Besides, the dynamics of the position-sensorless control can be improved and the acoustic
noise can be remarkably reduced. However, this method still needs to use a BPF for obtaining the
feedback current signal. In [20], the fundamental current signal of the stator winding is obtained by
arithmetic operation, without using a filter, but it is still necessary to sample the current twice in one
square-wave period.

The conventional square-wave injection method has many advantages, such as low current noise,
high bandwidth, and high steady state performance, etc. However, the voltage error caused by the
nonlinearity of the inverter still needs to be taken seriously and solved. In addition, the magnetic
polarity detection, which is one of the main problems to be improved, is essential for smooth startup
and robust control of IPMSM. The conventional method [21] proposes to detect the initial position of
the rotor by pulse voltage vector method, which injects a series of pulse voltage vectors with the same
amplitude and different direction into the motor stator winding, and estimates the rotor pole position
by comparing the magnitude of the response current based on the nonlinear saturation characteristics
of the motor stator core. However, the current amplitude does not change much as the voltage vector
approaches the rotor pole position. At the same time, the phase current measurement error and the
inverter nonlinearity will affect the measurement accuracy [16].

In order to solve the problem of initial position detection in conventional sensorless control of
IPMSM, a rotating voltage injection sensorless method of estimating the initial rotor position of a direct
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torque controlled IPMSM drive is proposed in [22], which injects a HF voltage to the windings and
extracts the amplitude of the corresponding stator current components based on motor salient effect.
However, this method still has some problems, such as obvious current sampling noise, influence by
motor parameter variations, and special position interference. The improvement of the RSVI, PUVI,
which has been proven to be the best injection type for the low- and zero-speed position sensorless
control [23], can rarely be found for the initial rotor position detection in the sensorless control system.
Xie et al. [24] proposed a PUVI method in which the two opposite voltage vectors were injected to
reduce the effects of inverter voltage error on the position estimation accuracy. However, this method
only studies the low-speed range, and does not conduct research and analysis on the zero-speed range,
especially the lack of research on magnetic polarity detection, which is essential for smooth startup
and robust control of IPMSM. In [25], the positive and negative test pulse voltages are injected into
the estimated d-axis, and the positive direction of the magnetic polarity is judged by the time when
the currents at different magnetic polarity are attenuated from the steady state value to 0. However,
the position estimation is stopped in the process of polarity identification, which makes the structure of
the code more complicated. This problem also exists in [26] and [27], and the interval of signal injection
must be existed, resulting in long execution time and poor stability. Then, [28] uses the difference in
current measured at zero time of each PWM period to determine the magnetic polarity. The advantage
is that no additional injection voltage is required, and the convergence speed is fast. The disadvantage
of this method is that the position estimation depends on the accuracy of the current. Once the current
signal-to-noise ratio is too small, the rotor position cannot be accurately obtained. Based on the above
references and the improvement points of this article, the comparison of Table 1 is obtained.

Table 1. List of the research contents covered by the articles.

Literature Remove
LPF

Remove
BPF/HPF

Reduce
Audible Noise

Nonlinearity
of the Inverter

Magnetic Polarity
Judgment

Ref. [4] × √ × × ×
Ref. [8]

√ × × × √

Ref. [10] × × √ × ×
Ref. [11] × × √ × ×
Ref. [12]

√ √ √ × ×
Ref. [13]

√ × × × √

Ref. [15]
√ √ × × ×

Ref. [16] × √ × × √

Ref. [18]
√ √ × √ ×

Ref. [23]
√ √ × × √

Ref. [24]
√ √ × √ ×

This paper
√ √ × √ √

Therefore, in view of the existing sensorless estimation methods for rotor position, a HF
square-wave voltage injection scheme-based rotor position estimation of IPMSM in low-speed range
and a new method of magnetic polarity detection in zero-speed range are proposed. Based on the
principle analysis of d-axis magnetic circuit characteristics, a method for determining the direction of
magnetic polarity of d-axis two-opposite DC voltage offset by uninterruptible square-wave injection
is proposed, which is simple and can quickly converge by comparing the absolute value of the
peak-to-peak value in the d-axis high-frequency current response. Therefore, the method of magnetic
polarity identification proposed in this paper is not only suitable for the case where the motor is
stationary, but also suitable for the free running condition of the motor. At the same time, the strategy
injects a two-opposite HF square-wave voltage vectors into the estimated SRF, which considers the
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effects of inverter voltage error on the rotor position estimation accuracy. With this approach, the LPF
and the BPF are removed to simplify the signal process for estimating the rotor position and further
improve control bandwidth.

This paper is organized as follows. First, the rotor position estimation strategy based on
conventional HF square-wave voltage injection is analyzed in Section 2. In Section 3, the rotor
position estimation strategy based on improved HF square-wave voltage injection and proposed
magnetic polarity detection are investigated. Then, in Section 4, comprehensive simulation and
experimental setup are introduced and experiments are provided to prove the effectiveness of the
improved sensorless control strategy and proposed magnetic polarity detection method. Finally,
Section 5 concludes this paper.

2. Analysis of Rotor Position Estimation Strategy Based on Conventional Square-Wave Voltage
Injection

2.1. Mathematical Model of IPMSM

Assuming that the IPMSM operates in an unsaturated state with negligible hysteresis loss and
eddy current loss, the mathematical model of the IPMSM in the α-β stationary reference frame is
given as: [

uαs

uβs

]
= Rs

[
iαs

iβs

]
+

⎡⎢⎢⎢⎢⎢⎣ Lr
sum + Lr

di f cos 2θr Lr
di f sin 2θr

Lr
di f sin 2θr Lr

sum − Lr
di f cosθr

⎤⎥⎥⎥⎥⎥⎦ d
dt

[
iαs

iβs

]
+

2Lr
di fωr

[ − sin 2θr cos 2θr

cos 2θr sinθr

][
iαs

iβs

]
+ωrψ f

[ − sinθr

cosθr

] (1)

where uα,βs, iα,βs are the α- and β-axes stator voltage and current, respectively. Rs is the stator resistance;
ωr is the rotor speed;ψr is the linkage magnetic flux, and d/dt represents derivative operator. Lr

sum, Lr
di f

are average inductance and differential inductance, respectively, and are defined as Lr
sum = (Lr

d + Lr
q)/2

and Lr
di f = (Lr

d − Lr
q)/2, respectively, where Lr

d and Lr
q are d-and q-axis inductance, respectively. θr

is the actual rotor position, and the physical model of actual and estimated rotor reference frames is
shown in Figure 1.

Figure 1. Physical model of the actual and estimated rotor reference frames.
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According to Euler’s formula, the voltage and current vector can be described as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

→
Uαs = Uαsejθr

→
Uβs = Uβs jejθr

→
I αs = Iαsejθr

→
I βs = Iβs jejθr

(2)

where Uαs, Iαs, Uβs, and Iβs are the magnitudes of
→
Uαs and

→
I βs on the α- and β-axes, respectively; e is

the natural constant; j is the imaginary unit.
Under the premise that IPMSM operates at zero- and low-speed range, the product term related

to ωr can be omitted because the speed is close to 0. Therefore, (1) can be simplified as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
→
Uαs = Rs

→
I αs +

(
Lr

sum + Lr
di f cos 2θr

)
d
→
I αs
dt − jLr

di f sin 2θr
d
→
I βs
dt

→
Uβs = Rs

→
I βs + jLr

di f sin 2θr
d
→
I αs
dt +

(
Lr

sum − Lr
di f cos 2θr

)
d
→
I βs
dt

(3)

By adding the two equations in (3), (3) is rewritten as

→
Uαs +

→
Uβs = Rs

(→
I αs +

→
I βs

)
+

(Lr
d+Lr

q)
2

(
d
→
I αs
dt +

d
→
I βs
dt

)
+
(Lr

d−Lr
q)

2 cos 2θr

(
d
→
I αs
dt −

d
→
I βs
dt

)
+ j

(Lr
d−Lr

q)
2 sin 2θr

(
d
→
I αs
dt −

d
→
I βs
dt

) (4)

2.2. Signal-Process Method in the Estimated Rotor Reference Frame

Figure 2 shows the control system scheme for obtaining position information with the conventional
square-wave injection method. By reasonably selecting the injection voltage, the voltage generated on
the stator resistance in (4) can be neglected. After Euler transform, (4) is derived as

d
→
I αβs =

Lr
d(
→
Uαβs −

→
U
∗
αβsej2θr) + Lr

q(
→
Uαβs +

→
U
∗
αβsej2θr)

2Lr
dLr

q
dt (5)

where
→
U
∗
αβs is the conjugate vector of

→
Uαβs. Since d

→
I αβs/dt can be regarded as Δ

→
I αβs/Δt during one

PWM switching period, where Δ
→
I αβs is the α- and β-axes current variation in the stationary reference

frame. Therefore, the current variation can be expressed as

Δ
→
I αβs = (

Lr
d + Lr

q

2Lr
dLr

q
Uαβsejθu − Lr

d − Lr
q

2Lr
dLr

q
Uαβsej(2θr−θu))Δt (6)

where θu is the angle of the voltage vector in the stationary reference frame. By converting the current
variation in the α-β stationary reference frame to the estimated dr̂ − qr̂ rotating reference frame, the
current variation can be rewritten as

Δ
→
I dr̂qr̂s = (

Lr
d + Lr

q

2Lr
dLr

q
− Lr

d − Lr
q

2Lr
dLr

q
ej2(θr−θ̂u−θ̂r))Δt · →Udr̂qr̂s (7)

where θ̂r is the estimated position angle. As shown in Figure 1, the relationship between different
angles are given as {

θu = θ̂u + θ̂r

θr = θ̃err + θ̂r
(8)
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where θ̃err and θ̂u are the error angle of the actual rotating reference frame and the estimated rotating
reference frame, the angle of the voltage vector in the estimated rotating reference frame, respectively.
If dr̂-axis is selected as the injection axis, the form of square-wave voltage is shown as

Uinj(t) =
{

Uinjej2θ̂u , 0 < tm(T) < T
2

0, T
2 < tm(T) < T

(9)

where T and tm(T) are the square-wave period, the remainder of t divided by T, respectively.
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dq

dq
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αβ

abc

ω

ω

qi qU

dU
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Uβ
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bU
cU

dcV

ai
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iβ

qi

di

θ

θ

ω

Figure 2. Control system scheme for obtaining position information with the conventional square-wave
injection method.

The current variation in the estimated dr̂ − qr̂ rotating reference frame after injecting the
conventional square-wave voltage can be calculated as

Δ
→
I dr̂qr̂s =

Δt(Lr
d + Lr

q)

2Lr
dLr

q
Uinj −

Δt(Lr
d − Lr

q)

2Lr
dLr

q
Uinj cos(2θ̃err) −

Δt(Lr
d − Lr

q)

2Lr
dLr

q
Uinj sin(2θ̃err) j (10)

It can be seen from (10) that the error angle can be directly extracted from the imaginary part of
the current variation when the error angle is small, which is obtained as

Im(Δ
→
I dr̂qr̂s) = Δ

→
I qr̂s = C · sin(2θ̃err) ≈ 2C · θ̃err (11)

where C =
Δt(Lr

d−Lr
q)

2Lr
dLr

q
uinj, which is a constant. The estimated rotor position θ̂r is obtained by

signal-processing in the sensorless control, as shown in Figure 3. The full name of PLL in Figure 3 is
phase-locked loop.

 

IαβΔ r rd q sIΔ errθ

rω

rθ

Figure 3. Signal processing diagram of the conventional square-wave voltage injection method
for IPMSM.
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2.3. Voltage Vector Injection Scheme

Since the motor speed is extremely low, i.e., less than 5% of rated speed and the motor state
changes minimally during one PWM switching period, the performance of motor is basically the same
when the PI controller integrates once every two PWM switching periods and integrates once for
each PWM switching period. In the subsequent experiments, one switching frequency of 10 kHz was
used, and the injection frequency was 1/2 of the switching frequency. Although the system of rotor
position estimation can extract the position information of the rotor and obtain an estimated value,
the estimated value may be consistent with the actual position, or may be offset by π rad, so that the
positive direction of the actual d-axis cannot be determined. Therefore, the magnetic polarity must be
judged before the motor runs at low speeds. The conventional method to solve the problem is usually
to inject voltage pulses of equal width in both positive and negative directions into the d-axis in the
estimated rotating reference frame. Considering that the duty period of the PWM calculated in the
ARM controller will be updated in the next period, the conventional control sequence of injection
voltage and sampling current under position-sensorless control at zero- and low-speed is shown in
Figure 4.

As can be seen from Figure 4, current sampling was performed at the beginning of each current
action period, and the current variation obtained by the difference between the measured currents in
the two periods can be used for position estimation. The PI controller of the current loop only acts
after the current sampling step in the FOC control period, so by separating the FOC control period and
the voltage injection period, an additional low-pass filter for extracting the estimated rotor position
can be omitted.

Figure 4. Conventional control sequence of injection voltage and sampling current at zero-
and low-speed.

3. Analysis of Rotor Position Estimation Strategy Based on Improved Square-Wave Voltage
Injection

3.1. Improved Signal-Process Method in the Estimated Rotor Reference Frame

At low speeds, various position-sensorless driving methods are generally affected by the nonlinear
voltage error of the inverter. The nonlinear factors in the voltage-type inverter cause the HF response
current to be distorted, which results in the rotor position estimation error and affects the stability
of sensorless control. If the error is not compensated, the injected voltage vector cannot be injected

into the target axis accurately, resulting in the observation position offset. In (6),
∣∣∣∣∣Lr

d+Lr
q

2Lr
dLr

q

∣∣∣∣∣ = ∣∣∣∣∣−Lr
d−Lr

q
2Lr

dLr
q

∣∣∣∣∣,
when square-wave voltage is injected to the estimated dr̂ -axis, the rotor position angle error signal is

obtained from the term
[
−Δt(Lr

d−Lr
q)

2Lr
dLr

q
uinj sin(2θ̃err)

]
in the imaginary part of Δ

→
I dr̂qr̂s However, due to the

nonlinearity of the voltage-source inverters, the square-wave voltage cannot be injected into the target

position of dr̂ -axis accurately, so a small error will be enlarged from the term
[

Δt(Lr
d−Lr

q)

2Lr
dLr

q
uinj

]
in the real

part of Δ
→
I dr̂qr̂s Therefore, when extracting the rotor position angle error signal, the term

[
Δt(Lr

d−Lr
q)

2Lr
dLr

q
uinj

]
will not be completely eliminated, which will seriously affect the accuracy of conventional square-wave

191



Energies 2019, 12, 4776

injection for estimating the rotor position angle. In the conventional method, the observation value
of rotor position can be obtained by injecting only one voltage vector in the injection period, but
the voltage error affected by the nonlinearity of the voltage-source inverters is not compensated.
In addition, the conventional method first calculates the error and then compensates the error, which is
not only complicated to operate, but also the digital control systems, e.g., DSP and dSPACE, have a
delay of switching periods. Therefore, the voltage error calculated in each switching period will only
be compensated in the next switching period, which leads to inaccurate voltage error compensation.
Therefore, on the basis of the above injection method, it is important to study a simple and accurate
inverter voltage error compensation method to improve the accuracy of rotor position estimation and
the control performance of IPMSM.

In order to realize the compensation of the voltage error caused by the nonlinear factor of the
inverter, e.g., dead-time of switches and turn-on and turn-off voltage drop of switches, another voltage
vector with the same amplitude and opposite direction can be injected in the next switching period
of injecting the positive voltage vector on the basis of separating the FOC control period and the
square-wave injection period, at which time the PI controller of current loop acts and updates every
three switching periods. Figure 5 shows the inverter single-phase bridge arm structure, and the
improved physical model of actual and estimated rotor reference frames is shown in Figure 6.

 

DCV
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T

T
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D

Figure 5. Inverter single-phase bridge arm structure.
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Figure 6. The improved physical model of actual and estimated rotor reference frames.
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3.2. Improved Voltage Vector Injection Scheme

Similarly, the details of the ARM processor update in the next period after calculating the PWM
duty period need to be considered. Figure 7 shows the improved control sequence of injection voltage
and sampling current under position-sensorless control at zero- and low-speed. As shown in Figure 7,
when the IPMSM operates at zero-speed, the initial position detection needs to be performed first,
and then the magnetic polarity detection needs to be considered. When the IPMSM operates at
low-speed, in the first PWM carrier period, the sensorless control system performs FOC control,
without superimposing any high frequency vector. The current response generated by the FOC vector
acts as the control current of three PWM periodic current loops. Then, before the beginning of the
second PWM carrier period, a positive square-wave voltage is injected into the forward direction of qr̂,
and then a negative square-wave voltage of the same magnitude is injected into the reverse direction
of qr̂, before the beginning of the third PWM carrier period. Finally, the currents acquired by the
second and third PWM periods are compared with the current acquired by the previous PWM period.
By making a difference, two varying currents are obtained to calculate the rotor position angle.

Figure 7. The improved control sequence of injection voltage and sampling current at zero-
and low-speed.

Define the inverter voltage error as ΔUerr−INV . Since the motor speed is very low and the switching
period is very short, assuming that ΔUerr−INV does not change during the two switching periods,
the voltage error caused by the nonlinearity of the inverter can be expressed as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

→
Udr̂qr̂s1 = Uinjejθ̂u1

≈ Uinje jπ/2 − Δ
→
Uerr−INV→

Udr̂qr̂s2 = Uinjejθ̂u2

≈ Uinje− jπ/2 − Δ
→
Uerr−INV

(12)

By substituting (12) into (7), the simplified equation is rewritten as (13) and (14)
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Thus, the rotor position estimation scheme can be realized by an improved physical model of
actual and estimated rotor reference frames, as shown in Figure 6. In Figure 6, the relationship between
angles can be described as ⎧⎪⎪⎪⎨⎪⎪⎪⎩

θ̂u1 = π/2 + Δθu1

θ̂u2 = −π/2− Δθu2

Δθu1 ≈ Δθu2

(15)

Since Δθu1 is very close to 0, combining (13), (14), and (15), the obtained equation is calculated
as (16).

Re(Δ
→
I dr̂qr̂s1 − Δ

→
I dr̂qr̂s2) = −

Δt(Lr
d − Lr

q)

Lr
dLr

q
Uinj cos Δθu1 · sin 2θ̃err = 2C · sin 2θ̃err ≈ 4C · θ̃err (16)

Similarly, if the injection voltage from the dr̂-axis is selected, the estimated rotor position angle
can be expressed as

Im(Δ
→
I dr̂qr̂s1 − Δ

→
I dr̂qr̂s2) = 2C · sin 2θ̃err ≈ 4C · θ̃err (17)

It is observed that the (16) and (17) can finally estimate the rotor position angle after considering the
voltage error caused by the nonlinearity of the inverter. Thus, the rotor position-sensorless estimation
scheme can be realized by an improved square-wave injection method, as shown in Figure 8.
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Figure 8. Control system scheme for obtaining position information with the improved square-wave
injection method.

3.3. Determining the Direction of Magnetic Polarity

In the conventional method, after the square-wave voltage is injected, the magnetic polarity is
determined by injecting two square-wave pulses of opposite directions and equal durations. However,
in the process of software algorithm implementation, the switching task of the algorithm state machine
is additionally increased, which makes the structure of the code more complicated, and the noise of
the current sampling affects the accuracy of the judgment, which may lead to the magnetic polarity
judgment error.

In this paper, a fast-initial position identification method is proposed. After the positive and
negative square-wave injection, the given d-axis bias voltage Ubias is added and the direction of the bias
voltage is changed on the basis of the uninterrupted square-wave injection. By comparing the absolute
value of the peak-to-peak value of the d-axis HF current response, the magnetic polarity identification
is completed, which is relatively simple.
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At the same time, the bias current is not directly given in this paper, but the bias current is
generated by a given bias voltage. Figure 9 shows the characteristics curve of the d-axis magnetic
circuit and the high-frequency current response diagram. The incremental inductance at X1 and X2
can be defined as ⎧⎪⎪⎨⎪⎪⎩ L1 =

∂ψ
∂i

∣∣∣X1

L2 =
∂ψ
∂i

∣∣∣X2

(18)

dψ

iif
o

X1

-if

X2

ifh

ifh

Figure 9. The characteristics curve of the d-axis magnetic circuit and the high-frequency current
response diagram.

As shown in Figure 9, the incremental inductance L2 is larger than L1. Therefore, when the same
flux is changed, the current at X1 changes greatly and the current at X2 changes little. Since the
square-wave is not interrupted during the initial position identification process, the convergence speed
of magnetic polarity identification is fast. In addition, it is necessary to set Ubias to 0 at an intermediate
time period of a given bias voltage ±Ubias, so that the fundamental current returns to the initial state.
When the d-axis DC bias voltage is the same as the magnetic polarity of the rotor (X1), the stator flux
saturation is increased, the incremental inductance is decreased, and the absolute value of the d-axis HF
response current peak-to-peak value is increased. When the voltage is opposite to the magnetic polarity
of the rotor (X2), the saturation of the stator flux is weakened, the incremental inductance is increased,
and the absolute value of the peak-to-peak value of the d-axis HF response current is decreased.

Therefore, the magnetic polarity identification of the rotor can be realized by comparing the
absolute values of the peak-to-peak value of the HF current response generated by the HF voltage
under the given bias of the positive and negative d-axis voltage. If the peak-to-peak value of forward
HF current is greater than peak-to-peak value of the reverse HF current, the estimated position angle
direction is directed to the N pole; i.e., the estimated position angle is the actual position angle of the
rotor. In addition, if the peak-to-peak value of forward HF current is less than the peak-to-peak value
of reverse HF current, the estimated position angle direction is directed to the S pole, which means the
rotor position angle needs to be compensated for π. Figure 10 shows the flow charts of two methods
for magnetic polarity identification of the rotor.
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Figure 10. The flow charts of two methods for magnetic polarity identification of the rotor.

4. Simulation and Experimental Results

4.1. Simulationl Results

Because of the need to implement discrete simulation models in Matlab/Simulink, this paper uses
the M function in Simulink and the data storage unit to save the discrete data for the next period of
calculation. Before conducting the experiment, it is first determined by simulation that the square-wave
injection is performed by injecting a HF voltage into the d-axis or a HF voltage into the q-axis. In the
simulation, the bus voltage is 310 V, and the amplitude of the injected HF voltage vector is 70 V.

Figure 11 shows the current response when the q-axis is injected with positive and negative pulse
voltages for position estimation. Figure 12 shows the current response when the d-axis is injected
with positive and negative pulse voltages for position estimation. According to the torque equation of
an IPMSM, the q-axis current has a predominant influence on the torque. As shown in Figure 11b,
the HF current response with high amplitude is generated in the q-axis, which has a great influence
on the torque ripple. However, as shown in Figure 12b, it can be seen that the amplitude of the HF
current response in the q-axis is small, which is more conducive to the stability of the control system.
Therefore, in subsequent experiments, the rotor position estimation is performed by injecting a HF
voltage vector in the d-axis instead of the q-axis injection.

a  Three-phase current waveform. b  dq-axes current waveform.

Figure 11. Current response when the q-axis is injected with positive and negative pulse voltages for
position estimation.
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(a) Three-phase current waveform. (b) dq-axes current waveform. 

Figure 12. Current response when the d-axis is injected with positive and negative pulse voltages for
position estimation.

4.2. Experimental Platform

In order to verify the feasibility of this method in engineering and the accuracy of rotor position
estimation, the proposed position-sensorless control scheme was verified on the platform with a 400W
IPMSM, as shown in Figure 13. As shown in Figure 13, the experimental platform mainly includes two
parts: the tested system and the load system.

Figure 13. The experimental platform.

The tested system can be mainly divided into three groups: (1) the upper computer for status
monitoring, (2) the built-in pump motor as the controlled object, and (3) the control and drive system
with the Infineon XMC4500 chip as the core. The load system can be mainly divided into three groups:
(1) the upper computer for command transmission and status monitoring, (2) the industrial servo
drive, and (3) the high-performance servo motor as load. In addition, the controlled motor and the
load motor are connected by speed and torque sensors. The IPMSM and system parameters are shown
in Table 2.
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Table 2. IPMSM and system parameters for experiment.

Parameter Quantity Unit

Pole pairs 2 poles
Resistance 1.6 [Ω]
d-axis inductance 15 [mH]
q-axis inductance 18.8 [mH]
Rated speed 3000 [rpm]
Rated power 400 [W]
Rated voltage 220 [V]
Rated current 2.28 [A]
Rated torque 1.27 [N·m]
PWM switching frequency 10 [kHz]
Injection voltage magnitude 70 [V]

4.3. Initial Rotor Position Estimation

In the experiment, the PWM switching frequency remains unchanged at 10 kHz. The rotor
position estimated by the conventional HF square-wave voltage injection method and the improved
HF square-wave voltage injection method are compared, and the obtained experimental waveforms
are shown in Figures 14 and 15.

The experimental conditions are as follows: the conventional HF square-wave injection frequency
is 10 kHz, and the rotor position is estimated every two PWM switching periods. The improved HF
square-wave injection frequency is 10 kHz, and rotor position estimation is performed every three
PWM switching periods. The initial position angle is artificially fixed at 30◦, 60◦, 120◦, and 150◦ in
advance by acquiring the angle of the encoder. Figure 16 shows the offset angles of the estimated and
actual angles of the two methods. The initial position detection in Figure 14c,d and Figure 15c,d are
both before the magnetic polarity judgment, and the magnetic polarity judgment are analyzed in the
subsequent experiments.

θ ° θ °  

θ ° θ °  

 
Figure 14. Initial position estimation response curve under conventional HF square-wave
voltage injection.
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θ ° θ °  

θ ° θ °  

Figure 15. Initial position estimation response curve under improved HF square-wave voltage injection.

Figure 16. The angle error offset of the two methods.

By summarizing the eight initial position estimation response curves in Figures 14 and 15,
the relevant data in Table 3 can be sorted out. In addition, the angle error offset is the size of the
offset angle generated on the basis of the actual angle, and the fluctuation range of the angle error is
generated on the basis of the angle error offset.

Table 3. Comparison of initial position estimation parameters for two injection methods.

Injection
Method

30◦ 60◦ 120◦ 150◦

Time (s) error (◦) Time (s) error (◦) Time (s) error (◦) Time (s) error (◦)
Conventional

method 0.018 ±3.3 +
6.2 0.02 ±3.4 +

6.4 0.016 ±3.2 +
5.9 0.012 ±3.6 +

6.2
Improved
method 0.022 ±3.4 +

3.2 0.032 ±3.2 +
2.4 0.023 ±2.9 +

1.9 0.017 ±3.6 +
2.2
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As shown in Figure 16, the estimated angle of the conventional HF square-wave voltage injection
method is offset from the actual angle, but this offset is weakened in the improved HF square-wave
voltage injection method, in the conventional method, the angle error offset keep within 6.4◦, which is
caused by the inverter voltage error, in the improved method, the angle error offset keep within 3.2◦,
it can be seen that the angle error offset is greatly reduced, which is reduced by about 50%, because
the improved method reduces the voltage error caused by the nonlinearity of the inverter. It can
effectively compensate the voltage error and reduce the influence of the error on the accuracy of rotor
position estimation.

4.4. Estimation of Rotor Position at Low Speed

4.4.1. Comparison of Rotor Position Estimation Before and After Improvement

In the HF injection sensorless control period, the FOC control period time is 100 microseconds, and
the positive voltage injection period and negative voltage injection period are also 100 microseconds.
Figure 17 shows the comparison of rotor position estimation before and after improvement. As shown
in Figure 17a, in the conventional method, the estimation error results in an offset error of around 5◦
and an estimated ripple error of ±7◦. However, in the improved method of Figure 17b, the offset error
is close to 0◦ and the estimated ripple error is kept within ±5◦. The analysis diagram of steady-state
estimation error of two methods under different low speed conditions is shown in Figure 18.

(a) 

Figure 17. Comparison of rotor position estimation effects between two methods (a) Conventional
method; (b) Improved method.

Δ

 
Figure 18. Steady-state estimation error of two injection methods at different speeds.
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4.4.2. Rotor Position Observation Experiment Under Forward and Reverse

Figure 19a shows the rotor angle and estimation error waveform of conventional HF square-wave
voltage injection method switching back and forth from 5 r/min to −5 r/min. It can be seen that the
estimated ripple error can be stabilized within ±10◦ when the rotation speed is 5 r/min, as shown in
Figure 19a. The rotor angle and estimation error waveform of conventional HF square-wave voltage
injection method switches back and forth from 20 r/min to −20 r/min, as shown in Figure 19b. It can be
seen that the estimated ripple error can be stabilized within ±10◦ when the rotation speed is 20 r/min,
as shown in Figure 19b.

(a) 5 r/min 

 

(b) 20 r/min 

Figure 19. The rotor angle and estimation error waveform of conventional HF square-wave voltage
injection method at low-speed operation (a) at 5 r/min. (b) at 20 r/min.

The rotor angle and estimated error waveform switching back and forth from 5 r/min to −5 r/min
and the rotor angle and estimated error waveform switching back and forth from 20 r/min to −20 r/min
are shown in Figure 20a,b, respectively. As shown in Figure 20a, it can be seen that the estimated ripple
error can be stabilized within ±6◦ when the rotation speed is 5 r/min. It can be seen that the estimated
ripple error can be stabilized within ±8◦ when the rotation speed is 20 r/min, as shown in Figure 20b.

 

(a) 5 r/min 

 

(b) 20 r/min 

Figure 20. The rotor angle and estimation error waveform of improved HF square-wave voltage
injection method at low-speed operation (a) at 5 r/min. (b) at 20 r/min.

4.5. Judging Compensation of Magnetic Polarity Direction

In this section, the effects of the two magnetic polarity discrimination methods are compared at
30◦ and 120◦, respectively. The magnetic polarity discrimination experiments of the two methods at
30◦ are shown in Figure 21a,b, respectively. As shown in Figure 21a, the conventional method uses a
20 V DC bias voltage to identify the magnetic polarity. The proposed method uses a 20 V DC bias
voltage to superimpose a 16 V HF square-wave voltage signal, as shown in Figure 21b.
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(a) 

t/s

t/s

 

(b) 

Figure 21. The d-axis current characteristic of the rotor at 30◦ for magnetic polarity judgment (a)
conventional method. (b) proposed method.

Similarly, the magnetic polarity discrimination experiments of the two methods at 120◦ are shown
in Figure 22a,b, respectively. The experimental data are compared in detail, as shown in Figures 23
and 24. We can divide the process into two stages. When t is between 0 and 0.18 s, the first stage
period is the from standstill to startup, that is no procedure and no equipment to be performed at
standstill, and the rotor is fixed initially in the startup period. Then, during the second stage, when t is
between 0.18 and 0.38 s, the magnetic polarity judgment is performed in order to ensure the accuracy
of rotor position estimation. The magnetic polarity identification method proposed in this paper is
a combination of HF square-wave voltage injection method and DC bias voltage. In the process of
magnetic polarity identification, the HF square-wave voltage injection method has also been updating
its angle.

 

t/s

t/s

 
(a) 

t/s

t/s

 

(b) 

Figure 22. The d-axis current characteristic of the rotor at 120◦ for magnetic polarity judgment (a)
conventional method. (b) proposed method.
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Figure 23. Comparative data of d-axis current characteristics for magnetic polarity judgment when
rotor is located at 30◦.

Figure 24. Comparative data of d-axis current characteristics for magnetic polarity judgment when
rotor is located at 120◦.

Therefore, the method of magnetic polarity identification proposed in this paper is not only
suitable for the case where the motor is stationary, but also suitable for the free running condition of
the motor. As can be seen from the Figures 21 and 22, the effect of only injecting DC bias voltage on the
initial position observation is not very obvious either from the difference of the extreme value of the
d-axis current response or from the average value of the steady-state current of the d-axis. If the burr of
the current is large, it is easy to affect the judgment result. In 50 repetitive experiments, the probability
of method (a) judging errors was about 10%. For method (b), the discrimination is more obvious from
the difference of high frequency response of current. In 50 repetitive experiments, the probability of
misjudgment was 0, which directly proved that the improved direction judgment of magnetic polarity
method proposed in this paper is effective.

5. Conclusions

In this paper, a HF square-wave voltage injection scheme-based position sensorless control of
IPMSM in the low-speed range and a new method of magnetic polarity detection in zero-speed range
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are proposed. The strategy realizes the switch between zero-speed algorithm and low-speed algorithm
for sensorless control of IPMSM. Since the proposed method is an improvement on the conventional
square-wave injection method, the method is applicable to AC motors with salient pole effect that can
be applied in the conventional method. Furthermore, the voltage error caused by the nonlinearity
of the inverter are compensated to improve the accuracy of rotor position estimation. In addition,
based on the principle analysis of d-axis magnetic circuit characteristics, a method for determining the
direction of magnetic polarity of d-axis two-opposite DC voltage offset by uninterruptible square-wave
injection is proposed, which is fast in the convergence rate of magnetic polarity detection Compared
with the conventional method, the new method is more distinct and the success rate is higher. Finally,
comprehensive simulation and experimental results verify that the improved HF square-wave voltage
injection method and the detection of magnetic polarity method perform faster and more accurately
compared with the conventional method.
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Abstract: A sensorless position scheme was developed for wound synchronous machines.
The demodulation process is fundamentally the same as the conventional signal-injection method.
The scheme is different from techniques for permanent-magnet synchronous machines, in that it
injects a carrier signal into the field (rotor) winding. The relationship between the high-frequency
current responses and the angle estimation error was derived with cross-coupling inductances.
Furthermore, we develop a compensation method for the cross-coupling effect, and present several
advantages of the proposed method in comparison with signal injection into the stator winding.
This method is very robust against magnetic saturation because it does not depend on the saliency
of the rotor. Furthermore, the proposed method does not need to check the polarity at a standstill.
Experiments were performed to demonstrate the improvement in the compensation of cross-coupling,
and the robustness against magnetic saturation with full-load operation.

Keywords: core saturation; cross-coupling inductance; wound synchronous machines (WSM); signal
injection; position sensorless; high-frequency model

1. Introduction

Although their speed is not so high, electrical vehicles (EVs) and hybrid EVs (HEVs) are steadily
growing their share in the market. Today, permanent-magnet synchronous machines (PMSMs) are
widely used in traction applications because of their superior power density and high efficiency.
However, the permanent-magnet (PM) materials, typically neodymium (Nd) and dysprosium (Dy),
are expensive, and their price fluctuates depending on political situations. Therefore, some research
has been directed to developing Nd-free motors. Wound synchronous machines (WSM) is a viable
alternative to a PMSM. The main advantage of a WSM is that it has an additional degree of freedom in
the field-weakening control because the rotor field can be adjusted [1–3].

There are two types of sensorless angle detection techniques: back-EMF-based and signal-injection
methods. The former is based on the relative magnitudes of d and q-axis EMFs, whereas the latter is
based on the spatial saliency of rotor. The back-EMF-based methods are reliable and superior in the
medium- and high-speed regions [4–10]. However, they exhibit poor performance in the low-speed
region owing to lack of the “observability” [11].

On the other hand, signal-injection methods work well in the zero-speed region, even with a
full load [12–19]. The injection method does not use the magnetic polarity; it requires the use of a
polarity-checking method before starting [14,15]. The signal-injection method is not feasible in some
saturation regions where the d and q-axis inductances are close to each other [16,17]. The cross-coupling
inductance refers to an incremental inductance developed by the current in the quadrature position.
Cross-coupling, being another saturation phenomenon, becomes significant as the load increases.
Zhu et al. [18] showed that cross-coupling caused an offset error in the angle estimation and proposed
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a method eliminating it. However, the cross-coupling inductances change considerably depending
on the current magnitudes. Therefore, a lookup table should be used for its compensation method.
A group of researchers are working together toward developing specialized motors that are suitable
for signal injection [19].

Similar to PMSMs, back-EMF-based sensorless methods were developed for WSMs [20–23].
Boldea et al. [22] proposed an active-flux-based sensorless method, and this paper presents good
experimental results in low-speed operation with a heavy load. Amit et al. [23] used a flux
observer in the stator flux coordinate. Recently, the sensorless signal injection for WSM was
published, whose carrier signal is injected to an estimated d-axis, and the response in estimated
q-axis current [24,25]. Griffo et al. [24] applied a signal-injection method to a WSM to start an aircraft
engine, and presented full-torque operation from zero to a high speed. Rambetius et al. [25] compared
two detection methods when a signal was injected into the stator winding: one from a stator winding
and the other from the field (rotor) winding.

Signal injection to the rotor winding of the WSM has been reported in recent years [26–29].
Obviously, detected signals from the (stator) d-q axes differ depending on rotor position. The stator
voltage responses [26] and current responses [27–29] are checked to obtain rotor angle information
using mutual magnetic coupling between the field coil and the stator coil. Using inverse sine function
and q-axis current in the estimated frame, the position estimation algorithm was presented for
a sensorless direct torque control WSM and it presented experimental results at zero speed [27].
Rambetius and Piepenbreier [28,29], included cross-saturation effects in the high-frequency model
and presented the position estimation method using q-axis current in the estimation synchronous
frame and linearization. The model was included in the stator but also in the field dynamics. It is a
reasonable approach when a voltage as the carrier signal is injected to rotor winding. However, a 3 × 3
inductance matrix should be handled, and it is pretty complicated and difficult to analyze.

This paper extends the work in [30]. The signal is injected into the rotor winding, and the resulting
high-frequency is detected from the stator currents. The effect of the cross-coupling inductances is
modeled. Since the field current is modeled as a current source, 2 × 2 inductance matrix can be
obtained. It is easy to calculate the inverse matrix and analyze the effect of the cross-coupling
inductance on rotor angle estimation. The dq-axes stator flux linkage are obtained by finite-element
analysis. Using the flux linkage, the dq-axes self-inductances and the mutual inductances between
the stator and rotor are obtained and analyzed. Then, an offset angle caused by the cross-coupling
inductances is straightforwardly derived. Using both dq-axes currents in the misaligned frame and
inverse tangent function, the rotor angle estimation algorithm is developed without linearization.
The offset angle caused by cross-coupling effect is directly compensated, and the stability issue of the
compensation method is analyzed. Furthermore, it explains why injection into the rotor winding is
more robust than the existing methods. Finally, experimental results verify that the rotor position is
obtained accurately at standstill and very low speed.

This paper is organized as follows. In Section 2, the WSM model is derived with coupling
inductances. In Section 3, the current responses in misaligned coordinate are derived and a sensorless
method is proposed. Some advantages of the field signal-injection method are presented in comparison
with stator signal injection in Section 4. Section 5 presents a performance comparison between the
injection methods to stator and rotor. In Section 6, the performance of the sensorless method is
demonstrated by experiment. Finally, in Section 7, some conclusions are drawn.

2. Modeling of a WSM

A schematic diagram of a WSM is depicted in Figure 1. Please note that a high-frequency signal is
injected into the field winding via a slip ring.
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Figure 1. Schematic Diagram of WSM for EV traction.

2.1. WSM Voltage Model

From [31] (in Chapter 11), the voltage equations of WSM are given as

ve
d = rsie

d +
d
dt

λe
d − ωeλe

q, (1)

ve
q = rsie

q +
d
dt

λe
q + ωeλe

d, (2)

where ve
d, ve

q are the d and q-axis voltages and ωe is the electrical angular frequency; the superscript e
represents the synchronous (rotating) reference frame. Note that d

dt λe
d and d

dt λe
q are important terms for

sensorless signal-injection methods because the terms are represented as the induced voltage caused
by the high-frequency current.

The stator flux linkages of a WSM in the synchronous frame are expressed as λe
d(i

e
d, ie

q, i′f ),
and λe

q(ie
d, ie

q, i′f ), where λe
d and λe

q are non-linear functions [3]; λe
d and λe

q are the d and q-axes stator flux
linkage; ie

d and ie
q are the d and q-axes currents; and i′f is the field current referred to stator. Note that i′f

is represented by i′f =
2
3

Ns
Nf d

i f [31], where i f is the field current, Ns and Nf d are the number of stator
coil and field coil turns. To take account of the cross-coupling effect, the following equations are
derived by the chain rule
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, (4)

where Ldd and Lqq are the self (incremental) inductances, and Ldq and Lqd are the cross-coupling
(incremental) inductances of the stator coil [16]. Ld f is the mutual (incremental) inductance between
the d-axis and the field coils, and Lq f is the cross-coupling (incremental) inductance between the
stator and field coils. The d-axis inductance can be decomposed as the sum of the mutual and
leakage inductances:

Ldd = Ld f + Lls, (5)

where Lls is the leakage inductance of the stator. Therefore, Ldd ≈ Ld f � Lq f .
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Substituting (3) and (4) into (1) and (2), the voltage equations are obtained as
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dt

+ Ldq
die
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dt
+ Ld f
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dt

− ωeλe
q (6)
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+ Lq f
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dt

+ ωeλe
d. (7)

Using (5)–(7), an equivalent circuit can be constructed as shown in Figure 2.

+
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- + -+

+

-

-+ -+ -+

(a) (b)

-+

Figure 2. Equivalent circuit of the WSM including cross-coupling inductance: (a) d-axis and (b) q-axis.

Figure 3a shows a FEM model of WSM used in this experiment. The motor has six salient poles,
the continuous rated current is 161 Arms, and the maximum power is 65 kW. The other parameters are
listed in Table 1. Figure 3b shows plots of the a-, b-, c-phase flux linkages in the stationary frame as the
rotor rotates at 500 r/min, which were obtained through finite-element method (FEM) calculations.
The d − q axis flux linkages are obtained using

[
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q

]
=

2
3

[
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] [
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2 − 1
2
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⎤
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where θe is the electrical angle. Figure 4 shows the plots of λe
d(i

e
d, ie

q, i f ) and λe
q(ie

d, ie
q, i f ) in the (ie
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q)

plane when i f = 6 A. Please note that λe
d changes more, i.e., the slope becomes steeper as the d-axis

current increases negatively. When ie
q is under 50 A, ie

q has little effect on λe
d. However, when ie

q is over
100 A, λe

d decreases more as ie
q increases. It is called “cross-coupling phenomenon”. Figure 5 shows a

contour of λe
d(i

e
d, ie

q, i f ) and λe
q(ie

d, ie
q, i f ) when i f = 6 A or i f = 6.5 A. λe

d seems to be proportional to
i f . But, in Figure 5b, λe

q with i f = 6 A seems to be the same λe
q with i f = 6.5 A when ie

q is under 50 A.
But, it is clear that λe

q decreases as ie
q increases when ie

q is over 100 A.

Table 1. Parameters of a WSM used in the experiments.

Parameter Value

Maximum power 65 kW
Maximum torque 123 Nm
Maximum current 161 Arms

Numbers of poles (P) 6 poles
Number of slots 36 slot

Back-EMF coefficient 0.121 Wb
Maximum speed 12,000 r/min
Field current (i f ) 6 A

Number of stator coil turns (Ns) 3 turns
Number of field coil turns (Nf d) 200 turns
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Figure 3. Flux linkage calculation when i f = 6 A: (a) Finite-element analysis model and (b) flux
linkages of stator coils.
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Figure 4. Flux linkages when i f = 6 A (FEM analysis): (a) 3-dimensional plot of λe
d; (b) contour plot of
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d; (c) 3-dimensional plot of λe

q; and (d) contour plot of λe
q.
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2.2. Incremental Inductance Calculations

As shown in [18,32], the incremental inductances are calculated through numerical differentiation:

Ldq =
∂λe

d
∂ie

d
≈ λe

d(i
e
d, ie

q + Δie
q, i f )− λe

d(i
e
d, ie

q, i f )

Δie
q

Ld f =
∂λe

d
∂ie

f
≈ λe

d(i
e
d, ie

q, i f + Δi f )− λe
d(i

e
d, ie

q, i f )

Δi f
.

The rest of the inductances are obtained similarly. Figure 6 shows Ldd, Lqq, and Ldq under various
current conditions. From Figure 6a, Ldd is, in general, independent of the q-axis current when iq is not
so high, whereas it depends strongly on the d-axis current, i.e., Ldd increases as ie

d increases negatively.
This is because the rotor core becomes free from the saturation caused by the field current. Specifically,
the negative d-axis current induces a field in the opposite direction, i.e., it cancels the rotor field.
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Figure 6. Finite-element method (FEM) data for the self and mutual incremental inductances: (a) d-axis
self-inductance Ldd; (b) q-axis self-inductance Lqq; (c) d-axis and q-axis cross-coupling inductance Ldq;
(d) q-axis and d-axis cross-coupling inductance Lqd; (e) d-axis and field coil mutual inductance Ld f ;
and (f) q-axis and field coil cross-coupling inductance Lq f .
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In addition, also from Figure 6b–d, Lqq, Ldq, and Lqd decrease as ie
q increases. Figure 6c,f show

plots of Ld f and Lq f that show the mutual inductances from the field winding, i.e., the flux variation
induced by the field current. Because the high-frequency probing signal is injected into the field coil,
Ld f and Lq f play a crucial role in this work. Comparing Figure 6a,c, the shapes of Ldd and Ld f are
similar. It is because they are the same except the leakage inductance, as shown in (5). Note from
Figure 6c,d,f, the cross-coupling inductances (Ldq, Lqd, Lq f ) behave similarly and have negative values.
Because of the non-linear magnetic property of core, the core saturation give rise to cross-coupling
phenomenon. For instance, when the field current is fixed at 6 A, λd(ied=0,ieq=50) = 0.121345 Wb and
λd(ied=0,ieq=200) = 0.118252 Wb were obtained in Figure 4b. Despite the same d-axis current, the d-axis
flux linkages decrease as ie

q increases. This is because the q-axis current saturates the core deeper, and it
affects d-axis flux linkages to be reduced. Consequently, the cross-coupling inductance between d and
q-axis, Ldq, can be negative values, the phenomenon is also exhibited in PMSMs [18]. Correspondingly,
the q-axis flux linkages decrease as i f or ie

d increases in Figures 4d and 5b. Therefore, Lqd and Lq f have
negative values.

When a signal is injected into the field winding, the current responses are monitored in the stator
winding via Ld f and Lq f . The use of Lq f is different from PMSM signal-injection methods because it
provides another signal path to the q-axis besides the one formed by rotor saliency.

3. High-Frequency Model of a WSM

As shown in Figure 1, the WSM has a separate field controller, which feeds i f to the field
winding via a slip ring and brush. A high-frequency carrier is superposed on the field current.
Then, the signal is detected on the stator winding, on which the rotor angle is estimated. The field
current controller supplies

i′f (t) = I f 0 + i f h(t) = I f 0 − Ih cos ωht, (9)

where I f 0 and Ih are the amplitudes of the dc and ac components, and ωh is the angular speed of the
carrier. Furthermore, the d and q-axis currents can be separated as

ie
d = ie

d0 + ie
dh, (10)

ie
q = ie

q0 + ie
qh, (11)

where ie
d0 and ie

q0 are dc components current, ie
dh and ie

qh are the high-frequency components.
Substituting (9)–(11) into (6) and (7), the voltage equations are written as[

ve
d

ve
q

]
=

[
rs 0
0 rs

] [
ie
d

ie
q

]
+

[
Ldd Ldq
Lqd Lqq

]
d
dt

[
id0 + ie

dh
iq0 + ie

qh

]

+

[
−ωeλe

q
ωeλe

d

]
+

[
Ld f
Lq f

]
d
dt
(I f 0 − Ih cos ωht). (12)

Please note that ie
dh and ie

qh are induced by the high-frequency part of i′f . From (12), the terms rsie
d,

rsie
q, −ωeλe

q, and ωeλe
d are neglected because ωh is much larger than ωe, ωhLdd � rs, and ωhLqq � rs.

Thus, it is following that[
ve

d
ve

q

]
=

[
Ldd Ldq
Lqd Lqq

]
d
dt

[
ie
d0 + ie

dh
ie
q0 + ie

qh

]
+

[
Ld f
Lq f

]
d
dt
(I f 0 − Ih cos ωht). (13)

Please note that Ldd, Lqq, Ldq, Lqd, Ld f , and Lq f are the incremental inductance in Section 2.2.
It means that the inductances are calculated at a specific operating point, (ie

d0, ie
q0, I f 0). Therefore,
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all inductances can be assumed the constant value at the operation point. Based on the superposition
law at (ie

d0, ie
q0, I f 0), the high-frequency part is separated as

[
0
0

]
=

[
Ldd Ldq
Lqd Lqq

]
d
dt

[
ie
dh

ie
qh

]
+ωh

[
Ld f
Lq f

]
Ihsin ωht. (14)

Thus, the solution to (14) is obtained such that[
ie
dh(t)

ie
qh(t)

]
= Ih

[
αA
αB

]
cos ωht +

[
ie
dh(0)

ie
qh(0)

]
, (15)

where

αA =
LqqLd f − LdqLq f

LddLqq − LdqLqd

αB =
−LqdLd f + LddLq f

LddLqq − LdqLqd
.

Please note that (15) is the equation in the synchronous (rotor) frame based on the right angle
θe. As shown in Figure 7, the angle of the misaligned frame is denoted by θ̂e, and the angle error is
defined as

Δθe = θ̂e − θe, (16)

where Δθe ∈ S ≡ [−π, π).

aligned

d-axis

S

aligned

q-axis

misaligned

d-axis

misaligned

q-axis

estimated 

angle

estimated 

angle error

N

Figure 7. Misaligned dq-frame.

It is assumed that current is measured in a misaligned frame, in which the currents are denoted
by îe

dh and îe
qh. The current equation can be transformed to the misaligned frame by the following

rotation matrix,

R(Δθe) =

[
cos(Δθe) sin(Δθe)

− sin(Δθe) cos(Δθe)

]
. (17)
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By multiplying (17) to (15), we obtain[
îe
dh

îe
qh

]
= Ih

[
αA cos Δθe + αB sin Δθe

−αA sin Δθe + αB cos Δθe

]
cos ωht

= Ih

√
α2

A + α2
B

[
cos(Δθe − η)

− sin(Δθe − η)

]
cos ωht, (18)

where

η = tan−1(
αB
αA

) = tan−1

(−LqdLd f + LddLq f

LqqLd f − LdqLq f

)
. (19)

Please note that η is an angle offset caused by the cross-coupling inductances. Specifically, η = 0
when Ldq = Lqd = Lq f = 0, which means that η is caused by the cross-coupling.

4. Position Estimation Using Signal Injection into the Rotor Winding

Phase currents are measured and transformed into an estimated frame. Then, a band-pass
filter (BPF) is applied to îe

d and îe
q to remove the dc components. To perform synchronous rectification,

cos ωht is multiplied with îe
dh and îe

qh. Then, a low pass filter (LPF) is applied to extract the dc signals X
and Y [33]:

X ≡ LPF(îe
dh × cos ωht)

≈ Ih
2

√
α2

A + α2
B cos(Δθe − η) (20)

Y ≡ LPF(îe
qh × cos ωht)

≈ − Ih
2

√
α2

A + α2
B sin(Δθe − η). (21)

Using the filtered signals, the angle error Δθe can be estimated via

Δθe = − tan−1
(

Y
X

)
+ η. (22)

Figure 8 shows a block diagram of the signal processing illustrating in the above. A lookup
table for η is used to compensate the bias depending on the load condition and current angle. Finally,
a phase locked loop (PLL) is employed to obtain an estimate θ̂e.

The bandwidth of the filter has an impact on the estimation bandwidth. To enhance the
performance, the bandwidth of PLL and filter should be increased. However, the high-frequency
current (ie

dh, ie
qh) can be contaminated with a noise [34]. In practice, the noise limits the bandwidth of

the filter and PLL.

215



Energies 2018, 11, 3278

x LPF

PI

x LPF
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Figure 8. Signal processing block based on the signal-injection method into the field winding.

4.1. The Analysis of Cross-Coupling Offset Angle η

It is clear from (22) that the exact information of η is necessary to obtain an accurate value
of Δθ. On the other hand, η is a function of Ldq, Lqd, and Lq f in (19), which change nonlinearly
with the currents. For practical purposes, it is better to make a lookup table of η over (ie

d, ie
q).

Figure 9 shows the variations in η when the currents change. In general, the magnitudes of η

increases as the core saturation develops. Note also that |η| increases with the d-axis current until
ie
d = −150 A. However, it has the smallest values when ie

d = −200 A. That situation could be illustrated
as follows: The rotor flux generated by the field winding is almost canceled out by the negative
d-axis current, ie

d = −200 A. More specifically, note that the ampere-turn of the field winding is
Nf di f = 200 × 6 A−turns, where Nf d is the number of turns of the field winding. The ampere-turn of
the d-axis stator winding is equal to 3

2 × Na × ia = 3
2 × 6 × 2

3 × 200 = 1200 A-turns, where Na is the
number of turns of a phase winding per pole, and the winding factor is assumed to be unity. That is,
they are the same when ie

d = −200 A. Hence, the core is relieved from the saturation induced by the
field winding, when ie

d = −200 A. Thus, the non-linear behavior of η is mitigated when ie
d = −200 A.

η (deg.)

= 0 A

= -50 A

= -100 A

= -150 A

= -200 A

Point A

      Point B 

(-135.5, 64.34)

(-55.3, 139.42)

(a) (b)

 η (deg.)

Figure 9. The cross-coupling bias η calculated based on the FEM data: (a) Plot of η and (b) contour
plot of η.
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4.2. The Compensation Method for Cross-Coupling Offset Angle η

The cross-coupling bias angle relies on the lookup table, which is the function of ie
d and ie

q.
In practice, the dq-axes currents in the synchronous reference frame (ie

d, ie
q) are unknown in sensorless

control. Thus, they are replaced by the dq-axes currents in misaligned frame, (îe
d, îe

q). However,
the inaccurate compensation for η can be made by the difference between (ie

d, ie
q) and (îe

d, îe
q). Therefore,

it has an effect on stability of the sensorless observer. To analyze the stability, define the function of
η as

η = f (ie
d, ie

q), (23)

f is shown in Figure 9. Using (17), the dq-axes currents in misaligned frame are derived as[
îe
d

îe
q

]
=

[
cos Δθe sin Δθe

− sin Δθe cos Δθe

] [
ie
d

ie
q

]
,

= Is

[
− sin(β − Δθe)

cos(β − Δθe)

]
, (24)

where Is =
√

ie
d

2 + ie
q

2 and β = tan−1(−ie
d/ie

q). Using (24), the compensation offset angle is obtained

by ηcom = f (îe
d, îe

q). In Figure 8, −Δθ̂e is the input of the PLL (tracking filter). Subtracting tan−1 Y
X from

the compensation angle ηcom, −Δθ̂e can be calculated

−Δθ̂e = −Δθe + η − ηcom

= −Δθe + f (ie
d, ie

q)− f (îe
d, îe

q)

= −Δθe + f (−Is sin β, Is cos β)− f (−Is sin(β − Δθe), Is cos(β − Δθe))

= −Δθe

[
1 +

f (−Is sin(β − Δθe), Is cos(β − Δθe))− f (−Is sin β, Is cos β)

Δθe︸ ︷︷ ︸
κ

]
. (25)

Please note that κ should be the positive value to ensure the stability of the PLL observer, i.e.,
κ ≥ 0. If κ < 0, the estimated position error will be amplified. Therefore, our task is to prove
that κ is the positive value in the whole operation region. However, it is difficult for analytical
demonstration because f is not mathematically represented and is highly non-linear. Figure 9b
shows the contour of the cross-bias angle, η. From (24), (îe

d, îe
q) are rotated by Δθe clockwise. It is

evident that f (îe
d, îe

q) slightly decreases as Δθe increases. It means that κ is maintained over 0, i.e.,

κ ≥ 0. It is because
f (îed ,îeq)− f (ied ,ieq)

Δθ > −1. For example, the point B is (ie
d, ie

q) and the point A is
(îe

d, îe
q) in Figure 9b. β is 64.6◦ and Δθ is 42.9◦. Substituting point A and B into (26), it was obtained

as −Δθ̂e = −Δθe(1 + −9.5◦+2.6◦
42.9◦ ) = −0.84 Δθe. Therefore, the convergence of the estimated angle

error can be locally guaranteed due to κ ≥ 0. By contrast, PMSMs have a positive offset angle
caused by cross-coupling inductance [15,18] when q-axis current is positive. It shows that the offset
angle increases as the q-axis current increases. An offset angle compensation method for PMSM was
reported [35], and this paper proposed two different estimation angles: the saliency-based angle and
the estimation rotor angle (compensated). Consequently, double-synchronous frames should be used,
it causes the increasing of the calculation burden. In comparison, the proposed method has only one
estimated synchronous frame.
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5. Performance Comparison between Rotor and Stator Injection

Sensorless control performance degrades as the load increases because the inductances vary
significantly along with core saturation. Specifically, the saliency ratio decreases, i.e., Ldd ≈ Lqq [17,19].
The accuracy of a sensorless method is determined by signal-to-noise ratio, which the saliency ratio
affects. In this section, a common method of injecting a signal into the stator is also considered for the
purpose of comparison.

Rambetius et al. studied the WSM model by incorporating the effects of the field winding into the
stator. For signal injection into the stator, the following inductances should be used [25]:

Lddt = Ldd − 3
2

L2
d f

(Ld f + Ll f )
, (26)

Lqqt = Lqq − 3
2

L2
q f

(Ld f + Ll f )
, (27)

Ldqt = Ldq − 3
2

Ld f Lq f

(Ld f + Ll f )
, (28)

where Ldq = Lqd is assumed, Ll f is the leakage inductance of field, and Lddt, Lqqt, and Ldqt are
substituted for Ldd, Lqq, and Ldq, respectively. Please note that Lddt ≤ Ldd and Lqqt ≤ Lqq, because the
field coil acts as a damper winding and reduces the high-frequency component [25]. The angle error is
estimated by

Δθe ≈ ωh
vh

LddtLqqt

Ldi f f
LPF(îe

qh sin ωht), (29)

where vh is a high-frequency voltage and Ldi f f =
Lqqt−Lddt

2 . It is emphasized that Ldi f f plays a crucial
role in the estimation [19]. A smaller error is expected for a larger value of Ldi f f .

Figure 10a shows the loci of constant Ldi f f in the current plane along with the maximum torque
per ampere (MTPA) line. As mentioned in the above, Ldi f f decreases as ie

q increases. In other words,
the electromagnetic saliency ratio decreases as the load increases.

On the other hand, the proposed method does not depend on the saliency ratio. When the signal
is injected into the field winding, Ld f plays a similar role as Ldi f f . However, its magnitude is less
affected by the current magnitudes. Figure 10b shows the loci of constant Ld f in the current plane.
Ld f increases as ie

d increases negatively. Also note that Ld f increases slightly when ie
q increases. This can

be illustrated by a small increase in Ld f along with ie
q as shown in Figure 6c. This supports the robust

property of the field coil injection method.
According to the saliency-based method, the angle error is recovered from the term sin(2Δθe).

Because “2” is multiplied with Δθe, polarity check should be carried out. Therefore, before starting the
saliency-based sensorless algorithm, a polarity-checking procedure needs to be performed. However,
the angle error is estimated from sin(Δθe − η) with the field current injection method; therefore,
no polarity-checking step is necessary.

Another advantage is that the field current injection method does not undermine the PWM duty
of an inverter, which should be used for motor operation. Normally with the stator injection method,
approximately 50 Vpeak is used for high-frequency injection for a proper SNR in a 300 V dc-link
inverter. However, for the field current injection method, a high-frequency signal is synthesized in a
separate dc-dc converter.

For implementation, the field current injection method requires a DSP-based dc-dc converter
which can produce a high-frequency signal with a dc bias. Two methods are compared in Table 2.
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Table 2. Comparison between the injection methods into stator and field windings.

Signal Injection into Stator Winding Signal Injection into Field Winding

Signal amplitude Ldi f f (Saliency) Ld f (Mutual)
Polarity check Necessary Not necessary

SNR under core saturation Small Large
Signal generation Inverter dc-dc converter
Stable region (Δθe) <45◦ <90◦

Implementation Easy Medium difficulty

(a)

(b)

MTPA Line

MTPA Line

Figure 10. (a) Ldi f f , which is important for sensorless control based on signal injection into stator and
(b) Ld f , which is important for sensorless control based on signal injection into rotor.

6. Experimental Results

Figure 11 shows the experimental environment consisting of a dynamometer, a test WSM,
an inverter, a dc to dc converter to supply the field current, etc. A zero-voltage switching (ZVS)
full-bridge topology was used in the dc to dc converter, and operated at 50 kHz. As shown in
Figure 12, the inverter dc-link voltage is 360 V and shared with the dc-dc converter. Practically,
the field inductance is very large, and the bandwidth of field winding is very low. Consequently, it is
difficult for some WSMs to inject high-frequency signal to the field winding. However, the field current
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supplier (DC-DC converter) is directly connected to the high voltage dc-link of the inverter.Therefore,
it is enough to inject the high-frequency signal into the field winding. A carrier signal of 500 Hz,
90 V (peak-to-peak) was superposed on a dc output, which generated a 25 mA (peak-to-peak) current
ripple on the dc component, i f = 6 A. In truth, it cannot be guaranteed that Ih is a constant in the
whole operation region due to the inductance variations from (9). Fortunately, the impedance between
d-axis and rotor winding was not significantly changed in the MTPA operation. Therefore, it may
have a small impact on the position estimation. The dynamometer governed the shaft speed, and the
WSM was operated in the torque control mode. A Freescale MPC5554 was used as a processor for the
inverter control board, and the inverter switching frequency was 8 kHz. The real angle was monitored
using a resolver mounted on the WSM shaft.

Dyanamometer

WSMTorque 

transducer

Inverter

Osilloscope

Power meter

Debugger

Figure 11. Experiment environment for testing sensorless control: the dynamometer, inverter, debugger,
osilloscope, torque transducer, and WSM.
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Figure 12. Block diagram of a proposed sensorless control method for a WSM.

The cross-coupling bias angle η is changed depending on the load condition. The bias angle
can be directly measured by simple experimental method. The motor was controlled using the real
rotor angle from a resolver when the carrier signal is injected into the rotor field. Using the dq-axes
currents in the misaligned frame, the estimated angle θ̂e can be obtained without the compensation
method. Then, the angle offset can be measured by ηexp = θ̂e − θe. Figure 13a shows the experimental
results of the cross-coupling bias angle. Figure 13b shows ηexp and its differences, ηexp − η, from the
ones computed using the FEM data. Please note that the maximum difference is approximately 6◦

(ele. degrees).
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Figure 14 shows the angle estimate θ̂e, measured angle θe, and their difference Δθe = θ̂e − θe

during the transitions between 0 to 50 r/min and 50 r/min to 0 r/min, when a 28 Nm shaft torque is
applied. Please note that the angle error was bounded under ±3.33◦ (mechanical angle).

= 0 A

= -50 A

= -100 A

= -150 A

= -200 A

= 0 A

= -50 A

= -100 A

= -150 A

= -200 A

Figure 13. (a) Experimental angle offset due to the cross-coupling inductance and (b) The differences
between the angle offset measured ηexp and the angle offset calculated η using FEM data.

Figure 15 shows the current response to a step command ie
q
∗ = 228 A when ie

d = −10 A when
the motor speed was regulated at a standstill by the dynamometer motor, showing that 123 Nm
(1 pu) was produced. However, the torque response appears sluggish owing to a strong filter in CAN
communication. Please note that the angle error was regulated below 20◦(ele. degrees) under a rated
step torque.
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Figure 14. Proposed sensorless control during speed transitions (28 Nm, ie
d = −20 A, ie

q = 50 A):
(a) 0 → 50 r/min and (b) 50 → 0 r/min.
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Figure 15. Current responses at a standstill for a q-axis command (0 A → 228 A) when ie
d = −10 A:

q-axis current command, q-axis current, angle error, phase current, shaft torque, and shaft speed.
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Figure 16 shows the angle error trend at a fixed speed (100 r/min) when the q-axis current
increases to a rated point without and with compensation for η, which was caused by cross-coupling.
The effectiveness of the cross-coupling compensation was demonstrated, in which the bias error
(14◦ ele. degrees) was monitored without the compensation method whereas no bias error was
observed with the compensation method.

Figure 17 shows the experimental result using sensorless control based on signal injection
into stator winding. The dyanamometer regulated the WSM speed at 50 r/min. For a light load,
the estimated angle error Δθe is not over 10◦ (ele. degrees). However, for a heavy load, the estimated
angle error is oscillated between −30◦ and 5◦ (ele. degrees) owing to magnetic saturation.
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Figure 16. Field current injection method (a) without compensation for η caused by cross-coupling and
(b) with compensation for η: ramp q-axis command (0 A → 228 A), q-axis current response, angle error,
phase current, and torque.
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Figure 17. Signal injection into the stator winding without a compensation of cross-coupling effects:
response at 50 r/min for a ramp q-axis command (0 A → 228 A) when ie

d = −50 A.
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7. Discussion

This study has attempted to investigate sensorless control for a WSM based on signal injection into
the field winding. To conclude, we summarize the following contributions of the paper. The sensorless
method, which injected a carrier signal into field winding, is not based on the saliency ratio. Therefore,
the method does not become unstable caused owing to magnetic saturation phenomenon. In addition,
the absolute position angle can be obtained. Both d- and q-axis high-frequency signals were used for
angle estimation. Mutual incremental inductances are used to predict and compensate the angle offset
caused by the cross-coupling effect. In this work, Ld f and Lq f are significant factors. The algorithm
was developed to eliminate the estimation bias caused by the cross-coupling inductance. Experiments
were performed for full-torque operation. Furthermore, we obtained an accurate estimated angle in
the presence of the cross-coupling effect.

Author Contributions: J.C. and K.N. designed the proposed sensorless algorithm for WSM and J.C. did the
experiments and analyzed the data.
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Abbreviations

The following abbreviations are used in this manuscript:

ve
d, ve

q d and q-axes voltage in the synchronous frame
ie
d, ie

q d and q-axes current in the synchronous frame
i f Field current
λa, λb, λc Phase a, b, c stator flux linkage
λe

d, λe
q d and q-axes stator flux linkage in the synchronous frame

rs Stator winding resistance
Ldd, Lqq d and q-axes self-inductance
Ldq, Lqd d and q-axes cross-coupling inductance
Ld f Mutual inductance between d-axis and field coil
Lq f Cross-coupling inductance between q-axis and field coil
Lls Leakage inductance of stator
Ll f Leakage inductance of field
θe Rotor flux angle
θ̂e Estimation rotor flux angle
Δθe Estimation rotor flux angle error
ωe, ωr Electrical speed and mechanical speed
ωh Angular speed of the carrier signal
η Angle offset caused by the cross-coupling
ηcom Compensation for angle offset
−Δθ̂e The input of the PLL
T Shaft torque
WSM Wound Synchronous Machine
EV Electrical vehicles
HEV Hybrid EVs
PMSMs Permanent-magnet synchronous motors
Nd Neodymium
Dy Dysprosium
EMF Electromotive force
MTPA Maximum torque per ampere
FEM Finite-element method
LPF Low pass filter
BPF Band-pass filter
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Abstract: In this paper, an adaptive robust drive control system for an axial flux permanent magnet
synchronous motor of an electric medium-sized bus based on the optimal torque distribution method
is studied. The drive control system is mainly divided into two parts. First, a torque distribution
method is proposed. The optimal torque distribution method based on particle swarm optimization
algorithm is used to increase the high efficiency interval of the system and apply it to the energy
feedback braking. Secondly, in order to reduce the nonlinear disturbance of the system and improve
the accuracy of the unified control, this paper models and studies the vector system based on adaptive
robust control. Finally, the whole drive control system is modeled, simulated and experimented.
The simulation and experimental results show that the torque distribution method proposed in
this paper can effectively increase the high-efficiency running time of the electric medium bus,
and improve the shortcomings of insufficient mileage of the electric medium-sized bus. The use of a
current controller based on adaptive robust control improves the control accuracy of the drive system
and can effectively suppress the disturbances generated by it.

Keywords: adaptive robust control; AFPMSM; energy feedback; particle swarm optimization; torque
optimal distribution method

1. Introduction

The passenger capacity of medium bus is generally 9–20, which is suitable for small and medium-size
cities. With the increasing awareness of greenhouse gas emissions, the emergence of electric buses
can meet the call for energy conservation and emission reduction [1]. Compared with the internal
combustion engine powered medium bus, the electric medium bus have many advantages. For example,
they have low vibration noise, simple structure, high power transmission efficiency, easy vehicle
layout, and excellent power performance [2,3]. The selection of pure electric medium bus drive motors
must meet the vehicle’s dynamic requirements, such as maximum speed, acceleration performance,
and maximum grade [4]. Among a variety of vehicle drive motors, permanent magnet synchronous
motors (PMSMs) have many applications [5,6]. Among them, the axial flux permanent magnet
synchronous motors (AFPMSMs) have the advantages of low speed, large torque and high energy
density, and are more suitable for use in an electric medium bus with a larger passenger capacity.
Double stator-single rotor AFPMSM (two-disc AFPMSM) has better heat dissipation and larger rated
torque. Therefore, the two-disc AFPMSM is selected as the driving motor for electric medium bus in
this paper.
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The two-disc AFPMSM can be equivalent to two PMSMs connected coaxially, and for electric
medium-sized buses, there is only one given torque, so this paper involves the problem of multi-motor
torque distribution. At present, the commonly used torque distribution method is mainly applied
to distributed drive vehicles. Compared with the conventional central direct drive electric vehicles,
the drive motors of the various wheels of the distributed drive electric vehicle can be independently
controlled, and the torque of each wheel can be distributed in any proportion within its capability range.
The energy can be controlled by properly distributing the wheel torque so that the motor works as
much as possible in the high efficiency range. The author of [7] proposed a multi-objective optimization
method that considers system efficiency and safety for torque distribution. The authors of [8] mainly
use torque distribution to enable micro electric vehicles to improve powertrain efficiency. The authors
of [9] used the optimal vehicle state estimation method for directional tire torque distribution. In this
paper, a torque optimal allocation method is proposed for the purpose of efficiency optimization.
The particle swarm optimization algorithm is used to optimize the torque distribution mathematical
model to obtain the optimal torque distribution solution. In addition, regenerative braking is one of
the most effective ways to extend the durability of electric vehicles [10–12]. In order to further increase
the cruising range, this paper applies the previously described optimal torque distribution method to
the braking situation.

In addition, due to the large number of passengers in medium bus, some researchers have studied
the safety and stability of driving. Authors of [13–16] studied the safety-structure from the structure of
the medium bus, among which authors of [13,14] focused on studying the strength of conventional
bus structures under operating conditions, authors of [15,16] studied the crashworthiness under
rollover accident.

In addition, the research on control systems is mainly divided into two categories, motor design
and optimization and motor control. The research on AFPMSM mainly focuses on the optimization
of the motor model. The authors of [17] used the combined solution of Maxwell’s equations and
magnetic equivalent circuits to model the AFPMSM analytically. The authors of [18] used an auxiliary
multi-objective optimization algorithm to optimize the design of AFPMSM with dual rotor and single
stator. This paper studies the anti-interference and current tracking capabilities of the driving system of
medium-sized buses from the perspective of drive control. During the operation of the electric medium
bus, due to the complicated operating environment, it will encounter various nonlinear disturbances.
Adaptive robust control is used to overcome the effects of nonlinear disturbances, thereby improving
tracking accuracy of the current loop. In the study of adaptive robust control, the authors of [19]
used adaptive synthesis robust control strategies based on μ synthesis to resist the interference of
high-frequency dynamic problems generated by the motor structure mode on linear motor control.
The authors of [20] used neural networks to learn adaptive robust controllers to resist interference from
unknown factors. The author of [21] used an adaptive robust controller based on extended disturbance
observer to improve the control accuracy of linear motors. In this paper, adaptive robust control is
applied to the drive control system of AFPMSM for anti-disturbance control.

This paper mainly studies the drive control system of electric medium bus. From the above,
the drive control system is mainly divided into two parts. The first part mainly studies the torque
distribution method, with the system’s highest working efficiency as the distribution target. The second
part mainly studies the motor control part. In order to reduce the waveform ripple and improve the
system control accuracy, this paper models and studies the adaptive robust control vector system.
Finally, the above methods are simulated and the motor experiments and loading experiments are
performed, and the results are summarized.

2. Two-Disc AFPMSM Mathematical Model

Compared with the traditional AFPMSM, the AFPMSMs with multi-disc structure improve
the overall efficiency of the motor by adjusting the number of stators and rotors running [22].
Therefore, this paper takes the AFPMSM of double-stator-single-rotor structure as the research object,
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and establishes its mathematical model as the theoretical basis for deducing its control strategy.
The structure of the dual-stator-single-rotor AFPMSM (also called double-disc AFPMSM) is shown in
Figure 1.

Figure 1. Internal view of double-disc axial flux permanent magnet synchronous motor (AFPMSM).

In order to distinguish the two stators of the AFPMSM, they are respectively defined as the
stator 1 and the stator 2. The simplified PMSMs are the motor 1 and the motor 2. For the motor 1 and
the motor 2, a d-q axis rotating coordinate system is established, which is d1-q1 and d2-q2, and the
coordinate system rotation speeds are ω1 and ω2, and the rotation directions are the same. Since the
double disc AFPMSM shares one rotor and is coaxially connected, two mathematical models of the d-q
axis rotating coordinate system can be established at the same time. The mathematical model of the
AFPMSM is as follows.

Voltage equation: ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ud1 = Rs1id1 + Ld1

did1
dt −ω1Lq1iq1

uq1 = Rs1iq1 + Lq1
diq1
dt +ω1Ld1id1 +ω1ψ f

ud2 = Rs2id2 + Ld2
did2
dt −ω2Lq2iq2

uq2 = Rs2iq2 + Lq2
diq2
dt +ω2Ld2id2 +ω2ψ f

, (1)

Magnetic chain equation: ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ψd1 = Ld1id1 +ψ f
ψq1 = Lq1iq1

ψd2 = Ld2id2 +ψ f
ψq2 = Lq2iq2

, (2)

Torque equation: {
Te1 = 3

2 p[ψ f iq1 + (Ld1 − Lq1)id1iq1]

Te2 = 3
2 p[ψ f iq2 + (Ld2 − Lq2)id2iq2]

, (3)

Equation of motion: ⎧⎪⎪⎨⎪⎪⎩ Te1 − TL1 − Bω1 = J
p

dω1
dt

Te2 − TL2 − Bω2 = J
p

dω2
dt

, (4)

In Equations (1)–(4), Rs1 and Rs2 are two stator resistances respectively, and ud1, uq1, ud2, and uq2

are d-q axis components of the winding voltage vectors of the stator 1 and the stator 2, id1, iq1, and
id2. iq2 is the d-q axis component of the winding current vectors of the stator 1 and stator 2, Ld1, Lq1,
Ld2, Lq2 are the d-q axis components of the winding inductances of the stator 1 and stator 2, ψd1, ψq1,
ψd2, ψq2 are the d-q axis components of the winding flux of stator 1 and stator 2, Te1 and Te2 are the
electromagnetic torques of the stator 1 and the stator 2, TL1 and TL2 are the load torques of the stator 1
and the stator 2, J is the moment of inertia, B is the viscosity coefficient, and TL is the load torque.
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Since the two stators share one rotor, it can be approximated that the two motor modules are
coaxially connected, so ωr1 = ωr2 = ωr can be obtained. According to the conclusion of coaxial
connection, two equivalent motors can now be analyzed under the same d-q reference coordinate
system. The two stators are structurally identical and symmetrical, therefore the stator resistances
RS1 and RS2 are equal. According to the uniform air gap of the motor, it can be obtained that the
direct-axis inductance and the cross-axis inductance of the two motors are equal. This article uses a
hidden-pole motor, so it is also concluded that the inductance of the AC and DC axes is equal. At this
time, the electromagnetic torque equation can be rewritten as:

Te = Te1 + Te2 =
3
2

pψ f
(
iq1 + iq2

)
, (5)

The equation of motion is:

Te − TL − Bωr =
J
p

dωr

dt
, (6)

3. Torque Optimal Distribution Method

3.1. Dual Stator AFPMSM Drive System Topolgy

The traditional electric medium bus has only one motor drive system, and the vehicle manager
only corresponds to one motor controller [23], and the two are connected by controller area network
(CAN) communication. Unlike conventional two-motor electric vehicle drive systems, the dual-station
AFPMSM needs to control two sets of stator windings. Although they are driven by separate inverters,
the same motor controller can be used, so that the vehicle manager and the motor controller can be
directly connected via controller area network (CAN) communication. In order to study the torque
distribution method more conveniently, a torque distributor is added between the vehicle manager
and the motor controller, and the torque is distributed to the motor through the torque distributor.
The topology of the double-disc AFPMSM drive system is shown in Figure 2.

 
Figure 2. Topology of double-disc AFPMSM drive system for electric medium bus.

The general electric vehicle drive system only has a given torque Tm. The driving motor in
this paper can be regarded as two motors after equivalent. Therefore, Tm needs to be allocated.
The common method is to evenly distribute torque. In order to save battery power, an optimal torque
distribution strategy based on particle swarm optimization is proposed, so that the system can operate
in a high efficiency range. The system control block diagram is shown in Figure 3. According to the
optimal torque distribution method, the distributed torques of the two motors are obtained, and then
the motor control is performed.
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Figure 3. Control block diagram of double-disc AFPMSM drive system for electric medium bus.

3.2. Optimal Torque Distribution Control Method Based on Particle Swarm Optimization in Driving State

The torque optimal distribution strategy based on particle swarm optimization (PSO) is modeled
as follows. Taking the double-disc AFPMSM for electric medium bus studied in this paper as an
example, the total output torque is T, and the range is [0, 500 Nm]. The output torques of the two
motor modules are T1 and T2, respectively, and the range is [0, 250 Nm], then:

T = T1 + T2, (7)

Assuming that the mechanical angular velocity of the motor is ω, the output power of the two sets
of motor modules is T1ω and T2ω, the input power is P1 and P2, and the operating efficiency is η1 and
η2. Let T1 = a1T, T2 = a2T where a1 + a2 = 1, a1, a2 ∈ [0, 1]. Then the input power of the two motor is:

P1 =
T1ω
η1

=
a1

η1
T1ω, (8)

P2 =
T2ω
η2

=
a2

η2
T2ω, (9)

The total output power of the Motor Module is:

Po = T1ω+ T2ω = Tω, (10)

The total input power is:

Pi = P1 + P2 = (
a1

η1
+

a2

η2
)Tω, (11)

The total efficiency of the motor module is:

η =
Po

Pi
=

Tω
( a1
η1

+ a2
η2
)Tω

=
1

a1
η1

+ a2
η2

, (12)
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Assume:
f (a1) =

a1

η1
, f (a2) =

a2

η2
, (13)

It can be known from Equation (10) that the output power is constant during the operation of the
electric medium bus and it is only necessary to reduce the total input power to improve the system
efficiency. If the maximum value of η is required, that is, the minimum value of f (a1) + f (a2) is obtained.

Let

A = f (a1) + f (a2), (14)

Then the problem translates into how the two sets of motor modules are assigned torque ratios
for a given torque so that the value of A is minimized.

For Equation (14), when one of the torque distribution ratios a1 or a2 is determined, the value of A can
be determined. However, the speed and torque at a certain moment are not involved in the Equation (14).
In the optimization using the particle swarm optimization algorithm, the optimal distribution must
be obtained based on the total given torque and speed. Therefore, the three-dimensional model of
f (a1), the total torque command T, and the current rotational speed n can be obtained by data fitting.
Since the two sets of motor modules are identical, the efficiency values are the same under different
speeds and torques, so only the total torque command T is required to be the x-axis, and the rotational
speed n is the y-axis. The value of f (a1) is calculated as the z-axis for all torque distribution ratios and
corresponding efficiencies at different speeds and torques. The three-dimensional model is shown in
Figure 4.When the torque distribution system inputs the torque and the rotational speed at any time,
any value of f (a1) will have a certain value of f (a2) corresponding to it on the z-axis, so that the value of
A under all torque distribution ratios can be calculated. The optimization of the PSO algorithm is to
find the smallest one of all fitness functions in the three-dimensional stereogram model, and output
the corresponding ratio of a1 and a2 to achieve the optimal torque distribution.

Figure 4. Fitting 3D model under driving state.

Through the analysis above, A = f (a1) + f (a2) can be used as fitness function, so the fitness function
is designed as follows:

minA = f (a1) + f (a2), (15)

In a search space of a D-dimensional parameter, the population size of the particles is Size.
Each particle represents a candidate solution to the solution space, where the position of the i-th
(1 ≤ i ≤ Size) particle in the entire solution space is represented as Xi and the velocity is represented as
Vi. The optimal solution generated by the i-th particle from the initial to the current iteration number
search is the individual extremum pi, and the current optimal solution of the entire population is
BestS. Size particles are randomly generated, and the position matrix and velocity matrix of the initial
population are randomly generated. The learning factors are set as c1 and c2, the maximum evolution
algebra is G, and g is the current evolutionary algebra. The equation for the velocity and position of a
particle in the solution space is as follows:
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Vkg+1
i = w(t) ×Vg

i + c1r1(p
g
i −Xg

i ) + c2r2(BestSg
i −Xg

i ), (16)

Xg+1
i = Xg

i + Vg+1
i , (17)

Among them, g = 1,2, . . . ,G, I = 1,2, . . . ,Size, r1 and r2 are random numbers from 0 to 1; c1 is
a local learning factor, and c2 is a global learning factor, generally c2 is larger and w(t) is the inertia
weight. The particle swarm optimization algorithm has the advantages of strong local search ability,
fast calculation speed, and few parameters. However, during the running process, the particle swarm
has strong convergence in the local, and it is easy to ignore all and fall into the local optimal solution [24].
In view of the shortcomings of the particle swarm algorithm, the inertia weight w(t) is added to the
velocity term, which represents the ability of the particle to update the velocity, which has a great
influence on the convergence and accuracy of the whole algorithm. A larger w(t) can improve the
global search ability of the algorithm, while a smaller w(t) can improve the local search ability of the
algorithm, so the value of w(t) should be decremented during the iterative process, which allows the
particle to strike a balance between its search ability and convergence speed. The value of w(t) is
determined according to Equation (18).

w(t) = w(t)max −
wmax −wmin

kmax
× k, (18)

In the equation, wmax represents the initial weight, wmin represents the final weight, k represents the
current iteration number of particles, and kmax represents the maximum iteration number of particles.
The particle swarm optimization is easy to converge too early and fall into local optimum, which makes
it impossible to obtain global optimum solution. Combining with the requirements of speed control for
electric vehicles, this paper improves the particle swarm optimization algorithm. The inertia weight is
determined by the exponential decrement method, as defined by Equation (19).

w = wmax(
wmin

wmax
)

1/(1+10k/kmax)
, (19)

In the initial stage, w is larger, and has a strong ability to search in a wide range. In the later stage,
w is smaller and has a strong ability to search in a small range, thereby improving the performance of
the particle swarm algorithm as a whole. At the same time, in order to avoid premature convergence
of the algorithm, the learning factor is dynamically adjusted, as shown in Equation (20):⎧⎪⎪⎨⎪⎪⎩ c1 = 2− sin kπ

kmax

c2 = 1 + sin kπ
kmax

, (20)

In the early stage of population search, c1 is larger and c2 is smaller, which facilitates the particle
to learn its own optimal solution and improves the global search ability. In the later stage of population
search, c2 is larger and c1 is smaller, which facilitates the population to move closer to the global
optimal solution and enhances the local optimization performance.

3.3. Energy Feedback Brake Control Based on Optimal Torque Distribution Method

For electric medium bus, in order to further improve the cruising range, the energy feedback
brake will be added to the vehicle. It not only saves energy, but also solves the problem that the electric
medium bus has a short driving range of one charge, and can also improve the braking performance of
the car and reduce the friction loss of the brake pad when the car brakes.

In this paper, the energy feedback brake control is carried out under the condition that the battery
is safely charged, the rotation speed is not too low, and the power generation power is in the safe
interval. Since the motor provides braking torque in the energy feedback state, the torque optimal
control problem of the two sets of motor modules is involved. It is known in the foregoing studies that
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reasonable torque distribution can improve system efficiency. This conclusion is also applicable in
the case of energy feedback. Therefore, in order to further improve the endurance of electric mid-size
passenger cars, the optimal torque distribution strategy based on particle swarm optimization is also
applied to improve the power generation efficiency of the motor. The basic block diagram of the
system incorporating energy feedback is shown in Figure 5. The three-dimensional perspective of the
braking mode obtained by the particle swarm optimization algorithm is shown in Figure 6.

 

Figure 5. Basic block diagram of the energy feedback system.

Figure 6. Fitting 3D model in energy feedback state.

4. Electric Medium Passenger Bus Vector Control System Based on Adaptive Robust
Current Control

Compared with the application of motors in other aspects, the motor drive system of electric
medium-sized buses has higher requirements for the current following ability and control accuracy of
the motor. During the operation of electric medium-sized buses, due to the complicated operating
environment, it will encounter various non-linear disturbances, resulting in current and torque ripples
in the system. Therefore, this paper chooses to study from the perspective of control, and uses adaptive
robust control to overcome the effects of nonlinear disturbances, thereby improving the tracking
accuracy of the current loop.

According to Equation (1), a voltage model containing non-ideal back-emf can be obtained as
shown in Equation (21).

L
d
dt

iq = uq −Riq − eq + Δq, (21)

where eq is the non-ideal back-EMF, and Δq is the sum of the deviation voltages caused by all
nonlinear disturbances.
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Assume that the non-ideal back EMF model is:

eq = SeKe, (22)

where in Se represents a wave function containing a fundamental wave and a 6th harmonic, Ke represents
a back EMF coefficient matrix. Their expressions are shown in Equations (23) and (24), respectively.

Se =
3
2
ωe[1 cos(6σe)], (23)

Ke =
[
Kq1 Kq6

]T
, (24)

Bringing Equation (22) into Equation (21), the following equation of state can be obtained:

L
d
dt

iq = uq −Riq − SeKe + Δq, (25)

To establish a standard adaptive robust control model, let
.
x = d

dt
iq, let γT = Se and σ = Ke.

Define the amount of virtual control u as:

u = uq −Riq, (26)

where uq is the actual output of the controller and Riq is calculated from the known amount and the
feedback amount.

Substituting the above assumption and Equation (26) into Equation (25), Equation (26) is obtained
as shown below.

L
.
x = u + γTσ+ Δq, (27)

The adaptive robust current controller designed in this paper makes the output of the double-disc
AFPMSM model overcome the effects of non-ideal back EMF and other nonlinear disturbances.
The tracking error with the expected value xd is as small as possible.

It can be seen from the equation of state, Equation (27) that the previously designed double-disc
AFPMSM model clearly includes parameter uncertainties and nonlinear disturbances. Adaptive robust
control can compensate the uncertainty in the system through the design of adaptive law, and synthesize
the robust control law to overcome the influence of nonlinear disturbance, so it is suitable for the
design of PMSM current controller. According to Equations (27) and (28) can be obtained.

u = L
.
x− γTσ− Δq, (28)

The control law form of the adaptive robust controller is as shown in Equation (29).

u = ua + ur, (29)

where ua is the compensation term for adaptive control, which can be expressed as:

ua = L
.
xd − γTσ̂, (30)

where
.
xd is the differential of the expected value of the q-axis current and σ̂ is the estimated value of

the unknown parameter σ.
ur is a robust control term and can be expressed as:

ur = ur1 + ur2, (31)
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In Equation (31), ur1 is a linear proportional feedback term and ur1 = –kr1z, kr1 is a proportional
coefficient, and z = x – xd represents a tracking error. According to the control law represented by
Equations (28) and (29), the dynamic equation of the system tracking error is:

L
.
z− ur1 = ur2 −

[
γTσ̃− Δq

]
, (32)

where σ̃ is the parameter estimation bias and σ̃ = σ̂− σ, ur2 is the robust control term. According to the
robust control principle, the design requirements are:⎧⎪⎪⎨⎪⎪⎩ zur2 ≤ 0

z
{
ur2 −

[
γTσ̃− Δq

]}
≤ ε , (33)

In the above equation, ε represents any positive integer, the first condition can be guaranteed to be
naturally dissipated, and the second condition indicates that ur2 can suppress nonlinear disturbance,
modeling error and estimation error of adaptive parameters. There are many ways to select ur2 that
meet the conditions [19]. The most common one is:{

ur2 = − 1
4εh2z

h =
∣∣∣γT
∣∣∣|σmax − σmin|+ Δqmax

, (34)

It can be known from the control law in Equation (29) and the tracking error dynamic in
Equation (32) that the tracking performance of the adaptive robust controller depends on the design
of the robust control term ur. Since the adaptive law design is synthesized by tracking error, the
parameter projection method is used to modify the adaptive law [20]. Therefore, the adaptive law of
adaptive robust control is expressed as:

.
σ̂ = Proj(Γγz), (35)

where Γ is a diagonal adaptive law matrix, and Proj(λ) is a projection operator, which can be expressed
as:

Proj(λ) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩ 0, if
{
σ̂ = σmin and λ < 0
σ̂ = σmaxand λ > 0

λ, others
, (36)

When using the control law of Equation (29) and the adaptive law of Equation (35), the adaptive
robust current control block diagram is shown in Figure 7.

+

-
Figure 7. Adaptive robust current control block diagram.

5. Simulation and Experimental Results

5.1. Drive System Simulation

A two-disc AFPMSM simulation system is set up, and the current controller adopts adaptive
robust control method and PI control, respectively. Finally, compare the current tracking performance
of the two controllers. The current controller adopts the control strategy of id = 0, the d-axis current
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adopts PI controller, the q-axis current adopts adaptive robust controller, the given current iq* is 150 A,
and the iq current response waveform is shown in Figure 8. The three-phase current waveform is
shown in Figure 9.

 
Figure 8. Iq current response waveform based on adaptive robust current controller.

 
Figure 9. Three-phase current waveform based on adaptive robust current controller.

When the given current iq* is also 150 A, and the d-axis and q-axis currents all use the PI controller,
the iq current response waveform is shown in Figure 10, and the three-phase current waveform is
shown in Figure 11.

 
Figure 10. Iq current response waveform based on PI current controller.

It can be seen from the simulation waveform that the control system based on adaptive robust
current controller has a response time of about 14 ms from 0 A to 150 A, and the current has almost
no overshoot, and the current fluctuation is small at steady state. The control system based on the
PI current controller has a response time of approximately 21 ms from 0 A to 150 A and a current
overshoot of approximately 6%. The simulation results show that the adaptive robust current controller
designed in this paper has better current control performance.
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Figure 11. Three-phase current waveform based on PI current controller.

5.2. Experimental Platform Verification Experiment

Figure 12 shows the AFPMSM tow experimental platform. Firstly, the drive test experiment is
carried out, and the AFPMSM is used as the drive motor to load. The AC asynchronous motor works
in the fixed speed mode, the rotation speed is 1000 rpm. After the rotation speed is stable, the given
torque is 150 Nm. The A and B phase current waveforms are shown in Figure 13. The oscilloscope
waveform amplitude is about 1.5 V. Then the torque tracking experiment was carried out, and the
torque was abruptly changed from 0 Nm to 120 Nm. The torque waveform is shown in Figure 14.

 
Figure 12. AFPMSM tow experimental platform.

 

Figure 13. A and B phase current waveforms when the given torque is 150 Nm.

The motor drive system efficiency experiments were carried out under the torque average
distribution and the torque optimal distribution control strategy based on PSO. The maximum speed of
the motor is 4500 rpm. During the experiment, the motor speed is from 500 rpm to 4500 rpm, and one
speed value is taken every 100 rpm for a total of 41 speed values. At every speed value, the output
torque is increased from 0 Nm to 600 Nm, and a torque value is selected every 30 Nm. Twenty torque
values correspond to 820 efficiency test values. The output torque T, the rotational speed n, the DC-side
input voltage U, and the current I of each efficiency point are acquired by a sensor and a storage
recording instrument. After calculating the efficiency of the motor drive system, the speed, output
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torque and efficiency values are finally imported into MATLAB to generate a motor efficiency map.
The efficiency map generated by the torque average distribution and the torque optimal distribution
control strategy based on the particle swarm optimization algorithm is shown in Figures 15 and 16.

 

Figure 14. Drive system torque tracking waveform.

 
Figure 15. System efficiency map based on traditional torque average distribution strategy.

 
Figure 16. System efficiency map of torque optimal distribution control strategy based on particle
swarm optimization.

After comparison, the optimal torque distribution control strategy based on particle swarm
optimization algorithm can significantly increase the high efficiency range of AFPMSM. The system
efficiency increases by about 15% in the interval of 85% or more, and the system efficiency increases
by 20% in the interval of 90% or more. The correctness of the proposed optimal torque distribution
control strategy based on particle swarm optimization is verified.
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As in the driving state, the efficiency map generated by the torque average distribution and the
torque optimal distribution control strategy based on the particle swarm optimization algorithm in the
braking situation is as shown in Figures 17 and 18.

Figure 17. System efficiency map based on traditional torque average allocation strategy in energy
feedback state.

 
Figure 18. System efficiency map of torque optimal distribution control strategy based on particle
swarm optimization in energy feedback state.

After comparison, the optimal torque distribution control strategy based on particle swarm
optimization algorithm can significantly increase the high efficiency range of AFPMSM in energy
feedback state. The system efficiency is increased by about 25% in the interval above 85%, and the
system efficiency increases by 10% in the interval of 90% or more, which verifies the correctness of the
optimal torque distribution control strategy in the energy feedback state.

5.3. Vehicle Experiment

As shown in Figure 19, the experimental vehicle is used to simulate the electric medium bus by
means of load. The electric mid-size bus simulated in this experiment has an empty load of about
3000 kg. The battery specifications are shown in Table 1. The internal structure of the experimental
vehicle is shown in Figure 20. The endurance capability based on the torque average distribution and
the optimal torque distribution control strategy based on the particle swarm optimization algorithm is
tested on the urban road. The load conditions are no-load and 700 kg (about 10 people). With 300
km as the target cruising range, the data in the table indicates the percentage of completion. The
experimental results are shown in Table 2.
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Figure 19. Experimental vehicle.

Table 1. The battery specifications.

The Battery Specifications Specific Parameters

Battery Type Ternary Polymer Lithium Battery
Battery Capacity 80 kWh

Battery Rated Voltage 384 V
State of Charge 10–100%

 
Figure 20. Internal structure of the experimental vehicle.

Table 2. Electric medium-sized passenger car endurance experiment.

Experimental Condition
Torque-Based Average
Distribution Method

Optimal Torque
Distribution Method

No load 89.67% 97.67%
700 kg load 77.33% 86.00%

Table 2 showed that the optimal torque distribution control strategy based on PSO algorithm
can improve the cruising range of 8% under no-load conditions and increase the cruising range by
8.67% under 700 kg load. Therefore, the optimal torque distribution method designed in this paper can
effectively improve the system efficiency and improve the endurance.

6. Conclusions

This paper mainly studies the drive control system of electric medium bus. The selected motor is a
dual-stator single-rotor AFPMSM, which can be equivalent to two PMSM connected coaxially, therefore
the drive control system is divided into two parts: torque distribution and motor control. The first part
is the study of the torque distribution method that maximizes the efficiency of the dual-motor system.
Simulation and experimental results show that the optimal torque distribution method proposed in this
paper can effectively improve system efficiency and endurance. The second part is the motor control
part. Simulation and experimental results show that the system based on adaptive robust current
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controller proposed in this paper has better anti-interference ability and stability than the system based
on PI current controller. At the same time, this article also lays the foundation for the subsequent
research of multiple modular dual-stator single-rotor combined motor systems, and provides some
useful methods and ideas for the drive control system of AFPMSM.

Author Contributions: Conceptualization, S.W., J.Z. and T.L.; methodology, S.W. and J.Z.; software, S.W. and
M.H.; validation, J.Z. and T.L.; formal analysis, J.Z. and S.W.; investigation, S.W. and M.H.; resources, J.Z. and T.L.;
data curation, S.W. and M.H.; writing—Original draft preparation, J.Z., S.W. and M.H.; writing—Review and
editing, J.Z., S.W. and T.L.; visualization, M.H. supervision, J.Z. and S.W.; project administration, J.Z.; funding
acquisition, S.W.

Funding: This research was supported by the Shanghai Natural Science Foundation under Grant 19ZR1418600.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Wang, X.; González, J.A. Assessing feasibility of electric buses in small and medium-sized communities.
Int. J. Sustain. Transp. 2013, 7, 431–448. [CrossRef]

2. Vepsäläinen, K.J.; Tammi, K. Stochastic driving cycle synthesis for analyzing the energy consumption of a
battery electric bus. IEEE Access 2018, 6, 55586–55598.

3. Li, L.; Yang, C.; Zhang, Y.L.; Song, J. Correctional DP-Based Energy Management Strategy of Plug-In Hybrid
Electric Bus for City-Bus Route. IEEE Trans. Veh. Technol. 2015, 64, 2792–2803. [CrossRef]

4. Wang, W.; Zhang, Z.; Shi, J.; Lin, C.; Gao, Y. Optimization of a dual-motor coupled powertrain energy
management strategy for a battery electric bus based on dynamic programming method. IEEE Access 2018, 6,
32899–32909. [CrossRef]

5. Kommuri, S.K.; Defoort, M.; Karimi, H.R.; Veluvolu, K.C. A Robust Observer-Based Sensor Fault-Tolerant
Control for PMSM in Electric Vehicles. IEEE Trans. Ind. Electron. 2016, 63, 7671–7681. [CrossRef]

6. Sant, A.V.; Khadkikar, V.; Xiao, W.; Zeineldin, H.H. Four-Axis Vector-Controlled Dual-Rotor PMSM for
Plug-in Electric Vehicles. IEEE Trans. Ind. Electron. 2015, 62, 3202–3212. [CrossRef]

7. Huang, J.; Liu, Y.; Liu, M.; Cao, M.; Yan, Q. Multi-Objective Optimization Control of Distributed Electric
Drive Vehicles Based on Optimal Torque Distribution. IEEE Access 2019, 7, 16377–16394. [CrossRef]

8. Yuan, X.; Wang, J.; Colombage, K. Torque distribution strategy for a front and rear wheel driven electric
vehicle. In Proceedings of the 6th IET International Conference on Power Electronics, Machines and Drives,
Bristol, UK, 27–29 March 2012; pp. 1–6.

9. Chen, L.; Chen, T.; Xu, X.; Jiang, H.; Sun, X. Multi-objective coordination control strategy of distributed drive
electric vehicle by orientated tire force distribution method. IEEE Access 2018, 6, 69559–69574. [CrossRef]

10. Xu, G.; Xu, K.; Zheng, C.; Zhang, X.; Zahid, T. Fully Electrified Regenerative Braking Control for Deep
Energy Recovery and Safety Maintaining of Electric Vehicles. IEEE Trans. Veh. Technol. 2016, 65, 1186–1198.
[CrossRef]

11. Li, W.; Du, H.; Li, W. Driver intention based coordinate control of regenerative and plugging braking for
electric vehicles with in-wheel PMSMs. IET Intell. Transp. Syst. 2018, 12, 1300–1311. [CrossRef]

12. Heydari, S.; Fajri, P.; Rasheduzzaman, M.; Sabzehgar, R. Maximizing Regenerative Braking Energy Recovery
of Electric Vehicles through Dynamic Low-Speed Cutoff Point Detection. IEEE Trans. Transp. Electrif. 2019, 5,
262–270. [CrossRef]

13. Jain, R.; Tandon, P.; Vasantha, K. Optimization methodology for beam gauges of the bus body for weight
reduction. Appl. Comput. Mech. 2014, 8, 47–62.

14. Croccolo, D.; Agostinis, M.D.; Vincenzi, N. Structural Analysis of an Articulated Urban Bus Chassis via
Finite Element Method: A Methodology Applied to a Case Study. J. Mech. Eng. 2011, 57, 799–809. [CrossRef]

15. Kongwat, S.; Jongpradist, P.; Kamnerdtong, T. Optimization of Bus Body based on Structural Stiffness and
Rollover Constraints. In Proceedings of the Asian Congress of Structural and Multidisciplinary Optimization,
Nagasaki, Japan, 22–26 May 2016; pp. 22–26.

16. Kunakron-ong, P.; Ruangjirakit, K.; Jongpradist, P. Design and analysis of electric bus structure in compliance
with ECE safety regulations. In Proceedings of the 2017 2nd IEEE International Conference on Intelligent
Transportation Engineering (ICITE), Singapore, 1–3 September 2017; pp. 25–29.

242



Energies 2019, 12, 4681

17. Hemeida, A.; Sergeant, P. Analytical modeling of surface PMSM using a combined solution of Maxwell–s
equations and magnetic equivalent circuit. IEEE Trans. Magn. 2014, 50, 1–13. [CrossRef]

18. Lim, D.K.; Cho, Y.S.; Ro, J.S.; Jung, S.Y.; Jung, H.K. Optimal design of an axial flux permanent magnet
synchronous motor for the electric bicycle. IEEE Trans. Magn. 2015, 52, 1–4. [CrossRef]

19. Chen, N.Z.; Yao, B.; Wang, Q. μ-Synthesis-Based Adaptive Robust Control of Linear Motor Driven Stages with
High-Frequency Dynamics: A Case Study. IEEE/ASME Trans. Mechatron. 2015, 20, 1482–1490. [CrossRef]

20. Wang, Z.; Hu, C.; Zhu, Y.; He, S.; Yang, K.; Zhang, M. Neural Network Learning Adaptive Robust Control of
an Industrial Linear Motor-Driven Stage with Disturbance Rejection Ability. IEEE Trans. Ind. Inform. 2017,
13, 2172–2183. [CrossRef]

21. Yang, Y.; Wang, Y.; Jia, P. Adaptive robust control with extended disturbance observer for motion control of
DC motors. Electron. Lett. 2015, 51, 1761–1763. [CrossRef]

22. Zhao, J.; Hua, M.; Liu, T. Collaborative Optimization and Fault Tolerant Control Method for Multi-disc
Permanent Magnet Synchronous Motors for Electric Vehicles. Proc. CSEE 2019, 39, 386–394.

23. Gan, C.; Jin, N.; Sun, Q.; Kong, W.; Hu, Y.; Tolbert, L.M. Multiport bidirectional SRM drives for solar-assisted
hybrid electric bus powertrain with flexible driving and self-charging functions. IEEE Trans. Power Electron.
2018, 33, 8231–8245. [CrossRef]

24. Bonyadi, M.R.; Michalewicz, Z. Analysis of Stability, Local Convergence, and Transformation Sensitivity
of a Variant of the Particle Swarm Optimization Algorithm. IEEE Trans. Evol. Comput. 2016, 20, 370–385.
[CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

243





energies

Article

Online Current Loop Tuning for Permanent Magnet
Synchronous Servo Motor Drives with Deadbeat
Current Control

Zih-Cing You, Cheng-Hong Huang and Sheng-Ming Yang *

Electrical Engineering, National Taipei University of Technology, Taipei 10608, Taiwan;
carefree60024@gmail.com (Z.-C.Y.); yyu124p@gmail.com.tw (C.-H.H.)
* Correspondence: smyang@ntut.edu.tw

Received: 5 August 2019; Accepted: 13 September 2019; Published: 17 September 2019

Abstract: High bandwidths and accurate current controls are essential in high-performance permanent
magnet synchronous (PMSM) servo drives. Compared with conventional proportional–integral
control, deadbeat current control can considerably enhance the current control loop bandwidth.
However, because the deadbeat current control performance is strongly affected by the variations
in the electrical parameters, tuning the controller gains to achieve a satisfactory current response
is crucial. Because of the prompt current response provided by the deadbeat controller, the gains
must be tuned within a few control periods. Therefore, a fast online current loop tuning scheme is
proposed in this paper. This scheme can accurately identify the controller gain in one current control
period because the scheme is directly derived from the discrete-time motor model. Subsequently,
the current loop is tuned by updating the deadbeat controller with the identified gains within eight
current control periods or a speed control period. The experimental results prove that in the proposed
scheme, the motor current can simultaneously have a critical-damped response equal to its reference
in two current control periods. Furthermore, satisfactory current response is persistently guaranteed
because of an accurate and short time delay required for the current loop tuning.

Keywords: deadbeat current control; PMSM servo motor drives; auto tuning; parameter identification

1. Introduction

A modern servo motor drive usually includes current, speed, and position control loops. In general,
the current loop bandwidth is considerably higher than the bandwidth of the speed and position loops.
Therefore, a current loop with a high bandwidth can fundamentally enhance the performance of the
servo motor drive.

When the current loop is implemented with a digital signal processor (DSP), because of the limited
computation capability, the calculated voltage command requires one control period delay for the
pulse width modulation (PWM) module to output voltage to the motor. This time delay causes an
underdamped or unstable current response when a proportional–integral (PI) controller is used for
motor current regulation [1–4]. The discretized PI controller directly designed in the z-domain has
been proposed in [3,4]; however, limited improvement in the current loop bandwidth was achieved
and current overshoots were persistent. To eliminate the influences of the time delay, schemes based
on the predictive current control [5–11] and deadbeat current control [12–17] have been proposed. The
predictive current controller generates the optimal voltage vector by minimizing a specific cost function.
This voltage vector allows the motor current to reach its reference value as fast as possible with
minimum overshoot. Deadbeat current control is well-known for its zero overshoot, zero steady-state
error, and minimum rise time characteristics. Consequently, the motor current can reach its reference
value with minimum control periods without overshoot. Compared with predictive current control,

Energies 2019, 12, 3555; doi:10.3390/en12183555 www.mdpi.com/journal/energies245



Energies 2019, 12, 3555

deadbeat control is simple to implement and requires less computation. However, its performance is
parameter-dependent, as reported in [15–17]. In particular, inductance is sensitive to the current level.
Online controller gain tuning is an effective method to mitigate the effects of parameter variations.

Numerous online electrical parameter identification strategies have been proposed. The
observer-based methods in [18–21] identify the parameters by converging the error between the
sampled and estimated current to zero. In [18], the identified inductance was used for the predictive
current controller to improve the robustness of the current loop. Observer-based methods often require
long execution times because of the delay of the observer and may encounter stability problems.
The authors in [22–24] performed the recursive least-square (RLS) algorithm to identify electrical
parameters. The motor model was used to develop the RLS algorithm. Then, the parameters were
identified by minimizing the discrepancy between the sampled and calculated current. Although
the latency caused by the observer does not exist in RLS-based methods, accurately identifying the
parameters in a few control periods is still difficult. In addition, the electrical parameters are generally
identified instead of the controller gains in these methods. However, the effect caused by the parameter
mismatch can be treated as a disturbance to the current controller. To compensate for this disturbance,
the compensation voltage, which was obtained through the disturbance observer in [12,17] and through
adaptive control in [25], is added to the current loop. Despite their effectiveness, the schemes in [17,25]
involve a complex design procedure to achieve satisfactory performance.

In this study, a deadbeat current controller was designed to enhance the current loop bandwidth
for its simple implementation. A novel online current loop tuning strategy is proposed to reduce
the effect of parameter variations. The proposed method is simple and effective because the method
is directly derived from the discrete-time motor model. In addition, the proposed method directly
identifies the gains of the deadbeat controller instead of the electrical parameters. After the controller
gains are identified, the gains are averaged to further improve accuracy. Then, the current loop is
tuned by updating the deadbeat controller with the average gains.

2. Discrete-Time Motor Model

The stator voltage of a PMSM in the rotor reference frame can be expressed as follows:[
vr

qs
vr

ds

]
=

[
rs + sLqs ωrLds
−ωrLqs rs + sLds

][
irqs
irds

]
+

[
ωrλm

0

]
(1)

where vr
qs, vr

ds, irqs, and irds are the q- and d-axis voltages and currents, respectively; Lqs and Lds are
the q- and d-axis inductance, respectively; rs, ωr, and λm are the phase resistance, rotor electrical
speed, and magnet flux, respectively; and s denotes the Laplace operator. When the current loop
and PWM function of the PMSM are implemented digitally, a time delay is inevitably introduced.
Figure 1 displays the time sequence of the current sampling, voltage command calculation, and voltage
command output, where Ts is the sampling period of the motor currents and the control period of the
current loop. As depicted in Figure 1, the voltage command is calculated at t0 and outputs to the PWM
module at t0 + Ts. Then, the voltage command is activated by the PWM module and held for one
sampling period during t0 + Ts to t0 + 2Ts. The motor current induced by the corresponding voltage
command is then sampled at t0 + 2Ts. Therefore, a time delay of two sampling periods is generated
in the current loop. The PWM function and calculation delay can be modeled together by using a
zero-order hold involving one sampling period delay. Accordingly, the stator voltage in Equation (1)
can be discretized as follows:

Gq(z) =
irqs(z)

vr
qs(z)

= Z
{

e−sTs ·ZOH
(

1
Lqss + rs

)}
=

Bmqz−2

1−Amqz−1
(2)

Gd(z) =
irds(z)

vr
ds(z)

= Z
{

e−sTs ·ZOH
(

1
Ldss + rs

)}
=

Bmdz−2

1−Amdz−1
(3)
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where Z{} is the Z-transform; the model gains Amq and Bmq are e−Tsrs/Lqs and (1 − Amq)/rs, respectively;
and the model gains Amd and Bmd are e−Tsrs/Lds and (1 − Amd)/rs, respectively. Because the back-EMF
and cross-coupling voltages are approximately constant within one control period, these voltages are
assumed to be decoupled from the current controller and are not represented in Equations (2) and (3).
The q- and d-axis decoupling voltages, namely vqff and vdff, respectively, are derived from Equation (1)
by using the estimated electrical parameters and rotor speed in the following expression:

vq f f = ωrL̂dsirds +ωrλm

vd f f = −ωrL̂qsirqs
(4)

where “ˆ” denotes the estimated quantity.

 
Figure 1. Time sequence for current sampling, voltage command calculation, and output, where PWM
is pulse-width modulation.

3. Overall Control System

3.1. Servo Control System

Figure 2 illustrates the overall servo control system, where van, vbn, and vcn are the phase voltages;
θm, θr, and ωm denote the mechanical position, electrical angle, and speed, respectively; and “*”
denotes the command value. The motor current is regulated using a deadbeat current controller. The
classical proportional position with proportional-plus-integral velocity (P-PI) control is implemented
to regulate the motor speed and position [26]. The bandwidths of the speed loop and position loop are
set as 100 and 10 Hz, respectively. The proposed online current loop tuning algorithm continuously
tunes the gains in the current loop to achieve a satisfactory current response. The variables associated
with the online tuning are defined in the following text.

 
Figure 2. Block diagram of servo control system with the proposed online current loop tuning strategy.

3.2. Dead-Time Compensation

High-performance servo motor drives generally include dead-time compensation. The voltage
error caused by the dead time can be measured through the steady-state voltage command and current
feedback [27]. The voltage error at different phase currents for the inverter used in this study is depicted
in Figure 3. The configuration of the motor drive is listed in Table A1. The voltage error saturates
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when the magnitude of the phase current is higher than 1 A. After the voltage error is calculated with
the phase current feedback, dead-time compensation is performed by adding the voltage error to the
current loop, as depicted in Figure 2.

 
Figure 3. The voltage error caused by the dead-time at different phase current.

The time delay in the current loop can degrade the effectiveness of dead-time compensation. To
mitigate the influence of this time delay, the estimated phase current is used to calculate the voltage
error. Figure 4 illustrates the proposed current estimator. A PI controller is used to reduce the error
between the sampled and estimated current. By ignoring the PI controller, the estimated current can be
expressed as follows:

îrqs(k) = B̂mq · vr
qs
∗(k) + Âmq · îrqs(k− 1) (5)

îrds(k) = B̂md · vr
ds
∗(k) + Âmd · îrds(k− 1) (6)

When the parameters are correct, the estimated current approximates the current sampled at the
(k + 2)th sampling instant, which is induced by vr∗

qs(k) and vr∗
ds(k). An operator z−2 is added in the

feedback path of the estimator because the estimated current is from two sampling periods before the
present sampled current. Then, the estimated phase current can be calculated as follows:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

îan

îbn
îcn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0
−1/2 −√3/2
−1/2

√
3/2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
[

cosθr sinθr

− sinθr cosθr

][
îrqs
îrds

]
(7)

 
Figure 4. The proposed (a) q-axis and (b) d-axis current estimator.

The pole-zero cancelation technique is used to design the PI controller of the current estimators.
By canceling the plant pole with the controller zero, the proportional gain kpqc and kpdc are calculated
as follows:

kpqc = kiqc · Âmq · Ts/
(
1− Âmq

)
(8)

kpdc = kidc · Âmd · Ts/
(
1− Âmd

)
(9)

where kiqc and kidc are the integral gains. Figure 5 shows the damping ratio and bandwidth of the
current estimator for various kiqc values. The bandwidth of the current estimator is determined from
the integral gain, and the proportional gains are then calculated using Equations (8) and (9).

In this study, the bandwidth of the current estimator was set to 900 Hz because this can
simultaneously ensure that the estimated current strictly follows the sampled feedback current and
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the estimator predicts the sampled current accurately. In addition, the current estimator has a
critical-damped response.

 
Figure 5. The (a) bandwidth and (b) damping ratio of the current estimator at different integral gain.

4. Deadbeat Current Controller

When a conventional PI controller is used to regulate the motor current, the time delay in the
control loop can cause stability problems because of the degraded phase margin. Consequently,
the current loop bandwidth is limited to maintaining an acceptable overshoot on the motor current.
To enhance the bandwidth of the current loop to its theoretical maximum, a deadbeat current controller
was developed in this study.

Deadbeat Controller Design

Figure 6 depicts the schematics of the q- and d-axis current control loops with the deadbeat
controller, where Cq(z) and Cd(z) are the deadbeat controllers for the q- and d-axes, respectively.
Deadbeat controller design is conducted entirely in the z-domain. All the closed-loop poles are placed
at the origin in the z-domain. The q-axis transfer function is expressed as follows:

irqs

irqs
∗ =

Cq(z) ·Gq(z)

1 + Cq(z) ·Gq(z)
=

h(z)
zn (10)

where the numerator h(z) provides an additional degree of freedom for the controller design and n is the
number of poles. The q-axis current should strictly follow the command value without a steady-state
error. By applying the finite-value theorem to Equation (10), the following result is obtained:

lim
z=1

⎡⎢⎢⎢⎢⎣(z− 1) ·
⎛⎜⎜⎜⎜⎝ irqs

irqs
∗ ·

z
z− 1

⎞⎟⎟⎟⎟⎠⎤⎥⎥⎥⎥⎦ = lim
z=1

h(z)
zn = 1 (11)

For convenience, h(z) is set as 1. The difference form of Equation (10) can be derived as follows:

irqs(k) = irqs
∗(k− n) (12)

The results indicate that the q-axis current lags the command value by n control periods when
h(z) = 1. Except for the zero steady-state error, the q-axis current can also reach the command value
without an overshoot.

 
Figure 6. (a) q-axis and (b) d-axis current loop with the deadbeat controller when the motor is
at standstill.

249



Energies 2019, 12, 3555

According to Equation (10) and the relation h(z) = 1, the deadbeat controller Cq(z) can be derived
using the estimated electrical parameters. The deadbeat controller Cq(z) is expressed as follows:

Cq(z) =
z2 − Âmq · z

B̂mq · (zn − 1)
(13)

The transfer function of the q-axis voltage command is given as follows:

vr
qs
∗

irqs
∗ =

z2 − Âmqz

B̂mqzn
(14)

To satisfy the causality, the following inequality must be satisfied:

n ≥ deg
{
z2 − Âmqz

}
= 2 (15)

where deg{} denotes the highest order of the polynomial. When n is selected to be 2 and the parameters
are perfectly matched, the q-axis current can attain the steady-state and equal the command value
in two control periods. In addition, the voltage command can attain the steady state in two control
periods after the current command changes. Therefore, Cq(z) is modified as follows:

Cq(z) =
z2 − Âmq · z

B̂mq · (z2 − 1)
(16)

The q-axis voltage command at the kth control instant can be derived from (16) as follows:

vr
qs
∗(k) = vr

qs
∗(k− 2) + K̂1q ·

(
irqs
∗(k) − irqs(k)

)
− K̂2q ·

(
irqs
∗(k− 1) − irqs(k− 1)

)
(17)

where K̂1q = 1/B̂mq, and K̂2q = Âmq/B̂mq. Similarly, the deadbeat controller Cd(z) can be derived
as follows:

Cd(z) =
z2 − Âmd · z

B̂md · (z2 − 1)
(18)

The d-axis voltage command at the kth sampling instant is expressed as follows:

vr
ds
∗(k) = vr

ds
∗(k− 2) + K̂1d ·

(
irds
∗(k) − irds(k)

)
− K̂2d ·

(
irds
∗(k− 1) − irds(k− 1)

)
(19)

where K̂1d = 1/B̂md, and K̂2d = Âmd/B̂md. Figure 7 depicts the detailed schematics of Cq(z) and Cd(z)
with the decoupling voltage and voltage limitation.

 
Figure 7. Block diagram of the deadbeat controller with the decoupling voltage and voltage limitation
block, (a) Cq(z) and (b) Cd(z).

5. Simulation Results

A 400-W servo motor was used in the simulation. The motor parameters are listed in Table A2.
The drive losses were ignored in the simulation. The voltage command was limited to half of the
DC voltage because sinusoidal PWM was implemented, as illustrated in Figure 7. Because the d-axis
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current is expected to have a similar response as the q-axis current, only the q-axis current simulation
results are presented.

5.1. Results with Correct Motor Parameters

Figures 8 and 9 illustrate the q-axis current, current command, and voltage command when
the current steps from 0 to 1 A and from 0 to 4 A, respectively, when the motor is at standstill. As
depicted in Figure 8, the q-axis current does not exhibit overshoot and is exactly equal to the command
value in two control periods after the current command changes. The voltage command is generated
immediately after the current command changes. The voltage commands at the kTs and (k + 1)Ts

control periods can be calculated as follows:

vr
qs
∗(kTs) ≈ Lqs

irqs((k + 2)Ts) − irqs((k + 1)Ts)

Ts
= 84.14 V (20)

vr
qs
∗((k + 1)Ts) ≈ rs · irqs

∗((k + 2)Ts) = 2.1 V (21)

Note that these command values are less than half of the DC supply.
Conversely, as depicted in Figure 9, the q-axis current increases slowly and requires approximately

six control periods to attain the command value because the voltage required for the current to increase
from 0 to 4 A in one control period exceeds the command limit. The voltage command saturates several
times before the q-axis current reaches its command value, which is in agreement with the control law
presented in Equation (17). The actual rise time is dependent on the motor inductance.

 
Figure 8. The simulated q-axis current, current command, and voltage command when the current
command steps from 0 A to 1 A.

 
Figure 9. The simulated q-axis current, current command, and voltage command when the current
command steps from 0 A to 4 A.

Figure 10 illustrates the frequency response of the deadbeat controller without voltage limitations.
The current loop gain is 0 dB at low frequencies and is flat until the Nyquist frequency. This indicates
that the current can follow its command without overshoot and steady-state error. However, the phase
lag increases with frequency. The phase margin decreases to 0 at 4.575 kHz. Therefore, the maximum
theoretical bandwidth of the proposed deadbeat controller is one-fourth of the control frequency.
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Figure 10. The frequency response of the deadbeat current controller without voltage limitation.

5.2. Results with Parameter Mismatch

The phase resistance and q- and d-axis inductances are required to design a deadbeat controller. The
deadbeat controller performance is dependent on the accuracy of the estimated electrical parameters.
Figures 11 and 12 display the dominant poles of the q-axis current loop in the z-domain and the
corresponding q-axis current response when the current command steps from 0 to 1 A and the phase
resistance varies 50% and 150% from its nominal value, respectively. The figures indicate that the
poles remain near the origin regardless of the variations in the phase resistance. The q-axis current can
still reach its command value in two control periods; however, marginal overshoot is observed. This
implies that the influence of the resistance mismatch to the deadbeat controller is trivial. However, the
q-axis current depicted in Figure 11 is marginally lower than its command value at the steady state
because the resistance is smaller than its nominal value. Conversely, the q-axis current illustrated in
Figure 12 is marginally higher than its command value at the steady state because the resistance is
larger than its nominal value.

Figure 11. (a) The dominant poles and (b) simulated q-axis current and voltage command with
r̂s = 0.5rs when the current command steps from 0 A to 1 A. The motor is at standstill.

 
Figure 12. (a) The dominant poles and (b) simulated q-axis current and voltage command with
r̂s = 1.5rs when the current command steps from 0 A to 1 A. The motor is at standstill.
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Figures 13 and 14 illustrate the dominant poles of the q-axis current loop and the corresponding
q-axis current response when the current command steps from 0 to 1 A and the q-axis inductance
varies 50% and 120% from its nominal value, respectively. In contrast to the results depicted in
Figures 11 and 12, the variations in the inductance considerably deteriorate the system performance.
As depicted in Figure 13, the current response becomes overdamped when the inductance is smaller
than its nominal value because the poles mitigate toward the unit circle along the real axis. However,
in Figure 14, the current response becomes underdamped when the inductance is larger than its
nominal value because the poles mitigate toward the unit circle along the imaginary axis. Although no
steady-state error is observed, the transient response of the q-axis current is considerably affected. In
addition, the current loop can become unstable if the poles mitigate outside the unit circle because of
the mismatched inductance.

 
Figure 13. (a) The dominant poles and (b) simulated q-axis current and voltage command response
with L̂qs = 0.5Lqs when the current command steps from 0 A to 1 A, the motor is at standstill.

 
Figure 14. (a) The dominant poles and (b) simulated q-axis current and voltage command response
with L̂qs = 1.2Lqs when the current command steps from 0 A to 1 A, the motor is at standstill.

6. Online Current Loop Tuning

The deadbeat controller performance is considerably affected by parameter mismatch because
the voltage command is directly related to the voltage drop on the inductance and resistance. In this
study, a novel online current loop tuning strategy was developed to preserve the deadbeat controller
performance. Only the q-axis current loop is discussed because similar results can be obtained for the
d-axis current loop.

6.1. Controller Gain Identification

From Equation (2), the q-axis current sampled at the kth and (k − 1)th control instants can be
expressed as follows: [

irqs(k)
irqs(k− 1)

]
=

[
Bmq · vr

qs(k− 2) + Amq · irqs(k− 1)
Bmq · vr

qs(k− 3) + Amq · irqs(k− 2)

]
(22)
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Equation (22) can be rearranged as follows:[
irqs(k) −irqs(k− 1)

irqs(k− 1) −irqs(k− 2)

][
K1q
K2q

]
=

[
vr

qs(k− 2)
vr

qs(k− 3)

]
(23)

where K1q and K2q are defined as K1q = 1/Bmq and K2q = Amq/Bmq, respectively. Because the voltage
error caused by the dead-time is satisfactorily compensated, the controller gains K1q and K2q can be
reasonably estimated using the command values, which are expressed as follows:

[
K̂1q
K̂2q

]
=

[
irqs(k) −irqs(k− 1)

irqs(k− 1) −irqs(k− 2)

]−1[
vr

qs
∗(k− 2)

vr
qs
∗(k− 3)

]
(24)

To solve Equation (24), the determinant of the inverse matrix must be a nonzero value. This
condition is expressed as follows:

det
(
irqs

)
= irqs(k− 1)2 − irqs(k) · irqs(k− 2) � 0 (25)

As presented in Equation (24), the controller gains can be estimated using the sampled currents
and voltage commands.

6.2. Estimation Accuracy Improvement

The controller gains cannot be identified in the steady state because det
(
irqs

)
is 0. In addition,

although the current ripples caused by the speed and position controller or current sensor noise yield
nonzero det

(
irqs

)
, these currents cannot be used to identify controller gains because they have a low

correlation with the motor parameters and consequently a low signal-to-noise-ratio (SNR). Figure 15a
depicts a steady-state q-axis current with a current ripple. Although the current ripple is unpredictable
in practice, the ripple is modeled as a square wave with an amplitude of Δi for convenience of analysis.
Then, det

(
irqs

)
with the current ripple is calculated as follows:

det
(
irqs

)∣∣∣∣
SS

=
(
irqs
∗ + Δi

)2 − irqs
∗ ·
(
irqs
∗ − Δi

)
= 3irqs

∗ · Δi + Δi2 (26)

Figure 15b depicts a plot of det
(
irqs

)∣∣∣∣
SS

versus the q-axis current command when Δi is set as 10%

of the command value. It can be seen that det
(
irqs

)∣∣∣∣
SS

increases with the current level. Therefore, a

threshold for det
(
irqs

)
must be set to avoid identification error in the steady state. Accordingly, controller

gain identification is performed only when the following condition is satisfied:∣∣∣∣det
(
irqs

)∣∣∣∣ > detthres
(
irqs

)
(27)

where detthres
(
irqs

)
is the threshold value. In general, the threshold value can be tuned

through experiments.
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Figure 15. (a) Steady-state q-axis current with current ripple, and (b) det

(
irqs

)∣∣∣∣
SS

versus current command.

The identification accuracy can be further improved by averaging the controller gains calculated in
the last m control periods. In addition, each identified gain is weighted using its det

(
irqs

)
. The averaged

controller gains are calculated as follows:

K1q =
m∑

y=1

K̂1q,y ·
∣∣∣∣dety

(
irqs

)∣∣∣∣/ m∑
y=1

∣∣∣∣dety
(
irqs

)∣∣∣∣ (28)

K2q =
m∑

y=1

K̂2q,y ·
∣∣∣∣dety

(
irqs

)∣∣∣∣/ m∑
y=1

∣∣∣∣dety
(
irqs

)∣∣∣∣ (29)

Because the average controller gain is dominated by the identified gain with higher det
(
irqs

)
, the

identification accuracy improves.
After the average controller gains are calculated, the model gains can be determined as follows:

Âmq = K2q/K1q (30)

B̂mq = 1/K2q (31)

Because the effect of resistance variation on the current response is trivial, the estimated q-axis
inductance can be approximated as follows:

L̂qs ≈ −Tsrs/ln
(
Âmq
)

(32)

The model gains Âmd and B̂md as well as the estimated d-axis inductance can be obtained similarly.
As depicted in Figure 1, the estimated inductances and model gains are used for the decoupling voltage
calculation and dead-time compensation, respectively.

6.3. Identification When Voltage Command Is Limited

As illustrated in Figure 7, the stator voltage saturates to a maximum voltage Vmax as follows:√
vr

qs
2 + vr

ds
2 ≤ Vmax (33)

Vmax depends on the DC voltage and the dead-time of the inverter. The motor used in this study
has almost identical q- and d-axis inductances. Thus, the d-axes current is controlled to 0 to generate
the required torque with a minimum stator current. Consequently, the d-axis voltage approximates to
the decoupling voltage and the steady-state q-axis voltage can be calculated using Equation (34) when
the stator voltage saturates to Vmax.

vr
qs = ±

√
Vmax2 − vr

ds
2 = ±

√
Vmax2 − vd f f

2 (34)
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Subsequently, the voltage command used to identify the controller gains when the voltage is
limited is obtained as follows:

vr
qs
∗ = vr

qs − vq f f (35)

6.4. Gain Update Method

Figure 16 illustrates the timing for identifying and updating the gains in a deadbeat controller
and current estimator, where the green bar denotes the execution of the current control and the blue
bar denotes the execution of the speed and position control. Because the d-axis current is controlled to
0, only the gains in the q-axis current loop are identified. However, because Lqs ≈ Lds, the gains in Cd(z)
and the d-axis current estimator are set equal to the corresponding q-axis values. The controller gains
are identified when the current control loop is executed. Because the current control executes eight
times faster than the speed and position control, at most eight controller gains are identified before the
next speed control is executed. Then, K1q, K2q, Âmq, B̂mq, L̂qs, and kpqc are calculated using Equations (8)
and (28)–(32) when the speed control is executed. Subsequently, the gains in the deadbeat controller
and the parameters in the current estimator are updated in the next execution of the current control
because the motor current generally reaches steady state at this instant. The PI controller in the current
estimator is updated two control periods after the model gain is updated because the sampled current
is two control periods behind the estimated current.

 
Figure 16. Time sequence of the gain identification, calculation and updating.

7. Experimental Results

A 400-W servo motor was used for experimental verifications. The parameters of the motor are
provided in Table A1. Figure 17 illustrates the experimental system. The proposed online current
loop tuning scheme is implemented using a Texas Instruments TMS320F28335 DSP. The detailed
configuration of the drive is detailed in Table A2. In this study, Vmax was set to 139 V to account for the
losses caused by the dead time. The motor position and speed were measured using an encoder with a
resolution of 2500 pulse/rev.

 
Figure 17. Experimental system.

The experimental results shown in Figures 18–21 were obtained without the online current loop
tuning algorithm. Figure 18 illustrates the q-axis current and voltage command response when the
current increased from 0 to 1 A and from 0 to 4 A, respectively, when the motor was at standstill. The
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voltage command was less than the limit for the 1 A step but exceeded the limit for the 4 A step. As
depicted in Figure 18a, the q-axis current was exactly two current control periods behind the command
value. Furthermore, overshoot and steady state error were not observed for the current. However,
the q-axis current presented in Figure 18b required approximately seven control periods to reach
the command value because the voltage was limited to 139 V. These results highly concur with the
simulation results described in Section 5. Thus, the effectiveness of the deadbeat current controller
was verified.

Figure 19a demonstrates the q-axis current, voltage, and speed response when the motor had
rotation speeds between −3000 and 3000 rpm. The q-axis current followed the command value closely
regardless of the motor speed. Figure 19b,c depicts the amplified views of the situation when the
current increased from −4 to 4 A and decreased from 4 to −4 A, respectively. The deadbeat controller
produced pulse-wise voltage because the stator voltage was limited. Although the voltage command
had an opposite polarity to that of the decoupling voltage, the q-axis current required seven control
periods to reach the command value. According to the aforementioned results, the performance of the
deadbeat controller was independent of the motor speed. However, a marginal current overshoot is
observed in Figures 18b and 19b,c because of the magnetic saturation.

 
Figure 18. q-axis current and voltage when the motor is at standstill and the current command steps
from (a) 0 A to 1 A, (b) 0 A to 4 A.

 
Figure 19. q-axis current, voltage, and speed when the motor cycles between −3000 rpm and 3000 rpm
with step current command, (a) complete waveform, (b) amplified view when current command steps
from −4 A to 4 A, (c) amplified view when current command steps from 4 A to −4 A.

Figures 20a and 21a illustrate the q-axis current and voltage response when the current increased
from 0 to 1 A as the estimated inductance was set as 50% and 120% of its nominal value, respectively.
The experiments were performed when the motor was at standstill. As depicted in Figure 20a, when
L̂qs = 0.5Lqs, the q-axis current became overdamped and required seven control periods to reach the
command value. However, as depicted in Figure 21a, when L̂qs = 1.2Lqs, the q-axis current became
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underdamped and had an observable overshoot. The experimental results are similar to the simulation
results presented in Section 5.

Figure 20b,c displays the calculated det
(
irqs

)
and controller gains for the transient response depicted

in Figure 20a, respectively. Similarly, Figure 21b,c displays the calculated det
(
irqs

)
and controller gains

for the transient response presented in Figure 21a, respectively. For convenience of observation, the
controller gains were normalized by their nominal values. Moreover, only the gains within ±200% of
their nominal value are displayed. As depicted in the aforementioned figures, a large current difference
resulted in a high det

(
irqs

)
magnitude. Consequently, highly accurate gains were obtained because of

a superior SNR. In general, the controller gain could be accurately identified for
∣∣∣∣det
(
irqs

)∣∣∣∣ ≥ 0.1. The
maximum error between the identified controller gains and their nominal values were within 16%.
Moreover, the proposed identification method could identify the controller gains in one current control

period provided
∣∣∣∣det
(
irqs

)∣∣∣∣was sufficiently large.

 
Figure 20. Current command steps from 0 A to 1 A when the motor is at standstill and L̂qs = 0.5Lqs,
(a) q-axis current and voltage command, (b) det

(
irqs

)
, (c) normalized identified controller gains.
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Figure 21. Current command steps from 0 A to 1 A when the motor is at standstill and L̂qs = 1.2Lqs,
(a) q-axis current and voltage command, (b) det

(
irqs

)
, (c) normalized identified controller gains.

Figure 22 displays the speed, position, and current responses when the motor was controlled in
the positioning mode. The motor moved forward to 11π and then back to 0. The maximum speed
was 3000 rpm, which is the rated speed of the motor. Furthermore, the motor was accelerating and
decelerating with its rated current. An observable position error θ∗m − θm was obtained only when
the motor was accelerating and decelerating. In the following experiments, the waveforms in the
acceleration region were amplified to examine the effectiveness of the online current loop tuning
scheme. In addition, the lowest bound of detmin

(
irqs

)
for the controller gain calculation was set as 0.2 to

ensure sufficient identification accuracy.

 
Figure 22. Speed, position, and current waveforms when the motor is controlled in the positioning mode.

Figure 23a, Figure 24a, and Figure 25a depict the current response with L̂qs = Lqs, L̂qs = 0.5Lqs, and
L̂qs = 1.2Lqs respectively, when online current loop tuning was deactivated. Conversely, Figure 23b,
Figure 24b, and Figure 25b display the same waveforms but with online current loop tuning activated.
The average controller gains were normalized by their nominal value for a clear observation. Figure 23a
indicates that even with the correct inductance, overshoot and undershoot were observed for the
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q-axis current at high current levels because of the magnetic saturation. By contrast, as indicated in
Figure 23b, no apparent overshoot was observed after online current loop tuning was activated.

As depicted in Figure 24a, because the estimated inductance was set to half of the nominal
value, the q-axis current response became overdamped. In addition, the d-axis current had a marginal
steady-state error. By contrast, as illustrated in Figure 24b, the q-axis current was tuned to reach
its reference without overshoot within a speed control period and the d-axis current had no steady
state error after online current loop tuning was activated. The q-axis current in Figure 25a exhibits
considerable overshoot despite the current level because the q-axis inductance is 20% higher than its
nominal value. This caused additional ripples to appear on the d-axis current. However, as depicted
in Figure 25b, the overshoot was eliminated within a speed control period after online current loop
tuning was activated. It can be observed in Figures 24b and 25b that after the deadbeat controller is
tuned by the proposed method, the required sampling period for current to reach its command value is
reduced from nine to two sampling periods, and the overshoot on the current is reduced from 0.4 A to
0.09 A. These experimental results verify that the proposed method is effective and can greatly reduce
the sensitivity of the deadbeat controller to the variations in inductance.

 
Figure 23. The amplified current response in the acceleration region of Figure 23 with L̂qs = Lqs when
the online current loop tuning is (a) de-activated and (b) activated.

 
Figure 24. The amplified current response in the acceleration region of Figure 23 with L̂qs = 0.5Lqs

when the online current loop tuning is (a) de-activated and (b) activated.
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Figure 25. The amplified current response in the acceleration region of Figure 23 with L̂qs = 1.2Lqs

when the online current loop tuning is (a) de-activated and (b) activated.

Figure 26 displays the measured and calculated frequency response of the q-axis deadbeat current
controller. In the measurements, voltage was within the limit and the motor was at standstill. It can
be seen that the current amplitude did not vary with frequency. However, the phase delay gradually
increased with frequency. This is because the deadbeat controller was designed to reach its reference in
two control periods, and the phase delay for two time periods was small at low frequencies but large
at high frequencies.

 
Figure 26. The measured and the calculated frequency response of the deadbeat current controller.

8. Conclusions

In this study, we present an online controller gain tuning scheme for deadbeat current control. The
experimental results verify that the motor current can reach its reference value without overshoot in
two current control periods with the deadbeat controller and correct parameters. However, the current
response can easily become overdamped or underdamped when the controller gains are calculated
using incorrectly estimated inductances. The proposed online controller gain tuning scheme is derived
on the basis of the discrete-time motor model. The experimental results indicate that the correct
controller gains can be identified in one current control period, and the control loop is tuned in a speed
control period. Consequently, the deadbeat controller can persistently control the motor current to its
reference value in two sampling periods without overshoot irrespective of the inductance variations.
Furthermore, the proposed scheme is easy to implement and requires limited computations.

Author Contributions: Conceptualization, Z.-C.Y., C.-H.H., and S.-M.Y.; methodology, Z.-C.Y. and C.-H.H.;
software, C.-H.H.; validation, Z.-C.Y., C.-H.H., and S.-M.Y.; formal analysis, Z.-C.Y. and C.-H.H.; investigation,
Z.-C.Y. and C.-H.H.; resources, S.-M.Y.; data curation, C.-H.H.; writing—original draft preparation, Z.-C.Y.;
writing—review and editing, S.-M.Y.; visualization, Z.-C.Y.; supervision, S.-M.Y.; project administration, S.-M.Y.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

261



Energies 2019, 12, 3555

Appendix A

Table A1. Main drive parameters.

Value Unit

DC voltage 300 V
Sampling period for current loop (Ts) 55 μs

Sampling period for speed and
position loop 440 μs

Dead-time 2 μs

Table A2. Main motor parameters.

Value Unit

Rated speed/pole pairs 3000/5 rpm
Rated current 4 A

Magnet flux (λm) 0.042 Wb-turns
Stator resistance (rs) 1.4 Ω

d-axis inductance (Lds) 4.46 mH
q-axis inductance (Lqs) 4.54 mH
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Abstract: This paper presents a commutation torque ripple suppression strategy for brushless DC
motor (BLDCM) in the high-speed region, which considers the back electromotive force (back-EMF)
variation during the commutation process. In the paper, the influence of actual back-EMF variation
on the torque and outgoing phase current during the commutation process is analyzed. A modified
smooth torque mechanism is then reconstructed considering the back-EMF variation, based on
which a novel torque ripple suppression strategy is further designed. Compared with the traditional
strategy which controls the chopping duty cycle relatively smoothly in the commutation process, the
proposed strategy dynamically regulates the chopping duty cycle, which makes it show a gradual
decrease. This strategy can suppress the commutation torque ripple even in a long commutation
process, and broaden the speed range of the commutation torque ripple reduction. Under the
experimental conditions of this paper, the proposed strategy can effectively reduce the commutation
torque ripple in the high-speed region, and avoid the outgoing phase current cannot be reduced to
zero. The experimental results verify the correctness of the theoretical analysis and the feasibility of
the proposed strategy.

Keywords: brushless DC motor; commutation torque ripple; back electromotive force

1. Introduction

The brushless DC motor (BLDCM) has advantages of simple structure, high power density,
and high reliable operation [1–5]. However, the windings of the motor have inductances, and the
transient process appears during the current exchanged between two phases, and this process will cause
commutation torque ripple, which may reach about 50% of the average torque of the BLDCM [6–8].
If the commutation torque ripple is not suppressed by specific reduction strategy, the vibration and
noise of motors will increase, and the promotion application of BLDCM will be restricted in a field that
has strict requirements for torque ripple and noise [9–11]. When the BLDCM operates in its high-speed
range, limited by the output voltage of the inverter, the incoming phase and the outgoing phase current
are difficult to change rapidly, so the motor will generate greater commutation torque ripple in this
region [12–14].

Pulse width modulation (PWM) techniques can be employed to suppress the commutation torque
ripple by maintaining the non-commutation phase current constant [15–18], where only the outgoing
phase modulation technique is applicable to the high-speed region in light of the relationship between
the back electromotive force (back-EMF) and DC-link voltage. A voltage compensation method is
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proposed in [15] to control the incoming phase and the outgoing phase current slopes by the same
degree. A three-segments modulation strategy is used in [16], where the action time of each segment is
acquired based on the minimum commutation time. An integral sliding mode current controller is
introduced to enhance the robustness of commutation torque ripple suppression in [17]. A three-phase
PWM modulation technique is proposed to suppress commutation torque ripple in [18], where the
torque observer and the calculation of commutation process are not necessary.

DC-link voltage boost techniques can also be adopted to reduce the commutation torque ripple
by adding a DC–DC converter in front of the voltage source inverter (VSI) [19–23]. In [20], the single
ended primary inductor converter (SEPIC) is introduced to adjust the required DC-link voltage during
the commutation process. In [22], the Buck converter is added, by regulating the amplitude of the
out-voltage and the current during the commutation interval, so the commutation torque can be reduced
partly. In [23], a Z-source inverter is used to boost the DC-link voltage by the shoot-through vectors.

Normally, the torque during commutation process is considered to be proportional to the
non-commutation phase current when the back-EMF is assumed to be constant. However, a constant
non-commutation phase current will still generate a torque ripple under the actual back-EMF variation
during the commutation process [24]. Furthermore, the torque ripple is related to the stator current
and the commutation duration, which is much heavier in a long commutation process for the
high-speed region.

A commutation torque ripple suppression strategy considering the back-EMF variation is designed
in this paper for a high-speed region. Section 2 introduces the traditional strategy assuming the
back-EMFs constant. Section 3 studies the impact of the back-EMF change on the torque control
performance and the normal end of commutation in the traditional strategy, and then Section 4 designs a
new strategy in light of the reconstructed smooth torque mechanism. In Section 5, the above theoretical
analysis is experimentally verified. Conclusions come in Section 6.

2. Traditional Commutation Torque Ripple Suppression Strategy Ignoring Back-EMF Variation

The equivalent model of the BLDCM drive system is shown in Figure 1, where Si and Di, i ∈ {1,
2, . . . , 6}, are metal-oxide-semiconductor field-effect transistor (MOSFET) and its anti-parallel diode
respectively; N is the neutral point of three phases windings.

 

Figure 1. The equivalent model of the BLDCM drive system.

Assuming the three-phase stator windings are symmetrical, simultaneously neglecting the mutual
inductance, and as shown in Figure 1 the three-phase windings are star-connected, the terminal voltage
model can be expressed as⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
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where ua, ub, and uc are terminal voltages; ia, ib, and ic are stator currents; ea, eb and ec are phase
back-EMFs, and uN is the neutral point voltage of the motor.

The electromagnetic torque is given by

Te =
eaia + ebib + ecic

ωm
(2)

where ωm is the rotor mechanical angular velocity.
A BLDCM is normally driven by a six-step mode, where normal conduction periods and

commutation periods exist. In a normal conduction period, only two windings are energized, and the
other one is floating. In a commutation period, three-phase windings are all energized due to the stator
inductance and the limited inverter voltage.

Figure 2 shows the modulation method for the high-speed region, where the shaded area and the
non-shaded area represent commutation and normal conduction periods, respectively. The outgoing
phase modulation starts to be used in the commutation period when Hall sectors change, and the
non-commutation modulation is switched to be applied in the normal conduction period as the
outgoing phase current is reduced to zero. The duty cycle of the chopping switch in the normal
conduction period and the commutation period are denoted as dnorm and dcmt, respectively; as shown
in Figure 2, two duty cycles are not the same, and the value relation between these two duty cycles is
dcmt < dnorm. Taking the commutation process of a+c−→b+c− as an example, the commutation torque
ripple in high-speed region is discussed as follows.

Figure 2. Modulation in high-speed region.

According to Figures 1 and 2, the terminal voltages are satisfied as ua = dcmtUdc, ub = Udc and
uc = 0 in the commutation process of a+c−→b+c−, where dcmt is the duty cycle of the commutation
process. Substituting it into (1) and considering ia + ib + ic = 0 in star-connected motors, the current
equation can be obtained as⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

3L dia
dt = (2dcmt − 1)Udc − (2ea − eb − ec) − 3Ria

3L dib
dt = (2− dcmt)Udc − (2eb − ea − ec) − 3Rib

3L dic
dt = −(1 + dcmt)Udc − (2ec − ea − eb) − 3Ric

(3)

If the back-EMF variation is neglected, the phase back-EMFs will be⎧⎪⎪⎪⎨⎪⎪⎪⎩
ea = E
eb = E
ec = −E

(4)

where E is the magnitude of phase back-EMF.
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By substituting (4) into (2), the torque can be simplified as

Te =
Eia + Eib − Eic

ωm
= −2Eic

ωm
= −60

π
keic (5)

According to (5), the torque is proportional to the non-commutation current during the
commutation process on the assumption that back-EMF is unchanged, which means keeping the
non-commutation current constant can effectively suppress the commutation torque ripple.

Substitute (4) into (3), the non-commutation current can be expressed as

3L
dic
dt

= −(1 + dcmt)Udc + 4E− 3Ric (6)

To maintain the current unchanged, namely dic/dt = 0, the required duty cycle should be

dcmt =
4E− 3Ric

Udc
− 1 =

4E + 3RI
Udc

− 1 (7)

3. Effect of Back-EMF Variation on Commutation Torque Ripple Suppression

The traditional high-speed commutation torque ripple suppression strategies usually neglect the
change of back-EMF in the commutation process, and suppresses the commutation torque ripple by
controlling the non-commutation phase current constant. The phase currents and back-EMFs in the
commutation process of a+c−→b+c− are shown in Figure 3, where I is the current amplitude before the
commutation, tcmt is the commutation duration, namely the time from commutation initial time to the
moment that the outgoing phase reduces to zero, tHall is the Hall sector’s period.

Figure 3. The variation of back-EMF during the commutation process.

It can be seen from Figure 3 that the actual back-EMFs during the commutation process are⎧⎪⎪⎪⎨⎪⎪⎪⎩
ea = E− 2Et/tHall

eb = E
ec = −E

, (0 ≤ t ≤ tcmt) (8)

As the motor speed increases, the Hall sector’s period gradually decreases, while the commutation
duration is prolonged due to the limited DC-link voltage. Based on (8), when the commutation
duration accounts for a large proportion of the Hall sector’s period, there is a significant variation in
the outgoing phase back-EMF during the commutation process. Therefore, the effect of back-EMF
variation on the torque ripple suppression in the traditional strategy is analyzed as follows.
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3.1. Effect of Back-EMF Variation on Torque

The actual back-EMF variation affects the suppression effect of commutation torque ripple. By
substituting (8) into (2), the torque equation with back-EMF variation can be expressed as

Te = −2Eic
ωm
− 2Eia
ωm

t
tHall

(9)

According to (9), it can be seen that the torque during the commutation process is not only related
to the non-commutation current, but also to the outgoing phase current. The smooth torque condition
can be derived from (9) as

dTe

dt
= − 2E

ωm

dic
dt
− 2Et
ωmtHall

dia
dt
− 2Eia
ωmtHall

(10)

If the traditional duty cycle (7) is employed to suppress the torque ripple, the smooth torque
mechanism (10) can be simplified in light of (3) and (8) as

dTe

dt
=

−2E
3LωmtHall

[3Lt
dia
dt

+ 3Lia − 2Et] =
−2E

3LωmtHall
[3L

d(tia)
dt

− 2Et] (11)

Define Te0 as the torque at the initial moment of commutation. The torque during the commutation
process can be obtained by integrating (11) as

Te(t) = Te0 +
2Et[Et− 3Lia(t)]

3LωmtHall
(12)

Based on (12), the torque waveform during the commutation process is shown in Figure 4. It can
be seen that the torque change is zero only when t = 3Lia/E, and a large torque ripple occurs at the end
of commutation process, namely the moment ia just reduces to zero.

Figure 4. The effect of back-EMF variation on the torque during the commutation process.

3.2. Effect of Back-EMF Variation on Outgoing Phase Current

The actual back-EMF variation also affects the normal turn-off of outgoing phase current. If
the traditional duty cycle (7) is used to suppress the torque ripple in high-speed region, the current
differential equation can be acquired by substituting (8) into (3) as

L
dia
dt

= −Ria − (Udc − 2E− 2RI) +
4E

3tHall
t (13)

To simplify the calculation, outgoing phase current term Ria can be neglected as the resistance
is small and the outgoing phase is gradually reducing to zero. The outgoing phase current can be
obtained by integrating (13) as

ia = I − 1
L

mt +
2E

3LtHall
t2 =

2E
3LtHall

(t− 3tHallm
4E

)
2
+ I − 3tHallm2

8EL
(14)
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where m = Udc − 2E − 2RI.
According to (14), the minimum value of outgoing phase current is ia_min = I − 3tHallm2/(8EL),

which happens at t = 3mtHall/(4E). If the minimum value is less than or equal to zero, the commutation
process can be successfully finished as the outgoing phase current reduces to zero, as shown in the
gray line in Figure 5. If the minimum value is larger than zero, the commutation process cannot be
successfully finished as the outgoing phase current never reduces to zero, as shown in the black line in
Figure 5.

 

Figure 5. The effect of back-EMF variation on the outgoing phase current.

Therefore, the condition for the normal end of the commutation process is

ia_min = I − 3tHallm2

8EL
≤ 0 (15)

Since the variables in (15) are all larger than zero, it can be further simplified as

m ≥
√

8ELI
3tHall

(16)

Set p as the pole pairs and n as the motor speed, the Hall sector’s period can be expressed as
tHall = 10/(np). Substitute it into (16), the speed range for the normal end of the commutation process
in the traditional strategy is

n ≤ Udc − 2RI

2(ke +

√
pkeLI

15 )

=
f1
g1

(17)

where ke = E/n is phase back-EMF coefficient; f 1 and g1 are numerator and denominator of the critical
speed in the traditional strategy.

4. Proposed Commutation Torque Ripple Suppression Strategy Considering Back-EMF Variation

According to (10), the smooth torque mechanism with back-EMF variation is reconstructed as

tHall
dic
dt

+ t
dia
dt

+ ia = 0 (18)

Substitute (3) and (4) into (18), and it can be presented as

(2t− tHall)dcmtUdc − (Udc + 4E + 3Ria)t− (Udc − 4E + 3Ric)tHall +
4Et2

tHall
+ 3Lia = 0 (19)
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For commutation torque ripple suppression with back-EMF variation, the duty cycle is

dcmt =
1

(2t− tHall)Udc
[(Udc + 4E + 3Ria)t− 4Et2

tHall
+ (Udc − 4E + 3Ric)tHall − 3Lia] (20)

If this duty cycle is employed, the torque gradient can always be zero over the whole commutation
process, even with the changing back-EMF, and the torque ripple will be thus suppressed completely.

Moreover, the outgoing phase current in the proposed strategy is analyzed as follows. By
substituting (20) into (3), it can be

L
dia
dt

= − tHall

tHall − 2t
(a + bia) (21)

where a = Udc − 2E + 2Ric ≥ 0, b = R − 2L/tHall.
If b > 0, the current in the interval during commutation process (t ∈ [0,0.5tHall]) satisfies

L
dia
dt
≤ − tHalla

tHall − 2t
(22)

By integrating (22), it can be presented as

ia ≤ I +
atHall

2L
ln(1− 2t

tHall
) (23)

As t gradually increases to 0.5tHall, ln(1 − 2t/tHall) will approach to negative infinity. Therefore, ia
can be reduced to zero in t ∈ [0,0.5tHall], and the commutation process can be successfully turned off.

If b < 0, the current in the interval during commutation process (t ∈ [0,0.5tHall]) satisfies

L
dia
dt
≤ − tHall

tHall − 2t
(a + bI) (24)

By integrating (24), it can be presented as

ia ≤ I +
tHall(a + bI)

2L
ln(1− 2t

tHall
) (25)

As t gradually increases to 0.5tHall, ln(1 − 2t/tHall) will also approach negative infinity. Therefore,
if a + bI ≥ 0, the outgoing phase current can be reduced to zero and the commutation process will end
successfully. If a + bI < 0, ia will be not decreased but increased as dia/dt > 0 in light of (21), and the
commutation cannot be shut off normally.

Based on the above analysis, the condition for a + bI ≥ 0 is

Udc − 2E + 2Ric + RI − 2LI
tHall

≥ 0 (26)

By ignoring the non-commutation phase current variation, the condition can be further simplified
to be

Udc − 2E−RI − 2LI
tHall

≥ 0 (27)

According to (27), the speed range for the normal end of the commutation process in the proposed
strategy is

n ≤ Udc −RI

2ke +
pLI
5

=
f2
g2

(28)

where f 2 and g2 are numerator and denominator of the critical speed in the proposed strategy.
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To compare the critical speeds of the traditional strategy and the proposed strategy, it can be
obtained by subtracting the denominator of (28) from that of (17) as

g1 − g2 =

√
4pLI
15

(
√

ke −
√

3pLI
20

) =

√
4pLI
15n

(
√

E−
√

9
2π
ωeLI) (29)

where we = πpn/30 is the electrical angular velocity of the motor.
Since the winding inductance voltage is generally much smaller than the phase back-EMF, g1 − g2

> 0 is satisfied in light of (29). Moreover, f 1 − f 2 < 0 is also met based on (17) and (28). Consequently,
f 1/g1 − f 2/g2 < 0 can be derived, which means the speed range of the proposed strategy is larger than
that of the traditional strategy.

Above all, if b > 0 is satisfied under the rated speed, the outgoing phase current can be reduced to
zero over the full speed range. if b < 0 is met under the rated speed, the proposed strategy still broadens
the speed range for commutation torque ripple suppression compared with the traditional strategy.

5. Experimental Results

The control block of the proposed strategy is shown in Figure 6. In the normal conduction period,
the proportional integral (PI) controller is employed to control the current, where ip is the amplitude
of the conduction phase current. In the commutation period, the duty cycle is obtained from (20) to
guarantee dTe/dt = 0 during the commutation process. The period switch is introduced to select the
duty cycle and the modulation in normal conduction period or commutation period.

Figure 6. The control block of the proposed strategy.

To verify the correctness of the theoretical analysis and the effectiveness of the proposed strategy,
the experimental system is established as shown in Figure 7.

 

Figure 7. Experimental system.
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In the experimental system, the torque sensor TMB307, whose measuring range is 10N·m and
resolution is less than 0.01N·m, is used to measure the output mechanical torque of BLDCM. The control
unit adopts the hybrid architecture of DSP (TMS320F28335) and FPGA (EP1C6Q240C8). MOSFET is
manufactured by IR Corporation as IRFB4310-ZGPBF, whose switching frequency is 20kHz. The phase
current is measured using the current sensor CSM025A. The measured torque, speed and duty cycle
waveforms are output by the D/A converter. The rotor type of the experimental BLDCM is surface
mounted, whose parameters are shown in Table 1.

Table 1. Parameters of BLDCM.

Parameter Symbol Value Unit

Rated voltage UN 24 V
Rated current IN 14 A
Rated torque TN 3.2 N·m
Rated speed nN 600 r/min

Back-EMF coefficient ke 0.013 V/(r/min)
Phase resistance R 0.2415 Ω

Phase inductance L 0.387 mH
Pairs of pole p 4 /

Based on IEC 60034-20-1, the torque ripple rate KrT is defined as

KrT =
Thigh − Tlow

Thigh + Tlow
× 100% (30)

where Thigh and Tlow are the maximum and minimum values of the torque, respectively.
In the traditional strategy, the duty cycle is calculated by (7). Except for it, the modulations and

the controller in the normal conduction period are all the same as that in the proposed strategy.
Figure 8 shows the waveforms of the motor under the rated load at 500 r/min, where the torque

ripple rates of the traditional strategy and the proposed strategy are 7.644% and 4.376% respectively. It
can be seen that the torque ripple is reduced to a certain degree in the traditional strategy. However,
there is still a large torque fluctuation during the commutation process. Since the back-EMF variation
is considered in the proposed strategy, the torque ripple rate is lower than 60% of the one in the
traditional strategy.

 
(a) 

 
(b) 

Figure 8. Experimental waveforms under the rated load at 500 r/min. (a) the traditional strategy. (b) the
proposed strategy.
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To account for the commutation process in detail, the enlarged waveforms of the dash area in
Figure 8 is presented in Figure 9. In Figure 9a, the outgoing phase current is decreased to zero for
about 1.2 ms and the motor torque is reduced first and then increased to a larger value during the
commutation process with the constant duty cycle, which verifies the theoretical analysis in Figure 4.
In Figure 9b, the outgoing phase current is decreased to zero for about 1 ms and the motor torque is
almost constant with the reduced duty cycle.

 
(a) 

 
(b) 

Figure 9. Enlarged waveforms of the commutation process under the rated load at 500 r/min. (a) the
traditional strategy. (b) the proposed strategy.

Figure 10 shows the waveforms of the motor under the rated load at 550 r/min, where the torque
ripple rates of the traditional strategy and the proposed strategy are 14.928% and 4.685% respectively.
The actual measured critical speed of the traditional strategy is 501 r/min, which is basically same as
the theoretical value 497 r/min calculated by (17). When the motor speed is larger than the critical
speed, in the traditional strategy the outgoing phase current will not be reduced to zero and the other
currents are distorted during the commutation process, which generates a large torque fluctuation.
As the experimental motor’s parameters meet b > 0 in (21) in light of Table 1, it will never happen
over the full speed range in the proposed strategy that the outgoing phase current cannot be reduced
to zero.

 
(a) 

 
(b) 

Figure 10. Experimental waveforms under the rated load at 550 r/min. (a) the traditional strategy.
(b) the proposed strategy.
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To account for the commutation process in detail, the enlarged waveforms of the dash area in
Figure 10 is presented in Figure 11. In Figure 11a, the reason for the current’s distortion is that the
waveform of outgoing phase current is approximately concave parabola and its minimum value is
larger than zero, which causes the failure end of the commutation process. In this experiment, when
the commutation time exceeds 2.5 ms, it is considered a failure and the commutation process is forcibly
terminated. In addition, the torque is first decreased and then increased to a large value, which
aggravates the torque ripple. These experimental results also verify the theoretical analysis in Figure 5.
In Figure 11b, it can be seen that the proposed strategy can reduce the outgoing phase current to zero
with the back-EMF variation considered, where the normal end of commutation can be acquired.

 
(a) 

 
(b) 

Figure 11. Enlarged waveforms of the commutation process under the rated load at 550 r/min. (a) the
traditional strategy. (b) the proposed strategy.

When the motor is operating under rated conditions (motor speed is 600 r/min, and load torque
is 3.2 N·m), owing to the motor rated speed 600r/min is higher than the critical speed 497 r/min,
the outgoing phase current will no longer be reduced to zero with the traditional strategy, and the
traditional strategy is obviously invalid for rated conditions of the motor. Figure 12 shows the
experimental waveforms with the proposed strategy under the rated load at 600 r/min. As shown in
Figure 12, the torque ripple rate is 7.792%, which indicates the proposed strategy can suppress the
torque ripple effectively, and the phenomenon that the outgoing phase current cannot be reduced to
zero does not appear under rated conditions by the proposed strategy.

 

Figure 12. Experimental waveforms with the proposed strategy under the rated load at 600 r/min.
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This paper considers the variation of the back-EMF in the commutation period, and the proposed
strategy dynamically regulates the chopping duty cycle according to the variation trend of back-EMFs
of three phases. Hence, the back-EMF coefficient is one of the important input parameters for the
controller. To measure the back-EMF coefficient, driving by another motor at the speed 200 r/min,
Figure 13 shows the measured back-EMFs of three phases in the open circuit windings. The back-EMF
coefficient ke = 0.013V/(r/min) listed in Table 1 can be calculated by this experimental result.

 

Figure 13. The measured three phases back-EMF and Hall signal of phase-a at 200r/min.

6. Conclusions

This paper aims to reduce the commutation torque ripple of BLDCM in its high-speed region,
simultaneously broadening the valid speed range of the torque ripple reduction strategy without
increasing the DC voltage. This paper firstly analyzes the problems of the traditional commutation
torque ripple suppression for the high-speed region in a long commutation duration. A novel
commutation torque ripple reduction strategy is then proposed based on a reconstructed smooth
torque mechanism with back-EMF variation considered. Compared with the traditional strategy which
controls the chopping duty cycle relatively smoothly in the commutation process, the proposed strategy
dynamically regulates the chopping duty cycle, which make it show a gradual decrease. The proposed
strategy has the following contributions:

1. The effect of back-EMF variation on torque and outgoing phase current during the commutation
process is theoretically analyzed, and the speed range for the normal end of commutation is
further deduced.

2. The smooth torque mechanism is reconstructed with the back-EMF variation considered, based on
which a new commutation torque ripple suppression strategy is further designed. The proposed
strategy can guarantee the torque gradient to be zero (dTe/dt = 0) even under the changing
back-EMF during the commutation process, which can more effectively reduce the commutation
torque ripple.

3. The proposed strategy broadens the speed range for commutation torque ripple reduction,
reducing the risk of phase current distortion and enhancing the reliability of the motor operation.
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Abstract: In brushless direct current (or BLDC) motors with more than one pole pair, the status of
standard shaft position sensors assumes the same distribution several times for its full mechanical
rotation. As a result, a simple analysis of the signals reflecting their state does not allow any
determination of the mechanical position of the shaft of such a machine. This paper presents a
new method for determining the mechanical position of a BLDC motor rotor with a number of
pole pairs greater than one. In contrast to the methods used so far, it allows us to determine the
mechanical position using only the standard position sensors in which most BLDC motors are
equipped. The paper describes a method of determining the mechanical position of the rotor by
analyzing the distribution of errors resulting from the accuracy proposed by the BLDC motor’s Hall
sensor system. Imprecise indications of the rotor position, resulting from the limited accuracy of the
production process, offer a possibility of an indirect determination of the rotor’s angular position of
such a machine.

Keywords: rotor position; BLDC motor; sensor misalignment

1. Introduction

Compared to conventional DC brush motors, BLDC brushless motors using shaft position
sensors are becoming increasingly popular in many applications, due to their relatively low cost,
high performance and high reliability. The operating issues associated with the control of such
machines have been extensively studied under the assumption of the correct operation of the shaft
position sensor system, namely Hall sensors, and under the assumption of the symmetry of the signals
generated by them [1–4].

Some industrial applications require that the position of the rotor is clearly defined and the
information about the rotor is used by the control system during the operation cycle of the device.
An example of this is the machine spindle, which must be properly positioned in relation to the cutter
hopper, in order for the tools to be automatically picked and replaced.

A common solution to this problem of determining the rotor position is to equip the drive system
with additional elements, namely, shaft position sensors, whose resolution is matched to the desired
accuracy of its positioning. All kinds of encoders of the motor shaft’s absolute position are used for
this purpose [5]: absolute position encoders, and incremental encoders with an additional index “I”
signal generated once per mechanical rotation.

The presence of Hall sensors, mounted in the motor, led the author to use them as an element
defining the mechanical angle of the motor shaft. Determining the position of the BLDC motor rotor
with an accuracy of 60 mechanical degrees for motors with one pair of poles is possible according to
the formula:

θe = p · θm (1)
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(where p equals the number of pole pairs), and it is determined directly by the state of the shaft position
sensors, as the change in the electrical angle δe is equal to the change in the mechanical angle δm of the
motor shaft position – Figure 1a.

(a) (b)

Figure 1. Relationships between the values of mechanical angle θm, electrical angle θe and the state of
Hall sensors for brushless direct current (or BLDC) motors for: (a) 1; (b) 4 pairs of poles.

However, in machines with the number of p > 1 pole pairs (p = 4 for most BLDC motors that
are present on the market), equipped only with standard Hall sensors, it is not possible to determine
the mechanical position of the shaft solely on the basis of the analysis of their state, because the Hall
sequence repeats p times per one mechanical revolution, as shown in Figure 1b.

Until now, the solution to this problem has been to install additional elements determining the
position of the motor shaft. Unfortunately, this makes it necessary to mechanically modify the typical
BLDC motors available on the market.

This article proposes a method that allows us to determine the mechanical position of the rotor
with an accuracy equal to 60/p mechanical degrees for BLDC motors with the number of pole pairs
greater than one, without the need for additional sensors. This accuracy value is sufficient for rotor
positioning in many industrial applications.

2. Errors in the Positioning of Motor Sensors

The disadvantages resulting from the real, different from ideal, arrangement of shaft position
sensors are known, and described in detail in the literature [6–13]. This problem is caused by the
relatively low accuracy of the motor shaft position determination system during mass production.
Researchers’ efforts focus on compensating for sensor placement errors by assuming perfect symmetry
of the rotating magnetic element (Figure 1 δmr = 0). This makes it possible to treat the multipolar
machine as a machine with one pair of poles [14–16]. Defining the errors in the measurement of the
speed and position of the motor shaft, resulting only from the incorrect arrangement of sensors, is a
large simplification in the analysis of the operation of the real system for determining the position of the
BLDC motor rotor. If the error concerned only the sensor location accuracy (δms– Figure 2), the speed
measurement errors could be uniquely determined for each combination of Hall sensor states. In fact,
these errors result to the same extent from the accuracy of sensor placement (δms), as from the accuracy
of making the magnetic ring rotating coaxially with the shaft (δmr); see Figure 2. The angular velocity
δr of the shaft, measured by the microprocessor system as a value inversely proportional to the time ts

of changing the state of the position sensor values, amounts to:

ωr =
π± δms ± δmr

p · ts
(2)
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Figure 2. Visualisation of sensor (δms) and magnet (δmr ) misalignment in a BLDC shaft sensing system.

If non-zero errors δms or δmr are assumed, the speed values for the individual sectors may vary
despite the shaft rotating at a constant speed. This difference can be determined by comparing the
measured value with a reference value, measured e.g., by an external measuring system.

In extreme cases, assuming that both the sensor system and the magnetic ring are made with
limited accuracy, an error in shaft speed measurement can be calculated for each sector of the BLDC
motor (Figure 3), e.g., for a motor with four pole pairs, the number of sectors is 24 per full mechanical
rotation of the shaft (Figure 3b).

(a) (b)

Figure 3. Relationships between the values of mechanical angle θm, electrical angle θe and the state of
Hall sensors for brushless direct current (or BLDC) motors for: (a) 1; (b) 4 pairs of poles for δms � 0 and
δmr � 0.

For a motor with one pair of poles six unique error values can be assigned to a specific state of
Hall sensors (Figure 3a), while for a motor with the number of pole pairs greater than one, these errors
cannot be assigned to a specific state of sensors (Figure 3b).

Errors δms and δmr result in switching the keys of the motor stator winding controller in a
suboptimal position of the rotor, which in turn leads to the electromagnetic torque pulsation of the
motor, increases the amplitude of its current (Figure 4) and the noise level of the motor operation.
Boosting the amplitude of the current results in an increase in electrical losses and electromagnetic
interference, and forces the constructors of the controller to use in it transistors with a higher rated
current, so that they do not suffer thermal and dynamic damage during long-term operation [17].
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Figure 4. Measurement of phase currents of a BLDC motor (four pole pairs, nominal speed = 3000
rpm/min, nominal power = 380 W) during full mechanical rotation.

3. Laboratory Measurements Taken on Real Motors

In order to confirm the universality of this phenomenon in motors available on the market, it was
decided to purchase four types of BLDC motors from four different manufacturers, and to analyze the
performance of their shaft positioning systems. For this purpose, an experiment was developed to
compare the actual ωre f speed measured by the incremental encoder, with the speed measured using
the signal generated by the motor’s Hall sensors in an open loop drive system. The measuring functions
were executed by the dSpace GmbH (Paderborn, Germany) dSpace MicroLabBox system supported by
the Tektronix (Beaverton, Oregon United States) Digital Phosphor Oscilloscope 5054-B (Figure 5). As a
measure of the error in determining the speed in individual sectors esec, a percentage ratio of the ωsec

calculated speed to the actual ωre f measured by the reference element, i.e. the incremental encoder,
was proposed. Additionally, the values of phase currents of the BLDC motor were measured during
the tests.

Figure 5. Research set-up.

One of the aims of the experiment was to determine the influence of sensor distribution error on
the pulsation of the actual rotational speed. It was predicted that significant oscillations of the motor
phase current amplitude, caused by the premature or delayed activation of the controller transistors,
may significantly increase this pulsation. During laboratory tests, it was found that in a wide range of
speeds (from 10% to 100% of the nn rated speed), and for wide ranges of load torque changes (from idle
to rated load), the actual speed pulsation is imperceptible (Figure 6), despite significant (up to 80%;
Figure 4) phase current fluctuations of the motor.
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Figure 6. Actual and measured speed of a BLDC motor with factory nonsymmetrical Hall sensor array,
for a BLDC motor with four pairs of poles.

The measurements showed that the accuracy of speed determination in the experiment, assumed at
0.5%, was not exceeded. This means that, regardless of errors in the BLDC motor position measurement
system, we can assume that its average steady state rotational speed can be considered constant,
regardless of the phase current amplitude fluctuations of the motor. This is a very important conclusion,
allowing the thesis that, in the steady state the average actual speed for individual motor sectors is
equal to the average speed measured during the full mechanical rotation of the shaft. The actual
average speed of a full revolution can be measured correctly by any single Hall sensor. This results
in the possibility of not using an additional reference speed measurement system (i.e. an additional
encoder) in favor of using averaged full revolution speed, which is independent of the sensor placement
error [12].

Figure 7 shows the calculated speed error values for the individual esec sectors for four different
BLDC motors with powers ranging from 60 W to 1500 W. All motors had four pairs of poles each, for
which 24 sectors of speed measurement can be defined per one mechanical revolution. Each of them
corresponds to a mechanical rotation angle equal to π/(3·p), which gives an angle value for each sector
equal to 15 mechanical degrees.

Figure 7. Rotational speed computation error “esec” in particular sectors of the tested motors.

It can be seen that the values of these errors are significant, and strongly influence the accuracy of
motor speed calculation. It is worth emphasizing that all of the tested motors were characterized by a
significant error in the arrangement of ee sensors, which ranged from a few to over 25◦ of the electric
angle, with respect to the optimal location according to the formula ee = esec·60◦.
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4. Determination of the Absolute Position of the BLDC Motor Rotor

In the course of the work described above, errors in determining the rotational speed for individual
sectors of the motors, tested at different rotational speeds, were determined. It was shown that for a
wide range of rotational speeds, these errors are almost constant, and what is worth underlining, unique
for the specific motor used in the test. This is illustrated in Figure 8 for the motor marked as “D”.

Figure 8. Rotational speed computation errors determined at different rotational speeds of motor D
(four pole pairs, nominal speed = 3000 rpm/min, nominal power = 380W).

Figure 9 shows the error distribution of the speed determination for motor "D". Using a standard
Hall sensor system causes that during the full rotation of the shaft, the sequence of sensor states is
repeated depending on the number of pole pairs of the motor (here, four times).

Figure 9. Distribution of errors in determining the esec speed of the BLDC motor, for motor “D”,
determined at 2000 rpm.

It can be seen that the value of the speed determination errors for individual sectors varies greatly,
creating a sequence unique for a specific motor. This makes it possible to identify the position of the
rotor using information about the states of the sensors, with the support of an algorithm that looks
for a specific pattern of error distribution. Determination of the rotor position can be done in relation
to the reference value of the ere f error distribution, stored in the electrically erasable programmable
read-only - EEPROM memory of the motor control device.
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The sequence of errors is repeated with the frequency corresponding to the time of full rotation of
the shaft by the motor. This sequence can start from different values, which depends only on the initial
position of the motor shaft at the moment of starting the drive system.

To simplify the procedure for determining the motor shaft position, only the error distributions
corresponding to the same combination of the Hall sensor states can be analyzed, which in the case of
the motor under test reduces the number of errors analysed from 24 to only 4.

Figure 10 shows possible error distributions for the selected sensor states (H1 = 0, H2 = 0, H3 = 1).
For a motor with four pairs of poles, four different sequences of assigning the error distribution to the
absolute position of the motor rotor are possible (depending on the initial position of the rotor after
power-up).

Figure 10. Possible error distributions for determining the rotor speed for the Hall sensor state for
different initial rotor positions: (a–c); (d) for H1 = 0; H2 = 0; H3 = 1; (d) reference distribution stored in
the memory of the motor controller.

5. Example Implementation

The procedure for determining the absolute position of the rotor is, in the simplest possible
implementation, to search for the largest esec error for the same selected sequence of their state, and to
assign its sector number to the sector number of the maximum error of the reference distribution.
For example, sectors 1, 7, 13 and 19 (Figure 10) correspond to the sequence (H1 = 0; H2 = 0; H3 = 1).
After determining the speed calculation errors, the algorithm compares the results obtained with
the reference values stored in the controller’s non-volatile EEPROM memory. If the reference error
values stored for specific sensor signals reached the maximum value, e.g. for Sector 7, then after
searching the newly obtained error distribution, and finding the maximum error value, e.g., for sector
13, one should change the sector number in which the greatest error of speed measurement was found.
In this particular case, sector number 13 will be changed by the algorithm determining the position
of the shaft to number 7, and the remaining sector numbers will be automatically assigned to the
following sectors of Figure 11 by means of software incrementation.

The operation of this algorithm allowed to unambiguously assign the BLDC motor sector number
to the angle of the mechanical rotor position by analyzing the reference pattern of error distribution,
stored e.g., in the EEPROM memory.

When the differences between the errors of individual sectors are small, i.e., when the shaft
position detection system was made precisely at the factory, it is possible to expand the algorithm of
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searching for similarity between measured values and reference values stored in the EEPROM memory.
The minimum error value and even all errors in all sectors can also be analysed.

Figure 11. Algorithm for determining the position of the BLDC motor rotor on the basis of the
comparison of esec errors with the reference value of the error distribution ere f , for a given state of the
Hall sensors (H1 = 0; H2 = 0; H3 = 1).

6. Conclusions

During the research, four BLDC motors with four pairs of poles each were analysed. Thanks
to the proposed method, it was possible to find the mechanical position of a multi-pole BLDC
motor, despite the fact that the sequence of the Hall sensor states changes in the same sequence
p-times per mechanical revolution. What is very important is that theoretically, if the shaft position
monitoring system was made very accurately at the factory, it would not be possible to achieve
motor diagnostics results characteristic enough to assign a specific position of the motor rotor to
them. Hence, the conclusion that applying the method described in the article can correct a factory’s
inaccurate fixing of motor components, and result in the possibility of using such machines in drive
systems, where the absolute position of the shaft must be determined for the correct operation of the
whole system. Another interesting issue is the possibility of identifying a specific electrical machine
by analyzing the distribution of errors in speed measurement, using its shaft position sensors. This
gives the possibility of the quick, simple and cost-free detection of the replacement of the drive motor,
even if it is characterized by the same nominal data. Determination of the angular position of the
BLDC motor shaft on the basis of the analysis of the error spectrum allows the application of advanced
algorithms for the correction of commutation errors, which result from errors in the position of sensors
in multi-pole BLDC motors [3]. This contributes to the reduction of the noise emitted by the drive as
well as the use of semiconductor connectors with a lower rated current for the controller.
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Abstract: During torque transients, rotor electromagnetic parameters of an induction motor (IM)
vary due to the rotor deep-bar effect. The accurate representation of rotor electromagnetic parameter
variability by an adopted IM mathematical model is crucial for a precise estimation of the rotor flux
space vector. An imprecise estimation of the rotor flux phase angle leads to incorrect decoupling of
electromagnetic torque control and rotor flux amplitude regulation which in turn, causes deterioration
in field-oriented control of IM drives. Variability of rotor electromagnetic parameters resulting from
the rotor deep-bar effect can be modeled by the IM mathematical model with rotor multi-loop
representation. This paper presents a study leading to define the unique rotor flux space vector on the
basis of the IM mathematical model with rotor two-terminal network representation. The novel rotor
flux estimation scheme was validated with the laboratory test bench employing the IM of type Sg
132S-4 with two variants of rotor construction: a squirrel-cage rotor and a solid rotor manufactured
from magnetic material S235JR. The accuracy verification of the rotor flux estimation was performed
in a slip frequency range corresponding to the IM load adjustment range up to 1.30 of the stator rated
current. This study proved the correct operation of the developed rotor flux estimation scheme and
its robustness against electromagnetic parameter variability resulting from the rotor deep-bar effect
in the considered slip frequency range.

Keywords: deep-bar effect; mathematical model; estimation; induction motors; motor drives

1. Introduction

The development of advanced control methods of induction motors (IMs), such as direct and
indirect field-oriented control [1,2] or direct torque control [3], have contributed to the widespread use
of this type of motor in modern drive systems intended for various applications in industry. In the
rotor-flux-orientation, the stator phase currents through the Park’s transformation are represented
by the field- and torque-producing components. In cases when the rotor flux amplitude is stabilized
by the field-producing component of the stator current space vector, IM electromagnetic torque is
linearly proportional to the torque-producing component [1]. The decoupling of IM electromagnetic
torque control and rotor flux amplitude regulation is realized based on the phase angle of the rotor flux
space vector. Since direct measurement of the rotor flux is practically not achievable, development of
indirect methods for rotor flux space vector estimation is reported in the world literature, especially
model-based methods.

In IM field-oriented control, slip frequency is controlled within the set range of values, except for
very short torque transients. With slip frequency changes, rotor electromagnetic parameters vary due to
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the rotor deep-bar effect. For maintaining the high dynamic performance of the IM rotor-flux-oriented
control during torque transients, the accurate representation of rotor electromagnetic parameter
variability by an adopted IM mathematical model is required.

Inaccurate representation of this variability by the adopted IM mathematical model, which serves
as basis for the rotor flux estimation scheme, leads to an erroneous estimation of the rotor flux space
vector. In consequence, the erroneous estimation of the vector components results in deterioration
of decoupling effectiveness of electromagnetic torque control and rotor flux amplitude regulation,
thus deteriorating the overall performance of the IM rotor-flux-oriented control [4–6]. For this reason,
the compensation of the influence of the rotor deep-bar effect on the rotor flux estimation accuracy is
important for the rotor-flux-oriented control of squirrel-cage IMs, especially the ones where the rotor
bar is large enough to incorporate high rotor current.

Until now, estimation schemes for the rotor flux space vector have been elaborated predominantly
on the basis of the IM classical mathematical model with rotor single-loop representation with constant
parameters. In order to compensate for the influence of the rotor electromagnetic parameter variability
on the rotor flux estimation accuracy, the estimation schemes extended by algorithms enabling tracking
variability of rotor electromagnetic parameters were proposed [4,6–15]. These schemes work very well
with reference to IMs with squirrel-cage rotors, in which the electromagnetic parameters do not show
significant variability resulting from the rotor deep-bar effect. The response of the proposed algorithms
for variability tracking of rotor electromagnetic parameters may not be fast enough to follow rapid
parameter variability during torque transients. These algorithms were mainly intended to model rotor
resistance changes associated with temperature variation [4,6–15].

The variability of rotor electromagnetic parameters resulting from the rotor deep-bar effect can be
modeled by the IM mathematical model with rotor multi-loop representation [16–25]. Nevertheless,
an estimation scheme of the rotor flux space vector which algorithm would be formulated on the
basis of such IM mathematical models has not been developed so far. What is more, the authors of
these works [19–22] stated that defining the unique rotor flux space vector in the IM mathematical
model with rotor multi-loop representation is not possible, and thus they proposed IM airgap-flux or
pseudorotor-flux oriented control, developed with the use of the mathematical model of this type.

The results of simulation and experimental studies presented previously [19–22] indicate very
good dynamic performance of the vector-controlled squirrel-cage and double-cage IMs. This fact
encouraged us to carry on work on the application of the IM mathematical model with rotor multi-loop
representation in the IM rotor-flux-oriented control, since such a control strategy has a simpler structure
and a more effective decoupling of electromagnetic torque control and rotor flux amplitude regulation
than airgap-flux-oriented control [22].

This paper presents a study which leads to development of the rotor flux estimation scheme on the
basis of the IM mathematical model with rotor two-terminal network representation. The overall goal
of this work was focused on the accuracy verification of the rotor flux estimation in a slip frequency
range corresponding to the IM load adjustment range up to 1.30 of the stator rated current. Thus,
the considered slip frequency range exceeded the typical operating range of slip frequency for IM
field-oriented control. This study aimed to prove the proper modeling of the electromagnetic parameter
variability resulting from the rotor deep-bar effect by the novel rotor flux estimation scheme. Due to
the assumed concept of the conducted work, the experimental investigations were realized in an
open-loop drive system (without speed feedback or slip compensator), at a fixed setpoint of stator
voltages and step commands of load torque. The evaluation of operation accuracy of the developed
rotor flux estimation scheme was realized indirectly with the use of the registered shaft torque.

The results of the conducted study point out an improvement of the estimation accuracy of the
rotor flux space vector obtained by the scheme developed on the basis of the IM mathematical model
with rotor two-terminal network representation, in comparison to the accuracy which was gained by
the estimation schemes formulated with the use of the IM classical mathematical model. In particular,
this applies to the tested IM characterized by the intense rotor skin effect. Consequently, the obtained
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results confirm the correct operation of the novel rotor flux estimation scheme and its robustness for
electromagnetic parameter variability resulting from the rotor deep-bar effect.

2. Mathematical Models of an Induction Motor

One of the fundamental problems associated with the use of the IM classical mathematical
model with constant parameters in IM control algorithms is the variability of motor electromagnetic
parameters which is conditioned by changes of motor winding temperature, ferromagnetic core
saturation, as well as the rotor deep-bar effect [26]. Figure 1a presents the T-type equivalent circuit
corresponding to the IM classical mathematical model expressed in the Laplace-domain (p-domain),
in which the rotor resistance R2 and leakage inductance Lσ2 are represented by parameters varying as
a function of slip frequency ω2. The variability of rotor electromagnetic parameters resulting from the
rotor deep-bar effect can be modeled in the rotor equivalent circuit by a two-terminal network with
constant parameters [16–25]. The electromagnetic parameters of such an IM mathematical model can
be determined based on the p-domain motor inductance:

L1(p) =
Ψ1r(p)

I1r(p)
= ωb

Zab(p)
p

(1)

where Ψ1r(p) and I1r(p) are the Laplace transforms of the stator flux and current space vectors,
respectively, p is a complex frequency, Zab(p) denotes the p-domain impedance between the terminals
“a” and “b” of the IM equivalent circuit presented in Figure 1a, ωb is the base frequency (Appendix A),
and the subscript “r” denotes physical quantity space vectors expressed in an orthogonal coordinate
system rotating at the shaft angular velocity ωsh.
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Figure 1. The induction motor (IM) equivalent circuits expressed in the Laplace-domain: (a) The IM
equivalent circuit with rotor resistance and leakage inductance represented by parameters varying
as a function of slip frequency. (b) The representation of the p-domain motor inductance by a series
connection of the stator leakage inductance and the p-domain inductance associated with the airgap
flux. (c) The representation of the p-domain inductance associated with the airgap flux by a parallel
connection of the magnetizing inductance and the p-domain rotor impedance.

Equation (1), as well as the subsequent equations included in this paper, are expressed in the
per-unit (p.u.) system. The base values of the used p.u. system are defined in Appendix A. Moreover,
rotor physical quantities and electromagnetic parameters are referred to the stator.

The p-domain motor inductance L1(p) is a series connection of the stator leakage inductance Lσ1

and the p-domain inductance associated with the airgap flux L1δ(p) (Figure 1b):

L1(p) = Lσ1 + L1δ(p). (2)

The p-domain motor inductance L1δ(p) can be further represented as a parallel connection of the
magnetizing inductance Lμ and the p-domain rotor impedance Z2(p) (Figure 1c):
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ωb

pL1δ(p)
=

ωb

pLμ
+

1
Z2(p)

. (3)

The p-domain inductance L1δ(p) can be derived from a solution of Maxwell’s differential system
of equations which are formulated, for instance, on the basis of an IM multi-layer model [17]. However,
the p-domain inductance L1δ(p) is not directly applicable in an analysis of IM transients due to
the lack of possibility for inverse transformation of a Laplace transform including this inductance.
The above-mentioned difficulty can be circumvent by the partial fraction decomposition of the inverse
p-domain inductance L1δ(p), which is an irrational function with an infinite number of negative real
poles. This, in turn, leads to the rotor mathematical model in the form of a two-terminal network with
constant R2(n), Lσ2(n) parameters [17]:

ωb

pL1δ(p)
=

ωb

pLμ
+
∞∑

n=1

1

R2(n) +
1
ωb

pLσ2(n)
. (4)

An exact approximation of the reference p-domain inductance L1δ(p) is obtained with an infinite
number of poles of an approximative rational function (an infinite number of parallel connected
two-terminals in the rotor mathematical model). For the sake of the desired simplicity of the
IM mathematical model, the number of parallel connected two-terminals in the rotor equivalent
circuit is limited to N two-terminals, and for achieving the required approximation accuracy of the
irrational function L1δ(p), the (N + 1)th residual two-terminal with parameters R2(0), Lσ2(0) is included
(Figure 2) [17]:

ωb

pL1δ(p)
=

ωb

pLμ
+

N∑
n=1

1

R2(n) +
1
ωb

pLσ2(n)
+

1

R2(0) +
1
ωb

pLσ2(0)
. (5)

The methodology for determination of the residual two-terminal electromagnetic parameters
R2(0), Lσ2(0) has been described previously [17]. The approximation accuracy of the reference p-domain
inductance is evaluated by comparing its frequency characteristic with a characteristic L1δ(p = jω2)
resulting from the IM mathematical model with rotor two-terminal network representation.
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Figure 2. The equivalent circuit of an induction motor with rotor two-terminal network representation.

If the analytical formula describing the p-domain inductance L1δ(p) is not known, which is the case,
for instance, in experimental determination of the reference inductance frequency characteristic (IFCh)
L1δ(ω2) [25,27], then the “synthetic” electromagnetic parameters of the IM equivalent circuit (Figure 2)
can be identified as a result of an approximation of the reference IFCh L1δ(ω2) by the characteristic
L1δ(p = jω2) derived from the adopted IM mathematical model. In such an approach, the residual
two-terminal does not formally occur in Equation (5), and its participation in the approximation
accuracy of the p-domain rotor impedance is smaller for larger the numbers N of parallel connected
two-terminals in the rotor mathematical model:
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1
Z2(p)

�
N∑

n=1

1

R2(n) +
1
ωb

pLσ2(n)
. (6)

In this way, an IM of any rotor construction (e.g., squirrel-cage, double-cage, or solid rotors) can be
represented with the use of the mathematical model in which the electromagnetic parameter variability
resulting from the rotor deep-bar effect is approximated by the two-terminal network with constant
parameters. The process of electromagnetic parameter identification for individual two-terminals
in the rotor equivalent circuit, ensuring the required approximation accuracy of the reference IFCh
L1δ(ω2), can be conveniently performed using selected optimization methods. In such an approach,
the number N of the parallel connected two-terminals is determined empirically.

The IM mathematical model with rotor N-loop representation is described by the following system
of equations:

U1k = R1I1k + TN
d
dt

Ψ1k + jωkΨ1k (7a)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 = R2(1)I2(1)k + TN

d
dt Ψ2(1)k + j(ωk −ωsh)Ψ2(1)k

· · ·
0 = R2(N)I2(N)k + TN

d
dt Ψ2(N)k + j(ωk −ωsh)Ψ2(N)k

(7b)

Ψ1k = L1I1k + LμI2k (7c)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ψ2(1)k = Lμ

(
I1k + I2k

)
+ Lσ2(1)I2(1)k

· · ·
Ψ2(N)k = Lμ

(
I1k + I2k

)
+ Lσ2(N)I2(N)k

(7d)

I2k =
N∑

n=1

I2(n)k (7e)

dωsh

dt
=

1
TM

(Tem − TL) (7f)

Tem = Im
(
Ψ∗1kI1k

)
(7g)

Er1k = jωkΨ1k (7h)

Er2(n)k = j(ωk −ωsh)Ψ2(n)k (7i)

where U1k and Er1k are the stator voltage and electromotive force space vectors, respectively, I2(n)k,
Ψ2(n)k, and Er2(n)k represent the rotor current, flux, and electromotive force, respectively, related to
the nth two-terminal in the rotor equivalent circuit, Tem and TL constitute the electromagnetic and
load torque, respectively, TN = 1/ωb, TM is the motor mechanical time constant, j2 = −1, * denotes
the complex conjugate, and k indicates physical quantity space vectors expressed in an orthogonal
coordinate system rotating at an arbitrary angular velocity ωk.

3. The Novel Estimation Scheme of the Rotor Flux Space Vector

The variability of rotor electromagnetic parameters resulting from the rotor deep-bar effect can
be represented in the rotor mathematical model by the two-terminal network with constant R2(n),
Lσ2(n) parameters. Therefore, the application of such an IM mathematical model in an estimation
scheme of the rotor flux space vector is justifiable, especially in the case of an IM characterized by the
intense rotor deep-bar effect. However, the rotor flux estimation scheme, which would be based on
the IM mathematical model of this type, has not been developed until now. This chapter presents the
investigations leading to define the unique rotor flux space vector on the basis of the IM mathematical
model with rotor two-terminal network representation.
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The current space vector of the nth two-terminal in the rotor equivalent circuit (Figure 2) can be
determined with the use of the transformed Equation (7d):

I•2(n)k =
1

L•
σ2(n)

(
Ψ•2(n)k − LμIμk

)
(8a)

Iμk = I1k + I2k (8b)

Ψμk = LμIμk (8c)

where Iμk and Ψμk are the magnetizing current and flux space vectors, respectively.
Incorporation of the formulas describing the rotor two-terminal current space vectors

(Equation (8a)) to the transformed voltage equation (Equation (7b)) associated with the nth two-terminal
in the rotor multi-loop equivalent circuit, the model of the rotor flux space vector related to the nth
two-terminal is obtained in the form of:

T2(n)
d
dt

Ψ2(n)k = LμIμk −Ψ2(n)k + jωbT2(n)(ωk −ωm)Ψ2(n)k (9a)

T2(n) =
Lσ2(n)

R2(n)
TN (9b)

where T2(n) constitutes the time constant of the nth two-terminal in the rotor equivalent circuit presented
in Figure 2.

The magnetizing current space vector Iμk, which is required in Equation (9a), can be determined
based on Equation (7c) where the stator flux space vector Ψ1k is obtained with the use of the stator
voltage Equation (7a):

Iμk =
1

Lμ

(
Ψ1k − Lσ1I1k

)
. (10)

In general, the rotor flux space vector can be expressed as the sum of the magnetizing flux
(Equation (8c)) and rotor leakage flux space vectors. Concerning the IM mathematical model with
rotor multi-loop representation, the equation takes the following form:

Ψ2k = LμI1k +
(
Lμ + Lσ2eq

)
I2k (11)

where Lσ2eq is the equivalent rotor leakage inductance of the rotor two-terminal network (Figure 2).
The resultant rotor current space vector is the sum of the current space vectors of parallel connected

two-terminals in the rotor equivalent circuit (Equation (7e)). Taking into account the formulas describing
these current space vectors (Equation (8a)), Equation (11) is as follows:

Ψ2k = LμIμk + Lσ2eq

N∑
n=1

Ψ2(n)k

Lσ2(n)
− LμIμkLσ2eq

N∑
n=1

1
Lσ2(n)

. (12)

The magnetizing flux space vector Ψμk has been included in the formulas representing the flux
space vectors associated with the individual two-terminals in the rotor multi-loop equivalent circuit
(Equation (9a)), thus the magnetizing flux space vector is redundant in Equation (12) for the rotor
flux space vector. The first and the third components of the sum in Equation (12), constituting and
containing the magnetizing flux space vector, respectively, reduce each other in cases when the inverse
equivalent rotor leakage inductance Lσ2eq equals the sum of the inverse leakage inductances of the
individual rotor two-terminals:

1
Lσ2eq

=
N∑

n=1

1
Lσ2(n)

. (13)
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On the basis of the above reasoning, the derived formulas describe the equivalent rotor leakage
inductance of the rotor equivalent circuit presented in Figure 2, which result from a parallel connection
of leakage inductances of the individual rotor two-terminals:

Lσ2eq = lim
p→∞

Z2(p)
p

(14)

and the unique rotor flux space vector of the IM mathematical model with rotor multi-loop
representation:

Ψ2k = Lσ2eq

N∑
n=1

Ψ2(n)k

Lσ2(n)
. (15)

According to the above, the voltage–current model of the rotor flux space vector can be formulated.
When expressed in the orthogonal coordinate system (α–β) stationary with respect to the stator (ωk = 0,
indicated by s), this model is represented by the following system of equations:

Ie
μs =

1
Lμ

⎛⎜⎜⎜⎜⎜⎜⎜⎝ 1
TN

t∫
0

(
U1s −R1I1s

)
dt− Lσ1I1s

⎞⎟⎟⎟⎟⎟⎟⎟⎠ (16a)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
T2(1)

d
dt Ψe

2(1)s = LμIe
μs −Ψe

2(1)s + jωbT2(1)ωmΨe
2(1)s

· · ·
T2(N)

d
dt Ψe

2(N)s = LμIe
μs −Ψe

2(N)s + jωbT2(N)ωmΨe
2(N)s

(16b)

Ψe
2s = Lσ2eq

N∑
n=1

Ψe
2(n)s

Lσ2(n)
(16c)

where “e” denotes the estimated rotor flux space vector.
Figure 3 presents a schematic diagram of the rotor flux estimation scheme, corresponding to

Equations (16a)–(16c). The rotor angular velocity and the stator voltage and current space vector
components constitute the input signals of the developed rotor flux estimation scheme. It should also
be noted that when the rotor deep-bar effect is represented by the single two-terminal N = 1 in the
rotor mathematical model, the voltage-current model of the rotor flux space vector remains valid and
corresponds, in this case, to the IM classical mathematical model.
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Figure 3. The schematic diagram of the voltage–current model of the rotor flux space vector, developed
on the basis of the IM mathematical model with rotor two-terminal network representation, expressed
in the orthogonal coordinate system (α–β) stationary with respect to the stator ωk = 0.

4. Laboratory Tests

4.1. Laboratory Test Bench

The verification of the novel rotor flux estimation scheme was performed with the laboratory test
bench, of which a schematic diagram is shown in Figure 4. Figure 5 presents a picture of the laboratory
test bench.
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Figure 4. The schematic diagram of the laboratory test bench.

Figure 5. The laboratory test bench. The particular markers indicate: 1. tested induction motor, 2.
programmable AC power source, AMETEK model: 3001iX, 3. 4Q thyristor converter, Parker DC590P, 4.
electronic AC load ZSAC4244, Höcherl and Hackl GmbH, 5. tensometric force sensor, 6. multifunction
I/O device NI USB-6255.

Investigations were conducted on the four-pole IMs of type Sg 132S-4 with a squirrel-cage rotor
(CR-IM) and a solid rotor (SR-IM). The cross-section dimensions of the studied rotors are included in
Appendix B.

The solid rotor was designed and manufactured only for the purpose of the presented study.
This is because of the fact that such a rotor is characterized by the intense skin effect. This feature was
conveniently used in the verification of the novel rotor flux estimation scheme. Such an approach
allowed us to conduct experimental investigations with the use of low-power IMs, giving the
background for the employment of the large squirrel-cage IMs in the next stage of the study. The tested
SR-IM is marked by significant slip s ≈ 1 corresponding to the breakdown torque at the stator supply
voltage frequency of f 1 = 50 Hz. In order to reduce the breakdown slip of the SR-IM, the new operating
points were adopted for both the CR-IM and SR-IM. The rated values of the tested IMs corresponding
to the adopted machine operating points were set together in Appendix B.
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The tested IMs (marker 1 in Figure 5) were powered by the programmable AC source AMETEK
Model: 3001iX (marker 2 in Figure 5). The investigations were carried out at the three setpoints of
stator voltage frequency for both considered IMs, maintaining a constant voltage/frequency ratio. Prior
to the measurement tests, the CR-IM and SR-IM operated at the given load conditions for a period of
time, allowing the stator winding temperature to stabilize at the assumed level. This aimed to reduce
the influence of variability of rotor and stator resistances, resulting from winding temperature changes,
on the identified electromagnetic parameters of the IM mathematical models and on the accuracy
evaluation of the rotor flux space vector estimation.

A separately excited DC machine of type PCMb 54b served as a load for the investigated IMs in
the presented study. During the no-load, blocked rotor, and load curve (LC) tests, conducted in order
to identify the electromagnetic parameters of the considered IM mathematical models, the DC machine
was powered by the 4Q thyristor converter Parker DC590P (marker 3 in Figure 5). Such a solution
provided a wide adjustment range of load conditions for the tested IMs, enabling the measurement
of demanded physical quantities in the generating, motoring, and ideal no-load modes of machine
operation. In turn, the programmable electronic load ZSAC4244 – H&H GmbH (marker 4 in Figure 5)
was used to control the armature current of the separately excited DC machine for the verification
of the rotor flux estimation scheme. Such an approach enabled shaping of the desired dynamics of
IM slip frequency changes in the assumed range, corresponding to the load adjustment range up to
1.30 of the stator rated current for both tested IMs. The slip frequency range considered during the
verification of the rotor flux estimation scheme corresponded also to the slip frequency range when the
LC tests were conducted. The power rating of the individual devices and DC machine which were
used in the experimental investigations are included in Appendix B.

During the laboratory tests, the measurement of stator winding voltages, currents, and temperature,
as well as shaft angular velocity, were carried out. Additionally, the shaft torque of the investigated
IMs was determined on the basis of the force measurement realized by means of the force sensor
(marker 5 in Figure 5). The accuracy class and measuring range of the used force sensor were 0.2
and 5 kN, respectively. The stator currents of the tested IMs were converted into voltage signals by
means of non-inductive resistive voltage dividers with an accuracy class of 0.5 and a measuring range
of 10 A. Similarly, the stator voltages were scaled by means of voltage dividers with a voltage ratio
of 1000:1, composed of non-inductive resistors with an accuracy class of 0.2. The angular velocity
measurement was carried with the use of a resolver. Data acquisition (DAQ) was performed by means
of the National Instruments USB-6255 high-resolution, multifunction I/O device (marker 6 in Figure 5).
The DAQ system was equipped with the MAX7426 5th-order, lowpass, elliptic, switched-capacitor
filters. The configuration of the DAQ device and the acquisition of measurement data were carried out
in the National Instruments LabView environment.

4.2. The Identification Procedure of Electormagnetic Parametersfor the IM Mathematical Model

The identification process for electromagnetic parameters of the IM mathematical model with
rotor two-terminal network representation was conducted in conformity to a procedure described
previously [25].The reference IFCh L1(ω2) of the considered IMs were determined on the basis of the
measurement data derived from the LC test [28] according to the following equations:

ωb

jω1

(
Z1(ω2) −R1

)
= L1(ω2) = L1σ + L1δ(ω2) (17a)

Z1(ω2) =

∣∣∣∣U1ph

∣∣∣∣∣∣∣∣I1ph(ω2)
∣∣∣∣
(
cos(φ1(ω2)) + j

√
1−[cos(φ1(ω2))]

2
)

(17b)

cos(φ1(ω2)) =
P1(ω2)

3
∣∣∣∣U1ph

∣∣∣∣ ∣∣∣∣I1ph(ω2)
∣∣∣∣ (17c)
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where Z1(ω2) is the IM impedance expressed as a function of slip frequency, ω1 represents the stator
voltage angular frequency, |U1ph| and |I1ph(ω2)| constitute the measured root mean squared values of
stator phase voltages and currents, respectively, and P1(ω2) and cos(φ1(ω2)) are the measured stator
power and calculated stator power factor, respectively.

Approximation of the reference IFCh L1δ(ω2) by means of the frequency-domain inductance
L1δ(p = jω2) resulting from the adopted IM mathematical model, for instance, with N parallel connected
two-terminals in the rotor equivalent circuit, in the form of the following equations:

1
L1δ(ω2)

�
1

L1δ(p = jω2)
=

1
Lμ

+
jω2

ωb

1
Z2(p = jω2)

(18a)

1
Z2(p = jω2)

�
N∑

n=1

1

R2(n) +
jω2
ωb

Lσ2(n)

. (18b)

allows determination of the “synthetic” electromagnetic parameters of the IM mathematical model.
The stator phase winding resistance R1 is identified through the DC line-to-line resistance

measurement conducted according to the standards [28,29]. The parameters L1σ, Lμ, R2(n), and Lσ2(n)

are subject to the identification process which can be considered as a minimization issue of the
evaluation function, defined as the sum of the mean squared errors of the reference characteristic
approximation [25]:

F
(∣∣∣L1(ω2)

∣∣∣, ∠L1(ω2)
)
=

ω2max∑
ω2min

kmod

( |L1(ω2)|−|L1(p=jω2)|
|L1(ω2)|

)2
+

+
ω2max∑
ω2min

karg
(
∠L1(ω2) − ∠L1(p = jω2)

)2 (19)

where |L1(ω2)| and ∠L1(ω2) are the modulus and argument of the IM reference IFCh, respectively,
|L1(p = jω2)| and ∠L1(p = jω2) constitute the modulus and argument of the frequency-domain IM
inductance, respectively, ω2min and ω2max represent the lower and upper limits of the considered slip
frequency range, and kmod and karg are the weighting factors of the individual components of the
evaluation function.

Similarly to the studies presented previously [25], a minimization process of the adopted evaluation
function was carried out with the use of the genetic algorithm by means of the Genetic Algorithms for
Optimization Toolbox in the Matlab environment. The choice of the genetic algorithm was dictated by
the effectiveness of this optimization tool, as indicated in numerous scientific publications concerned
the identification of electromagnetic parameters for IM mathematical models [30,31].

The criterion adopted in the identification process of electromagnetic parameters for the CR-IM
and SR-IM mathematical models with rotor multi-loop representation, assumed the approximation of
the reference IFCh modulus with an error not exceeding 2% in the considered range of slip frequency,
while maintaining a possible minimum approximation error of the reference IFCh argument and a
minimum number N of two-terminals in a rotor equivalent circuit. The criterion was met with the use
of the IM mathematical models with two N = 2 and three N = 3 parallel connected two-terminals in
the cage and solid rotor network representations, respectively. The electromagnetic parameters of the
IM mathematical models with multi-loop representation of the cage and solid rotors are denoted as
CR-RML and SR-RML, respectively. These parameters are listed in Tables 1 and 2. Tables 1 and 2 also
include the electromagnetic parameters of the IM classical mathematical model (T-type equivalent
circuit parameters), which were identified based on selected procedures described in the standard
1 [28] (the designations are CR-T Std 1, SR-T Std 1) and standard 2 [29] (the designations are CR-T Std
2, SR-T Std 2) in the vicinity of the adopted operating points of the tested IMs (Appendix B). The stator
phase resistance, determined according to the guidelines included in standard 1 [28], after correction
to the reference winding temperature of 25 ◦C, equalled R1 = 2.9597 Ω.
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Table 1. Electromagnetic parameters (p.u.) of the considered squirrel-cage rotor induction motor
(CR-IM) mathematical models. The individual resistances were corrected to the reference winding
temperature of 25 ◦C.

Electromagnetic
Parameters

L1σ Lμ R2(1) Lσ2(1) R2(2) Lσ2(2)

CR-T Std 1 0.0949 3.0978 0.0309 0.1428 – –
CR-T Std 2 0.0910 3.1235 0.0335 0.1358 – –
CR-RML 0.1090 3.0203 0.0395 0.0888 0.1326 1.3294

Table 2. Electromagnetic parameters (p.u.) of the considered solid rotor induction motor (SR-IM)
mathematical models. The individual resistances correspond to the average temperature of stator
winding of 55 ◦C registered under the load curve(LC) test.

Electromagnetic
Parameters

L1σ Lμ R2(1) Lσ2(1) R2(2) Lσ2(2) R2(3) Lσ2(3)

SR-T Std 1 0.2597 2.8323 0.1329 0.4550 – – – –
SR-T Std 2 0.1645 3.1736 0.2271 0.2456 – – – –
SR-RML 0.1977 3.4401 0.2852 0.2313 0.4695 2.1032 0.1518 7.4735

As an example, in Figure 6, the SR-IM reference IFCh L1(ω2) are set together with the approximative
characteristics, which were determined on the basis of the IM mathematical model with single and
three parallel connected two-terminals in the solid rotor equivalent circuit. Figure 7 presents the
modulus relative errors and the argument absolute errors between the reference and approximative
characteristics [25].
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Figure 6. The SR-IM reference inductance frequency characteristic (IFCh) and its approximation by
means of the IM mathematical models with single and three two-terminals in the solid rotor equivalent
circuit: (a) Modulus and (b) argument.
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Figure 7. Approximation errors of the SR-IM reference IFCh: (a) Modulus relative errors and (b)
argument absolute errors.

It is worth nothing that the use of the IM mathematical model with three parallel connected
two-terminals in the solid rotor equivalent circuit allowed the most accurate approximation of the
SR-IM reference IFCh to be achieved, in comparison to the approximation accuracy obtained by the
IM classical mathematical model. The required approximation accuracy of the SR-IM reference IFCh
modulus was met with argument approximation error not exceeding five degrees in the considered
range of slip frequency (Figure 7b). Theoretically, approximation accuracy of the reference IFCh could
be further improved by incorporating additional two-terminals in the rotor mathematical model, but the
adopted criterion also assumed their minimal number. This resulted from the desirable simplicity of the
rotor flux estimation scheme, which is intended for the IM rotor-field-oriented control implementation.
Ultimately, the approximation of the SR-IM reference IFCh realized by the IM mathematical model
with three parallel connected two-terminals in the solid rotor equivalent circuit was considered to be
sufficiently accurate for the purpose of the rotor flux estimation.

4.3. Estimation of the Rotor Flux Space Vector

In the presented study, the estimation accuracy of the rotor flux space vector was evaluated in
the slip frequency range corresponding to the IM load adjustment range up to 1.30 of the stator rated
current. The range of slip frequency exceeding the typical operating range of slip frequency for the
field-oriented controlled IM, was adopted in this study for the robustness verification of the novel
rotor flux estimation scheme against electromagnetic parameter variability resulting from the rotor
deep-bar effect. This is the reason why the developed rotor flux estimation scheme was not employed
in the rotor-flux-oriented control at this stage of the study. Since the direct measurement of rotor flux is
not realized in practice, the verification of the rotor flux estimation accuracy was conducted indirectly,
based on the reference quantities registered with the laboratory test bench.

During the study, the every endeavor was made to conduct the measurements of the reference
quantities in a manner to assure the minimal possible measurement uncertainty. Due to the high
resolution of the DAQ device and the precision of the sensors and measuring transducers, the registered
shaft torque Tsh and the determined power losses ΔP were considered as the reference quantities in the
verification of the developed rotor flux estimation scheme. The verification investigations used the fact
that the shaft torque can be determined as the quotient of the motor shaft power and angular velocity:

Te
sh =

Pe
sh

ωsh
(20a)
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Pe
sh = Te

emωsh − ΔP (20b)

where Te
sh and Te

me represent the estimated shaft and electromagnetic torque, respectively and Pe
sh is

the estimated shaft power.
The power losses ΔP occurring in Equation (20b) were determined according to

Equations (21a)–(21c) based on the measurement data derived from the LC tests. In order to eliminate
the necessity to split up individual components of the power losses ΔP at the considered load conditions
of the tested IMs, core losses were not erased from the IM input power whilst calculating the airgap
power Pδ (Equation (21c)). Such an approach is in line with the adopted IM mathematical model
described by Equations (7a)–(7i), in which the resistance associated with core losses is not included.
In the presented study, the power losses ΔP were considered as any power losses determining the
difference between the power transferred to the shaft (1 − s)Pδ and the shaft power Psh:

ΔP(s) = (1− s)Pδ(s) − Psh(s) (21a)

Psh(s) =
ω1

ωb
(1− s)Tsh(s) (21b)

Pδ(s) =
3
2

Re
(
U1I∗1(s)

)
− 3

2
R1
∣∣∣I1(s)

∣∣∣2 (21c)

where Pδ(s)constitutes the airgap power and s represent the motor slip.
Figure 8 presents the variability of the power losses, the shaft power, and the power transferred

to the shaft expressed as a function of angular velocity of the tested CR-IM (Figure 8a) and SR-IM
(Figure 8b), at the stator voltage frequency of ω1 = 1.0 (p.u.). Due to slight changes of the CR-IM power
losses in the considered slip frequency range (Figure 8a), a constant value of these losses ΔP = 0.0863
(p.u.) was assumed in the verification studies of the novel rotor flux estimation scheme. In relation to
the SR-IM, on account of significant changes of the power losses in the considered slip frequency range
(Figure 8b), the power loss variability was approximated by means of the second order polynomial:

ΔP(ωsh) = −0.6551ω2
sh + 0.8076ωsh − 0.0232. (22)
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Figure 8. The variability of the power losses, the power transferred to the shaft and the shaft power
expressed as a function of angular velocity of the investigated: (a) CR-IM and (b) SR-IM.

302



Energies 2019, 12, 2676

The electromagnetic torque required in Equation (20b) was determined with the use of the
estimated rotor flux space vector in conformity with the following equations:

Te
em =

Lμ

L2eq
Im

⎛⎜⎜⎜⎜⎜⎝I1k

⎛⎜⎜⎜⎜⎜⎝Lσ2eq

N∑
n=1

Ψ2(n)k

Lσ2(n)

⎞⎟⎟⎟⎟⎟⎠
∗⎞⎟⎟⎟⎟⎟⎠ (23a)

L2eq = Lμ + Lσ2eq. (23b)

The estimation precision of the registered shaft torque was verified based on the absolute
estimation errors:

ΔTe
sh = Tsh − Te

sh. (24)

Additionally, Tables 3 and 4 present the maximum and mean absolute errors of the registered
shaft torque estimation which were determined in accordance with the following equations:

max
∣∣∣ΔTe

sh

∣∣∣ = max
∣∣∣Tsh − Te

sh

∣∣∣ (25a)

M
∣∣∣ΔTe

sh

∣∣∣ = 1
n

n∑
i=1

∣∣∣∣Tsh,i − Te
sh,i

∣∣∣∣ (25b)

where Tsh,i and Te
sh,i represent the ith samples of the registered and estimated shaft torque, respectively,

and n is the number of samples.
For the sake of comparison, the shaft torque estimated through the use of the so called full

order open-loop flux observer [32] was also considered in the presented verification. Research results
presented previously [32] indicate that this rotor flux estimation scheme is characterized by limited
sensitivity to erroneous identification or variability of the rotor electromagnetic time constant in a
wide range of slip frequency changes, in comparison to the commonly known current model of the
rotor flux space vector. The full order open-loop flux observer was formulated on the basis of the IM
classical mathematical model, and is represented by the following system of equations:

TN
d
dt

Ie
1s =

1
σL1

⎡⎢⎢⎢⎢⎣U1s −
⎛⎜⎜⎜⎜⎝R1 +

(
Lμ

L2

)2
R2

⎞⎟⎟⎟⎟⎠Ie
1s +

Lμ

L2

(R2

L2
− jωm

)
Ψe

2s

⎤⎥⎥⎥⎥⎦ (26a)

T2
d
dt

Ψe
2s = LμIe

1s −Ψe
2s + jωbT2ωmΨe

2s (26b)

T2 =
L2

R2
TN (26c)

where T2 is the rotor electromagnetic time constant.
The verification of the rotor flux estimation schemes additionally includes the shaft torque, which

was estimated with the help of the elaborated voltage–current model (Equations (16a)–(16c)) and
formulated on the basis of the IM classical mathematical model.

Figure 9 presents a block diagram of the algorithm used in the accuracy evaluation of the rotor
flux space vector estimation. The algorithm was implemented in the Matlab environment.

In the presented study, the investigated estimation schemes of the rotor flux space vector were
fed by the registered angular velocity and stator voltages and currents. This case corresponded to the
operation of the tested estimation schemes in an IM drive with angular velocity measurements. Due
to the similar accuracy of the shaft torque estimation, obtained through the considered estimation
schemes of the rotor flux space vector at each setpoint of stator voltage frequency for both tested IMs,
this paper presents the study results conducted at the nominal stator voltage frequency ω1 = 1.0 (p.u.).
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Figure 9. The block diagram of the algorithm used in the accuracy evaluation of the rotor flux space
vector estimation.

Figure 10a presents the registered SR-IM shaft torque together with the shaft torque generated
with the use of the tested rotor flux estimation schemes which were formulated on the basis of the IM
mathematical model with single and three parallel connected two-terminals in the rotor equivalent
circuit. The absolute errors of the registered shaft torque estimation are shown in Figure 10b, whereas
Table 3 lists the maximal and mean absolute estimation errors. Figure 10 includes the shaft torque
obtained with the use of the rotor flux estimation schemes based on the IM classical mathematical
model in the structure of which the electromagnetic parameters SR-Std 2 were applied. The use of these
parameters allowed for a more accurate estimation of the registered SR-IM shaft torque in relation
to the estimation accuracy acquired by means of the employed schemes with the electromagnetic
parameters SR-Std 1 (Table 3).

Figure 10. The SR-IM shaft torque estimation: (a) The registered and estimated shaft torque and (b) the
absolute errors of the registered shaft torque estimation.
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Table 3. Maximum and mean absolute errors (p.u.) of the registered shaft torque estimation of the
tested SR-IM.

Rotor Flux Estimation
Schemes

Full Order Open-Loop
Flux Observer (26a)–(26c)

Voltage-Current Model
(16a)–(16c) N = 1

Voltage-Current Model
(16a)–(16c) N = 3

Electromagnetic parameters SR-T Std 1 SR-T Std 2 SR-T Std 1 SR-T Std 2 SR-RML
max|ΔTe

sh
| 0.3191 0.0986 0.2877 0.0631 0.0262

M|ΔTe
sh
| 0.0845 0.0346 0.0712 0.0209 0.0075

Figure 11a presents the registered and estimated shaft torque of the tested CR-IM, whereas
Figure 11b shows the absolute estimation errors. The maximal and mean absolute estimation errors
are listed in Table 4.

Figure 11. The CR-IM shaft torque estimation: (a) The registered and estimated shaft torque and (b)
the absolute errors of the registered shaft torque estimation.

Table 4. Maximum and mean absolute errors (p.u.) of the registered shaft torque estimation of the
tested CR-IM.

Rotor Flux Estimation
Schemes

Full Order Open-Loop
Flux Observer (26a)–(26c)

Voltage-Current Model
(16a)–(16c) N = 1

Voltage-Current Model
(16a)–(16c) N = 2

Electromagnetic parameters CR-T Std 1 CR-T Std 2 CR-T Std 1 CR-T Std 2 CR-RML
max|ΔTe

sh
| 0.0239 0.0345 0.0196 0.0211 0.0164

M|ΔTe
sh
| 0.0065 0.0105 0.0056 0.0063 0.0047
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As regards the CR-IM, a more accurate estimation of the registered shaft torque was achieved
using the electromagnetic parameters CR-T Std 1 in the considered estimation schemes based on the
IM classical mathematical model, in comparison to when the electromagnetic parameters CR-T Std 2
were applied (Table 4). For this reason, the shaft torque generated through the rotor flux estimation
schemes described by Equations (26a)–(26c) and (16a)–(16c) (single two-terminal rotor representation
N = 1) with the electromagnetic parameters CR-T Std 1 are included in Figure 11.

5. Conclusions

This paper presents a novel estimation scheme of the rotor flux space vector which has been
developed on the basis of the IM mathematical model with rotor multi-loop representation. In regards
to the tested SR-IM, the use of the rotor flux estimation scheme, in which the rotor skin effect was
modeled by three parallel connected two-terminals in the rotor equivalent circuit, enabled a multiple
reduction of the registered shaft torque estimation errors in relation to the estimation errors obtained
through the considered estimation schemes based on the IM classical mathematical model (Table 3).
The absolute estimation errors of the registered SR-IM shaft torque achieved by using the elaborated
voltage–current model (N = 3) did not exceed the level of±0.0262 (p.u.) (Figure 10b, Table 3). The results
of the presented study indicate considerable improvement in the accuracy of the rotor flux space
vector estimation of the tested SR-IM, which was obtained by the estimation scheme elaborated on
the IM mathematical model with rotor two-terminal network representation, in comparison with the
estimation precision acquired by the schemes formulated on the IM classical mathematical model.

It should also be noted that even for the tested CR-IM, which does not show a substantial
deep-bar effect, the superiority of the novel rotor flux estimation scheme (with two parallel connected
two-terminals N= 2 in the rotor equivalent circuit) over the estimation schemes based on the IM
classical mathematical model can be observed (Figure 11, Table 4).

The results of the conducted study indicate that the developed voltage–current model enables
accurate estimation of the rotor flux of IMs characterized by intense deep-bar effect, in the operating
range of the slip frequency. Considering the above, the novel rotor flux estimation scheme can be applied
for the rotor-flux-oriented control of the IMs with any rotor construction, including squirrel-cage,
double-cage, and solid rotors. Moreover, the elaborated voltage–current model of the rotor flux space
vector can be employed as the adjustable model of the Model Reference Adaptive System based
estimator for speed-sensorless IM drive applications.

Future work will include experimental studies of the IM rotor-flux-oriented control with the novel
rotor flux estimation scheme.
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Appendix A

In the presented study, the total apparent electrical power was adopted as base apparent power
(input voltampere base).The base values are defined in accordance to the contents of Table A1:
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Table A1. The per-unit system base values.

Base Quantity Symbol Unit Formula

Apparent power Sb voltampere (V·A) 3·U1ph·I1ph
Frequency ωb radian per second (rad/s) 2·π·f 1N

Angular velocity ωmb radian per second (rad/s) 2·π·f 1N·(pp)−1

Magnetic flux Ψb volt second per radian (V·s/rad) U1ph·(2·π·f 1N)−1

Impedance Zb ohm (Ω) U1ph·(I1ph)−1

Inductance Lb henry per radian (H/rad) U1ph·(I1ph·2·π·f 1N)−1

Torque Tb newton meter per radian (N·m/rad) 3·U1ph·I1ph·pp·(2·π·f 1N)−1

Where U1ph and I1ph are the nominal stator phase voltage and current, respectively, f 1N stands for the nominal
frequency of stator voltages, and pp is the number of pole pairs.

Appendix B

Figure A1 presents the cross-section dimensions (millimeters) of the tested squirrel-cage
(Figure A1a) and solid (Figure A1b) rotors.

Figure A1. The cross-section dimensions of: (a) CR-IM and (b) SR-IM.

The rated values of the tested IMs corresponding to the adopted machine operating points are
included in Table A2. These rated values were determined for the purpose of the presented study and
aimed to reduce the breakdown slip of the SR-IM. The rated values were settled so as to maintain
approximately equal stator flux amplitudes of the CR-IM and SR-IM, bearing in mind the limitations
resulting from rated values of the programmable AC source (AMETEK Model: 3001iX) powering the
investigated IMs.

Table A2. The rated values of the CR-IM and SR-IM corresponding to the adopted operating points.

Rating Unit CR-IM SR-IM

Output power kilowatt (kW) 2.358 1.992
Stator voltage volt (V) 400 (wye) 391 (delta)

Stator frequency hertz (Hz) 50 85
Stator current ampere (A) 4.536 7.785

Torque newton meter (N·m) 15.53 9.39
Rotational speed revolution per minute (r/m) 1450 2030

Power factor (-) 0.8819 0.6698
Efficiency (-) 0.8525 0.5641
Stator flux weber (Wb) 0.973 0.995
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Table A3. The power rating of the individual devices and DC machine employed within the laboratory
test bench.

Name Description Unit Rated Power

AMETEK Model: 3001iX programmable AC source kilowatt (kW) 9.0
DC590P 4Q thyristor converter kilowatt (kW) 7.5

ZSAC4244 – H&H GmbH programmable electronic load kilowatt (kW) 4.2
PCMb 54b separately excited DC machine kilowatt (kW) 6.5
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Abstract: In this paper, a robust speed control scheme for high dynamic performance sensorless
induction motor drives based on the H_infinity (H∞) theory has been presented and analyzed.
The proposed controller is robust against system parameter variations and achieves good dynamic
performance. In addition, it rejects disturbances well and can minimize system noise. The H∞

controller design has a standard form that emphasizes the selection of the weighting functions
that achieve the robustness and performance goals of motor drives in a wide range of operating
conditions. Moreover, for eliminating the speed encoder—which increases the cost and decreases
the overall system reliability—a motor speed estimation using a Model Reference Adaptive System
(MRAS) is included. The estimated speed of the motor is used as a control signal in a sensor-free
field-oriented control mechanism for induction motor drives. To explore the effectiveness of the
suggested robust control scheme, the performance of the control scheme with the proposed controllers
at different operating conditions such as a sudden change of the speed command/load torque
disturbance is compared with that when using a classical controller. Experimental and simulation
results demonstrate that the presented control scheme with the H∞ controller and MRAS speed
estimator has a reasonable estimated motor speed accuracy and a good dynamic performance.

Keywords: Sensorless; induction motors; H_infinity; drives; vector control; experimental implementation

1. Introduction

The development of effective induction motor drives for various applications in industry has
received intensive effort for many researchers. Many methods have been developed to control
induction motor drives such as scalar control, field-oriented control and direct torque control, among
which field-oriented control [1–5] is one of the most successful and effective methods. In field
orientation, with respect to using the two-axis synchronously rotating frame, the phase current of the
stator is represented by two component parts: the field current part and the torque-producing current
part. When the component of the field current is adjusted constantly, the electromagnetic torque of the
controlled motor is linearly proportional to the torque-producing components, which is comparable to
the control of a separately excited DC motor. The torque and flux are considered as input commands
for a field-oriented controlled induction motor drive, while the three-phase stator reference currents
after a coordinated transformation of the two-axis currents are considered as the output commands.
To achieve the decoupling control between the torque and flux currents components, the three-phase
currents of the induction motor are controlled so that they follow their reference current commands
through the use of current-regulated pulse-width-modulated (CRPWM) inverters [2–8]. Moreover,
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the controls of the rotor magnetic flux level and the electromagnetic torque are entirely decoupled
using an additional outer feedback speed loop. Therefore, the control scheme has two loops; the inner
loop of the decoupling the currents components of flux and torque, and the outer control loop which
controls the rotor speed and produces the reference electromagnetic torque. Based on that, the control
of an induction motor drive can be considered as a multi feedback-loop control problem consisting of
current control and speed-control loops. The classical Proportional-Integral (PI) controller is frequently
used in a speed-control loop due to its simplicity and stability. The parameters of the PI controller are
designed through trial-and-error [3–5]. However, PI controllers often yield poor dynamic responses to
changes in the load torque and moment of inertia. To overcome this problem of classical PI controllers
and to improve the dynamic performance, various approaches have been proposed in References [6]
and [7]. The classical two-degree-of-freedom controller (phase lead compensator and PI controller) [6]
was used for indirect vector control of an induction motor drive. However, the parameters of this
controller are still obtained through trial-and-error to reach a satisfactory performance level.

In Reference [8], the authors presented a control scheme for the induction motors drives based on
fuzzy logic. The proposed control scheme has been applied to improve the overall performance of an
induction motor drive system. This controller does not require a system model and it is insensitive
to external load torque disturbances and information error. On the other hand, the presented control
scheme suffers from drawbacks such as large oscillations in transient operation. Moreover, the control
system requires an optical encoder to measure the motor speed [8].

A linear quadratic Gaussian controller was applied in References [9] and [10] to regulate motor
speed and improve the motor’s dynamic performance. The merits of this controller are as follows: fast
response, robustness and the ability to operate with available noise data. However, this controller’s
drawbacks are that it needs an accurate system model, does not guarantee a stability margin and
requires more computation.

Recently, H_infinity (H∞) control theory has been widely implemented for its robustness against
model uncertainty perturbations, external disturbances and noise. Some applications of this technique
in different systems, such as permanent magnet DC motors [11], switching converters [12] and
synchronous motors [13], have been reported. Moreover, researchers have worked to apply the H∞

controllers in the induction machines drives. In Reference [14], a control scheme based on the H∞ is
presented for control the speed of the induction motors. However, the control system is validated
only through the simulation results. Additionally, the speed sensor which used to measure the
rotor speed is reduced the control system reliability and also its cost. In Reference [15], a vector
control scheme for the induction machines based on H∞ has been designed and experimentally
validated. However, the authors used a sensor to measure the rotor speed. Additionally, a comparison
between the performances of the sensor vector-control scheme of induction motor based on the PI
controller and is presented. The results show the priority of the H∞ control scheme rather than the
PI controller. The main drawbacks of the control system of Ref. [15] were that speed sensor data
simulation verification results were not included. Another control scheme based on the H∞ has been
presented in Reference [16]. The introduced control scheme in Ref. [16] has many drawbacks such
as the need for a speed encoder, and the control law which is based on the linear parameter varying
(LPV) should be updated online which increases the cost of implementation. However, validation of
the control scheme has been carried out based on only a simulation using the MATLAB/Simulink
(2014a, MathWorks, Natick, MA, USA) package. The authors of this paper recommended future work
to eliminate the speed sensor and to minimization the implementation time. An interesting research
work about the application of induction machines drives has been presented in Reference [17]. The
control scheme is applied for Electric Trains application. The control system suffers from reliability
reduction because of presence of the speed sensor and also the increasing of the implementation time
because of the time which is needed to reach the solution of the Riccati equation. From the previous
discussion, further research work is required to enhance the dynamic performance of the induction
motor drives with the application of the H∞ control theory. Moreover, the application of sensorless
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algorithms with the H∞ based induction machine drives is an essential research point. Furthermore,
the experimental implementation of the induction machines drives based on H∞ is required for greater
validation of the control scheme. Additionally, the major aspect of an H∞ control is to synthesize a
feedback law that forces the closed-loop system to satisfy a prescribed H∞ norm constraint. This aspect
achieves the desired stability and tracking requirements.

In this paper, a robust speed controller design for high-performance sensor-free induction motor
drives based on the H∞ theory is proposed. The proposed speed controller is used to achieve both
robust stability and good dynamic performance even under system parameter variations. It can
withstand disturbances well and ignores system noise. Moreover, it is simple to implement and has a
low computational cost. Additionally, this paper formulates the design problem of an H∞ controller
in a standard form with an emphasis on the selection of the weighting functions that reflect the
robustness and performance goals of motor drives. The motor speed is estimated based on a presented
model-reference adaptive system (MRAS). The estimated motor speed is used as a control signal
in a sensor-free field-oriented control mechanism for induction motor drives. To demonstrate the
effectiveness of the proposed controller, the motor speed response following a step-change in speed
command and load torque disturbance is compared with that when using a classical controller. The
presented experimental and simulation results demonstrate that the proposed control system achieves
reasonable estimated motor speed accuracy and good dynamic performance.

2. Mathematical Model of an Induction Motor

The induction motor can be modeled in the following mathematical differential equations
represented in the rotating reference frame [8,9]:

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

vds

vqs

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Rs + pLs −ωsLs pLm −ωsLm

ωsLs Rs + pLs ωsLm pLm

pLm −sωsLm Rr pLr −sωsLr

sωsLm pLm sωsLr Rr + pLr

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ids

iqs

idr

iqr

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(1)

where, p is the differential operator, d/dt, Ln
m is the equivalent magnetizing inductance and s

represents the difference between the synchronous speed and the rotor speed and it refers to slip. The
self-inductances of the motor can be represented as the following:

Ln
s = Ln

m + Lls
Ln

r = Ln
m + Llr

,

where Lls and Llr are the stator and rotor leakage reactances, respectively.
The torque equation, in this case, is expressed as

Te =
3
2

P
Ln

m

Lnr
(iqsψdr − idsψqr) (2)

The previous Equation (2) is to calculate the electromagnetic torque of the motor as a function
of the stator currents components, rotor flux components, pole pairs P and rotor and magnetizing
inductances. Moreover, the rotor flux linkage can be written as the following equations [10]:

ψdr = Ln
ridr + Ln

mids
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ψqr = Ln
riqr + Ln

miqs.

The equation of motion is

Jm
dωr

dt
+ fdωr + Tl = Te (3)

where Jm is the moment of inertia, ωr is the angular speed the rotor shaft, fd is to express the damping
coefficient, Te indicates the electromagnetic torque of the induction motor and Tl indicates the load
torque.

For achieving the finest decoupling between the ds- and qs-axis currents components, the two
components of the rotor flux can be written as the following:

ψqr = 0 and ψdr = ψr (4)

Based on operational requirements, when the rotor flux is set to a constant, the equation of the
electromagnetic torque Equation (2) will be as follows:

Te = KTiqs (5)

where
KT =

3P
2

Ln
m

Lnr
ψr.

Equation (3) can be rewritten in the s-domain as follows:

ωr = Gp(s)(Te(s)− Tl(s)) (6)

where
Gp(s) =

1/Jm

s + fd/Jm
(7)

A block diagram representing an indirect vector-controlled induction motor drive is shown in
Figure 1. The diagram consists mainly of three sub-models; a model for an induction motor under load
when considering the core-loss, a hysteresis current-controlled pulse-width-modulated (PWM) inverter,
and vector-control technique followed by a coordinate transformation and an outer speed-control loop.

In the vector-control scheme of Figure 1, the currents i∗ds and i∗qs are, respectively, the magnetizing
and torque current components commands.

Where I∗s =
√

i∗2
ds + i∗2qs, θ∗t = tan−1(i∗qs/i∗ds), and ω∗

s = ω∗
sl + ωr (the * refers to the

command value). The stator current commands of phase “a”, which is the reference current command
for the CRPWM inverter, is presented in References [3–6].

i∗as = I∗s cos(ω∗
st + θ∗t) (8)

The commands for the other two stator phases are defined below. Referring to Figure 1, the slip
speed command is calculated by

ω∗
sl =

1
Tr

i∗qs

i∗ds
(9)

The torque current component command, i∗qs, is obtained from the error of the speed,
which applied to a speed controller provided that i∗ds remains constant according to the
operational requirements.

According to the above-mentioned analysis, the dynamic performance of the entire drive system,
described in Figure 1, can be represented by the control system block diagram in Figure 2. This
block diagram calls for accurate KT parameters and the transfer function blocks of Gp(s). In this
paper, the speed controller K(s) is designed using H∞ theory to eliminate the problems inherent to
classical controllers.

314



Energies 2019, 12, 961
∞
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Figure 1. Block diagram of an indirect field-oriented (IFO)-controlled induction motor drive.

u rω= εω
k s

u
KT

Te

u T=

PLm
rLr

ψ
Jm

fds
Jm

+

u

rω

∞

Figure 2. Block diagram of the speed-control system of an IFO-controlled induction motor drive.

3. Design of the Proposed Controller Based on H∞ Theory

The proposed controller is designed to achieve the following objectives:

(1) Minimum effect of the measurement noise at high frequency
(2) Maximum bounds on closed-loop signals to prevent saturation
(3) Minimum effect of load disturbance rejection, reducing the maximum speed dip
(4) Asymptotic and good tracking for sudden changes in command signals, in addition to a rapid

and excellent damping response
(5) Survivability against system parameter variations.

The H∞ theory offers a reliable procedure for synthesizing a controller that optimally verifies
singular value loop-shaping specifications [11–17]. The standard setup of the H∞ control problem
consists of finding a static or dynamic feedback controller such that the H∞ norm (a standard
quantitative measure for the size of the system uncertainty) of the closed-loop transfer function
below a given positive number under the constraint that the closed-loop system is internally stable.

H∞ synthesis is performed in two stages:

i. Formulation: the first stage is to select the optimal weighting functions. The proper selections
of the weighting functions give the ability to improve the robustness of the system at different
operation condition and varying the model parameters. Moreover, this to reject the disturbance
and noises besides the parameter uncertainties.

ii. Solution: The transfer function of the weights has been updated to reach the optimal
configuration. In this paper, the MATLAB optimization toolbox in the Simulink is used
to determine the best weighting functions.
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Figure 3 illustrates the block diagram of the H∞ design problem, where G(s) is the transfer
function of the supplemented plant (nominal plant Gp(s)) plus the weighting functions that represent
the design features and objectives. u1 is the control signal and w is the exogenous input vector,
which generally comprises the command signals, perturbation, disturbance, noise and measurement
interference; and y1 is the controller inputs such as commands, measured output to be controlled, and
measured disturbance; its components are typically tracking errors and filtered actuator signal; and z
is the exogenous outputs; “error” signals to be minimized.

u
y
zw

Figure 3. General setup of the H∞ design problem.

The objective of this problem is to design a controller K(s) for the augmented plant G(s) to have
desirable characteristics for the input/output transfer based on the information of y1 (inputs to the
controller k(s)) to generate the control signal u1. Therefore, the design and selection of the K(s) should
counteract the influence of w and z. As a conclusion, the H∞ design problem can be subedited as
detecting an equiponderating feedback control law u1 (s) = K(s) y1(s) to neutralizes the effect of w and
z and so to minimize the closed loop norm from w to z.

In the proposed control system that includes the H∞ controller, one feedback loop is designed
to adjust the speed of the motor, as given in Figure 4. The nominal system GP(s) is augmented with
the weighting transfer functions W1(s), W2(s) and W3(s), which penalize the error signals, control
signals, and output signals, respectively. The selection of the appropriate weighting functions is the
quintessence of the H∞ control. The wrong weighting function may cause the system to suffer from
poor dynamic performance and instability characteristics.

rω rω
sW

sW sW
Z

Z

Z

Figure 4. Simplified block diagram of the augmented plant, including the H∞ controller.

Consider the augmented system shown in Figure 3. The following set of weighting transfer
functions are selected to represent the required robustness and operation objectives:
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A good choice for W1(s) is helpful for achieving good input reference tracking and good
disturbance rejection. The matrix of the weighted error transfer function Z1, which is needed for
regulation, can be driven as follows:

Z1 = W1(s)
⌊

ωre f − ωr

⌋
.

A proper selection for the second weight W2(s) will assist in excluding actuator saturation and
provide robustness to plant supplemented disturbances. The matrix of the weighted control function
Z2 can be expressed as:

Z2 = W2(s)·u(s),
where u(s) is the transfer function matrix of the control signal output of the H∞ controller.

Additionally, a proper selection for the third weight W3(s) will restrict the bandwidth of the
closed loop and achieve robustness to plant output multiplicative perturbations and sensor noise
attenuation at high frequencies. The weighted output variable can be provided as:

Z3 = ωr W3(s).

In summary, the transfer functions of interest that determine the behavior of the voltage and
power closed-loop systems are:

(a) Sensitivity function: S = [I + G(s)·K(s)]−1,

where G(s) and F(s) are the transfer functions of the nominal plant and the H∞ controller,
respectively, while I is the identity matrix. Therefore, when S is minimized at low frequencies, it
will secure perfect tracking and disturbance rejection.

(b) Control function: C = K(s) [I + G(s)·K(s)]−1.

Minimizing C will preclude saturation of the actuator and acquire robustness to plant
additional disturbances.

(c) Complementary function: T = I − S.

Minimizing T at high frequencies will ensure robustness to plant output multiplicative
perturbations and achieve noise attenuation.

4. Robust Speed Estimation Based on MRAS Techniques for an IFO Control

The using of speed encoder in induction machines drives spoils the ruggedness and simplicity of
the induction motor. Moreover, the speed sensor increases the cost of the induction motor drives. To
eliminate the speed sensor, the calculation of the speed may be based on the coupled circuit equations
of the motor [18–34]. The following explanation and analysis of the stability of the Model Reference
Adaptive System (MRAS) speed estimator. In this work, the stability estimator is proven based on
Popov’s criterion. The measured stator voltages and currents have been used in a stationary reference
frame to describe the stator and rotor models of the induction motor. The voltage model (stator model)
and the current model (rotor equation) can be written as the following in the stationary reference frame
α − β [18–29]:

The voltage model (stator equation):

p

[
ψαr

ψβr

]
=

Lr

Lm

([
Vαs

Vβs

]
−
[

(Rs + σLs p) 0
0 (Rs + σLs p)

] [
iαs

iβs

])
(10)
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The current model (rotor equation):

p

[
ψαr

ψβr

]
=

[
(−1/Tr) −ωr

ωr (−1/Tr)

][
ψαr

ψβr

]
+

Lm

Tr

[
iαs

iβs

]
(11)

Figure 5 illustrates an alternative way of observing the rotor speed using MRAS. Two independent
rotor flux observers are constructed to estimate the components of the rotor flux vector: one based
on Equation (10) and the other based on Equation (11). Because Equation (10) does not involve
the quantity ωr, this observer may be regarded as a reference model of the induction motor, while
Equation (11), which does involve ωr, may be regarded as an adjustable model. The states of the two
models are compared and the error between them is applied to a suitable adaptation mechanism that
produces the observed ω̂r for the adjustable model until the estimated motor speed tracks well against
the actual speed.

Figure 5. Structure of the MRAS system for motor speed estimation.

When eliciting an adaptation mechanism, it is adequate to initially act as a constant parameter of
the reference model. By subtracting Equation (11) for the adjustable model from the corresponding
equations belonged to the reference model Equation (10) for the rotor equations, the following
equations for the state error can be obtained:

p

[
εαr

εβr

]
=

[
(−1/Tr) −ωr

ωr (−1/Tr )

] [
εαr

εβr

]
+

[
−ψ̂βr
ψ̂αr

]
(ωr − ω̂r) (12)

that is,
p [ε] = [Ar] [ε]− [W] (13)

Because ω̂r is a function of the state error, Equations (12) and (13) represent a non-linear feedback
system, as shown in Figure 6.
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Figure 6. Representation of MRAS as a non-linear feedback system.

According to Landau, hyperstability is confirmed as long as the linear time-invariant forward-path
transfer matrix is precisely positive real and that the non-linear feedback (which includes the adaptation
mechanism) comply with Popov’s hyperstability criterion. Popov’s criterion demands a bounded
negative limit on the input/output inner product of the non-linear feedback system. Assuring this
criterion leads to the following candidate adaptation mechanism [31–34]:

Let

ω̂r = φ2([ε]) +

t∫
0

φ1([ε])dτ (14)

then, Popov’s criterion presupposes that

t1∫
0

[ε]T [W] dt ≥ −γ0
2 for all t1 ≥ 0 (15)

where γ0
2 is a positive constant. Substituting for [ε] and [W] in this inequality using the definition of

ω̂r, Popov’s criterion for the system under study will be

t1∫
0

⎧⎨
⎩[εαr ψβr − εβr ψαr

] ⎡⎣ωr − φ2([ε])−
t∫

0

φ1([ε]) dτ

⎤
⎦
⎫⎬
⎭ dt ≥ −γ0

2 (16)

A proper solution to this inequality can be realized via the following well-known formula:

t1∫
0

k(p f (t)) f (t) dt ≥ −1
2

k f (0)2, k � 0 (17)
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Using this expression, Popov’s inequality is satisfied by the following functions:

φ1 = KP
(
εβrψ̂αr − εαrψ̂βr

)
= KP

(
ψβrψ̂αr − ψαrψ̂βr

)
.

φ2 = KI
(
εβrψ̂αr − εαrψ̂βr

)
= KI

(
ψβrψ̂αr − ψαrψ̂βr

)
.

Figure 7 illustrates the block diagram of the MRAS. The outputs of the two models the rotor flux
components. Moreover, the measured stator voltages and currents are in the stationary reference frame
have been applied to be as the inputs of MRAS.

p
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K I
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ε

s sR L pσ+
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Figure 7. Block diagram of the Model Reference Adaptive System (MRAS) speed estimation system.

5. Proposed Sensor-Free Induction Motor Drive for High-Performance Applications

Figure 8 shows a block diagram of the proposed controller sensor-free induction motor drive
system. The control system is composed of a robust controller based on H∞ theory, hysteresis
controllers, a vector rotator, a digital pulse with modulation (PWM) scheme for a transistor bridge
voltage source inverter (VSI) and a motor speed estimator based on MRAS. The speed controller makes
speed corrections by assessing the error between the command and estimated motor speed. The speed
controller is used to generate the command q-component of the stator current i∗qs. The vector rotator
and phase transform in Figure 8 are used to transform the stator current components command to
the three-phase stator current commands (i∗as, i∗bs and i∗cs) using the field angle position θ̂r. The field
angle is obtained by integrating the summation of the estimated speed and slip speed. The hysteresis
current control compares the stator current commands to the actual currents of the machine and
switches the inverter transistors in such a way as to obtain the desired command currents. Moreover,
the MRAS rotor speed estimator can observe the rotor speed ω̂r based its inputs of measured stator
voltages and currents. This estimated speed is fed back to the speed controller. Additionally, the
estimated speed is added to the slip speed, and the sum is integrated to obtain the field angle θs.
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rψ

H∞

Figure 8. The block diagram of the proposed sensorless induction motor drive based on H∞ theory.

6. Simulation and Experimental Results

6.1. Simulation Results

The complete block diagram of the field-oriented induction motor drive with the proposed H∞ and
MRAS speed estimator has been presented in Figure 8. The proposed system has been simulated using
MATLAB/Simulink under different operating conditions. The parameters and data specifications of
the entire system used in the simulation are given in Table 1. The following set of weighting functions
are obtained based on the application of the optimization toolbox in MATLAB/Simulink to achieve
the proposed robustness and operation objectives:

W1 = γ1
s + 1e − 4
s + 0.001

, W2 = γ2
s + 1e − 4

s + 10
, W3 = γ3,

where γ1 = 12 , γ2 = 0.00001 , γ3 = 0.

Table 1. Parameters and data specifications of the induction motor.

Rated Power (W) 180 Rated Voltage (V) 220

Rated current (A) 1.3–1.4 Rated frequency (Hz) 60
Rs (Ω) 11.29 Rr (Ω) 6.11
Ls (H) 0.021 Lr (H) 0.021
Lm (H) 0.29 Rated rotor flux, (wb) 0.3

J (kg.m2) 0.00940 Rated speed (rpm) 1750

The transient behavior of the proposed sensorless control system is evaluated by applying and
removing the motor-rated torque (1 N.m), as shown in Figure 9. Figure 9a shows the performance
of the proposed control scheme with H∞ controller. While Figure 9b illustrates the performance of
sensorless induction motor (IM) drive based on the conventional PI controller for the comparison
purpose. Figure 9 shows that the motor speed can be effectively estimated and accurately tracks
the actual speed when using the proposed sensorless scheme. Moreover, the figure shows that the
performance of the two controllers of the PI controller and the proposed H∞ controller have acceptable
dynamic performance. Furthermore, the figure also indicates that a fast and precise transient response
to motor torque is achieved with the H∞ controller. Additionally, the stator phase current matches the
value of the application and removal of the motor-rated torque.
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(a)

(b) 

Figure 9. Simulation results of speed transient with load step changes of rated values using the
proposed sensorless drive system; (a) with H∞ controller and (b) with PI controller.
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For more validating of the H∞ controller, Figure 10 describes the dynamic response of the control
scheme based on the proposed H∞ controller versus the PI controller when the system is subjected to a
step change in the load torque. From the figure, the results show an acceptable dynamic performance
of the control scheme with the PI controllers and the H∞ against the step change in the load torque.
However, the application of the H∞ controller causes improvements in the dynamic response of the
rotor speed. Clearly, the PI controller requires a long rise time compared to the H∞ controller and
the speed response has a larger overshoot with respect to the H∞ controller. The reasons for these
results of the priority of the H∞ based induction motor drive may be because the H∞ controller has
been designed taking the weighting function for the disturbance. The discussion of these results can
be more discussed as follows: The fixed parameter controllers such as PI controllers are developed
at nominal operating points. However, it may not be suitable under various operating conditions.
However, the real problem in the robust nonlinear feedback control system is to synthesize a control
law which maintains system response and error signals to within prespecified tolerances despite the
effects of uncertainty on the system. Uncertainty may take many forms but among the most significant
are noise, disturbance signals, and modeling errors. Another source of uncertainty is unmodeled
nonlinear distortion. Consequently, researchers have adopted a standard quantitative measure the size
of the uncertainty, called the H∞. Therefore, the dynamic performance of the control scheme with the
H∞ controller is improved rather than the acceptable performance with the PI controller.

Figure 10. Response of the H∞ controller versus the PI controller.

Figure 11 shows the actual and estimated speed transient, motor torque and stator phase current
during acceleration and deceleration at different speeds. The estimated speed agreed satisfactorily
with the actual speed. Additionally, a small deviation occurs from the actual speed before reaching
steady-state and subsequently tracking quickly towards the command value. The motor torque
response exhibits good dynamic performance. Figure 11 also shows the stator phase current during
acceleration. From these simulation results, the proposed sensorless drive system is capable of
operating at high speed, as illustrated in Figure 11.

In the last case of the study, the transient performance of the sensorless induction machine drive
is examined by reversing the rotor speed. Figure 12 shows that induction motor drive based on
the proposed robust controller has high dynamic performance at the reversing the rotor speed from
150 rad/s. Moreover, the speed estimator MRAS can accurately observe the rotor speed.
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Figure 11. Simulation results of the acceleration and deceleration operation using the proposed
sensorless drive system.

Figure 12. System performance when reversing the motor speed.
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6.2. Practical Results

Figure 13 shows the experimental setup for the configured drive system. The drive system
includes an induction motor; with the same parameters and data specification of the induction
motor which used for simulating the proposed control scheme; linked with a digital control board
(TMDSHVMTRPFCKIT from Texas Instruments with a TMS320F28035 control card) [32,35]. The
complete control scheme has been programmed in the package of Code Composer Studio CCS from
Texas Instruments.

 

Figure 13. A photo of the experimental setup for induction motor drive.

To validate the effectiveness of the sensorless vector control of the induction motor drive, the
experiments were accomplished at different values of the reference speed. Figures 14–16 show samples
of the results when the proposed system is tested at reference speeds of 0.2 pu and 0.4 pu; the base
speed is assumed to be 3600 rpm (So, when the reference speed is 0.5 pu, it is mean the speed equals
1800 rpm). The results proved that the drive system effectively works at an extensive range of speeds.
In addition, the actual and estimated speeds have coincided. Moreover, from Figure 16, it is obviously
seen that the current of the motor is sinusoidal.

Another case of study has been tested for more evaluating of the control scheme. In this case of
study, the reference speed has been reversed from 0.4 pu to 0.2 pu in the reverse direction in a ramp
variation. The results of this case of study are shown in Figures 17 and 18. Figure 17 shows the speed
response of the control scheme. Moreover, the phase current is shown in Figure 18. The results show
the control scheme has a good dynamic performance.

The last case of study has assumed many ramp changes in the references including reversing the
speed. The rotor speed response is shown in Figure 19. The results have been plotted with the aid of
CCS package and Digital Signal Processing (DSP). The results show the control scheme has a good
dynamic performance.
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Figure 14. The transient performance of the entire drive system under variable speed from 0.4 pu to
0.2 pu to 0.4 pu.

Figure 15. The transient performance of IqS of the entire drive system under variable speed from 0.4
pu to 0.2 pu.
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Figure 16. Current of phase (a) at reference speeds of 0.2 pu to 0.4 pu.

Figure 17. The transient performance of IqS of the entire drive system under variable speed from 0.4 pu
to 0.2 pu.
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Figure 18. Current of phase (a) for the case of speed reversing from 0.4 pu to 0.2 pu.

Figure 19. The transient performance of multi-variation in the rotor speed with reversing (The
experimental data and measurements have been collected with the aid of the DSP and plotted using
Matlab plot tool).
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7. Conclusions

In this paper, H∞ theory has been proposed for designing an optimal robust speed controller for
a field-oriented induction motor drive. The design problem of the H∞ controller was explained and
derived in standard form with an assertion on the choice of weighting functions, which fulfills the
optimal robustness and performance of the drive system. The proposed control strategy has many
advantages: it is robust to plant uncertainties, and has a simple implementation and a fast response.
Moreover, a robust motor speed estimator based on the MRAS is presented that estimates motor
speed accurately for a sensorless IFO control system. The validation of the induction motor drive was
performed using both simulated and experimental implementations. The main conclusions that can be
drawn from the results in this study are as follows:

(1) The effectiveness of the considered induction motor drive system with the proposed controller
has been demonstrated.

(2) Compared with a PI classical controller, the response of the proposed controller shows a
reduced settling time in the case of a sudden change of the speed command in addition to smaller
values of the maximum speed dip and overshoot as a result of the application and removal of stepped
changes in load torque.

(3) The proposed controller achieved robust performance under stepped speed change commands
or changes in load torque even when the parameters of the controlled system were varied.

(4) The forward-reverse operation of the drive is obtained by the robust MRAS speed estimator
and guarantees the stability of the proposed sensorless control to the system at a speed of zero.
Moreover, the presented speed estimator provides an accurate speed estimation regardless of the
load conditions.

(5) Both simulated and real-world experimental results demonstrate that the proposed control
drive system is capable of working at a wide range of motor speeds and that it exhibits good
performance in both dynamic and steady-state conditions.

Further research work should consider the nonlinearity of the induction machine parameters
tacking saturation and/or iron losses into consideration. Additionally, recent optimization techniques
may be applied to determine the optimal weight functions for designing the controller. Moreover, the
operation range should be expanded to study and analyse the operation of the control scheme in the
field weakening region. Moreover, the estimation of the machine parameters may be an interesting
research point for future work for improving the overall performance of the control scheme and
speed estimator.
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Abstract: This paper analyzes control strategies for induction motors in railway applications. The
paper will focus on drives operating with a low switching to fundamental frequency ratio and in the
overmodulation region or six-step operation, as these are the most challenging cases. Modulation
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1. Introduction

Despite being one of the most energy-efficient means for mass transportation (see Figure 1) [1],
there is pressure to develop a more efficient, reliable, cheap, and compact railway traction system,
which should be achieved without compromising customer satisfaction.

Figure 1. Emissions per passenger per km from different modes of transport. From the UK Department
for Business, Energy and Industrial Strategy 2019 Government Greenhouse Gas Conversion Factors [1].

Three-phase induction motors (IMs) were adopted in the 1990s for traction systems in railways
replacing DC machines [2] due to their increased robustness and reduced cost and maintenance
requirements. In addition, precise control of the IM torque/speed is perfectly possible thanks to the
development of new power devices and digital signal processors, combined with the advances in
AC-driven control methods. Furthermore, the inherent slip of IM allows multiple motors to be fed
from a single inverter, even if they rotate at different speeds due to differences in wheel diameters. As a
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result, the voltage-source inverter-fed IM drive (VSI-IM) is currently the preferred option in traction
systems for railways [3]. While Permanent Magnet Synchronous Machines (PMSM) have also been
considered and can be found in several traction systems, cost and reliability concerns intrinsic to this
type of machine, mainly due to magnets, have so far prevented their widespread use [4].

Rolling stock can be classified according to the power level of the traction system, ranging from
several tens of kW for Light Rail systems, to several MW for High-Speed Trains (HST) and Heavy Rail
Locomotives [5]. Traction systems can be concentrated or distributed. In concentrated systems, one or
more locomotives pull unmotorized coaches. On the contrary, distributed traction systems use Electric
Multiple Units (EMU), i.e., self-propelled carriages. Both options have advantages and disadvantages.
EMUs can provide a superior performance in terms of the acceleration and deceleration times, adhesion
effort, and transport capacity. However, passenger comfort, maintenance, and pantograph operation
can be compromised in this case [6,7]. For the case of HST, European manufacturers have predominantly
adopted the concentrated traction option, while the distributed option has been preferred by Japanese
manufacturers [8].

The two main elements in a traction system are the electric motor and the inverter. The development
of a cost-effective traction system for a given application involves a complex, iterative process to
decide the number of traction motors, motor size, inverter rated power, cooling system, etc. Once the
physical elements of the traction system have been defined, the control and modulation strategies need
to be defined. Additionally, in this case, a complex iterative process can be required as the traction
system must comply with a number of requirements. These include those imposed by the desired train
performance (e.g., torque-speed characteristic, maximum torque and speed, acceleration/deceleration
times, etc.), electric drive performance (e.g., machine and inverter efficiency, temperature limits,
maximum torque ripple, etc.), existing standards (e.g., electromagnetic interference, acoustic noise,
etc.), and so on. However, these targets will often be in conflict. The reduction of inverter losses
requires low switching frequencies, which in turn result in higher losses and large torque pulsations in
the motor, and can also compromise the dynamic response or even the stability of the drive. Especially
challenging is the operation of the traction drive at high speeds. The large back-electromotive force,
in this case, forces the inverter to operate in the overmodulation region, including square-wave modes.
The control operates in this case with a reduced (or even no) voltage margin and large distortions in
the currents, which can further deteriorate the drive performance.

Figure 2 shows a schematic representation of the main blocks involved in the operation of a
traction drive. The drive will normally receive a torque command coming from outer control loops
(e.g., the train driver or speed control loop). From the torque command and in the operating condition
of the machine, a flux command is derived; different criteria can be followed for this purpose, as shown
in Figure 2. Torque and flux are controlled by the inner control loops; a number of solutions are
available for this purpose. Inner control loops will provide the voltage command to the Voltage
Source Inverter (VSI) feeding the machine, with selection of the modulation method being of the
highest importance.

 

Figure 2. Main blocks of a traction drive.

This paper presents a review of the different aspects involved in the control of IM motor drives
for railway applications. Section 2 reviews the IM motor model, including a discussion on the machine
characteristics. Section 3 discusses control strategies, with a special focus on their suitability for use
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at high speed and low switching frequencies, as this is the most frequent and challenging mode of
operation for traction drives. Modulation is discussed in Section 4. Section 5 discusses efficient modes
of operation and remagnetization strategies. Sections 6 and 7 provide simulation and experimental
results, respectively. Section 8 summarizes the conclusions.

2. Induction Motor Model and Machine Characteristics

2.1. Induction Motor Model

Complex vectors allow a compact, insightful dynamic representation of the physical effects
occurring in AC machines, i.e., the relationships among electromagnetic variables (voltages, currents,
and fluxes) and shaft variables (torque and speed) [9]. Equations (1)–(4) show the electromagnetic
complex vector equations describing the squirrel cage induction machine in a synchronous reference
frame rotating at the flux angular frequency ωe, where vdqs denotes the stator voltage; idqs and idqr
are the stator and rotor currents, respectively; λdqs and λdqr represent the stator and rotor fluxes,
respectively; Rs and Rr are the stator and rotor resistances, respectively; Ls, Lr, and Lm are the stator,
rotor, and mutual inductances, respectively; ωr is the rotor angular speed in electrical units; and p is
the derivative operator.

vdqs = Rsidqs + pλdqs + jωeλdqs (1)

0 = Rridqr + pλdqr + j(ωe −ωr)λdqr (2)

λdqs = Lsidqs + Lmidqr (3)

λdqr = Lmidqs + Lridqr (4)

The electromagnetic torque Te can be expressed as the cross product of stator and rotor
currents (5). P is the number of pole-pairs, and “Im” and “‡” denote the imaginary part and
complex conjugate, respectively.

Te =
3
2

PLmIm
{
idqsi

‡
dqr

}
(5)

Equations (1)–(4) can be particularized for the case when the d-axis is aligned with the rotor
flux, i.e., λdqr = λdr = λr, which is the base of rotor field-oriented control (RFOC). The stator voltage
equation in scalar form is, in this case (6), the rotor flux dynamics being given by (7), where τr is the
rotor time constant and σ is the leakage factor.

vds = Rsids + σLspids −ωeσLsiqs +
Lm
Lr

pλr

vqs = Rsiqs + σLspiqs +ωeσLsids +ωe
Lm
Lr
λr

⎫⎪⎪⎬⎪⎪⎭ (6)

τr
dλr

dt
+ λr = Lmids ; τr =

Lr

Rr
; σ = 1− L2

m
LsLr

(7)

The torque Equation (5) can be rewritten as (8) in this case. Other forms of the torque equation
can be obtained by combining (2)–(4) and (5) and will be the basis of different control strategies, as will
be discussed in further sections.

Te =
3
2

P
Lm

Lr
λriqs (8)
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2.2. Machine Characteristics

Traction drives commonly receive a torque command from an outer control loop, which is
responsible for speed control. The maximum torque that can be produced at a given speed will
essentially depend on the current limits of the machine and power converter (due to losses) and on
the maximum flux, which is limited by saturation and the available DC link voltage. For most IM
designs, the maximum voltage and field weakening occur at the same speed, i.e., field weakening is a
direct consequence of reaching the voltage limit. This is shown schematically in Figure 3 (continuous
line case). For rotor speeds ωr < ω1, the machine operates with a rated flux and current, with the
voltage increasing proportionally to the rotor speed, mainly due to the back-emf. If ωr > ω1, the flux,
and consequently torque, must be decreased. The current (Figure 3b) can still be maintained at its
rated value until the machine enters field-weakening region II (not shown in the figure) [10]. Therefore,
for the machine denoted as conventional in Figure 3, region 1� corresponds to a constant torque
operation, while regions 2�+ 3� have constant power.

Figure 3. Conventional (−) and extended full flux range (- -) induction motor (IM) design behavior: (a)
Stator voltage magnitude; (b) Stator current magnitude; (c) Flux density; (d) Electromagnetic torque
(rated&pull-out). Both machines are designed to provide the same torque vs. speed characteristic and
have the same voltage limit.

IM designs for railway traction are often aimed at reducing the size of the machine, which can be
desirable or even imperative due to room constraints. For this purpose, the voltage characteristic of the
conventional design in Figure 3 can be modified by rewinding the stator, varying the number of turns,
and gauging the wire [10,11]. If the modification is made such that N2 < N1, with N1 and N2 being the
number of turns for the conventional and modified designs, respectively, and the active conductor
area in each stator slot remaining unchanged, i.e., N1·S1 = N2·S2, and S1 and S2 being the area of the
conductor for the conventional and modified designs, respectively, both machines should be able to
produce the same amount of torque, as the total current circulating within the stator slots and the rest
of the machine dimensions are the same in both cases [11]. Since the number of turns has been reduced,
the voltage vs. speed characteristic is also modified. As seen in Figure 3a (dashed line), for ωr = ω1,
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the machine is far from its voltage limit. It can also be observed that for ωr < ω1, the current of the
modified machine design is N1/N2 larger than for the conventional design. This does not imply an
increase of joule losses, as the wire in the modified design is thicker, and the current density is the same
in both cases. Since, at ωr = ω1, the modified machine operates well below its voltage limit, there is no
need to decrease the flux at this point; instead, the nominal air gap flux density can be maintained until
ωr = ω2 (region 2� in Figure 3), i.e., the full flux range is extended. The fact that the flux weakening
region is reduced while the torque characteristic remains unchanged enables a reduction of the stator
current for ωr > ω1, as can be readily deduced from (8). Consequently, assuming that the dimensions
of the machine do not change, the extended full flux range design in Figure 3 would allow a significant
decrease of the current density in regions 2� and 3� (i.e., at high train speeds) and consequently of Joule
losses, i.e., would be more efficient compared to the conventional design.

However, the design with an extended full flux range offers other possibilities. The torque of an
IM can be written as (9), where Vrotor is the active volume of the rotor, J is the stator surface current
density, B is the air gap flux density, ∅ is the angle between J and B vectors, and k1 is a constant which
depends on the machine winding design [11].

Te = k1·Vrotor·J·B·cos(∅) (9)

As the extended full flux range design provides higher flux densities at high speeds and the
current density J remains constant, it is possible to reduce the volume of the rotor, and consequently
the size of the machine, without affecting the torque production capability, i.e., the extended full flux
design in Figure 3 will be smaller.

It must be noted, however, that redesigning the machine brings drawbacks that must also be
considered. First, the size of the inverter is increased, as the current that the semiconductors must
handle is increased by a factor of N1/N2, while the voltage and power remain unaffected. However, this
penalty is not so relevant nowadays thanks to the latest developments in power devices [10]. Second,
the pull-out torque in the low-speed region is significantly decreased, as shown in Figure 3d [11],
which must be considered to guarantee that the machine meets the application requirements.

3. Overview of Control Methods for Three-Phase Induction Machines

This section discusses control strategies for IMs in railway applications. The drives must be
able to perform properly from zero to relatively high rotational frequencies. On the other hand,
the switching frequencies are often limited to several hundred Hz due to the switching losses of
high-power semiconductor devices. At low rotational frequencies, the switching to fundamental
frequency ratio is still relatively large and the inverter will operate far from its voltage limit. On the
contrary, operation at high speeds is characterized by a reduced switching to fundamental frequency
ratio and a reduced (or even inexistent) voltage margin in the inverter. Due to this, both control and
modulation strategies are often dynamically modified, depending on the IM speed. The following
discussion will primarily focus on the most challenging high-speed case.

Control methods for IMs can be classified into scalar and vector types, as shown in Figure 4.
Scalar methods are derived from the machine equivalent circuit in a steady-state. Consequently, they
can operate properly in applications in which fast changes in the operating conditions of the machine
(torque, speed, flux, . . . ) are not required. On the contrary, vector control methods are based on the
dynamic equations of the machine, which, combined with proper control loops, allow the machine’s
torque capabilities to be fully exploited, without surpassing machine or power converter limits. Both
types of methods are briefly discussed in the following. It must be noted, however, that the borderline
between scalar- and vector-based methods is sometimes blurred, as there have been several proposals
to enhance the dynamic response of scalar methods by adding control loops based on dynamic models.
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Figure 4. Control methods for IMs.

3.1. Scalar-Based Control

3.1.1. Open-loop V/F

Open-loop V/F varies the stator voltage magnitude proportional to the frequency. This results in
an (almost) constant flux. While simple, V/F control has some relevant limitations. The rotor speed
is not precisely controlled due to slip. Additionally, an incorrect voltage to frequency ratio, voltage
drop in the stator resistance, variations of the DC link voltage feeding the inverter, etc., will result in
incorrect flux levels, eventually modifying the operating point of the machine from the desired value.

3.1.2. V/F with Feedback Control

Closed-loop speed control with slip regulation (Figure 5) has been widely used in IM traction
drives [12]. Speed error generates the slip command ω∗sl through a Proportional-Integrator (PI)
controller, which, when added to the measured speed, provides the angular frequency of the stator
voltage ω∗e.

Figure 5. V/F with speed control scheme.

Flux and torque control loops can be used instead of the V/F ratio to obtain the desired stator
voltage magnitude and angle (Figure 6). Torque and flux can be estimated from the (commanded)
stator voltages and the (measured) stator currents using the voltage model (10); “ˆ” indicates estimated
variables/parameters. The pure integrator in (10) is replaced in practice by a first-order system to
avoid the drift problems derived from the integrator infinite gain at DC [13]. The torque is obtained
using (11).

λ̂αβs =

∫ (
V∗αβs − R̂siαβs

)
dt (10)

T̂e =
3
2

P
(
λ̂αsiβs − λ̂βsiαs

)
(11)
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Figure 6. Torque-flux scalar control scheme.

The methods in Figures 5 and 6 are relatively simple to implement, with the second enabling
precise control of the machine’s operating point in a steady-state. A further advantage of scalar
methods is that operation near or at the inverter voltage limit is relatively easy to achieve. However,
the fact that coupling between flux and torque is not considered for the control design requires a very
slow dynamic response to avoid over currents and torque pulsations.

3.1.3. Torque/Flux Scalar Control with Feedforward

The dynamic response of the closed-loop V/F control scheme in Figure 6 can be enhanced by
adding two feedforward terms, as can be seen in Figure 7. The first uses the desired V/F characteristic
to provide the base value of the stator voltage magnitude V∗s_v f , with the rotor flux regulator providing
the incremental voltage required to track the desired rotor flux with no error. The second provides the
base value for the slip ω∗sl_ f f , which is obtained from the desired torque and the estimated rotor flux
using (12). The torque regulator corrects the slip so that the desired torque is followed with no error.

ω∗sl_ f f =
2
3

1
P

R̂r∣∣∣λ̂r
∣∣∣2 T∗e (12)

 

Figure 7. Closed-loop V/F with torque/flux control (CLVFC) scheme.

Due to the fact that the voltage command magnitude and phase angle are independently controlled,
flux and torque controllers must be tuned for relatively low bandwidths. A dynamic response eventually

339



Energies 2020, 13, 700

relies on the accuracy of the feedforward terms. As for the scheme in Figure 6, the scheme in Figure 7
can easily operate in the field-weakening region, including that of six-step.

An alternative approach for the implementation of the feedforward action is to use the machine
d-q model in the rotor flux reference frame. The desired d- and q-axis currents are first obtained from
the commanded torque and rotor flux using (7) and (8) (see Figure 8). The d- and q-axis stator voltages
required to achieve the desired currents are the middle terms in (13), which are obtained from (6).

v∗ds_ f f = R̂si∗ds + σ̂L̂spi∗ds −ω∗eσ̂L̂si∗qs +
L̂m
L̂r

pλ∗dr � −ω∗eσ̂L̂si∗qs

v∗qs_ f f = R̂si∗qs + σ̂L̂spi∗qs +ω∗eσ̂L̂si∗ds +ω∗e
L̂m
L̂r
λ∗dr � ω

∗
eσ̂L̂si∗ds +ω∗e

L̂m
L̂r
λ∗dr

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (13)

 

Figure 8. Closed loop V/F with torque/flux control and feedforward (CLVFC&FF) scheme.

Ideally, (13) will produce the voltage needed to obtain the desired torque and rotor flux with
no error. However, there are a number of issues to consider. Mismatch between model and actual
parameters must be expected and will produce errors in the feedforward voltages. In addition, (13)
includes derivatives which are problematic in practice. It is noted, however, that the signals affected by
the derivative (13) are (clean) commanded variables, i.e., do not involve (noisy) measured variables.
Furthermore, the torque derivative will be limited by the application, meaning that the derivative
of q-axis current and flux commands will be limited too. Finally, the terms depending on the stator
resistance will have a reduced weight considering that the control is only intended to operate at a high
speed. Based on the previous considerations, the feedforward voltage can be safely simplified to form
the right hand of (13). The resulting block diagram is shown in Figure 8, with the feedforward term
being either the complete or simplified voltage equation in (13).

3.2. Vector-Based Control

Vector control methods are aimed at directly manipulating the IM fields and torque. These
methods are based on well-known d-q models. Field-Oriented Control (FOC) represents flux and
torque as a function of stator currents in a synchronous reference frame, with high-bandwidth current
regulators being used to provide the voltage command to the inverter. Alternatively, Direct Torque
Control (DTC) methods implement torque and flux controllers which directly provide the IGBT gate
signals for the inverter, i.e., without the explicit control of stator currents.
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3.2.1. Rotor Field-Oriented Control (RFOC)

RFOC (see Figure 9) is one of the most popular options for the high-performance control of IM
drives [14,15], although its discussion is beyond the scope of this paper. RFOC is often used in HST at
relatively low speeds, the inverter operates in the linear region and with an adequate switching to
fundamental frequency ratio. However, its use at high speeds presents multiple problems, including
the lack of a voltage margin in the inverter for proper operation of the current regulator, distortions
in the currents due to overmodulation, and delays intrinsic to the reduced switching frequency. The
modification of RFOC to enable operation at the voltage limit was discussed in [16].

 

Figure 9. Rotor field-oriented control (RFOC) scheme.

3.2.2. Direct Flux Vector Control (DFVC)

DFVC [17] is a stator-flux-oriented control approach. By writing the voltage Equation (1) in stator
flux, reference frame (14) can be obtained. It can be observed from (14) that the stator flux variation can
be regulated through the d-axis voltage, and the torque is then controlled through the q-axis current
(15), with a current regulator being used for this purpose. The DFVC scheme is shown in Figure 10.

vds = R̂sids + pλ̂ds
vqs = R̂siqs + ω̂s f λ̂ds

}
(14)

Te =
3
2

Pλ̂dsiqs (15)

Stator flux αβ-components are estimated from the voltage-model-based flux estimator. The
synchronous frequency can be obtained from the estimated stator flux and back-emf (16) [18], avoiding
the use of stator flux angle derivative and time-consuming trigonometric functions.

ω̂s f = pθ̂s f =
d
dt

⎡⎢⎢⎢⎢⎣tan−1

⎛⎜⎜⎜⎜⎝ λ̂βs

λ̂αs

⎞⎟⎟⎟⎟⎠⎤⎥⎥⎥⎥⎦ = λ̂αs · êβs − λ̂βs · êαs∣∣∣λ̂s
∣∣∣2 (16)

At low speeds, DFVC can operate either with rated stator flux or a maximum torque per ampere
(MTPA) strategy to improve the efficiency. Above the base speed, flux is reduced according to (17),
where Vmax is the maximum output voltage of the inverter, which depends on the available DC-link
voltage and the modulation method. Operation in overmodulation is feasible, but a voltage margin
must be preserved for proper operation of the q-axis current regulator, meaning that operation with a
maximum output voltage (i.e., six-step) is not possible. Furthermore, operation in overmodulation
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forces a reduction of the current regulator bandwidth to mitigate the effects of the resulting current
harmonics in this case. Therefore, current regulator gains may need to be adapted with machine speeds.

λ∗s ≤
Vmax − R̂siqs∣∣∣ω̂s f

∣∣∣ (17)

It is finally noted that Figure 10 includes a mechanism to limit the torque angle δ between the stator
and rotor fluxes so that it is smaller than the pull-out torque angle of δ = 45 electrical degrees [17].

Figure 10. Direct Flux Vector Control (DFVC) scheme.

3.2.3. Direct Torque Control (DTC)

IM torque can be expressed as (18), with δ being the torque angle. DTC methods control
torque by controlling the stator flux magnitude and angle with respect to rotor flux. Stator flux is
controlled through the stator voltage (19) (stator resistance neglected), with Vs being the inverter
output voltage vector.

Te =
Lm

σLsLr
λsλrsin(δ) (18)

λs =

∫
Vsdt (19)

Switching-Table-Based (ST-DTC) was introduced by Takahashi and Noguchi [19] in the mid-1980s.
Two hysteresis controllers are used to control the stator flux and torque directly. The hysteresis control
signals are sent to a look-up table to select the voltage vectors required to achieve high dynamics
(see Figure 11). The fact that the switching frequency is not defined and operation in overmodulation
and six-step is not straightforward makes this method inadequate for high-power railway drives [20].

Direct-Self Control (DSC) was proposed by Depenbrock [21] for high-power drives. Three
hysteresis controllers determine the voltage applied to the machine by comparing a flux magnitude
command with the estimated flux for each phase, and a two-level hysteresis torque controller determines
the amount of zero voltage (see Figure 12). DSC produces a hexagonal stator flux trajectory, which
enables a smooth transition into overmodulation and eventually six-step. However, hexagonal flux
trajectories make DSC problematic below ≈30% of the base speed, and remedial actions can be found
in [22,23].
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Figure 11. Switching-Table-Based Direct Torque Control (ST-DTC) scheme.

 

Figure 12. Direct-Self Control (DSC) scheme.

Several modifications have been proposed to overcome the limitations of DTC methods [24]. DTC
with a constant switching frequency calculates the required stator voltage vector over a sampling period
to achieve the desired torque and stator flux. The voltage vector is synthesized using Space-Vector
Modulation (SVM), and these methods are often referred to as DTC-SVM. In the implementation in
Figure 13, a PI controls the torque through the torque angle [25]. The stator flux angle is obtained from
the estimated rotor flux angle and the commanded torque angle. The stator voltage vector command
V∗αβs employed to cancel the stator flux error Δλ∗αβs at the end of the next sampling period Δt is
obtained as:

V∗αβs =
Δλ∗αβs

Δt
+ R̂siαβs. (20)

343



Energies 2020, 13, 700

 

Figure 13. Direct-Torque Control Space-Vector Modulation (DTC-SVM) block diagram.

The scheme in Figure 13 is easy to implement and retains the fast dynamics of DTC if the inverter
operates in the linear region. However, voltage distortions intrinsic to overmodulation can result
in magnitude and phase deviations of the actual stator flux vector, leading to instability problems.
Furthermore, (20) effectively cancels the flux error for relatively small values of Δt, but can result in
large steady-state errors in the case of low switching frequencies. DTC-SVM suffers from the same
limitation as ST-DTC when operating in overmodulation and six-step, which raises concerns on their
use for high-power, high-speed railway traction drives. A predictive term for mitigating the stator flux
delay and extending the operation to six-step was proposed in [26]. However, this was at the price of a
significant complexity increase.

3.3. Control Strategies Summary

Table 1 summarizes the main conclusions for the control methods discussed in this section,
including controlled variables and the easiness of operation at low speeds, overmodulation (high
speed), and the transition to six-step. Regarding the dynamic response, it is important to note that
the torque ramp is normally limited in railway traction. Consequently, not only the maximum
dynamic response (e.g., the minimum time required to respond to a step-like torque command) is
relevant, but also the capability of the drive to meet the maximum torque ramp requested by the
application, especially when the machine operates at a high speed in the field-weakening region.
CLVFC, CLVFVC&FF, DFVC, and DTC-SVM have been selected as a representative subset of the
methods in Table 1, and their behavior will be analyzed by means of simulation in Section 6.

Table 1. Summary of the presented control schemes for traction applications.

Properties/
Performance

V/Hz with Feedback FOC DTC

V/Hz
(Figure 5)

CLVFVC
(Figure 7)

CLVFVC&FF
(Figure 8)

RFOC
(Figure 9)

DFVC
(Figure 10)

DTC
(Figure 11)

DSC
(Figure 12)

DTC-SVM
(Figure 13)

Reference frame λr λr λr λr λs SRF. SRF λr

Controlled variables ωr
† λr; Te λr; Te λr&ids; iqs λs; iqs λs; Te λs; Te λs; Te

Defined
switching frequency Yes Yes Yes Yes Yes No No Yes

Low speed
(linear mod.) 
 
 
 
 
 	 	 


High speed
(overmodulation) 
 
 
 — — 	 
 	

Six-step operation 
 
 
 	 	 	 
 	

Dynamic response †† 	/	 	/— —/
 
/— 
/— 
/	 
/
 
/	


: favorable; —: neutral; 	: unfavorable; “SRF” stands for stationary reference frame. †: Implementation of an
outer speed control loop for the rest of the methods is straightforward. ††: (1) maximum torque dynamic response/
(2) capability to provide 3 kNm/s in the overmodulation region.
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4. Modulation Techniques

High-power traction drives usually operate with low switching frequencies (<1 kHz) to reduce
switching losses. This results in significant current and consequently torque ripples, which can
have implications for mechanical transmission stress, train comfort, standards compliance, etc.
Trading-off switching losses and torque pulsations is a challenge for the selection of modulation
methods. Furthermore, modulation and control strategies often change with the output frequency.
Figure 14 shows an example of this [27]. Asynchronous Pulse-Width Modulation (PWM) is used at low
speeds, changing to synchronous modulation with Selective Harmonic Elimination (SHE) and finally
single pulse modes as the speed increases. The three options are briefly described in the following,
and are particularized for a three-level Neutral-Point-Clamped (3L-NPC) scheme [28], as this is the
configuration used in this project.

Figure 14. Modulation technique vs. train speed for a High-Speed Train (HST).

4.1. Asynchronous Modulation

Carrier-Based Pulse-Width Modulation (PWM) or Space-Vector Modulation (SVM) can be used at
low speeds. The first compares the reference voltages V∗abc with two carriers, as shown in Figure 15a.
A level-shifted carrier is normally preferred as it results in a lower voltage harmonic content [28].
A common-mode (homopolar) voltage should be added to fully use the available DC link voltage.
Space-Vector Modulation (SVM) for three-level inverters shares the same basic principles as that for
two-level inverters, but 24 active voltage and three zero vectors are available. The implementation of
SVM is shown in Figure 15b. It typically consists of three steps: (1) sector identification, (2) region
identification, and (3) the selection of an appropriate switching sequence. Redundant states are used to
balance DC link capacitor voltages. SVM offers the same DC voltage utilization as the PWM with a
homopolar voltage, and it has a larger computational burden, but makes better use of the redundant
states [29,30].

 
(a) (b) 

Figure 15. Asynchronous modulation techniques: (a) Pulse-Width Modulation (PWM) with triple
harmonic injection; (b) Space-Vector Modulation (SVM).
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4.2. Synchronous Modulation—Selective Harmonic Elimination (SHE)

SHE performs a predefined number of commutations per quarter of the fundamental cycle.
Commutations are synchronized with the fundamental wave. Commutation angles are pre-calculated
via Fourier analysis [31], with the aim of eliminating specific harmonics of the output voltage.
An example of SHE with three switching angles is shown in Figure 16a. With three angles, it is possible
to cancel two harmonics of the output voltage (typically the 5th and 7th), in addition to controlling
the magnitude of the fundamental voltage. As the speed increases, SHE changes to one pulse mode
(Figure 16b) to reduce switching losses. SHE implementation is schematically shown in Figure 16c.

 

 

 

 

(c) 

(a) 

 

(b)  

Figure 16. Selective Harmonic Elimination (SHE) for three-level Neutral-Point-Clamped (3L-NPC): (a)
Phase voltage for the case of three switching angles; (b) phase voltage for the case of one switching
angle; (c) Selective Harmonic Elimination (SHE) block diagram.

5. Operation with Reduced Flux and Remagnetization Strategies

Electric drives in high-speed traction applications can work for certain periods of time with light
loads. It is possible in this case to decrease the flux level to reduce the stator current and consequently
Joule losses, which is commonly termed MTPA [32]. However, operating with reduced flux levels will
penalize the dynamic response of the drive. If a torque increase is demanded, the machine must be
remagnetized first. The remagnetization time is determined by the rotor time constant (7) and applied
magnetizing current. Due to the relatively large values of the rotor time constant, fast torque changes
of torque are not feasible. It must be noted, however, that fast torque changes are not desirable for
traction applications, as they might exert stress on the mechanical transmission, produce wheel slip,
and raise comfort concerns. The maximum torque-allowed gradient will depend on the application.
For the machine considered in this paper, it has a value of 3 kNm/s.

Figure 17 shows two possible remagnetization strategies. RFOC principles are used for the
discussion. It is noted, however, that equivalent strategies can be used with other control methods by
simply transforming d-q axis current commands into other commands, e.g., stator flux and slip.
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(a) Profile 1: step-like d-axis, ramp-like q axis (b) Profile 2: 3kNm/s torque ramp, minimum current 

Figure 17. Remagnetization (a) using the rated d-axis current and (b) target torque gradient. Left:
Current trajectories in the d-q plane; right: torque, rotor flux, and current trajectories vs. time.

The strategy in Figure 14a uses a step-like d-axis current command. While simple, this results in a
slow remagnetization, with the 3 kNm/s target not being achieved. The option in Figure 14b is derived
from the method described in [33] and is aimed at providing a target torque ramp with the smallest
possible current during the remagnetization process. This reduces the stress in the power devices and
the risk of surpassing their current limit. This strategy will be used for the simulation results in the
next section.

6. Simulation Results

Selected control methods from Section 3 have been evaluated by means of simulation using
MATLAB/Simulink. IM parameters for the base speed are given in Table 2. The simulation model
implements asynchronous SVM with a switching frequency of 1 kHz at low speeds and SHE at high
speeds, as shown in Figure 14.

Table 2. Specifications of the induction motor at base speed ωbase (extended full flux range design).

Variable Value Unit

DC-link voltage 3600 V
Rated Power 1084 kW

Rated Voltage (L-L, rms) 2727 V
Pole-pairs (P) 2 Pole

Stator resistance (Rs) 55.38 mΩ
Stator inductance (Ls) 26.45 mH

Torque 3241 Nm
Speed 3194 rpm

Since the main focus of this paper is high-speed operation, only results at high speed using SHE
are provided in this section. Infinite inertia is assumed. Consequently, the rotor speed remained
constant throughout the simulation. This assumption is realistic and has no effect on the conclusions.
Profile 2 in Figure 17b was used during remagnetization. The maximum torque ramp was limited to
3 kNm/s, which was imposed by the application. Simulation results are shown in Figure 18.

The most remarkable difference is the slowest transient response of CLVFC due to dynamic
limitations intrinsic to scalar control. The dynamic response is seen to improve and be comparable to
the other methods when the feedforward defined by (13) is used (CLVFC&FF in Figure 18b).

DFVC and DTC-SVM are seen to provide similar dynamic responses to CLVFC&FF. Regarding
DFVC, it must be noted that to achieve proper operation in the overmodulation region, the q-axis
current regulator bandwidth was reduced in the range of ten times to avoid a current regulator reaction
to low-order current harmonics due to the non-linear operation of the inverter. The need to dynamically
adapt the gains of the current regulator in the high-speed region is an obvious concern.
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It can be observed that DTC-SVM suffers from a steady-state error in the controlled flux due to
the low sampling frequency (Δt) when SHE is used in the inverter. This results in an increase in the
load angle. This could lead to overcurrent or instability if the load angle is not monitored.

Figure 19 summarizes the performance in a steady state for the four control methods, i.e., once the
machine is providing its maximum torque. The steady-state error in the flux for DTC-SVM is seen to
affect the modulation index and slip. This will eventually affect the machine loss distribution, which
is a concern as traction motors can be required to operate close to their thermal limit. CLVFC and
CLVFC&FF are seen to have a higher torque error compared to DFVC, but with little impact on the
modulation index and slip. It is noted that a torque error in the range of 1% is perfectly assumable.

 
(a) (b) 

 
(c) (d) 

Figure 18. Simulation results of using (a) CLVFC, (b) CLVFC&FF, (c) DFVC, and (d) DTC-SVM control
methods with SHE. Rotor speed ωr = 1.328ωbase; torque was increased from 10% (i.e., with the machine
operating with reduced flux in MTPA) to 100%. From top to bottom: commanded and actual torque;
d- and q-axis currents; commanded and estimated flux (can be stator or rotor flux, depending on the
method); and output voltage magnitude. All the variables are shown in p.u.
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Figure 19. From left to right: modulation index, slip, torque error, and error in the flux being controlled
for the four control methods being considered, once the machine has reached a steady state, i.e., is its
maximum torque. Torque and slip have been low-pass filtered to eliminate the harmonic content
produced by SHE modulation.

It can be concluded that CLVFC&FF is more adequate compared to the simulated schemes at high
speeds due to its high dynamics, and the controllers are not affected by low-order harmonics resulting
from a square-wave operation, i.e., six-step, as in the case of DFVC, and are simple to implement.

7. Experimental Results

A schematic diagram of the high-power traction system test bench is shown in Figure 20a.
It consists of two identical IMs and converters connected back-to-back, which are supplied from a
High-Voltage (HV) DC power supply. The power converter module (see Figure 20b) consists of a
three-phase, three-level Neutral-Point Clamped (NPC) inverter feeding the IMs. Single-phase inverters
feed auxiliary loads, such as cooling systems, control power supply units, etc. A DC-DC chopper is
implemented for dissipative braking and DC bus overvoltage protection. A specially designed traction
transformer is used to filter off catenary harmonics and allow the interconnection of the different
converters. A 100 Hz (2f) filter is included in the DC bus. The overall experimental test rig is shown in
Figure 20c.
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(a) 

 
(b) (c) 

Figure 20. High-power traction test bench: (a) Schematic diagram; (b) power converter module
(INGETRAC); and (c) overall view of the laboratory setup.

Preliminary experimental results for a full-scale HS traction drive are presented in the following.
The control uses RFOC at low speeds and CLVFC at high speeds. The main system parameters are the
same as those used in the simulation shown in Table 2. The torque-flux characteristic of the motor is of
the type named as the extended full flux range in Figure 3.

Figure 21a shows the rotor speed, modulation index, commanded and estimated torques, estimated
rotor flux, and magnitude of the stator current vector during an acceleration (left) and deceleration
(right) process. Figure 21b shows the spectrogram of the stator current vector. For ωr < 0.12 p.u.,
RFOC-SVM with a switching frequency of 850 Hz is used; the switching frequency increases to 1 kHz
for 0.12 < ωr < 0.94 p.u. For ωr > 0.94 p.u., CLVFC combined with SHE with one switching angle is
used. Changes in the modulation method are readily observable in the spectrogram of Figure 21b,
and are aim to trade-off switching losses and torque ripple. The control is seen to precisely follow the
commanded torque and rotor flux in the whole speed range. It is noted that the changes in the estimated
rotor flux observed in the flux-weakening region respond to changes in the corresponding command
(not shown in the figure). Transitions between the different control and modulation strategies can
be a challenge due to the high power and low switching frequencies. However, as can be observed
from Figure 21, such transitions are satisfactory, i.e., the spikes observed in the currents are perfectly
acceptable and do not represent a risk for the power devices. Implementation of the other control
methods and remagnetization strategies discussed in Sections 3 and 6 is ongoing.
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(a) 

  

(b) 

Figure 21. Experimental results. Acceleration (left)-deceleration (right) tests between ωr = 0.1
and ωr = 1.328 p.u. (a) From top to bottom: rotor speed, modulation index, commanded and
estimated torques, estimated rotor flux, and magnitude of the stator current vector; (b) stator current
vector spectrogram.

8. Conclusions

In this paper, a comparative analysis of scalar and vector control strategies for railway traction
applications has been presented, with a special focus on their operation at high speeds.

HSTs normally use medium-voltage, high-power IMs. Rotor flux Oriented Control (RFOC) has
been widely adopted at low and medium speeds. However, high fundamental frequencies intrinsic to
high-speed operations, combined with the need to reduce inverter losses, force the inverter to operate
with reduced switching frequencies and a high modulation index or even at the six-step limit. These
limitations seriously compromise the performance of RFOC at high speeds. A common practice is
to use RFOC at low speeds, rather than switch to strategies able to perform properly under severe
voltage constraints at high speeds.

Methods considered for the analysis included different types of Closed-loop Voltage/Frequency
(V/F), Field-Oriented Control (FOC), and Direct-Torque Control (DTC) strategies. Four different
control strategies have been selected and tested by means of simulation, namely, Closed Loop V/F
with flux/torque Control (CLVFC), CLVFC with feedforward (CLVFC&FF), Direct Flux Vector Control
(DFVC), and Direct-Torque Control Space-Vector Modulation (DTC-SVM). The modulation methods
that have been considered are PWM/SVM, SHE, and six-step. Their advantages include the easiness

351



Energies 2020, 13, 700

of operation with a high modulation index, including six-step; switching frequency; and dynamic
response to both torque change demands and rotor flux change demands during remagntization.

The CLVFC&FF method described in Section 3.1.3 and the remagnetization strategy discussed in
Section 5 are the original contributions of this paper.

It was concluded from the simulation results that CLVFC, CLVFC&FF, and DFVC provide similar
performances. However, DFVC requires a modification of the q-axis current controller gains when
the drive enters the overmodulation region. Specifically, CLVFC&FF proposed in this paper operates
properly with a high modulation index, including six-step, and provides a good dynamic response
during remagnetization.

Preliminary experimental results using CLVFC in a full-scale traction drive have been provided,
which are in good agreement with the simulation results, and confirm the viability of this strategy.
Implementation of the other strategies, including remagnetization, is ongoing.
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Abstract: In this paper, a comparison of the simple firing angle modulation method (FAM) and the
more advanced torque sharing function (TSF)-based control of switched reluctance motor (SRM)
is presented. The off-line procedure to tailor and optimize the parameters of chosen methods for
off-the-shelf SRM is explained. Objective functions for optimization are motor efficiency, torque
ripple, and integral square error. The off-line optimization uses a finite element method (FEM) model
of the SRM. The model was verified by measurement on the SRM. Simulation results showed that
FAM has comparable efficiency to TSF, but has a much higher value of torque ripple. The presented
off-line procedure can be used for single or multi-objective optimization.

Keywords: switched reluctance motor; torque sharing functions; finite element method; firing angle
modulation; torque ripple; efficiency; optimization

1. Introduction

The principle of Switched Reluctance Motor (SRM) is known from the 1830s when the first
attempts to build a usable machine were made by many constructors and inventors [1,2]. One of them
was Robert Davidson who, in 1838, developed a reluctance motor to power an electric locomotive at
the Edinburgh-Glasgow railway [3]. The early attempts suffer from inadequate mechanical switches
and poor electromagnetic and mechanical design. The SRM waited 150 years for the theoretical
foundations to be developed and new power electronics devices to appear. A work of Lawrenson
et al. [4] lays general foundations for the practical design of a family of switched reluctance motors
in 1980. Another thirty years were needed to achieve progress in the field of power electronics and
powerful microcontrollers. Currently, many companies are producing SRM in the world, and the
worldwide market is expected to grow by roughly 5.2% over the next five years [5]. The construction
of SRM can be tailored to broad application areas. Report [5] showed that 22.95% of the SRM market
demand is in the Automobile Industry, 19.43% in the Appliance Industry, and 39.28% in Industrial
Machinery in 2016.

Typical SRM construction has salient poles on both the stator and the rotor. The windings are
only on the stator, and phase electric current is unidirectional. Reluctance torque produced by the
change in inductance as a function of the angle creates a rotary movement. The advantages resulting
from this simple construction are low cost, robustness, high efficiency, and wide speed range up to
150,000 rpm [6]. Each energized phase winding generates torque for a certain rotor angle interval.
Therefore, SRM control depends heavily on rotor position information to turn-on and turn-off the
phase current at the chosen angle. Torque ripples that occur during the transition from one winding
to another are the major drawback of SRMs. The main goal of ongoing research is a torque ripple
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reduction and efficiency improvement by the optimization of the structure and magnetic design of the
motor [6–10], and by adopting advanced motor control [9,11–17].

An overview of SRM control strategies is presented in [9]. The methods are grouped into (1)
current and angle modulation, (2) average torque control (ATC) and direct torque control (DTC), (3)
torque sharing function (TSF)-based control, (4) feedback linearization control (FBL), (5) iterative
learning control (ILC), and (6) intelligent control (IC).

Current and angle modulation control methods are focused on defining turn-on and turn-off
angles to lower torque ripple. In addition, the current controller can maintain constant current or
follow a current profile specified in look-up tables. ACT and DTC use estimated average or instant
torque in the control loop. TSFs define the torque reference for each phase so that their sum is equal to
the output torque reference. FBL control algorithm compensates nonlinear characteristics of the motor
by utilizing state feedback in the closed-loop system. ILC learns iteratively from the difference between
required and actual phase current and motor torque. IC uses self-learning and the adaptive ability
of fuzzy logic, genetic algorithms, and neural networks to optimize current profiles either on-line
or off-line.

The majority of described SRM control methods, especially in the automotive industry, are complex
and require high computational power. Authors in [14] use 1 GHz CPU and FPGA running at 100 MHz.
The EPM570 Intel CPLD—Complex Programmable Logic Devices—with a frequency of 150–300 MHz
and dsPIC30f6010A MPU is used in [15]. High-dynamic four-quadrant switched reluctance drive based
on DITC published in [16] uses DSP/FPGA rapid-prototyping platform. This computational power is
needed for torque and speed estimation, look-up tables, vibration and noise suppression, and precise
current control, where high sampling frequency for low inductances is required. In the coming years,
the price for computing power will fall. Nevertheless, the growing SRM market has the potential for
simple and cheap drives where the hardware cannot support complex control methods. It can be
assumed that not all SRMs available on the market will be designed optimally. The question then
arises as to what characteristics the drive with such a motor and a simple control method will have.

Two control methods applied to the commercially available switched reluctance motor were
chosen to investigate in this research. The first method is a conventional control with Firing Angle
Modulation (FAM) and constant current profile similar to [18,19]. This method uses on-line turn-on and
turn-off angle calculation and simple hysteresis current controller with a low demand on computing
power. No look-up tables nor torque estimation is needed.

The second method is more complex TSF-based control that uses special functions to distribute
torque between the outgoing and incoming motor phase. According to the evaluation in [20], the cubic,
sinusoidal, and exponential torque sharing functions result in similar minimum torque ripples, which
are much smaller than the torque ripple produced by the linear torque sharing function. A minimum
effective rate-of-change of flux linkage was used in [11,21] as an objective function that should be
minimized by selected TSF to extend the torque-speed range. Research results in [11,13,20–23] show
that different objective functions lead to different TSF. Therefore, multi-objective optimization with
weighted criterion [11,13,19] or the Pareto-optimal approach [22] are used.

Many published works [6–8,11,13,19–23] use two to four objective functions to compare or
optimize control methods or the structural design of the motor. This reduction of problem formulation
is necessary to handle the complexity of a full industrial design process and can be considered as one
stage in the multi-stage optimization process. Authors in [10] address this complexity and present a
two-step procedure for a motor design where different performance measures (such as manufacturing
cost and iron weight) are included along with efficiency and torque ripple. Here some general
optimization frameworks, e.g., ARTAP published in [24], are helpful since various domain-specific
numerical solvers are needed for this type of motor design task.

The main aim of this paper is to present a comparison of two selected methods that control the
off-the-shelf switched reluctance motor. The procedure to tailor and optimize the parameters of the
chosen methods is explained. Objective functions for optimization are motor efficiency, torque ripple,
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and integral square error between instant and average torque. The offline optimization uses the finite
element method (FEM) model of the SRM. The model is verified by comparing simulation results to
the motor measurement.

2. Modeling and Control of SRM

2.1. Switched Reluctance Motor and Power Converter

Control methods are tailored and optimized for the SRM that is commercially available on the
market. It is a small 200 W three-phase 12/8 pole switched reluctance motor. Rated voltage is 120 V,
and the maximum phase current is 6 A. The geometry of the motor is shown in Figure 1a. Each stator
phase winding consists of four coils connected in a series-parallel manner. The width of the stator and
rotor pole is almost the same. Therefore, inductance profile has a sharp peak in an aligned position,
and transition from a motor to generator mode is fast.

 
(a) 

 
(b) 

Figure 1. (a) Geometry of the switched reluctance motor; (b) standard asymmetric H-bridge
converter topology.

The experimental setup uses a power converter that was built for measurement purposes. It has a
standard asymmetric H-bridge topology to drive three phases of SRM (Figure 1b). A stabilized power
supply supplies a DC-link of the power converter. The voltage can vary from 30 V to 120 V.

2.2. FEM Model

The FEM model of SRM was built in ANSYS Maxwell according to the dimensions of the motor
and electrical measurement. When creating the model, a compromise solution was chosen between
the mesh size and the computational time. The total number of elements is 11,110 in the 2D model.
The mesh is denser in the air gap. The additional leakage inductance models the effect of the end
winding leakage flux. The magnetic vector potential is zero on the outer circumference of the yoke.
The comparison of the simulation results with the electrical measurement led to the selection of the
B-H characteristic corresponding to the electrical steel M400.

The SRM model is driven by three-phase asymmetric H-bridge created in ANSYS Simplorer.
The control algorithms are also programmed in ANSYS Simplorer. Figure 2 shows magnetic field
distribution in the FEM model of the studied motor for aligned rotor position 22.5◦ (a) and for 7.2◦
(b). Figure 2c shows simulated motor characteristics for a maximum phase current of 6 A and 120 V
DC-link voltage. The FEM model verification is described in Section 3.2.
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(a) 

 
(b) 

 
(c) 

Figure 2. Magnetic field distribution in the finite element method (FEM) model, phase current
6 A: (a) aligned position, rotor angle 22.5 degrees; (b) rotor angle 7.2 degrees; (c) Power–Speed and
Torque–Speed characteristics.

2.3. SRM Control Methods

The switched reluctance motor is controlled by two methods. The first method is a Firing Angle
Modulation, and the second one is a control method with Torque Sharing Functions.

2.3.1. Firing Angle Modulation

The firing angle modulation method is quite straightforward and can be easily implemented.
The asymmetric H-bridge converter allows controlling the electric current in each stator phase winding
independently by using a simple hysteresis controller. Each motor phase creates torque only in a
limited angle interval, and the phases alternate one after the other. Therefore, the current is switched
on at the angle θon and switched off at the angle θoff. The hysteresis current controller controls the
current level inside the angle interval θon and θoff. Figure 3a shows simulated current waveforms of
one phase as a function of a rotor angle for different speeds. The shape of the phase current cannot be
fully controlled at an available DC-link voltage as it depends on the inductance profile and sampling
frequency of the hysteresis controller. The current rising is fast because the phase inductance is low.
At the end of the current impulse, the inductance is highest as the stator and rotor poles are aligned.
Therefore, the electric current decay is slow, and it can create negative torque, especially at high
speeds. Average motor torque corresponds to the current reference Iref and, of course, to the θon and
θoff values. The value of Iref is an output of the speed controller. Figure 3b shows the block diagram of
the firing angle modulation method. The procedure to calculate firing angles θon and θoff is described
in Section 2.3.2.

 
(a) (b) 

Power 
Converter SRM 

Hysteresis 
Current 

Controller 

Speed 
Controller 

Firing 
Angles 

Calculation 

d/dt 

 

on , off 

ref 

 

Iref 
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+ + 

– 

IA , IB , IC 

Figure 3. (a) Current waveform at speed 300, 600, and 900 rpm, 120 V; (b) block diagram of the firing
angle modulation method.
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2.3.2. Firing Angles Calculation

The phase current generates torque in a rotor angle region, where the phase inductance is changing
due to a rotor position change. The electric current rise time is defined by the inductance and the
applied voltage. Therefore, the turn-on angle θon shall precede the increase in inductance to start to
generate the desired torque from the very beginning. If the current reaches the specified level too
early, it creates a copper loss only. If the current does not reach the specified level at a defined angle,
the torque is less than it could be. An early turn-off angle θoff causes torque to drop. However, a late
turn-off of the current causes a negative torque to be generated.

A calculation of the turn-on angle θon is given in [16,17] based on the assumption, that the
inductance profile has constant minimum inductance, then the inductance starts to rise at angle θm.
The value of the current should reach the reference value at this point, and θon can be calculated
as follows:

θon = θm − 6LuIre f
n

VDC
, (1)

where θon is turn-on angle (degrees), θm is rotor angle (degrees) where the inductance begins to rise,
Lu is the inductance in unaligned position, Iref is a reference current from speed controller, n is rotor
speed (rpm), and VDC is the supply voltage. This equation neglects the actual shape of the inductance
profile. Therefore, a set of simulation experiments was planned and performed to obtain a more precise
formula for turn-on angle calculation. An extrapolation of collected data leads to the formula:

θon = 7−
(
0.463 + 8.88e−4n + 1.2e−6n2

)( Ire f 0

Imax

)2
, (2)

where Iref0 is a reference current from speed controller at angle 0◦, and Imax is a maximum reference
current.

The formula for calculation of turn-off angle is:

θo f f = 22.5− 0.2I152π n
60VDC

, (3)

where I15 is a phase winding current at angle 15◦, and VDC is a voltage applied on winding inductance
at turn-off time. This formula was derived from the linear approximation of the current fall time.
Equations (2) and (3) give angle values for first phase A. Angle values for phases B and C are shifted
by 15◦ and 30◦, respectively. Formulas (2) and (3) are valid only for the given SRM and used power
converter with a DC-link voltage of 120 V.

2.3.3. Torque Sharing Functions

The motor torque created by consecutive phases is overlapping. Torque sharing function defines
a required torque profile for each energized phase that the total motor torque has a small ripple.
The shape of TSF can be chosen arbitrarily or is calculated according to selected criteria. Figure 4
shows sinusoidal TSF defined on the interval (0, θp) as follows [10]:

TSF(θ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, (0 ≤ θ < θon)

fup(θ), (θon ≤ θ < θon + θov)

Tc
(
θon + θov ≤ θ < θo f f

)
fdn(θ),

(
θo f f ≤ θ < θo f f + θov

)
0,

(
θo f f + θov ≤ θ < θp

) , (4)

fup(θ) =
Tc

2 c

[
1− cos

(
θ− θon

θov
π
)]

, (5)

fdn(θ) = Tc − fup
(
θ+ θov − θo f f

)
, (6)
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where θ is the rotor angle, θp = 2π/8 is the rotor pole pitch, θon is the turn-on angle, θov is the overlap
angle, θoff = θon + 2π/24 is the turn-on angle of the next phase, Tc is the torque command, fup(θ) is the
rising, and fdn(θ) the declining part of the TSF shape.

on  off 

TCref TAref TBref 

TSF  

Rotor angle 

ov  

To
rq

ue
  

Tc 
ov  

Figure 4. Sinusoidal torque sharing function.

The block diagram of used TSF-based control is shown in Figure 5. The torque command Tc from
the Speed Controller is translated into three torque profiles TAref, TBref, and TCref for each motor phase
in the TSF block using Equations (4)–(6). The Torque to Current block translates the torque profile to
current reference utilizing a look-up table obtained from the FEM model. A Hysteresis Current Controller
is used to control phase currents. Optimal TSF parameters θon and θov are calculated by functions
f 1(Tc,ω) and f 2(Tc,ω) from torque command Tc and actual rotor speed ω. The next section explains
how to construct functions f 1 and f 2.

Power 
Converter 

SRM 
Hysteresis 

Current 
Controller 

Torque to 
Current 

  

IAref 
IBref 
ICref + 

– 

IA , IB , IC 

Speed 
Controller 

– 

+ 
TSF 

on =f1(Tc , ) 

ov =f2(Tc , ) 

Tc 

TAref 
TBref 
TCref 

  

on , ov 

d/dt 

ref 

Figure 5. Block diagram of the switched reluctance motor (SRM) control using torque sharing function
(TSF) with optimized parameters θon and θov.

2.3.4. Optimization of TSF

The objective function needs to be defined to formulate an optimization problem. Three criteria
are selected in this research to find optimal values of parameters θon and θov:

• Efficiency η

η =
Mechanical output power

Electrical input power
(7)

• Relative torque ripple Trip

Trip =
Tmax − Tmin

Tavg
(8)

where Tmax, Tmin, and Tavg are the maximum torque, the minimum torque, and average
torque, respectively.

• Integral square error criterion ISE

ISE =

√
1

t2 − t1

∫ t2

t1

(
T − Tavg

)2
dt (9)
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where T, and Tavg are the instantaneous torque and average torque, respectively, measured in a
time-interval (t1, t2). This objective function is a measure of overall torque oscillation.

Simulation experiments calculate the numerical value of an objective function. One simulation run
is needed for each individual combination of parameters θon and θov. Calculations for all combinations
in all operating points are time-consuming. Therefore, a workaround is used: the shape of the objective
function is replaced by the interpolation function calculated from a limited set of combinations of θon

and θov values. Then, the extreme of the interpolated function determines the optimal parameters
for one operating point defined by torque and speed. The procedure described above is repeated to
obtain a sufficient number of function points of f 1(Tc,ω) and f 2(Tc,ω). Functions obtained in this way
are approximations of the optimal solution. Results from optimization are presented in Section 3.3.1.

The described off-line optimization procedure is an alternative to other optimization methods,
such as the genetic algorithm. Its advantage is that, unlike genetic algorithms, it does not need new
FEM computation when the objective function changes. Instead, the new values of the objective
functions are calculated from the interpolated functions for which the computation time is significantly
shorter. Once the interpolated functions have been enumerated, no further FEM computation is needed
to apply different types of multi-objective optimization.

It must be said that the ability of the current controller to follow the reference current derived
from the TSF is limited, especially at high speed. Therefore, the phase torque may not track the
TSF. However, described off-line optimization involves the influence of the current controller to the
actual phase torque. There is a possibility to reduce the torque ripple further using a more advanced
current controller. Authors in [17] propose a predictive pulse width modulation (PWM) current control
method that serves this purpose and a modified proportional–derivative (PD) controller that lowers
the transient response overshoot is described in [25].

3. Results

3.1. Experimental Setup

The experimental setup consists of 200 W three-phase 12/8 pole switched reluctance motor
connected to an induction machine that serves as load. Torque sensor KISTLER 4520A20 with CoMo
torque evaluation instrument 4700BP0UA was used to measure the torque, speed, and mechanical power
on the shaft. Infratek 106A Power Analyzer measured input power. STM32F303RET6 microcontroller,
with the control loop cycle time 50 μs, controlled the asymmetric H-bridge power converter.

3.2. FEM Model Verification

The FEM model of SRM was verified by comparing measured and calculated motor characteristics.
Figure 6a shows measured and calculated inductance profiles for currents 1.5 A, 6 A, and 9 A [26].
The more significant deviation occurs at the current of 9 A, but this is not a problem as the operating
currents are up to 6 A. Figure 6b shows measured and calculated torque profiles for phase currents
2 A, 4 A, and 6 A. Phase currents from the measurement and FEM model are shown in Figure 7a.
The behavior of the FEM hysteresis current controller slightly differs from the real one because it
depends on the controller sampling, hysteresis-band, and the current sensor response time. Figure 7b
shows the measured and calculated efficiency of the drive. Mechanical and power converter losses
are included. Despite the above differences, the authors believe that the match between model and
measurement is sufficient to allow meaningful conclusions to be drawn from the simulation results.
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(a) (b) 

Figure 6. (a) Comparison of measured and calculated inductance profiles; (b) measured and calculated
torque profile.

 
(a) (b) 

Figure 7. (a) Comparison of measured and calculated phase current, θon = 0◦, θoff = 19.25◦, speed is
1200 rpm, DC-link voltage is 100 V, load torque is 1 Nm; (b) measured and calculated motor efficiency
for constant angles θon = 0◦, θoff = 17.6◦, mechanical and power converter losses are included.

3.3. Simulation Results

3.3.1. Calculation of Optimal TSF Parameters

Results of preliminary simulation experiments were used to determine the range and number
of values for speed, torque, θon, and θov parameters. Then, simulation runs for each parameter
combination were calculated, and the values of selected objective functions were recorded. The Matlab
piece-wise interpolating polynomials function uses recorded values to calculate interpolation function
for each objective. The filled contour graph in Figure 8 visualizes the motor efficiency, relative torque
ripple, and integral square error criterion for two operational points: torque 1 Nm, speed 600 rpm
(Figure 8a), and 1200 rpm (Figure 8b). The data tips show values of θon and θov parameters for the
specified operating point that are optimal according to the corresponding objective function. Figure 9
shows optimal values of θon and θov as a function of speed separately in two graphs for speeds 300,
600, 900, and 1200 rpm. Simulated motor torque for TSF-based control with optimal parameter settings
according to three objective functions is shown in Figure 10a for speed 600 rpm, and in Figure 10b for
speed 1200 rpm.
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(a) 

 
(b) 

on on on

Figure 8. Values of the objective functions at load torque 1 Nm: (a) speed 600 rpm; (b) speed 1200 rpm.

 
(a) (b) 

Figure 9. Optimal parameter values at load torque 1 Nm: (a) start angle θon; (b) overlap θov.
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(a) (b) 

Figure 10. Simulated motor torque for optimal parameter values at load torque 1 Nm: (a) speed
600 rpm; (b) speed 1200 rpm.

3.3.2. Comparison of FAM and TSF-based control

The comparison of the firing angle modulation method and TSF-based control method according
to maximal efficiency, minimal relative torque ripple, and minimum integral square error criteria is
presented in Figure 11. Each graph shows the value of the corresponding objective function for four
cases. The first three cases are TSF motor control methods optimized according to the defined objective
functions. The fourth case is the FAM method, where θon and θoff are calculated according to Equations
(2) and (3), respectively.

 
(a) (b) (c) 

Figure 11. Comparison of the firing angle modulation (FAM) method and TSF at load torque 1 Nm:
(a) efficiency; (b) relative torque ripple; (c) integral square error.

Figure 11a shows that the control with TSF optimized for efficiency has the highest efficiency
value, but the differences between the other control methods are small, and the efficiency of the FAM is
only 1.7% lower (Figure 11a). As shown in Figure 11b, the control with TSF optimized for relative
torque ripple, and TSF optimized for integral square error has a small value of relative torque ripple,
unlike the FAM and TSF, optimized for efficiency, that has a large value of relative torque ripple.
Similar results are displayed in Figure 11c for the integral square error criterion.

Inconsistency in the calculated data appeared in Figure 11c. The value of integral square error
criterion (ISE) should be the smallest one for TSF optimized for ISE. However, TSF optimized for
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relative torque ripple has the lowest value of ISE for 300 and 900 rpm. This unexpected finding shows
that the accuracy of a numerical solution is limited.

4. Discussion and Conclusions

This paper presents tailoring and a comparison of two methods to control a commercially available
small switched reluctance motor, whose construction is not optimized for the minimization of torque
ripple. Furthermore, a new approach to off-line evaluation of objective functions for motor control
optimization that reduce computational time is presented.

The first control method is a firing angle modulation, which can be easily implemented on a
low-cost microcontroller if the price of the drive is critical for a certain market segment. The second one is
a control method with Torque Sharing Functions, which is more complex and uses torque-angle-current
look-up tables calculated in advance by FEM.

Objective functions of the control methods optimization are maximal efficiency, minimal relative
torque ripple, and minimum integral square error criterion.

The research shows that FAM has the same overall efficiency as TFS optimized for the torque ripple
and TSF optimized for integral square error, but FAM has a high torque ripple. The results of simulation
experiments show that the presented off-line optimization procedure can find optimal parameters
matching the selected objective. However, it is not possible to achieve the lowest torque ripples and
the highest efficiency at the same time. This is in line with the results of other authors [11,19,20,22].
Multi-objective optimization should be used to solve the problem. Herein, the results from the
presented off-line optimization procedure can serve this purpose. Once the set of simulation runs is
executed and the values of each objective function are calculated, another multi-objective optimization,
e.g., Pareto-optimal approach, can be applied.

To conclude, the efficiency of FAM control is comparable with a more advanced TSF method,
and it makes sense to use it in cost-effective drives where the high torque ripple does not affect the
device, e.g., pumps and fans. More advanced SRM control must be used if low torque ripple is required.
The presented off-line optimization procedure can be used for single or multi-objective optimization.

The main contribution of this paper is the quantitative comparison of two control methods for SRM
that can help in decision making in the process of designing a commercial drive for existing off-the-shelf
switched reluctance motors. The second contribution is the explanation of how to tailor and optimize
the parameters of control methods using FEM. Presented off-line calculations with the objective function
interpolation reduce the computational time. Once the objective functions have been enumerated,
no further FEM computation is needed to apply different types of multi-objective optimization.

In future research, the attention will be given to on-line optimization where the objective function
value is obtained from the direct measurement of efficiency, vibration, or acoustic noise.
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Abbreviations and Symbols

ATC Average Torque Control
CPLD Complex Programmable Logic Devices
DITC Direct Instantaneous Torque Control
DSP Digital Signal Processor
DTC Direct Torque Control
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ISE Integral Square Error criterion
FAM Firing Angle Modulation method
FBL Feedback Linearization control
FEM Finite Element Method
FPGA Field-Programmable Gate Array
IC Intelligent Control
ILC Iterative Learning Control
MPU Micro Processor Unit
rpm revolution per minute [r/min]
SRM Switched Reluctance Motor
TSF Torque Sharing Function
f 1(Tc,ω) The function for optimal value of θon parameter of TSF
f 2(Tc,ω) The function for optimal value of θov parameter of TSF
fdn(θ) The declining part of the TSF shape
fup(θ) The rising part of the TSF shape
I15 The phase current at angle 15◦
IA, IB, IC The instantaneous current in phase A, B, and C
IAref, IBref, ICref The reference current for phase A, B, and C
Imax The maximum current reference
Iref The reference current
Iref0 The reference current at angle 0◦
Lu The inductance in unaligned position
n The rotor speed in [rpm]
TAref, TBref, TCref The torque profile for motor phase A, B, and C
Tavg The average torque
Tc The torque command
Tmax The maximum torque on the interval
Tmin The minimum torque on the interval
Trip The relative torque ripple
VDC The supply voltage
η The efficiency
θ The rotor angle
θm The rotor angle where the inductance begins to rise
θoff The turn-off angle
θon The turn-on angle
θov The overlap angle
θp The rotor pole pitch
ω The rotor angular speed
ωref The rotor angular speed reference
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Abstract: This paper proposes a novel magnet-axis-shifted hybrid permanent magnet (MAS-HPM)
machine, which features an asymmetrical magnet arrangement, i.e., low-cost ferrite and
high-performance NdFeB magnets, are placed in the two sides of a “�”-shaped rotor pole. The
proposed magnet-axis-shift (MAS) effect can effectively reduce the difference between the optimum
current angles for maximizing permanent magnet (PM) and reluctance torques, and hence the torque
capability of the machine can be further improved. The topology and operating principle of the
proposed MAS-HPM machine are introduced and are compared with the BMW i3 interior permanent
magnet (IPM) machine as a benchmark. The electromagnetic characteristics of the two machines are
investigated and compared by finite element analysis (FEA), which confirms the effectiveness of the
proposed MAS design concept for torque improvement.

Keywords: hybrid permanent magnet; interior permanent magnet (IPM) machine;
magnet-axis-shifted; reluctance torque

1. Introduction

Due to their high torque/power density, high efficiency and excellent flux weakening capability,
interior permanent magnet (IPM) machines are considered as competitive candidates for electric
vehicles (EVs) [1]. In order to improve the reluctance torque and reduce the magnet usage, multi-layer
IPM machines are widely employed in EV applications, such as the BMW i3 traction machine [2].
However, for the conventional IPM machines, the optimum current angle for maximizing reluctance
and permanent magnet (PM) torques basically differs by a 45◦ electrical angle, which results in a
relatively low utilization ratio of the two torque components. Consequently, in order to deal with
this issue, hybrid rotor [3–7], dual rotor [8] and asymmetrical permanent magnet (PM)-assisted
synchronous reluctance machines [9] have been recently developed. The constant power-maintaining
capabilities of the hybrid rotor configurations are investigated by adopting the parameter equivalent
circuit method, which shows that the hybrid rotor topologies have more degrees of freedom for a
given constant power operating range [10]. Moreover, the theoretical analysis demonstrates that the
PM usages of synchronous machines can be reduced by about 10% with the reluctance axis shifted by
a displacement angle of about 60◦ [11]. The hybrid synchronous machines with a displaced reluctance
axis are comparatively studied with conventional pure PM and electrically excited synchronous
machines [12], which demonstrates that the hybrid topologies exhibit higher torque and high-efficiency
operating range. In addition, the effects of shifting the PM axis with respect to the reluctance axis
in PM machines are investigated [13], showing that the asymmetric salient PM machine exhibits
higher torque and constant power speed range [14]. Nevertheless, the hybrid and dual rotor machines
suffer from complicated structures, while the latter asymmetrical one is characterized by shifts of both
magnet and reluctance axes that require relatively sophisticated computational design efforts.
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Recently, in order to reduce the use of the rare-earth NdFeB magnets, the hybrid PM concept has
been proposed and developed in rotor PM [15,16] and stator PM [17–22] configurations. Compared
with the structure of conventional spoke-type magnets, the proposed hybrid PM topology exhibits
better field weakening capability and lower total cost [15]. Besides, compared with a double-layer
PM structure, the U-shaped configuration has good irreversible demagnetization withstanding
capability [16]. Due to the variable magnetization state of the low-coercive-force AlNiCo magnets, the
flexible air-gap flux adjustment and wide operating range with high efficiency can be readily achieved
in stator hybrid PM machines [16–22]. A novel magnet-axis-shifted hybrid PM (MAS-HPM) machine
combined with the asymmetric and hybrid PM concepts is proposed in this paper.

The purpose of this paper is to propose an MAS-HPM machine for torque performance
improvement. The proposed configuration features an asymmetrical PM arrangement, i.e., low-cost
ferrite and high-performance NdFeB magnets, which significantly reduces the difference of the
optimum current angle for maximizing PM and reluctance torques. Hence, the torque capability
can be further improved. In order to validate the merits of the magnet-axis-shift (MAS) effect, the IPM
machine of an BMW i3 vehicle is used as a benchmark. The basic electromagnetic characteristics of
the two machines are comparatively investigated, which confirms the validity of the proposed MAS
design concept.

2. Machine Topologies and Magnet-Axis-Shift Principle

2.1. Machine Topologies

The topologies of the benchmark 2016 BMW i3 IPM machine and the proposed MAS-HPM
machine are shown in Figure 1a,b, respectively. The main design parameters are tabulated in Table 1.
It should be noted that the proposed machine shares the same inverter power ratings, stator structure,
active stack length and air-gap length with the BMW i3 IPM machine. Meanwhile, in order to
make a fair comparison, the rare-earth PM usages are identical in the two structures. The main
difference between the two machines lies in the fact that two kinds of PM, i.e., low-cost ferrite and
high-performance NdFeB magnets, are simultaneously employed in the developed MAS-HPM machine
to achieve the MAS effect. The total costs of the magnets are given in Table 1. Due to the additional
ferrite magnets, the proposed machine has a slightly higher total cost of magnets than the BMW i3
IPM counterpart. However, compared with the BMW i3 IPM machine, the ratio of the peak torque to
the total cost of magnets in the MAS-HPM configuration is increased by about 7.81%, which indicates
that the torque capability can be improved by 7.81% at the same cost of magnets.

(a)                             (b) 

Figure 1. Machine topologies. (a) BMW i3 interior permanent magnet (IPM) machine. (b) The proposed
magnet-axis-shifted hybrid permanent magnet (MAS-HPM) machine.
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Table 1. Main design parameters of the machines.

Items BMW i3 IPM MAS-HPM

Stator slot number 72
Rotor pole pair number 6

Stator outer radius (mm) 121
Air-gap length (mm) 0.7

Rotor outer radius (mm) 89.3
Active stack length (mm) 132

Peak current (A) 530
Steel grade TKM330-35

NdFeB grade N35EH
Ferrite magnet grade - AC-12

NdFeB PM volume (mm3) 24,816
Ferrite magnet volume (mm3) - 19,565

Total cost of magnets ( ) 51.3 53.1
Peak torque (Nm) 269.34 300.51

Peak torque/total cost of magnets (Nm/ ) 5.25 5.66
Working temperature (◦C) 100

The d and q-axes’ equivalent electrical circuits are illustrated in Figure 2. In the synchronous
reference frame, the voltage equations for the PM synchronous machine are expressed as:{

ud = Rid − ωψq

uq = Riq + ωψd
, (1)

where R is the stator resistance, ω is the electric frequency, ψd and ψq are the d and q-axes’ flux linkages,
respectively. id and iq are the d and q-axes’ current, respectively.

id idm

idi

R

RFe,dud - q

 
(a) 

iq iqm

iqi

R

RFe,quq d

(b) 

Figure 2. d and q-axes’ equivalent electrical circuits. (a) d-axis. (b) q-axis.

By the application of Kirchhoff’s voltage and current laws to both d and q-axes, the four equations
can be obtained as: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
RFe,didi + ωψq = 0
−RFe,qiqi + ωψd = 0
id − idi − idm = 0
iq − iqi − iqm = 0

, (2)

where RFe,d and RFe,q are the iron losses resistances in d and q-axes, respectively. idi and iqi are the
iron losses currents in d and q-axes, respectively. idm and iqm are the d and q-axes’ magnetization
currents, respectively.

2.2. MAS Principle

The total torque Ttotal of an IPM machine, including the PM torque TPM and the reluctance torque
Tr, can be expressed as [23]:

Ttotal =
3
2

prψ f is cos β +
3
4

pr(Ld − Lq)i2s sin 2β = TPM + Tr, (3)

TPM =
3
2

prψ f is cos β, (4)
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Tr =
3
4

pr(Ld − Lq)i2s sin 2β, (5)

where pr, ψf, is, Ld and Lq are the rotor pole pair number, the PM flux linkage, the phase current and the
d- and q-axes’ inductances, respectively. β is the current angle, which is defined as the angle between
the phase current and open-circuit back electro-motive force (EMF) [24].

From Equations (3)–(5), it can be found that the optimum current angle for Tr is theoretically
twice that for TPM. If the difference between the optimum current angles for maximizing the two kinds
of torques can be reduced, the torque capability of the machine will be improved. To achieve this
goal, this paper proposes an asymmetrical PM arrangement by employing the HPM configuration,
i.e., low-cost ferrite and high-performance NdFeB magnets, which is termed as the MAS effect. In this
case, the magnet axis is shifted while the reluctance axis is unchanged due to the symmetrical rotor
configuration. Thus, the difference of the current angles γs when both TPM and Tr reach the maximum
can be reduced, which can be defined as:

γs = βPM − βR, (6)

where βR and βPM are the optimum current angles for the reluctance and PM torques, respectively.
The flux density distributions of the two machines are calculated by finite element analysis (FEA)

and illustrated in Figure 3. It can be seen that the d-axis shifted by an angle αs in the proposed
machine under the open-circuit condition, as shown in Figure 3a, which confirms the MAS effect. The
reluctance d and q-axes are not changed in the two machines, as shown in Figure 3b, which is mainly
attributed to the design of the symmetrical flux barriers in the two rotor configurations. The flux
density distributions of the two machines at the peak current load condition are given in Figure 3c.
Due to dual excited armature windings and PMs, the two machines under the load condition have
higher flux densities than at other operating conditions.

(a) 

 
(b) 

 
(c) 

Figure 3. Flux density distributions of the two machines. (a) Open-circuit. (b) Reluctance axis with
only armature windings excited. (c) Peak current load condition.
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To clearly understand the MAS effect, the open-circuit air-gap flux density waveforms are given in
Figure 4. Compared with the d-axis in the BMW i3 IPM machine, the displacement of the actual d-axis
occurred in the proposed topology, which means that the magnet and reluctance axes grow closer by
using the HPM configuration. Consequently, the resultant current angles for optimizing the reluctance
and PM torques are closer, which enables the torque improvement. Moreover, the fundamental
amplitude of the air-gap flux density in the MAS-HPM machine are found to be 53.70% higher than
that of the BMW i3 IPM machine, as reflected in Figure 4b. Due to the asymmetrical PM configuration,
larger high-order harmonics of the air-gap flux density are observed in the MAS-HPM machine.

Auctal
qAuctal

d

qd

s

(a) 

(b) 

Figure 4. Open-circuit air-gap flux density. (a) Waveforms. (b) Spectra.

3. Electromagnetic Performance Comparison

In order to validate the MAS effect, the basic electromagnetic characteristics of the proposed
MAS-HPM machine are comparatively studied with those of the BMW i3 IPM machine in this section.
In order to reduce the computational time, 1:12 scale models are adopted for the two machines. The
simulation time is 2.5 h.

3.1. Open-Circuit Performance

The back EMF waveforms of the two investigated machines are shown in Figure 5. Compared with
the BMW i3 IPM machine, the proposed configuration exhibits a 53.54% higher back-EMF fundamental
amplitude, which indicates that the magnet torque can be effectively improved by using the HPM
configuration. In addition, the cogging torque waveforms of the two machines are shown in Figure 6,
which experience the same periods due to the same numbers of stator slots and rotor poles. Because
the air-gap flux density contains larger high-order harmonics, as shown in Figure 3b, the MAS-HPM
structure has a higher cogging torque amplitude. The ratios of the cogging torque amplitudes to the
corresponding peak torque values in BMW i3 IPM and MAS-HPM machines are 0.73% and 2.04%,
respectively, which are lower than the acceptable value of 2.5%.
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(a) 

(b) 

Figure 5. Back electro-motive force (EMF) waveforms at 3000 rpm. (a) Waveforms. (b) Spectra.

Figure 6. Cogging torque waveforms.

3.2. Torque Characteristics

The torque versus current angle characteristics of the two machines are illustrated in Figure 7. The
PM and reluctance torques are separated by using the frozen permeability method [25]. It can be seen
that the γs of the proposed MAS-HPM machine is smaller than that of the BMW i3 machine. As a result,
a higher torque capability can be obtained in the HPM case, as evidenced in Figure 8. Moreover, due
to the MAS effect, the ripple patterns of the PM and reluctance torques of the proposed machine are
different, which results in a torque ripple offset effect. Hence the HPM configuration exhibits 55.99%
lower torque ripple than the BMW i3 IPM machine, as shown in Figure 8b. The average torques versus
phase current curves of the two machines are shown in Figure 9. It can be observed that the MAS-HPM
machine has a higher torque capability regardless of the applied loads. As a whole, the feasibility of
the proposed MAS-HPM design for torque performance improvement is clearly confirmed.
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Figure 7. Torque versus current angle characteristics. (a) BMW i3 IPM machine.
(b) MAS-HPM machine.
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Figure 8. Steady torque. (a) BMW i3 IPM machine. (b) MAS-HPM machine.
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Figure 9. Average torque versus phase current curves.

3.3. Torque/Power versus Speed Curves

The torque and power versus speed curves of the two machines are illustrated in Figure 10.
It can be seen that the MAS-HPM machine exhibits higher torque and power than the BMW i3
IPM machine over the whole operating range, consequently achieving a better high-speed constant
power-maintaining capability.

(a)

(b) 

Figure 10. (a) Torque–speed curves. (b) Power–speed curves. (Irms = 375 A, Udc = 360 V).

3.4. Irreversible Demagnetization

The flux density distributions of the magnets are illustrated in Figure 11. When the working
temperature is set as 100 ◦C, the knee points of ferrite and NdFeB magnets are −0.15 and −0.6 T,
respectively. It can be observed that the irreversible demagnetization of ferrite and NdFeB magnets
does not occur. In order to quantitatively illustrate the flux density variations of magnets, five typical
points are selected in three magnets, as shown in Figure 11. The corresponding flux density variations
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of the typical five points on magnets are given in Figure 12. It can be seen that the working points
of ferrite and NdFeB magnets are greater than the respective knee points, which indicates that good
demagnetization withstanding capability can be achieved.

Figure 11. Flux density distributions of ferrite and NdFeB magnets.

(a) 

 
(b) 

(c) 

Figure 12. Variations of the working points of the five points on the ferrite and NdFeB magnets.
(a) Ferrite magnet. (b) First-layer NdFeB magnet. (c) Second-layer NdFeB magnet.
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3.5. Rotor Mechanical Analyses

The rotor mechanical strengths of the two machines are investigated at the maximum speed of
12,000 rpm in this section. The von Mises stress maps are shown in Figure 13. It can be observed
that the peak stress of the MAS-HPM machine (268.8 MPa) is slightly lower than that of the BMW
i3 IPM machine (282.4 MPa), which are both lower than the threshold yield value (396 MPa). Due
to the differences in mesh subdivision, it can be observed that the mismatch between the maximal
values occurs at the two sides of the symmetrical configurations. However, the difference in stress
values between the points of the symmetrical structure is very small and thus negligible, as shown in
Figure 13. As a result, it was confirmed that the proposed rotor configuration can withstand a larger
centrifugal force at the maximum speed of 12,000 rpm.

(a)                         (b) 

Figure 13. Rotor von Mises stress distributions at the maximum speed (12,000 rpm). (a) BMW i3 IPM
machine. (b) MAS-HPM machine.

3.6. Loss and Efficiency

The two machines have the same stators and windings, which indicates that the same copper
losses can be achieved. The iron loss and efficiency are calculated and illustrated in Figures 14 and 15,
respectively. The iron loss pi, eddy-current loss pe and hysteresis loss ph in the laminated core are
calculated as follows [26]:

pi = ph + pe, (7)

pe = ∑
n

{ �
iron

KeD(n f )2(B2
r,n + B2

θ,n)dv

}
, (8)

ph = ∑
n

{ �
iron

KhD(n f )(B2
r,n + B2

θ,n)dv

}
, (9)

where Ke and Kh are the experimental constants obtained by the Epstein frame test of the core material,
D is the density of the steel sheets, f is the fundamental frequency, Br, n and Bθ ,n are the radial and
tangential components of the flux density at each finite element.

The copper loss pcu and efficiency η can be calculated by:

pcu = 3Ra I2 (10)

η =
ωT

ωT + pi + pcu
× 100%, (11)

where Ra, I, and ω are the armature winding resistance, the phase current and the mechanical angular
velocity, respectively.
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Figure 14. Iron losses versus speed curves.

(a) 

(b) 

Figure 15. Efficiency maps. (a) BMW i3 IPM machine. (b) MAS-HPM machine.

The iron losses of the two machines under different speeds are given in Figure 14. It can be
observed that the stator iron losses dominate the total iron losses in both machines at the rated load.
The iron losses of the two machines are very close when the speed is lower than 4000 rpm. However,
due to higher harmonics, the HPM structure produces a larger iron loss than the BMW i3 IPM machine
when the speed exceeds 4000 rpm. Furthermore, the efficiency maps of the two cases are illustrated in
Figure 15. The maximum efficiency of the proposed MAS-HPM machine (95.79%) is slightly higher
than that of the BMW i3 IPM (95.57%). Due to the higher iron loss in high speed range, the proposed
structure shows a relatively lower efficiency when the speed exceeds 10,000 rpm. Nevertheless, the
MAS-HPM machine still exhibits a similar operating range when the efficiency is higher than 93%.
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4. Conclusions

A novel MAS-HPM machine is proposed to achieve a higher torque capability and a wider
high-efficiency operation range for EV applications in this paper. The basic electromagnetic
characteristics of the proposed MAS-HPM machine and the benchmark BMW i3 IPM machine are
comprehensively investigated and compared by FEA. Due to the MAS effect, the difference between
the optimal current angles of maximizing the magnet and reluctance torques is reduced. In addition, it
was found that the back-EMF and total torque of the proposed MAS-HPM machine can be effectively
improved, compared with the conventional BMW i3 IPM machine. Moreover, the proposed machine
shows lower peak mechanical stress, better field-weakening capability, higher peak efficiency and
comparable high-efficiency operating range, which confirms the effectiveness of the proposed MAS
design concept for performance improvement. However, due to higher harmonics, the proposed
MAS-HPM configuration has higher cogging torque and iron losses in a high speed operating range.
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Abstract: This paper presents a novel outer rotor permanent-magnet vernier machine (PMVM) for
in-wheel direct-drive application. The overhang structures of the rotor and flux modulation pole
(FMP) are introduced. The soft magnetic composite (SMC) was adopted in the FMP overhang to allow
more axial flux. The 3-D finite element analysis (FEA) was carried out to prove that the proposed
machine can effectively utilize the end winding space to enhance the air-gap flux density. Hence
the PMVM can offer 27.3% and 14.5% higher torque density than the conventional machine with no
overhang structure and the machine with only rotor overhang structure, respectively. Nevertheless,
the efficiency of the proposed machine is slightly lower than the conventional ones due to the extra
losses from the overhang structures.

Keywords: permanent-magnet vernier machine; in-wheel direct-drive; outer rotor; overhang; soft
magnetic composite

1. Introduction

The vernier machine was first proposed in the form of the vernier reluctance machine without any
attention at that time [1]. Then, with the rapid development of the permanent magnet (PM) materials,
the permanent-magnet vernier machine (PMVM) has been highlighted in recent years in various
applications requiring high torque and power density, such as the in-wheel direct-drive system for the
electric vehicle (EV) [2–6]. The PMVM can effectively utilize the magnetic flux harmonics to achieve
higher output torque at a low speed due to the “magnetic gearing effect”. Nevertheless, a relatively
poor power factor (PF) is inevitable because of its inherent nature. Thus, an inverter with higher power
rating is required, which will increase the size and cost of the whole system. The 3-D finite element
analysis (FEA) and experiment results indicated that by replacing the surface-mounted PM with the
spoke-type PM, the output torque capability and PF of the PMVMs can be significantly improved [7–10].
In addition, the PMVM with concentrated winding and the multitooth flux modulation poles (FMPs)
can effectively shorten the length of the end winding, reduce the copper loss, and consequently
improve the efficiency of the machine [11–14].

The PMVM with only the rotor overhang structure received more attention recently for
applications with limited space in axial direction. By utilizing the end winding space, the rotor
overhang structure can enhance the air-gap flux density and therefore the torque density. Both the
analytical method and the finite element method (FEM) were carried out to analyze the effect of this
structure [15–18]. Nevertheless, the conventional overhang structures only increase the axial stack
length of the rotor. The effect could be compromised when the FMP remains the same as in the
conventional design.
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In this paper, a novel outer rotor PMVM with the overhang structure of the rotor and FMP will be
proposed for the in-wheel direct-drive application. In Section 2, the operation principle and topology
of the proposed machine are introduced. In Section 3, 3-D FEM simulations are carried out to verify
the design of the proposed machine structure.

2. Operation Principle and Machine Configurations

The modulation principle is based on the “magnetic gearing effect”, which means that a low-speed
rotation of the PMs will cause dramatic variations in flux. Furthermore, the flux will interact with the
high-speed rotating field generated by armature windings to produce the torque [19,20]. The FMPs are
the key to cause these two rotating fields’ modulation in a PMVM. To take advantage of the magnetic
gearing effect, the number of FMPs (Zs), the armature winding fundamental pole pair (ps), and the PM
pole pair (pr) should meet the following equation:

pr = Zs ± ps (1)

Figure 1 shows the configurations of the three PMVMs, M I, M II, and the proposed M III. All
of them have the outer rotor structure and surface-mounted PMs. Each machine has the same Zs,
pr, and ps combination of 36/28/8 and their stator teeth are split into two FMPs, which makes the
stator feasible to adopt concentrated winding to shorten the length of end winding. The double-layer
concentrated windings with Y connection were applied in this design as shown in Figure 1g. In order
to transmit torque at different speeds, the fundamental space harmonics velocity in the stator should
be Gr times higher than that in the rotor, which is

Gr =
ωs

ωr
=

ps − Zs

ps
(2)

where ωs and ωr are the stator and rotor magnetic field rotating speeds, respectively.
The M II PMVM with the 10 mm bilateral rotor overhang structure is shown in Figure 1b. The

length of overhang is determined according to the length of end winding. Apart from the difference
in rotor, the stator of M II is also optimized for high torque density; the main differences are listed in
Table 1.

In the proposed M III PMVM, both rotor overhang and FMP overhang are implemented to
maximize the output torque. The FMPs have the same length of the rotor with overhang structure
to provide the shortcut for the flux from the rotor overhang to the stator. Moreover, the FMPs of the
proposed machine are partitioned from the stator to reduce the losses and cost of the SMC as shown in
Figure 1c–f.
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Figure 1. The configurations of the three machines. (a) M I: conventional PMVM. (b) M II: PMVM
with rotor overhang. (c) M III: proposed PMVM with rotor and FMP overhang. (d) Cross-section
of conventional stator tooth. (e) Side view of the proposed stator tooth. (f) FMP prototype. (g)
Winding configuration.

Table 1. Main specifications of the three machines.

Parameters M I M II M III

Number of stator slots 18
Number of FMPs 36

Number of rotor pole pairs 28
Number of winding pole pairs 8

Gear ratio −28:8
Rotor outer diameter (mm) 250
Stator outer diameter (mm) 228
Stator inner diameter (mm) 140 134 128

Air-gap length (mm) 1
PM width (mm) 12
PM thick (mm) 4

Rotor axial length (mm) 60 80 80
Stator axial length (mm) 60 60 60
FMP axial length (mm) 60 60 80

Stator tooth width htw (mm) 10.0 11.5 13.0
Stator tooth length htl (mm) 20.3 22.5 24.4
Stator yoke width hyw (mm) 8.0 9.0 10.0

Stator and rotor material 50ww350
FMP material 50ww350 50ww350 Somaloy700
PM material NdFeB38EH NdFeB38EH NdFeB38EH

Rated speed (rpm) 600
Rated current (A) 20

Current density (A/mm2) 5
Slot packing factor 0.6

Turns per slot 40
Winding resistance (Ω) 0.088
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The back electromotive force (EMF) and rated load torque increase versus overhang length of M
II and M III are shown in Figure 2. It should be noted that when the length of the overhang is under 2
mm, the M II produces higher back EMF and torque than the M III. There are mainly two reasons: one
is that when the overhang is short, the air-gap reluctance and the flux leakage of the rotor overhang is
relatively small; and the other one is that the permeability of SMC is slightly smaller than the silicon
steel as shown in Figure 3. As the length of the overhang increases, the flux linkage must pass through
a longer air gap which mitigates the increased air-gap flux density. When the rotor overhang is long
enough, the advantage of the proposed structure becomes obvious. The additional FMP overhang can
effectively utilize the rotor overhang, which produces higher back EMF and torque in comparison with
M II. Since the length of end winding of the machine is around 10.8 mm, a 10 mm overhang length is
selected for M II and M III. In addition, the dimension of the stator is optimized for M II and M III to
avoid saturation in the stator teeth while maintaining the same current density. Main parameters of
the three PMVMs are summarized in Table 1.

 
(a) (b) 

Figure 2. Back EMF (a) and torque (b) versus overhang length of M II and M III.

Figure 3. B–H curve of silicon steel and SMC.

3. FEA and Comparisons

As the overhang structure causes asymmetry in the axial direction, the 3-D FEM is essential for
further analysis.

3.1. No-Load Characteristics

The no-load back EMF waveforms and their harmonic distributions of the three machines at
the rotor speed of 600 rpm are demonstrated and compared in Figure 4. It can be seen that the back
EMF amplitude of the proposed M III is the highest, 28.8%and 18.0% higher than the M I and the M
II, respectively.
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(a) (b) 

Figure 4. No-load back EMF of the three machines at 600 rpm. (a) Waveform. (b) Harmonic
distributions.

The radial component of the air-gap flux density at the axial position of 0 mm and the
corresponding space harmonic spectrum are shown in Figure 5a and c. In addition, the air-gap
flux densities of M I and M II at the axial 0 mm position (the middle of the machines) are the same
and the 28th harmonic orders are slightly higher than the M III’s. This is mainly because of the low
permeability of SMC applied to the FMPs, and this also could lead to the difference of back EMF
between M II and M III when the overhang length is 0 mm as shown in Figure 2. The amplitude of the
28th harmonic order of air-gap flux density versus axial position are compared in Figure 5b. It should
be noted that the air-gap flux density of M II drops apparently at the axial position near the rotor
overhang, which is between 30 mm to 40 mm and −30 mm to −40 mm. However, the proposed M III
can keep the high air-gap flux density until it reaches the edge of the overhang. As shown in Figure 6a,
the PM flux linkage of the rotor overhang passes through the air gap and goes into the stator and
contributes to the main flux linkage. However, this effect could be mitigated when the length of the
overhang is increasing, and this problem is overcome by adding the FMP overhang. The flux linkage
of the rotor overhang can successfully pass into the FMP overhang and then into the stator, in which
way the reluctance is much smaller than the M II’s, and less flux leakage occurs as shown in Figure 6b.
Meanwhile, this also benefits from the SMC, which allows more axial flux. Therefore, the air-gap flux
density of M III is improved, which contributes to the increase of back EMF and output torque.

 
(a) (b) 

 
(c) 

Figure 5. No-load air-gap magnetic flux density. (a) 0 mm waveform. (b) Air-gap flux density versus
axial position. (c) 0 mm harmonic distributions.
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(a) (b) 

Figure 6. 3D magnetic flux density vector diagram at no-load condition. (a) M II. (b) M III.

3.2. On-Load Characteristics

The flux density distributions of the three PMVMs at the rated load (20 Arms current with id = 0
control) are compared in Figure 7. It can be seen that through the stator size adjustment, the maximum
flux density in stator teeth of all the three machines are about 1.7 T, which is a typical value for the
silicon steel 50ww350.

The characteristics of the three PMVMs at rated load condition are summarized in Table 2. The
output waveforms of the three PMVMs at the rated load condition are shown in Figure 8. The proposed
M III can offer higher output torque and power, which is 27.3% higher than M I and 14.5% higher
than M II. The torque ripple of all the three machines is relatively low without any additional torque
ripple reduction technique adopted, which is 1.52 Nm (1.6%), 1.70 Nm (1.8%), and 1.47 Nm (1.5%),
respectively. The total weight (including stator, rotor, PMs, winding, and shell) and volume of the
three machines are also calculated, and M III has the highest torque density in terms of Nm/kg and
Nm/L.

Table 2. Main rated load performance of the three machines.

Items M I M II M III

Average torque (Nm) 94.0 104.5 119.7
Torque ripple (Nm) 1.52 (1.6%) 1.70 (1.8%) 1.47 (1.5%)

Power (kW) 5.90 6.56 7.52
Loss (W) 412.4 442.2 572.5
Efficiency 93.5% 93.7% 92.9%

Weight (kg) 12.88 14.86 15.76
Torque density (Nm/kg) 7.30 7.03 7.60

Volume (L) 5.54 5.54 5.54
Torque density (Nm/L) 16.97 18.86 21.61
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Figure 7. Flux density distributions of the three machines at rated load condition. (a) M I. (b) M II. (c)
M III. (d) Scale bar.

Figure 8. Output torque waveforms of the machines at rated load condition.

The main losses of the three PMVMs at rated load condition are listed in Figure 9. The copper
loss of the three PMVMs is almost the same. The PM eddy current loss of these PMVMs cannot be
neglected due to the high frequency. The losses in the rotor cores are very small while the stator core
losses dominate. The efficiency of the three PMVMs can be approximated as

η =
Po

Po + Ploss
(3)

where Po is the output power and Ploss are the losses listed in Figure 9.
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Figure 9. On-load loss comparison of the three PMVMs.

However, the hysteresis loss of the FMPs of M III is relatively high due to SMC inherent material
characteristics, which lead to the increase of total loss. Besides the higher cost and relatively higher
hysteresis loss of SMC material, only FMPs are made of SMC and the other parts of the stator cores are
made of laminations in this paper.

4. Conclusions

In this paper, a novel outer rotor PMVM for in-wheel direct-drive application has been proposed,
in which the overhang structure of the rotor and FMP are introduced. The FMP overhang structure is
made of SMC to allow more axial flux. Detailed comparisons indicate that the proposed machine can
effectively utilize the end winding space to enhance the air-gap flux density and offer higher torque
density than the conventional machines with no overhang structure and only rotor overhang structure.
Nevertheless, the efficiency of the proposed machine is slightly sacrificed due to the use of SMC.
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Abstract: The exact mathematical modeling of electric machines has always been an effective tool for
scholars to understand the working principles and structure requirements of novel machine topologies.
This paper provides an analytical modeling method—the harmonic modeling method (HMM)—for
two types of consequent-pole magnetic-geared machines, namely the single consequent-pole
magnetic-geared machine (SCP-MGM) and the dual consequent-pole magnetic-geared machine
(DCP-MGM). By dividing the whole machine domain into different ring-like subdomains and solving
the Maxwell equations, the magnetic field distribution and electromagnetic parameters of the two
machines can be obtained, respectively. The two machines were applied in the propulsion systems of
hybrid electric vehicles (HEVs). The electromagnetic performances of two machines under different
operating conditions were also compared. It turns out that the DCP-MGM can reach a larger
electromagnetic torque compared to that of the SCP-MGM under the same conditions. Finally, the
predicted results were verified by the finite element analysis (FEA). A good agreement can be observed
between HMM and FEA. Furthermore, HMM can also be applied to the mathematical modeling of
other consequent-pole electric machines in further study.

Keywords: harmonic modeling method; magnetic-geared machine; hybrid electric vehicle; magnetic
field; electromagnetic performance; analytical modeling

1. Introduction

The last decade has witnessed rapid developments of magnetic gears (MGs) and electric machines
that utilize the magnetic-gearing effect, which are also called magnetic-geared machines (MGMs) [1–3].
Ever since their invention in 2001 [4], MGs have become a research hotspot due to their high efficiency
and self-protection characteristics [5–7].

The concept of MGMs is derived from MGs. By substituting stator windings with AC current
for one rotating permanent magnet (PM) component, MGMs change one mechanical port of MGs
into an electrical port. Thus, the two rotating components of the MGM and its stator windings can
be regarded as a combination of a magnetic gear and an electric machine [8–10]. Indeed, with the
introduction of another rotating component and the ability to alternate the speed ratio and torque
ratio between two rotating components, MGMs have broadened the application scenarios of electric
machines [11–13]. A good example is that MGMs can serve as the power split component (PSC) in
hybrid electric vehicles (HEVs) to realize energy exchange among the internal combustion engine
(ICE), wheels, and battery [14–16]. The ICE and electric machine can provide traction for the wheels
independently. The electric machine can work as a generator and a motor. When the electric machine
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serves as a generator, it can absorb power from the ICE or wheels (depending on working modes)
to get the battery charged. When the electric machine serves as a motor, the power flows from the
battery to the electric machine to drive the wheels. Hence, the ICE can always work at its highest
efficiency to save fuel by alternating the working modes of the electric machine. This application
scenario has drawn more and more attention as environmental problems become severe [17]. HEVs do
offer a chance to alleviate the exhaust gas emission problem caused by fuel vehicles [18]. Moreover,
compared to its counterpart, namely the mechanical gearbox with an electric machine, MGMs not only
save space, but also improve efficiency and reduce noise and vibration by eliminating the physical
contact of two gear sets [19,20].

Just like permanent magnet synchronous machines (PMSMs), MGMs utilize permanent magnets as
the magnetic sources instead of using the electrical excitation method. Thus, the carbon brush structure
can be eliminated and the durability of electric machines can be enhanced. However, the rare earth
elements make the price of PMs extremely expensive [21]. To solve this problem, a consequent-pole
structure can be adopted. The consequent-pole structure can not only reduce the flux linkage, but also
improve the torque density [22–24]. Two different topologies of consequent-pole MGMs, i.e., single
consequent-pole magnetic-geared machines (SCP-MGM) and dual consequent-pole magnetic-geared
machines (DCP-MGM) have been proposed [25], but their mathematical modeling has not been
well studied.

Although the MGMs offer many new possibilities for electric machines, their magnetic field
distribution is much more complex compared to traditional electric machines with one rotor. Many
scholars have focused on the magnetic field distribution calculation of MGMs [26–28]. Yet, to the best
of author’s knowledge, no literature has studied the magnetic field distribution of consequent-pole
MGMs. The introduction of soft magnetic material (SMM) to replace the PM part will make the
magnetic field distribution of consequent-pole MGMs even more complicated. Research [29] has
solved the magnetic field distribution of a PMSM with PMs inserted into the SMM part, but did not
consider of the saturation of SMM. Additionally, the subdomain division method [30] is not suitable for
MGMs, since too many subdomains increase the calculation time rapidly. Research [31] has proposed
a new harmonic modeling method (HMM) to calculate the magnetic distribution of electric machines.
By introducing complex Fourier series and a convolution matrix of permeability, HMM can reduce the
number of subdomains to within ten. This is because the total number of these ring-like subdomains
will not increase with the increase of modulator pieces and slots.

In this paper, two consequent-pole MGMs were studied using HMM. The paper is organized as
follows. Section 2 discusses the configurations and operating principles of consequent-pole MGMs.
Mathematical models of SCP-MGM and DCP-MGM considering iron saturation are then proposed
and elaborated in Section 3. Finally, the effectiveness of proposed HMM is validated by using finite
element analysis (FEA) in Section 4.

2. Configurations and Operating Principles of SCP-MGM and DCP-MGM

When the MGM (either SCP-MGM or DCP-MGM) is applied in HEV, its inner rotor can be
connected to the ICE, while the outer rotor can be connected to a permanent magnet synchronous
machine (PMSM), which will be further connected to the differential to drive the wheels; the battery
provides energy to the windings of both the MGM and PMSM via an inverter. The whole system
configuration can be seen in Figure 1. The MGM together with the PMSM can be regarded as the E-CVT
in a Toyota Prius. They can cooperate with each other according to different working conditions of
HEVs [32]. Briefly speaking, either the torque from the ICE or the torque on the outer rotor driven by
AC current can be the prime power to drive the HEV, and they can also work together to enhance the
output power. Additionally, the battery can be charged under a regenerative braking state. The concept
that a PMSM is added after the CP-MGM is derived from that in E-CVT [33]. The PMSM in Figure 1 is
used to regulate the performances of the outer rotor. For instance, it can be used to drag the outer
rotor of CP-MGM to a synchronous state (the rated rotating speed) at startup state. In addition, it
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can deliver extra output torque to the outer rotor shaft if the output torque of the CP-MGM cannot
meet the requirement. Since this paper mainly focuses on the operating modes of the CP-MGM, it is
reasonable to assume that there is no power flow between the PMSM and the outer rotor shaft at the
four steady states mentioned in this paper. In fact, power exchange between the PMSM and the wheels
would not affect the conclusion obtained in this paper.

The working principle of MGMs is similar to that of magnetic gears. By adopting a modulator layer,
the magnetic field distribution can be changed. Assuming that the pole pair number of the original
magnetic field is Pi, and the modulator number is Q, then a novel magnetic field will have a component
that has (Q − Pi) pole pairs. Thus, the fundamental structural requirement of an MGM is [4]:

Pi + Ps = Q (1)

where Ps is the pole pair number of stator windings.
Under steady working conditions, the rotating speed of two rotating rotors and the current

frequency f within stator windings should then satisfy:

Piωi −Qωo = Psws = 60 f (2)

where ωi, ωo, and ωs are the rotating speed of the inner rotor, outer rotor, and the equivalent rotating
speed of stator windings.

Fuel tank ICE

Battery

Differential

Inverter

CP-MGM PMSM

Driving direction

 
Figure 1. Propulsion system configuration of the consequent-pole magnetic-geared machine (MGM)
applied in hybrid electric vehicles (HEVs).

Since the ICE reaches its highest efficiency at the range of ~2000 r/min–3000 r/min, the rotating
speed of outer rotor and the current frequency of stator winding must cooperate with the rotating
speed of the inner rotor to ensure the highest efficiency of the ICE. However, if the stator windings
need to provide energy for the HEV, the rotating speed of the inner rotor must be smaller than that of
the outer rotor. Thus, a gearbox must come into service under hybrid mode to reduce the rotating
speed of the inner rotor. Therefore, the operation modes of the proposed HEV propulsion system can
be divided into four kinds, and their typical operating parameters are shown in Table 1. The rotating
speed of the outer rotor is calculated according to the different driving speeds of the HEV, and the
current frequency of stator winding is obtained via Equation (2).

Table 1. Operating parameters of MGM under different modes of HEV.

Operation Modes
Rotating Speed of Inner

Rotor ωo

Rotating Speed of
Outer Rotor ωi

Current Frequency f

Pure electric mode 0 r/min 500 r/min 108.3 Hz
Pure mechanical mode 1200 r/min 1015 r/min 0 Hz (DC)

Hybrid mode 1200 r/min 2000 r/min 213.3 Hz
Regenerative braking mode 0 r/min 1000 r/min 216.6 Hz
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The topologies of SCP-MGM and DCP-MGM are shown in Figure 2. By substituting SMM for
PMs with the same polarity, a consequent-pole structure is obtained. The name “consequent-pole” is
due to SMM, and PM appears alternately on the circumferential direction. Although SMM cannot
generate a magnetic field itself, it can be easily magnetized to conduct flux lines. Hence, SMM in a
consequent-pole structure can be regarded as a magnetic source to some degree. The greatest advantage
of using the consequent-pole structure is saving PM material, which is the most expensive material
in an electric machine. Both SCP-MGM and DCP-MGM utilize a consequent-pole structure to save
PM material. The SMM part in the outer rotor of a DCP-MGM not only works as a consequent-pole
structure for the PMs inserted in the outer rotor, it also modulates the magnetic field of the inner
rotor. Thus, the Ps-th harmonic component within the DCP-MGM is larger than that of the SCP-MGM.
Additionally, the saturation of the DCP-MGM is more severe than that of the SCP-MGM.
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Figure 2. Proposed machine topologies: (a) single consequent-pole magnetic-geared machines
(SCP-MGMs); (b) dual consequent-pole magnetic-geared machines (DCP-MGMs).

3. Mathematical Modeling of SCP-MGMs and DCP-MGMs

3.1. Assumption and Parameter Definition

The machine structure chosen to be studied in this paper was a 24 slot 11 pole-pair SCP-MGM
and DCP-MGM, as shown in Figure 2. A few assumptions must be made to simplify the mathematical
modeling:

• The geometrical shape of the machine has a radial side and a tangential side;
• The magnetic field distribution is constrained in the 2D plane: the axial component is ignored;
• The machine has infinite axial length, so the end effect is ignored;
• The radial component of the permeability of SMM within a certain region is regarded as a constant;
• Eddy–current effects within SMM and PMs are ignored.

Since there exists a z-direction current within the windings of the studied machines and the
machine topology has a circular shape, a vector magnetic potential (VMP) Az in a polar coordinate
is adopted to calculate the magnetic flux density distribution within the machines. The machine
structures are then divided into several ring-like regions based on the different material interfaces, as
can be seen in Figure 3, where α represents the angle of the inner PM arc, β represents the angle of the
slot opening in the modulator, δ is the slot opening angle, and γ is the stator slot angle. The whole
machine is divided into ten subdomains: the innermost one (region I) represents the shaft part; region
II is the rotor yoke; region III is the inner consequent-pole PM; region IV is the inner air gap; region V
is the modulator pieces (it should be noted that for SCP-MGMs, the gap between each two modulator
pieces is air, while for DCP-MGM, bipolar PMs are inserted in that gap). Region VI is the outer air gap;
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region VII is the stator teeth; region VIII is the stator slots together with windings; region IX is the
stator yoke; region X is the outside of the studied machines.

The angular position of the j-th PM part of the inner rotor θPM, the position of the k-th modulator
piece θMod, the position of the t-th stator tooth part θtooth, and the position of the s-th stator slot part
θslot can be defined, respectively, as:

θPM = ϕin +
j · 2π

Pi
(3)

θMod =
k · 2π

Q
+ θ0 − β2 (4)

θtooth = t · 2π/P (5)

θslot = s · 2π/P (6)

where ϕin, and θ0 the initial angular positions of the inner rotor and outer rotor, respectively. Due to
the symmetrical structure of the inner rotor and outer rotor, ϕin, θ0 has a range of [0, 2π/Pi], [0, 2π/Q],
respectively. Specifically, ϕin is defined as zero when the lower edge of the PM in the inner rotor
coincides with the positive direction of the angular axis; θ0 is defined as zero when the center of the
slot of the outer rotor (air in SCP-MGM and PM in DCP-MGM) coincides with the positive direction of
the angular axis, as shown in Figure 2.

R1 R2R3R6 R7 R8 x

y

I II III

IV V

VI

VII
VIII

IX
R4
R5

R9

X
0

 

 

 

SCP-MGM DCP-MGM

j k
s

t

Figure 3. Subdomain divisions of SCP-MGM and DCP-MGM.

The VMP
→
A, the magnetic flux density

→
B , the magnetic field strength

→
H, and the current density

distribution
→
J in stator windings can be written in vector form as:

→
A = Az(r,θ) · →uz (7)

→
B = Br(r,θ) · →ur + Bθ(r,θ) · →uθ (8)
→
H = Hr(r,θ) · →ur + Hθ(r,θ) · →uθ (9)

→
J = Jz(r,θ) · →uz (10)

To simplify the solving process, all the parameters related to magnetic field are expressed in terms
of complex Fourier series. Thus, the vector amplitude above can be further expressed as:

Az(r,θ) =
n=∞∑

n=−∞
Âz,n(r) · e−inθ (11)
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Br(r,θ) =
n=∞∑

n=−∞
B̂r,n(r) · e−inθ and Bθ(r,θ) =

n=∞∑
n=−∞

B̂θ,n(r) · e−inθ (12)

Hr(r,θ) =
n=∞∑

n=−∞
Ĥr,n(r) · e−inθ and Hθ(r,θ) =

n=∞∑
n=−∞

Ĥθ,n(r) · e−inθ (13)

Jz(r,θ) =
n=∞∑

n=−∞
Ĵz,n(r) · e−inθ (14)

where n represents the n-th order coefficient of the corresponding Fourier series. It should be noticed
that, in numerical calculation, a reasonable harmonic order N is used to truncate the infinite Fourier
series. If N is too small, the Fourier series will have a large error, if N is too large, the calculation time
will be rather long.

3.2. Partical Differential Equation Solution

The magnetic field within the machine follows quasistatic Maxwell equations:

∇×→H =
→
J (15)

∇ · →B = 0 (16)

The relationship between
→
B and

→
A can be further expressed as:

→
B = ∇×→A (17)

The radial component and tangential component matrix of magnetic flux density
→
B are then

obtained in matrix form as [31]:

Br =
1
r
∂Az

∂θ
= −i

1
r

KAz (18)

Bθ = −∂Az

∂r
(19)

where K represents the harmonic order coefficient diagonal matrix that is related to N, given by:

K =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−N · · · 0

...
. . .

...
0 · · · N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (20)

Similar to Equations (11)–(14), the relative permeability of each region can also be expressed in a
complex Fourier series form:

μ(θ) =
n=∞∑

n=−∞
μ̂n · e−inθ (21)

Next, based on the relation between
→
B and

→
H, as expressed below:

→
B = μ

→
H + μ0

→
M (22)

where
→
M is the magnetization vector. The first item on the right is a product of two Fourier series,

which can be rewritten in matrix form by using the Cauchy product theorem:

Br = μr,covHr + μ0Mr (23)
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Bθ = μθ,covHθ + μ0Mθ (24)

whereμr,cov andμθ,cov are convolution matrices of the radial and tangential components of permeability,
respectively. Mr and Mθ are the radial and tangential components of magnetization intensity,
respectively. Mr and Mθ can all written in complex Fourier series. The convolution matrix μr,cov can
be defined as:

μr,cov =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
μ̂0 · · · μ̂−2N
...

. . .
...

μ̂2N · · · μ̂0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (25)

where μ̂n is the n-th order coefficient of the Fourier series of corresponding μ.
In Equation (24), Hθ is continuous at the interface between two regions, but Bθ is discontinuous

at the interface. Hence, the matrix μθ,cov cannot be settled using Equation (25). Instead, a fast Fourier
factorization is applied to calculate μθ,cov, for the sake of keeping the rate of convergence the same for
the left and right side of Equation (24) [34]. μθ,cov can be given by [31]:

μθ,cov =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
μ̂rec

0 · · · μ̂rec
−2N

...
. . .

...
μ̂rec

2N · · · μ̂rec
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−1

(26)

From Equation (26), it can be seen that μθ,cov is acquired by replacing μ̂n with the corresponding
n-th order Fourier coefficient of 1/μθ for each element, and there is a matrix inversion outside.

The region V in SCP-MGM is used to illustrated the convolution matrix with respect to relative
permeability, as shown in Figure 4.

2 31 4 kRegion V

Modulator piece (SMM)

Air Air Air Air Air

outϕ β+
out Q

πϕ +
out Q

πϕ β+ + ...
out

k
Q

πϕ β−+ +

out
k
Q

πϕ +

Figure 4. The calculation instance of the convolution matrix with respect to relative permeability.

The relative permeability distribution on the circumferential direction can be expressed as:

μ(θ) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩ μ0 θ ∈ [ϕout +
2(k−1)π

Q ,ϕout +
2(k−1)π

Q + β)

μiron,k θ ∈ [ϕout +
2(k−1)π

Q + β,ϕout +
2kπ
Q )

(27)

where ϕout = θ0 − β
2 .

When a Fourier expansion on [0, 2π] is applied to Equation (27), the expressions of μ̂k and μ̂rec
k are

given by:

μ̂n =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Q∑

k=1

μ0
2πin ein( 2kπ

Q +θ0)(e
inβ
2 − e−

inβ
2 ) +

Q∑
k=1

μiron,k
2πin ein( 2kπ

Q +θ0)(ein( 2π
Q −

β
2 ) − e

inβ
2 )n � 0

Qβμ0+( 2π
Q −β)

Q∑
k=1

μiron,k

2π n = 0

(28)
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μ̂rec
n =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Q∑

k=1

1
2πinμ0

ein( 2kπ
Q +θ0)(e

inβ
2 − e−

inβ
2 ) +

Q∑
k=1

1
2πinμiron,k

ein( 2kπ
Q +θ0)(ein( 2π

Q −
β
2 ) − e

inβ
2 )n � 0

Qβ
μ0

+( 2π
Q −β)

Q∑
k=1

1
μiron,k

2π n = 0

(29)

The convolution matrices μr,cov and μθ,cov can then be obtained by substituting Equations (28)
and (29) into (25) and (26).

Combining Equations (18)–(26) together, the VMP satisfies:

∂2Ak
z

∂r2 +
1
r
∂Ak

z
∂r
− VAk

z

r2 = −μθ,covJz −
μ0

r
(Mθ + iUMr) (30)

where V = μθ,covKμ−1
r,covcK and U = μθ,covKμ−1

r,covc. The derivation process of Equation (30) is given in
Appendix A.

Equation (30) is a Cauchy–Euler differential equation system [35]. The general solution of a single
differential equation in Equation (30) is given by:

y = c1rv
1
2 + c2r−v

1
2 (31)

where c1, c2 are unknown coefficients. Similarly, the general solution of the differential equation system
in Equation (30) can be written in a matrix form, where the new element (i, j) in matrix rV is defined as:

rV(i, j) = rV(i, j) (32)

Hence, the complementary solution of Equation (30) Ak
z

∣∣∣
com can be written as:

Ak
z

∣∣∣
com = rV

1
2

C1 + r−V
1
2

C2 (33)

where C1 and C2 are unknown coefficient vectors. Matrix rV
1
2 can be factorized as:

rV
1
2 = PrλP−1 (34)

where λ is the eigenvalue matrix of V1/2, and matrix P is the eigenvector matrix of V1/2. Therefore,
Equation (33) can be simplified as:

Ak
z

∣∣∣
com = Prλ(P−1 ·C1) + Pr−λ(P−1 ·C2) = PrλD + Pr−λE (35)

As for the particular solution of Equation (30), Ak
z

∣∣∣
par is given by:

Ak
z

∣∣∣
par = r2F + rG (36)

where F = (V− 4I)−1μθ,covJz, G = μ0(V− I)−1(Mθ + iUMr).
The general solution of VMP in Equation (30) is the sum of the complementary solution of

Equation (35), and particular solution Equation (36):

Ak
z = Ak

z

∣∣∣
com + Ak

z

∣∣∣
par (37)

The expression of VMP in each subdomain is given in Appendix A.
According to the geometrical characteristic of SCP-MGMs and DCP-MGMs, the magnetization

intensity only exists in region III and region V, and the current density distribution only exists in region
VIII. Their distribution waveforms and Fourier series coefficients can be seen in Table 1. Additionally,
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for regions I, II, IV, VI, IX, and X, there only exists one material type, so the coefficients within the
convolution matrix are a constant. However, the permeability distributions are different in region III,
V, VII, and VIII, as shown in Table 2; their coefficients can be obtained by substituting a, b, and c in
Table 3 into the following equations:

μ̂n =
1

2π
(

c∑
k=1

∫ a+b

a
μ0einθdθ+

c∑
k=1

∫ a+2π/c

a+b
μiron(k)einθdθ) (38)

μ̂rec
n =

1
2π

(
c∑

k=1

∫ a+b

a

einθ

μ0
dθ+

c∑
k=1

∫ a+2π/c

a+b

einθ

μiron,k
dθ) (39)

Table 2. Mathematical modeling of magnetic sources within SCP-MGMs and DCP-MGMs.

Sources Illustrative Waveforms Fourier Series Coefficients

Inner PM (Region
III)

rB
μ

inϕ inϕ α+
θ

in
iP
π ϕ+

Mri(n) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
αPiBr1
2πμ0

n = 0
Br1

2nπμ0i e
inPiϕi ·

(einPiα − 1) n � 0

Outer PM (Only for
DCP-MGM)
(Region V)

θ
outQ

π ϕ+

rB
μ

θ β+θ

Mro(n) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
βQBr2
2πμ0

n = 0
Br1

2nπμ0i e
inQθ0 ·

(e
inQβ

2 − e
−inQβ

2 ) n � 0

Stator windings
(Region VIII)

θ
γ

P
γ π− +

J J

J P −J P − J J

γ−
J(n) =

P∑
k=1

J(k)
2nπi e

in 2kπ
Ps · (e inγ

2 − e
−inγ

2 )

Table 3. Mathematical modeling of the permeability distribution of different regions within SCP-MGMs
and DCP-MGMs.

Regions Illustrative Waveforms Coefficients

III

θ

μ

ironμ

a b+ π+a
ca

a = ϕin, b = α, c = Pi

V a = ϕin, b = β, c = Q

VII
a = δ/2, b = 2π/Ps − δ, c = Ps

VIII
a = γ/2, b = 2π/Ps − γ, c = Ps
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3.3. Bondary Condition Application

At the interfaces between two different subdomains, the radial component of
→
B and the tangential

component of
→
H should be continuous across the boundary. Due to their ring-like shapes, each

subdomain only interfaces with two subdomains at most, and region I and X have only one interface.
Hence, all the boundary conditions can be written as:

Bk
r(Rk) = Bk+1

r (Rk) (40)

Hk
θ(Rk) = Hk+1

θ
(Rk) (41)

where k represents the k-th subdomain of the proposed machine, and 2 ≤ k ≤ 9.
Suppose the subdomain number of the proposed machine is L, and the harmonic order to be

calculated is N. By applying the above boundary conditions to each interface of the machines, a system
of 2*(L − 1) linear equations with 2*(L − 1) unknowns can be obtained, and each unknown is an (N × 1)
vector. The system of linear equations can be further written in matrix form, as below:

SX = T (42)

where the expressions of S, X, and T in this paper are given in Appendix A.
As long as the coefficient matrix S is invertible, the unknown vector X can be acquired.

The numerical solution of Equation (42) can be obtained in the MATLAB software.

3.4. Saturation Consideration of Soft-Magnetic Material

For the SMM in the consequent-pole part, modulator, and stator teeth, the flux line is concentrated,
thus, the saturation of the SMM must be considered. The nonlinear B-μ curve of 50JN1300 is given in
Figure 4. In HMM, the relative permeability μ is obtained by an iterative method, as shown by the
dot lines in Figure 5, where the number “1, 2, 3, 4” means the iteration number. The detailed iterative
process is shown in Figure 6. First, an initial value, namely μ0 = 1500, is assigned to a given region

with SMM for the first iteration. In the k-th iteration, the average flux density
→
B of a specific region

can be obtained by substituting μi,k and solving the matrix Equation (42). A new average relative
permeability μi,cal in region i can then be acquired. Where i belongs to {III, V, VII, VIII}. The average
relative permeability μi,k+1 for the (k + 1)-th iteration in region i is given as:

μi,k+1 =
μi,k + μi,kcal

2
(43)

The iteration will stop only if the iteration time ni exceeds the maximum number of iterations Ni
(Ni is set to be 50 here), or the maximum error Δ in all these regions is below the error requirement ξ,
Δ is defined as:

Δ = max

⎧⎪⎪⎨⎪⎪⎩
∣∣∣μi,k − μi,cal

∣∣∣
μi,k

⎫⎪⎪⎬⎪⎪⎭, i ∈ {III, V, VII, VIII} (44)

where ξ is set to be 0.05 in this paper. The saturations of SMM in SCP-MGMs and DCP-MGMs are
calculated respectively using this method. The relative permeabilities of each region under on-load
conditions are shown in Table 4. It can be observed that the saturation of regions V and VII is more
severe in DCP-MGMs, since there are PMs inserted in the modulator, thus, there are more flux lines in
the modulator and stator teeth.
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1 23 4

Initial value

 
Figure 5. Iterative process illustration.

Calculate the flux density 
distribution in different 

regions 

Start

End

Calculate the average flux density in 
the soft-magnetic material part  in 
region III, V, VII, VIII, respectively

Recalculate the average relative 
permeability based on μ-H curve 

Calculate the error Δ  between 
  and  

Judge Max(Δ)<ξ or ni>Ni

Set new relative permeability to beDraw the flux density figure 
for whole machine

Subdomain division

Applying boundary 
condition

Set the initial relative 
permeability μ0 for SFM in 

region III, V, VII and VIII to 
be 1500

Solving the HMM matrix

,i k ,i kcal

, 1 , ,( ) / 2i k i kcal i k

Figure 6. Fast Fourier transform (FFT) of no-load outer-air-gap radial magnetic flux density for
SCP-MGMs and DCP-MGMs.

Table 4. Relative permeabilities of different regions within SCP-MGMs and DCP-MGMs.

Regions SCP-MGM DCP-MGM

III 27.46 27.92
V 1309.15 1257.49

VII 888.05 838.35
VIII 1013.2 917.24

3.5. Electromagnetic Parameters Calculation

Once the VMP is solved in Equation (42), the related electromagnetic parameters of the two
machines can be calculated. The electromagnetic torque of the two rotors of SCP-MGMs and
DCP-MGMs can be calculated by using the Maxwell stress tensor.
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The flux linkage of each coil side can be given by [36]:

ϕk =
NturnL

Scoil

∫ γ
2 +

2kπ
P

− γ2 + 2kπ
P

∫ R8

R7

AVIII
z (r,θ)rdrdθ (45)

where Nturn is the number of coil turns in each slot, and Scoil is the cross section area of a single slot.
When all the coils in each phase are in series, the three-phase flux linkage can be written as:

ψ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ψA
ψB

ψC

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = Cturn
[
ϕ1 ϕ2 · · · ϕ24

]
(46)

where Cturn is coil-connecting matrix of the proposed machine, the coil number is given in Figure 2,
and Cturn can be expressed as:

Cturn =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 −1 −1 0 0 0 0 1 1 0 0 0 0 −1 −1 0 0 0 0 1

0 0 0 1 1 0 0 0 0 −1 −1 0 0 0 0 1 1 0 0 0 0 −1 −1 0

0 −1 −1 0 0 0 0 1 1 0 0 0 0 −1 −1 0 0 0 0 1 1 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (47)

The back electromotive force (EMF) is computed by the derivative of ψ with respect to time:

EABC =
dψ
dt

=
dψ
dθ
·ω (48)

where ω is the rotating speed of the magnetic field in the outer air gap.
The electromagnetic torque is calculated by using a Maxwell stress tensor. Thus, the electromagnetic

torque of the inner rotor Tin equals the calculus of the Maxwell stress tensor of the inner air gap along
the circumferential direction, and the electromagnetic torque of the outer rotor Tout equals the algebraic
sum of the calculus of the Maxwell stress tensor of both the inner air gap and the outer air gap along
the circumferential direction. They can be expressed as:

Tin =
LR2

i
μ0

∫ 2π

0
BIV

r (Ri,θ)BIV
θ (Ri,θ)dθ (49)

Tout =
LR2

o
μ0

∫ 2π

0
BVI

r (Ro,θ)BVI
θ (Ro,θ)dθ− LR2

i
μ0

∫ 2π

0
BIV

r (Ri,θ)BIV
θ (Ri,θ)dθ (50)

where Ri and Ro are the middle radius of the inner air gap and outer air gap, respectively.

4. Validation and Comparison

4.1. Simulation Environment and Machine Parameters

To make quantitative comparison between the SCP-MGMs and DCP-MGMs, all the geometrical
parameters of these two machines should be set as the same, and other parameters, such as the
slot filling factor and root mean square value of the winding current should be also set as the same,
as shown in Table 5. The analytical prediction of the HMM was carried out using MATLAB, and the
FEA model was constructed and run in JMAG software. The FEA model had 35,597 elements and
25,368 nodes; the element size near the air gap was set as 1 mm, to maintain calculation accuracy. It took
4.6 s for the computer to obtain the magnetic field distribution for one step. The computer system
configuration was as follows: Processor: Intel Core i7-4790 CPU @ 3.60 GHz; Installed Memory (RAM):
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28.0 GB-System type: 64-bit Windows Operating System. Additionally, the mean error percentage ε1

and maximum difference ε2 of the two methods was defined as:

ε1 =
1

Nc

Nc∑
n=1

∣∣∣∣∣∣VFEA,n −VHMM,n

VFEA,n

∣∣∣∣∣∣× 100% (51)

ε2 = max
{∣∣∣VFEA,n −VHMM,n

∣∣∣}, n ∈ {1, 2, . . . , Nc
}

(52)

where VHMM,n is the n-th value, calculated using the HMM, and VFEA,n is n-th the value obtained by
FEA. Nc is the total number of calculated points.

4.2. Comparison between HMM and FEA

Based on the calculation and simulation, a good agreement between the HMM and FEA can
be observed in Figures 7–12 for SCP-MGMs and DCP-MGMs. It was also found that the difference
between HMM and FEA at a no-load condition was less compared to that at a load condition. This
is due to the truncation of the infinite Fourier series; the high-order components take up a greater
proportion at a no-load condition, leading to a larger error for HMM. Additionally, the numerical
values calculated via MATLAB were constrained by the computational accuracy. Values exceeding the
computational accuracy were ignored, which led to errors of the magnetic field calculation. Generally,
if the harmonic order and computational accuracy is improved, the error will decrease. However,
the computational time increases rapidly with the increase of harmonic order and computational
accuracy. Thus, there is a tradeoff between calculation accuracy and calculation time. In this paper,
the computational accuracy of MATLAB was set as 32 bits.

The mean error percentage ε1 and maximum difference ε2 for the SCP-MGM and DCP-MGM are
listed in Table 6.
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(a) (b) 

Figure 7. On-load inner and outer air-gap radial magnetic flux density distribution of the SCP-MGM:
(a) outer air gap; (b) inner air gap.
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(a) (b) 

Figure 8. On-load inner and outer air-gap radial magnetic flux density distribution of the SCP-MGM:
(a) outer air gap; (b) inner air gap.

  

(a) (b) 

Figure 9. Comparison of on-load magnetic flux density distribution of the SCP-MGM, drawn by
harmonic modeling method (HMM) and finite element analysis (FEA): (a) HMM; (b) FEA.
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Figure 10. No-load inner and outer air-gap radial magnetic flux density distribution of the DCP-MGM:
(a) outer air gap; (b) inner air gap.
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(a) (b) 

Figure 11. On-load inner and outer air-gap radial magnetic flux density distribution of the DCP-MGM:
(a) outer air gap; (b) inner air gap.

 
(a) (b) 

Figure 12. Comparison of on-load magnetic flux density distribution of the DCP-MGM drawn by
HMM and FEA: (a) HMM; (b) FEA.

Table 5. Geometrical parameters of the SCP-MGM and DCP-MGM.

Parameters Symbols Values Units

Number of inner PM pole pairs Pi 11 -
Number of modulator pieces Q 13 -

Number of stator slots P 24 -
Number of stator winding pole pairs Ps 2 -

Axial length L 110 mm
Outer radius of shaft R1 25 mm

Inner radius of inner PM R2 55.5 mm
Outer radius of inner rotor R3 63.2 mm
Inner radius of outer rotor R4 63.8 mm
Outer radius of outer rotor R5 74.4 mm

Inner radius of stator R6 75 mm
Radius of stator slot bottom R7 78 mm
Outer radius of stator slot R8 109 mm

Outer radius of stator R9 120 mm
Angle of inner PM arc α 0.286 rad

Angle of Modulator piece β 0.242 rad
Angle of slot opening δ 0.032 rad

Angle of stator slot γ 0.168 rad
Slot filling factor Fa 60% -

Current density in stator windings ID 5 A/mm2
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Table 6. Mean error percentage and maximum difference of the magnetic flux density distributions
between the FEA and HMM of the SCP-MGM and DCP-MGM.

State

SCP-MGM DCP-MGM

Inner Rotor Outer Rotor Inner Rotor Outer Rotor

ε1 ε2 ε1 ε2 ε1 ε2 ε1 ε2

No-load 9.3% 0.55 T 15.9% 0.11 T 11.4% 1.06 T 14.4% 0.70 T
On-load 14.2% 1.62 T 14.3% 0.83 T 20.8% 3.11 T 16.7% 1.36 T

A fast Fourier transform (FFT) was executed on the no-load radial component of the magnetic
flux density of the outer air gap for both the SCP-MGM and DCP-MGM, as shown in Figure 13. It can
be seen that the second harmonic component was much higher for the DCP-MGM, since the inserted
PM on the outer rotor produced a second magnetic field after the modulation of the consequent-pole
iron part of the inner rotor. Hence, the consequent-pole structure of the inner rotor and outer rotor of
the DCP-MGM could modulate the magnetic field generated by its counterpart. The electromagnetic
torque of the DCP-MGM was expected to be larger than that of the SCP-MGM under the same working
conditions. Additionally, the difference of each frequency component between the HMM and FEA was
very small. Specifically, the error percentages of the second harmonic component for the SCP-MGM
and the DCP-MGM using HMM and FEA were 4.14% and 2.15%, respectively.

 
(a) (b) 

Figure 13. FFT of no-load outer-air-gap radial magnetic flux density for the SCP-MGM and the
DCP-MGM: (a) SCP-MGM; (b) DCP-MGM.

4.3. Electromagnetic Performance Analysis under Different Working Conditions

The electromagnetic performances of the two MGMs are predicted by HMM and simulated in FEA
software under different operating conditions, where the rotating speed of two rotors and the current
frequency of stator windings are set to cooperate with the practical driving conditions of the HEC,
as shown in Table 1. Since the ICE is connected to the inner rotor to provide the power; the outer rotor
is connected to the differential, which is further connected to the wheels; the battery is connected to the
stator windings, and there can be two-way power flow between the battery and the stator windings.
Thus, the power transmission relation among inner rotor, outer rotor and stator windings is equal to
the power transmission relation among ICE, wheels and battery. Assume the anti-clock direction is
positive, the torque is positive if it’s on the anti-clock direction, otherwise it’s negative. The power of a
component is defined as a positive one when this component is inputting energy; when a component
is outputting energy, its power is defined as a negative one.
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4.3.1. Back EMF under No-Load Condition

The amplitude of back EMF was determined by the rotating speed of both the inner rotor and the
outer rotor. Figure 14 shows the no-load back EMF of the SCP-MGM and the DCP-MGM under the
same operating conditions, namely ωi = 1200 r/min, ωo = 1500 r/min. It can be seen that there was
an error between the predicted back EMF and FEA result; because the back EMF was calculated as
the derivative of flux linkage with respect to time, a small error of flux linkage will be amplified on
the back EMF. Additionally, the back EMF of the DCP-MGM was larger than that of the SCP-MGM,
due to the flux enhancing effect of the PMs inserted into the modulator. The maximum errors for the
SCP-MGM and DCP-MGM were 165 V and 520 V, respectively. The average errors of the SCP-MGM
and DCP-MGM were 3.7% and 6.9%, respectively.

  
(a) (b) 

Figure 14. Analytically predicted and FEA simulated back electromotive force (EMF) of the SCP-MGM
and DCP-MGM: (a) SCP-MGM; (b) DCP-MGM.

4.3.2. Pure Electric Mode (Mode 1)

Under this mode, the HEV is at a low driving speed, the inner rotor is locked, and the ICE does
not come into service; stator windings only work to provide the power that the HEV needs. Thus,
ωi = 0 r/min, ωo = 500 r/min. The torque waveforms of the power distribution of the two machines are
shown in Figures 15 and 16.
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(a) (b) 

Figure 15. Analytically predicted and FEA simulated torque waveforms of the SCP-MGM and
DCP-MGM under pure electric mode: (a) SCP-MGM; (b) DCP-MGM.
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(a) (b) 

Figure 16. Power distribution among the internal combustion engine (ICE), battery, and wheels under
pure electric mode: (a) SCP-MGM; (b) DCP-MGM.

4.3.3. Pure Mechanical Mode (Mode 2)

Under this mode, the HEV is running at a medium speed, so the battery does not output power
anymore and the ICE comes into use. However, to maintain the magnetic field, the stator windings are
electrified with DC current [14]. The rotating speeds of two rotors are: ωi = 1200 r/min, ωo = 1015 r/min.
The torque waveforms of the power distribution of the two machines are shown in Figures 17 and 18.

  
(a) (b) 

Figure 17. Analytically predicted and FEA simulated torque waveforms of SCP-MGM and DCP-MGM
under pure mechanical mode: (a) SCP-MGM; (b) DCP-MGM.

 
(a) (b) 

Figure 18. Power distribution among ICE, battery and wheels under pure mechanical mode:
(a) SCP-MGM; (b) DCP-MGM.
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4.3.4. Hybrid Mode (Mode 3)

When the HEV needs to further accelerate, the ICE alone is not enough to provide the power
that the HEV needs. The SCP-MGM and DCP-MGM can then switch into hybrid mode. In this
mode, both ICE and battery provide the energy for the wheels. The rotating speeds of two rotors
are: ωi = 1200 r/min, ωo = 2000 r/min. The torque waveforms of the power distribution of the two
machines are shown in Figures 19 and 20.

  
(a) (b) 

Figure 19. Analytically predicted and FEA simulated electromagnetic torque of SCP-MGM and
DCP-MGM under hybrid mode: (a) SCP-MGM; (b) DCP-MGM.
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Figure 20. Power distribution among ICE, battery, and wheels under hybrid mode: (a) SCP-MGM;
(b) DCP-MGM.

4.3.5. Regenerative Braking Mode (Mode 4)

When the HEV deaccelerates, the ICE stops working. The magnetic field generated via the stator
windings provides a resistance for the wheels, and thus the power flows from the wheels to the battery.
At this time, the power flows from the stator windings to the battery. Thus, the battery can be charged
under this mode. The rotating speeds of two rotors are: ωi = 0 r/min, ωo = 1000 r/min. The torque
waveforms of the power distribution of the two machines are shown in Figures 21 and 22.
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(a) (b) 

Figure 21. Analytically predicted and FEA simulated back EMF of SCP-MGM and DCP-MGM:
(a) SCP-MGM; (b) DCP-MGM.
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Figure 22. Power distribution among ICE, battery, and wheels under hybrid mode: (a) SCP-MGM;
(b) DCP-MGM.

4.3.6. Quantitative comparison between HMM and FEA

Table 7 shows the mean error percentage and maximum difference of the torque waveforms
between FEA and HMM of the SCP-MGM and DCP-MGM under different operating modes. It can be
observed that the mean error percentage was below 8%, which is acceptable for the electromagnetic
torque prediction of SCP-MGMs and DCP-MGMs. The error of torque prediction was mainly caused
by the error of the air-gap magnetic flux density prediction on both the radial and tangential direction,
since the torque was calculated using the calculus of the product of the radial component and tangential
component of air-gap magnetic flux density.

Table 7. Mean error percentage and maximum difference of the torque waveforms between FEA and
HMM of the SCP-MGM and DCP-MGM under different operating modes.

Mode

SCP-MGM DCP-MGM

Inner Rotor Outer Rotor Inner Rotor Outer Rotor

ε1 ε2 ε1 ε2 ε1 ε2 ε1 ε2

1 3.59% 12.1 Nm 2.64% 14.8 Nm 3.55% 22.5 Nm 4.46% 30.3 Nm
2 3.00% 7.85 Nm 7.39% 37.2 Nm 2.57% 14.9 Nm 5.88% 48.6 Nm
3 2.75% 8.9 Nm 3.61% 15.2 Nm 2.27% 15.3 Nm 3.27% 30.3 Nm
4 5.73% 18.1 Nm 5.06% 30.0 Nm 3.50% 28.4 Nm 4.56% 43.0 Nm

From the above comparisons between the SCP-MGM and DCP-MGM under various working
conditions, it can be seen that the torque ratio between outer rotor and inner rotor was about 1.18,
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which is equal to the pole-pair ratio of outer rotor to inner rotor. The ripple rate of the outer rotor
was larger than that of the inner rotor, which can be alleviated by adopting a skewed stator when
these machines are applied in practical applications. Additionally, the electromagnetic torque of
the DCP-MGM was about 1.88 times of that of SCP-MGM. However, the torque per unit weight of
the PM of the DCP-MGM was only about 0.72 of that of SCP-MGM. Considering the fact that the
consequent–pole structure already saves half the PM material that would otherwise have been used,
the total usage of PM material for DCP-MGM is reasonable. Thus, the DCP-MGM is more suitable to
be used in the propulsion systems of HEVs.

4.3.7. Discussion of HMM

The greatest advantage of HMM is that the modeling process is simpler compared to the
conventional subdomain method [30]. Since it unitizes Fourier series of relative permeability,
the boundary conditions become simpler and the number of unknowns becomes less. For instance,
the consequent-pole structure leads to a very complex general solution if the subdomain method is
used [29]. Additionally, magnetic saturation can be taken into account to an extent in HMM, and
a magnetic flux density distribution figure can be obtained. However, the HMM also has some
drawbacks. First, HMM can only provide a simplified magnetic saturation model, since the magnetic
saturation varies from point to point in some SMM parts. The relative permeability in the radial
direction is also regarded as a constant, but, in reality, it could change. To the authors’ knowledge,
no existing analytical method can really reflect the magnetic saturation at every point within an electric
machine. Secondly, the use of convolution sometimes leads to an extremely large or small value, which
further leads to a large error in the final result due to the accuracy limit of the numerical calculation.

5. Conclusions

In this paper, an analytical modeling method for consequent-pole MGMs was proposed and
elaborated. Two machine topologies, namely the SCP-MGM and DCP-MGM, were analyzed and
compared quantitatively using HMM and FEA. A good agreement was achieved for these two methods.
Furthermore, these two machines were embedded into the propulsion system of HEVs under different
operating conditions. By inserting extra PMs in the modulator, the electromagnetic torque of the
DCP-MGM increased greatly compared to its counterpart. Therefore, the DCP-MGM has the potential
to be applied in the propulsion systems of HEVs. Additionally, the proposed HMM can also be applied
in the mathematical modeling of other consequent-pole electric machines.
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Appendix A

The expressions of Hr and Hθ are given by:

Hr = −i
1
r
μ−1

r,covKAz − μ0μ
−1
r,covMr and Hθ = −μ−1

θ,cov
∂Az

∂r
− μ0μ

−1
θ,covMθ (A1)

In polar coordinate, (15) can be simplified as:

∇×H =
1
r
∂
∂r

(rHθ) + i
KHr

r
= Jz (A2)
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By substituting (A1) into (A2), one can obtain that:

∂2Ak
z

∂r2 +
1
r
∂Ak

z
∂r
− bθ,covKμ−1

r,covcKAk
z

r2 = −μθ,covJz −
μ0

r
(Mθ + iμθ,covKμ−1

r,covcMr) (A3)

The vector magnetic potential in region I~X are given in Table A1.

Table A1. The Vector Magnetic Potential Expressions.

Region VMP Expression Region VMP Expression
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(
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Where DI, DII, . . . , DIX and EI, EII, . . . , EX are (N*1) vector.

The expressions of X, S, T are:

X =
[
(DI)

T
(DII)

T
(EII)

T
(DIII)

T
(EIII)

T · · · (DIX)
T

(EIX)
T
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T ]T (A4)
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Abstract: The inductive reaction sphere (RS) brings the benefit of simple, economical, and
miniaturized design, and it is capable of multi-DOF torque generation. Thus, it is a suitable choice
for the angular momentum exchange actuator in attitude control of micro-spacecrafts. To synthesize
symmetric distribution of eddy currents and improve the speed and stability of rotation, a novel
4-pole winding design is proposed. However, the developed simplified analytical model shows that
reduced pole number degrades the torque generation. To enhance the output torque of 4-pole RS,
its curved cores and electromagnets are redesigned to enable the side teeth to be functional. As the
analytical torque model for the RS with the slotted cores is not available, a constrained optimization
problem is formulated, and the optimized parameters are calculated based on the prediction model
from supported vector machine and finite element analysis. The lab prototypes are developed to
validate the proposed design and test the speed performance. The experimental results show that the
4-pole RS prototype obtains a stable rotation over 700 rpm about X, Y and Z axis respectively with
the angular momentum of 0.08 kg·m2/s, being superior to the 6-pole counterpart.

Keywords: reaction sphere; spherical motor; structural design; torque density optimization; support
vector machines; finite element method

1. Introduction

Besides the orbit control, the attitude control is essential to prevent rollover of the spacecraft and
to ensure its antennae consistently directs to a fixed point on the Earth surface [1]. Since spacecrafts
are free-floating in space, one way to adjust their attitudes is to transfer the momentum from a rotating
actuator to the spacecraft body back and forth. When the actuator changes its rotational speed,
the spacecraft will counter-rotate to remain the conservation of angular momentum.

The concept of using a spherical rotor as a momentum exchanger for spacecrafts attitude control
starts in the 1960s [2–4]. This is where the name “reaction sphere (RS)” comes from. Compared with
other momentum exchange actuators such as the flywheel [5] and the control moment gyroscope [6],
the RS can generate 3-axis output torque within one single actuator, thus giving a compact design.
In addition, the torques generated in the RS around different axes are naturally decoupled, which
simplify the controller design. However, due to the difficulties in designing a working prototype,
the RS had not gained much attention for decades. With the rapid development of micro-spacecrafts
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from the early of this century, the demand for minimization design of the attitude control system has
helped the reaction spheres get noticed again [7,8].

A RS can be driven by several single axis motors or a single spherical motor. The former scheme
drives the reaction sphere with multiple wheels rotating at desired directions [9–12]. These wheels
are independently driven by their corresponding single-axis motors. The later scheme considers
the reaction sphere as the rotor of a spherical motor, where the stator of the motor is designed in a
spherically symmetric way. No mechanical output shaft exists in these spherical motors. The driving
principle can be inductive [13–19], permanent magnet (PM) [7,8,20,21], hysteresis [22,23], variable
reluctance [24] and ultrasonic [25,26].

Among all types of reaction spheres, the inductive RSs have the advantages of simple design and
high reliability, making them be more competitive in commercial applications. Inductive RSs follow
the same driving principle as the traditional single-DOF induction motors. The stator of an induction
reaction sphere is excited with alternating currents. Then the generated rotating magnetic fields cut
the rotor conductor to produce the induced currents. The interaction between the induced currents
on the rotor and the magnetic fields in the air gap produces Lorentz force, which drives the rotor to
rotate in the direction of the rotating magnetic fields. Compared with conventional induction motors,
inductive RSs feature the capacity of generating multi-DOF rotating magnetic fields.

One class of inductive reaction spheres obtains this capacity via distributed electromagnets [16–18].
A 3D reaction sphere design is proposed in [17], where 3 pairs of electromagnets are put orthogonally
in space. A one-DOF inductive RS prototype is developed, with 4 electromagnets for rotation and
1 electromagnet for levitation. With the similar design, a well-developed one-DOF inductive RS
prototype is presented in [18]. It reaches the maximum speed of 13,500 rpm and the maximum torque
of 0.7 Nm in the performance test experiments. However, this prototype has the disadvantage of
large stator. The stator occupies much more space than the rotor. An inductive RS design with 20
distributed electromagnets is proposed in [16]. Subsequently, a one-DOF prototype is developed,
but no performance data are reported. The control strategy can be very complicated if the suspension
and rotation are driven by the same electromagnets.

The other class of inductive RSs gains this capacity via curved inductors. This type of inductive
RSs tends to have a more compact design over the ones with distributed electromagnets, for the coils of
curved inductors are extended along the rotor surface but coils of electromagnets are extended radially.
The curved inductors in inductive RSs can be arranged to be vortex-like [13,19] and orthogonal [13–15].
The vortex-like arrangement can get the spherical rotor half exposed. This feature makes it be suitable
for applications like mobile platforms and robots and the case with no requirement of full angle
rotation. The design and control aspects of a 3D spherical induction motor for mobile robots is
presented in [19], featuring the vortex-like arranged four curved inductors and the half exposed
spherical rotor. The angular velocity and orientation control studies enable a large prototype to rotate
along arbitrary axes under the speed of 300 rpm, which validate the feasibility of the vortex-like
arrangement. In orthogonal arrangement, the curved inductors go all around the rotor and form
the closed structure. It is well fit for the devices working through momentum exchange. Patent [14]
proposes a magnetic bearing inductive RS design with three pairs of curved inductors orthogonally
arranged. In this design, the AC windings for rotation and the DC windings for suspension are placed
on the same teeth of curved cores. No relevant feasibility research is found of this design.

In this paper, a compact design of inductive RS is proposed, featuring 12 curved inductors in
orthogonal arrangement for rotating and 6 electromagnets in pairs for magnetic bearing. The overall
design enables the RS to generate three-DOF rotation under magnetic levitation. To synthesize
symmetric distribution of eddy currents and improve the stability during high-speed rotation,
the 4-pole winding is proposed instead of the intuitive 6-pole design. However, the analytical torque
model with simplified slotless assumption indicates that reduced pole number degrades the torque
generation. To enhance the capability of the torque synthesis in the 4-pole winding design, the slotted
iron-core is imposed in design of curve stators. In addition, the electromagnets in the RS are redesigned
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to be the cross-shape, so that two more slots near the notches of the iron-core curve stator become
functional. Such design improves the uniformity of the eddy current and magnetic field induced along
the stator circle. As the analytical torque model for the RS with slotted curve stator is not available,
a constrained optimization problem is formulated for torque maximization in the RS. From here,
the data-based regression algorithms are applied to find the optimal design parameters. Speed test
experiments on the developed prototype are conducted to show the superior performance of the
optimized 4-pole inductive RS design over the conventional 6-pole counterpart.

2. Structure Design

2.1. Rotor

The attitude adjustment of the spacecraft is realized through the exchange of angular momentum
between the rotating sphere and spacecraft body. The rotor of the spherical motor is the carrier of
angular momentum. To store more angular momentum, large moment of inertia (MOI) is preferred
with a fixed amount of mass. In rotor structural design, MOI of a hollow and uniform sphere is
calculated by

J =
2
5

M
R5 − R5

0

R3 − R3
0

, 0 ≤ R0 ≤ R (1)

where J refers to the MOI, M is the mass of the rotor, R and R0 are the outer and inner radius of
the sphere.

Consider the case given the fixed mass and the fixed outer radius. As plotted in Figure 1, it can be
seen that the thinner spherical shell has higher MOI. For example, the MOI of a hollow sphere with
0.1R thickness is 1.365 times higher than the one with 0.5R thickness. In the extreme case, the inertia of
a solid sphere is 60% of the spherical shell with its thickness arbitrarily approaching to zero. The brief
mathematical proof sees Appendix A. When R0 increases, the density is expected to be raised given a
certain mass. Therefore, materials with high density get priority in machining the rotor. Furthermore,
consider the case given the same mass and the same material, it can be concluded that the outer mass
gives more MOI than the inner mass through calculation. For example, the inertial of a hollow sphere
with radius of R and thickness of 0.1R is 3.6 times higher than the solid sphere with radius of 0.647R.
Therefore, hollow sphere is preferred when designing the reaction sphere.

Figure 1. MOI of a hollow sphere with a fixed amount of mass.

Eventually, the rotor is designed as a hollow sphere, consisting of three layers of metals, as shown
in Figure 2. The inner layer is made of steel, which is used to form the magnetic circuits with the stator
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cores through the air gap. The surface of the steel is electroplated with a copper film, forming the
middle layer, which is used to raise the conductivity and enlarge the electromagnet torque induced
by the eddy currents on the surface of the rotor. Additionally, to prevent the copper from oxidation
and leading to conductivity reduction, a thin nickel layer is deposited on the copper by electroplating,
forming the outer layer.

Figure 2. Multilayer spherical shell.

2.2. Stator

The stator of the reaction sphere is fixed with the spacecraft body, which consists of the curved
stators and the electromagnets. They are responsible for rotation motion and magnetic suspension
respectively. The curved cores and the electromagnet cores are used to conduct the magnetic flux
generated by the stator coils. To meet the requirement of generating tri-axial torques, the stator must
be designed as a spherically symmetric structure. As shown in Figure 3, the stator of the reaction is
formed by three circles that are orthogonal to each other. Each circle is composed of 4 curved cores
and enables the rotor to rotate about one certain axis. The output torque about any axis can be realized
by combining the torques generated by the three circles. On the other hand, in order to eliminate the
mechanical friction and extend its working life, six electromagnets are set in the position of the six
intersection of three circles to get the spherical rotor magnetically levitated in the center of the stator.

(a) (b)

Figure 3. Structural design of the stator cores: (a) original design and (b) improved design.

In the original design with round-shape electromagnet cores, as shown in Figure 3a, only five
complete teeth on the curve iron-core are functional, while the two teeth near the side of the curve
stator are not. The notches are formed by connecting three pieces of iron-core curve stator to form
one complete stator circle. It causes non-uniformity eddy current and magnetic field induced along
the stator circle. To reduce such effect and get the stator magnetic fields utilized in a more sufficient
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way, the structure of the electromagnet cores are revised to be the cross-shape. In this way, the curved
iron-core and electromagnet core can be assembled together and so that two extra teeth on the side are
functional, as shown in Figure 3b.

2.3. Winding

For the convenience of speed adjustment and the feature of self-starting, the stator coils are rolled
as three-phase windings. In order to generate the equivalent tri-axial torques, the stator should be
symmetric in both mechanical and electrical designs. Since the uniaxial plane is divided into four
equal parts, as shown in Figure 4, 12 coils are missing in each circle due to the occupation of the
electromagnets. All in all, 1/3 of the driving coils are replaced by electromagnet coils.

(a) (b)

Figure 4. Section diagram of the reaction sphere (one-DOF): (a) 36 toroidal coils. (b) 24 toroidal coils
and 4 electromagnet coils.

As can be seen in Figure 5a,c, the three-phase windings come to two types, 6-pole and 4-pole.
6-pole windings can be regarded as removing 12 coils directly from the complete set of three-phase
windings, which does not make any adjustment of the rest windings. As for 4-pole windings, the
phase of next coil starts right from the end of the last one so that the windings on the four curved cores
can achieve consistency.

With finite element method (FEM) modeling in COMSOL Multiphysics 5.3, the fields and currents
distribution on the surface of the rotor can be visually analyzed. As shown in Figure 5b,d, the gray
lines stand for the magnetic line of force, the red arrows refer to the induced currents and the surface
colors refer to the radius magnetic flux density. In this simulation, copper thickness, steel thickness,
ampere turns, tooth thickness and tooth width are set as 0.3 mm, 3 mm, 2.4 kA, 3 mm and 25 mm
respectively. In this case, the driving torques of the 6-pole arrangement and 4-pole arrangement are
33.8 mNm and 27.0 mNm, where the former is 1.25 times larger than the latter. However, it can be
seen that, in 6-pole scheme, two poles are much larger than the rest four and the field distortions
in the regions that face the electromagnets are serious. Also, it induces an asymmetric distribution
of eddy currents by the adjacent curved stators. These features increase the difficulty of multi-DOF
motion control of this 6-pole reaction sphere. Furthermore, from the radius magnetic flux density
in Figure 5b,d, it can be seen that, in 6-pole arrangement it is the electromagnet cores that mainly
contribute to the driving torque, while in 4-pole arrangement it is the curved cores that mainly
contribute to the driving torque. The 4-pole arrangement makes the curved cores better exploited.
Additionally, the case without electromagnets cores is simulated, where the torque of 4-pole scheme
declines from 27 mNm to 18.4 mNm, and the torque of 6-pole scheme declines from 33.8 mNm to
9.89 mNm. This phenomenon reflects the generated torque is stronger dependent on the electromagnet
cores in 6-pole scheme. The flux generated by this 6-pole arrangement mainly passes through the
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inner core of the electromagnets, which can interfere the magnetic suspension and increase the risk of
magnetic saturation.

In summary, while reducing the output torque (20% reduction rate in case of the Figure 5),
4-pole arrangement brings the benefits in three aspects compared with 6-pole arrangement. Firstly,
it generates a more uniform distribution of magnetic field and eddy currents on the surface of the rotor.
Secondly, it is beneficial for larger angular momentum storage due to its higher synchronous speed
with the same power frequency. Thirdly, it reduces the risk of magnetic saturation when the curved
inductors and electromagnets are working at the same time. Thus, the 4-pole scheme is adopted for
the reaction sphere windings.

Figure 5. Winding mode and simulation of magnetic field and induced currents on the surface of the
rotor: (a) 6-pole scheme. (b) Simulated distribution of 6-pole scheme. (c) 4-pole scheme. (d) Simulated
distribution of 4-pole scheme.

3. Analytical Model

This section analyzes the magnetic fields on the surface of the rotor, which leads to the solution
to electromagnetic driving torque. This also allows us to analyze the generated torque with respect
to some of the key design parameters, such as number of poles. Several simplifications are made
here. (1) The magnetic permeability of the rotor core is infinite. Thus, no magnetic saturation is
encountered. (2) The length of air-gap is evenly distributed. (3) Displacement currents are neglected.
Thus, the current law are simplified as Ampere’s law.

Generally speaking, the magnetic flux density can be calculated by computing the curl of magnetic
vector potential. In spherical coordinates (r, θ, ϕ), the formula can be expressed as

−→
B =

1
r2 sin θ

∣∣∣∣∣∣∣
−→er r−→eθ r sin θ−→eϕ
∂
∂r

∂
∂θ

∂
∂ϕ

Ar rAθ r sin θAϕ

∣∣∣∣∣∣∣ ,
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where −→er , −→eθ and −→eϕ refer to the unit vectors, Ar, Aθ and Aϕ refer to components of the vector potential
in spherical coordinate system.

The general torque −→τ of the reaction sphere is the vector summation of 3 torques −→τx , −→τy , and −→τz

generated by 3 identical circles of the stator.

−→τ = −→τx +−→τy +−→τz .

The following analysis will take torque about z-axis −→τz for example. It is the longitudinal
magnetomotive force (mmf) that induces the z-axis rotating magnetic field, in which case Aϕ = Ar = 0.
Therefore, the magnetic flux density can be simplified as

−→
B = −

−→er

r sin θ

∂Aθ

∂ϕ
+

−→eϕ

r
∂rAθ

∂r
≡ Br

−→er + Bϕ
−→eϕ . (2)

In spherical coordinate system, by Ampere’s law
−→
J = Δ ×−→

H ,

−→
J =

1
r2 sin θ

∣∣∣∣∣∣∣
−→er r−→eθ r sin θ−→eϕ
∂
∂r

∂
∂θ

∂
∂ϕ

Hr rHθ r sin θHϕ

∣∣∣∣∣∣∣ .
In this case, only those currents flowing in θ-direction induce torque about z-axis,

Jθ = − 1
r sin θ

(
∂r sin θHϕ

∂r
− ∂Hr

∂ϕ

)
= − 1

μ0r sin θ

(
∂r sin θBϕ

∂r
− ∂Br

∂ϕ

)
. (3)

Combine (3) and (2),

Jθ = − 1
μ0r

∂2rAθ

∂r2 − 1
μ0r2 sin2 θ

∂2 Aθ

∂ϕ2 . (4)

Express the magnetic potential Aθ written in complex form ejωt [27], where ω is the angular
frequency of input currents, j is the imaginary unit. Then,

Jθ = σE = −σ
∂A
∂t

= −jσωAθ . (5)

Combine (4) and (5), the differential equation for magnetic field distribution on the surface of the
rotor is obtained as

σjωAθ =
1

μ0r
∂2rAθ

∂r2 +
1

μ0r2 sin2 θ

∂2 Aθ

∂ϕ2 . (6)

To make (6) solvable, apply the the method of separation of variables as

Aθ(r, θ, ϕ) = X(r)Y(θ, ϕ). (7)

Substitute (7) into (6),

σjω =
1

μ0rX
∂2rX
∂r2 +

1
μ0r2 sin2 θY

∂2Y
∂ϕ2 . (8)

With high-order time and space harmonics neglected, it is assumed that ejωt only has the first
mmf space harmonic. In this way,

1
Y sin2 θ

∂2θY
∂ϕ2 = −p2, (9)

where p is the number of pair pole. The analytical solution to (9) is given as

Y = C1ejpϕ sin θ + C2e−jpϕ sin θ . (10)
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From (8) and (9), it yields

r2 ∂2X
∂r2 + 2r

∂X
∂r

− X(r2μσjω + p2) = 0. (11)

Set X(r,θ) = 1√
r X1(r,θ). Then, (11) are transformed to modified Bessel’s Equation (12) [28],

r1
2 ∂2X1

∂r1
2 + r1

∂X1

∂r1
− X1(r1

2 + p2 +
1
4
) = 0, (12)

where r1 = r
√

μσjω. The analytical solution to (12) is as follows:

X(r) =
1√
r

X1(r, θ) =
1√
r

C3 I√
p2+ 1

4
(r
√

μσjω) +
1√
r

C4K√
p2+ 1

4
(r
√

μσjω), (13)

where Ip(r1) and Kp(r1) are the two linearly independent solutions to the modified Bessel’s
Equation [28]:

Iα(x) =
∞

∑
m=0

1
m!Γ(m + α + 1)

(
x
2
)α+2m,

Kα(x) =
π

2
I−α(x)− Iα(x)

sin απ
.

(14)

Subsequently, the magnetic flux density can be calculated through (15), with boundary conditions
of Hϕ|r=Rs = 0 and Hϕcopper|r=Rc = Hϕair|r=Rc , Brcopper|r=Rc = Brair|r=Rc for continuity, where Rc is
the radius of rotor outer surface and Rs is the radius of rotor inner surface. The nickel layer is neglected
because it is much thinner than copper layer and steel layer.

Br = − X(r)
r sin θ

∂Y(θ, ϕ)

∂ϕ
,

Bϕ =
X(r)Y(θ, ϕ)

r
+ Y(θ, ϕ)

∂X(r)
∂r

.

(15)

Based on the flux density distribution, the driving torque can be evaluated by Lorentz forces
induced by eddy currents on the copper layer of the rotor. The electromagnetic torque arising from the
rotor steel is negligible [27].

TeL = −
∫ 2π

0

∫ Rc

Rs

∫ π

0
Jθ Brr3 sin2 θ dθdrdϕ. (16)

In case of proposed design, 16 of the 36 teeth in circle are occupied by 4 electromagnets (see
Figure 4a). After structural optimization (see Figure 3b), each side tooth of these curved cores can be
approximated as a half tooth concerning its combination with the electromagnet core. This helps form
4 equivalent teeth. So the output torque generated by the four curved inductors is 2/3 of the complete
electromagnetic torque. Then, substitute (5), (7) and (10) into (16),
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TeLRS =
2
3

TeL (17)

=
2
3

∫ 2π

0

∫ Rc

Rs

∫ π

0
Jθ

∂Aθ

∂ϕ
r2 sin θ dθdrdϕ (18)

=
2
3

σpω
∫ Rc

Rs
X2(r)r2dr

∫ 2π

0

∫ π

0
Y2(θ, ϕ)sin2 θdθdϕ (19)

=
π2

3
σpω

∫ Rc

Rs
X2(r)r2dr. (20)

From (20), it can be seen that higher electrical conductivity and pole numbers can enhance the
output torque. So it is reasonable to adopt high conductivity materials like copper as the outer layer
of the rotor. Also, the torque is expected to be reduced when choosing the 4-pole winding instead of
6-pole winding. To raise the output torque, the design parameters like tooth thickness and tooth width
are required to be optimized in developing the prototypes. However, the analytical torque model (20)
does not include these parameters. To authors’ best knowledge, all the proposed analytical fields and
torque models of inductive reaction spheres are developed based on the assumptions that the stator
is slotless [27,29–31]. Otherwise, the differential equation will be too complex to find an analytical
solution. Due to the nonlinear dependency of design parameters and the 3-D fields distribution,
it is too complicated to derive a purely analytical torque model if the stator contains slots. Hence,
data-based modeling technique is used to predict the output torque with design parameters considered
to be optimized in the following section.

4. Torque Density Optimization

4.1. Data-Based Torque Model

In this optimization, by dimension constraints, the air gap length is fixed as 1 mm, the outside
diameter of the rotor is fixed as 99 mm and the outside diameter of the stator is fixed as 123 mm.
The goal is to raise the output torque under the constraints of mass and MOI by searching the optimal
tooth thickness (S), tooth width (B), ampere turns (NI), copper thickness (Tco) and steel thickness (Tst)
as shown in Figure 6. Due to the time consuming of FEM calculation, the comprehensive design is not
practical. Thus, Taguchi design of five factors five levels is adopted to select the representative samples
data necessary for building learning models as shown in Table 1 [32]. Consider the overall size and the
process feature, the ranges of Tco, Tst, NI, S and B are set as 0.1–0.5 mm, 1–5 mm, 1.5–2.7 kA, 2–4 mm
and 20–30 mm respectively.

Eight groups of the Taguchi design form the 200 trials with no repeated experiments. Each group
consists of 25 samples, which selects the representative samples from the whole parameter space by
following the two rules. (1) The value in column has the same number of occurrences. (2) Any pair of
values between two arbitrary columns have the same number of occurrences. Subsequently, of all the
eight groups, seven groups are used to train the learning model and the rest one is used to test the
prediction performance of the model. The output torque is obtained by FEM calculation. To reveal
the uneven distribution of the air gap length and raise the accuracy of the calculation, 3D FEM is
adopted instead of 2D one. The whole mass is estimated by the CAD model volume and its density.
The materials used in FEM simulation are listed in Table 2. The rated current is set to 1.4 A. The power
source is 50 Hz.
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Figure 6. Design parameters to be optimized.

Table 1. The parameters of sample space.

Element Level 1 Level 2 Level 3 Level 4 Level 5

Tco (mm) 0.1 0.2 0.3 0.4 0.5
Tst (mm) 1 2 3 4 5
NI (kA) 1.5 1.8 2.1 2.4 2.7
S (mm) 2 2.5 3 3.5 4
B (mm) 20 22.5 25 27.5 30

Table 2. Material components of FEM and lab prototype.

Component Material

Rotor outer layer Copper
Rotor inner layer Low Carbon Steel 1010

Curved core Silicon Steel NGO M-22
Electromagnet core Iron

Winding Copper

The various parameters of the inductive RS have high nonlinear relationships due to the 3-D
field distribution and electromagnetic conversion. Fitting neural network (FNN) has the strength of
realizing the complex non-linear mapping between the input and the output. So it is suitable for solving
the problem of inductive RS torque prediction with complicated internal mechanism. Due to the large
calculation and time consumption of 3D finite element simulation, obtaining a large number of training
samples are not practical. Support vector machines (SVM) fit well for the small or medium size of
training samples. It determines the final results with only a few support vectors. The major redundant
samples are eliminated after training. Random forest (RF) can handle data with many features and have
high training speed with independent decision trees. This fits the efficient multi-variable optimization
of the inductive RS. Also, it can reduce the risk of over-fitting by increasing tree numbers. It is hard
to give strict conclusion of application domains for the three methods. In practice, we choose the
appropriate method according to the specific situation.

To enhance the prediction performance, the tree numbers of RF, the hidden layer size of the
FNN and parameters of the SVM are optimized. As shown in Figure 7, increasing the number of
trees generally improves the accuracy of RF and prediction tends to be stable. It reaches the highest
average accuracy of 0.0022 Nm with 44 trees. As for fitting neural networks, it takes a row vector of N
hidden layer sizes, and a BP training function, and returns a feed-forward neural network with N + 1
layers. Theoretically, multi-layer fitting neural networks can fit any finite input-output relationship
well given enough hidden neurons. However, the risk of over fitting increases with the increase of
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hidden neurons, where it may fit well for the training data but badly for the test data. Thus, the hidden
layers should be chosen properly. As shown in the second figure of Figure 7, it reaches the highest
average accuracy of 0.0011 Nm with 10 hidden layers. As for SVM, the radial basis function is set
as the kernel function considering the nonlinearity of the torque model. The SVM parameter cost
(c), radial basis function parameter (g) and epsilon in loss function (p) are chosen to be optimized.
This optimization is carried out by genetic algorithms. To avoid over fitting, c, g and p are constrained
within 100, 100 and 1 respectively. It shows that the SVM prediction model reaches the highest average
accuracy of 0.00093 Nm when c p and g are 70.716, 0.019 and 0.066 respectively.

Figure 7. Data-based models parameters optimization: (a) RF regression with increasing trees, best
root-mean-square error (RMSE) of 0.0022 Nm with 44 trees. (b) NN regression with increasing hidden
layers, best RMSE of 0.0011 Nm with 10 hidden layers. (c) SVM regression with genetic algorithm
optimizing parameters, best RMSE of 0.0009 Nm with c (70.716), p (0.019) and g (0.066).

All in all, the regression results of the test set show that the SVM model achieves the least RMSE
over the other two in the case of small-sample database. The optimal predictions by RF, FNN and SVM
are shown in Figure 8a, with these test samples arranged by Taguchi design of five factors five levels.
Figure 8b shows the prediction errors of RF, FNN and SVM for each sample. It can be seen that the
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SVM torque model has a stable prediction, with all errors restricted in 2 mNm. Thus, the SVM model
is chosen to be the objective function of the optimization in next subsection.

Figure 8. RF, FNN and SVM models prediction performance with test data: (a) torque predictions and
(b) absolute errors.

4.2. Design Parameters Optimization

The reaction sphere design parameters optimization is a multi-parameter optimization problem
with constraints. The objective function is the SVM torque prediction model established above.
The constraints include the box constraints, linear inequality constraints and nonlinear inequality
constraints. The box constraints (22)–(26) are set to be consistent with the range of the sample spaces
shown in Table 1. The linear inequality constraints are considered between coil turns, tooth thickness
and tooth width: The coil turns and tooth thickness are limited by the tooth pitch (27); The coil
turns and tooth width are limited by the fixed stator arc length (28). The parameters of the linear
inequality constraints are validated by the lab possessed parts shown in Figure 9. The nonlinear
inequality constraints consider the application in micro spacecrafts: the MOI of the rotor is larger than
0.001 kg·m2 (29) and the whole mass of the actuator is no more than 3 kg (30).
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Figure 9. Parts of the reaction sphere prototype for constraints and masses validation.

The mass function M(Tco, Tst, NI, S, B) evaluates mass of the whole actuator, consisting of rotor,
stator core, toroidal winding and electromagnets. The mass of the rotor and stator core is estimated
by their measured volume of the digital model and their corresponding densities. The mass of the
toroidal winding is calculated by the product of turn number and mass of each turn. The mass of
the electromagnets is a constant, which is weighed with prototypes. Several sample components are
selected to validate its accuracy as shown in Table 3. Due to the insulating coating, the mass test results
of the curved cores are slightly larger than the estimated ones.

Table 3. Mass estimation and experimental validation.

Samples Estimated Mass (kg) Tested Mass (kg)

Rotor(Tco0.3 mm, Tst3 mm) 0.7396 0.7400
Curved core(S2 mm,B30 mm) 0.0795 0.0805

Curved core(S3 mm,B27.5 mm) 0.0813 0.0820
Curved core(S4 mm,B20 mm) 0.0652 0.0660

Curved core(S2 mm,B30 mm), 480 rolls 0.1482 0.1370
Curved core(S3 mm,B27.5 mm), 360 rolls 0.1296 0.1225
Curved core(S4 mm,B20 mm), 180 rolls 0.0759 0.0750

Electromagnets core 0.0625
Electromagnets coil 0.027

Based on the analysis above, the mathematical description of the optimization problem can be
expressed as:

max T = svmpredict(Tco, Tst, NI, S, B) (21)

s.t. 0.1 mm ≤ Tco ≤ 0.5 mm, (22)

1 mm ≤ Tst ≤ 5 mm, (23)

1.5 kA ≤ NI ≤ 2.7 kA, (24)

2 mm ≤ S ≤ 4 mm, (25)

20 mm ≤ B ≤ 30 mm, (26)

NI/33.6 ≤ 140 − 20S, (27)

NI/33.6 ≤ 340 − 10S − 8B, (28)

Ico + Ist ≥ 0.001 kg · m2, (29)

M(Tco, Tst, NI, S, B) ≤ 3kg. (30)

This constrained optimization is carried out by interior point methods on MATLAB2016a
optimization toolbox, with parameter setting as follows: function tolerance and constraints tolerance:
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10−6, max iterations: 1000. Inner max iterations: 100, relative tolerance: 10−2. The optimization
results are listed in Table 4. The iteration process is shown in Figure 10. The final Tco, Tst, NI, S, B for
developed 4-pole prototype are rounded as 0.5 mm, 2.4 mm, 2.688 kA, 3 mm and 27.5 mm respectively.
The driving torque is 0.0371 Nm (FEM) with the whole mass of 3 kg and MOI of 0.001 kg·m2.

Figure 10. Design parameters optimization by interior point method for better output torque.

Table 4. Constrained optimization results by interior point methods.

Tco Tst N I S B Torque Density Moment of Inertia

0.5 mm 2.395 mm 2.7 kA 2.982 mm 27.671 mm 0.0363 Nm 0.0121 Nm/kg 0.001 kg· m2

5. Feasibility Test with Lab Prototypes

To validate the feasibility of the proposed design, the experimental setup is developed to test
the speed performance of the lab prototypes, which is composed of converters, DC power supply,
reaction sphere actuators, controllers and amplifiers as shown in Figure 11. The three converters are
responsible for driving the reaction sphere actuators in the three orthogonal axis respectively. The DC
power supply provides direct currents for amplifiers and controllers for magnetic levitation control.

In this magnetic levitation system, to get the feedback position signal in the closed-loop control,
an eddy current displacement sensor made of tiny coils is placed at the center of each electromagnet.
These sensors provide the signal of air gap distance to the controller. From here, a negative feedback
control loop is set up by two serial-link PD controller to regulate the levitation distance. Specifically,
the controller uses STM32F051K6T6 (Suzhou Joint-Tech Mechanical and Electrical Technology Co.,
LTD, Suzhou, China), which collects the signal of eddy current displacement sensors and generates
PWM signal to drive the power amplifier. Each driver amplifies the control signal and drives the two
electromagnetic coils on the same axis. What should be mentioned is that the electromagnets about
Z-axis need to overcome the gravity of the rotor. They require higher currents compared with the
counterparts about the other two axes. A 4-pole reaction sphere prototype and a 6-pole reaction sphere
prototype are developed to test the speed performance with the same controllers and drivers. A binary
painting strategy for speed measurement is presented as shown in Figure 12. The four silvery white
circles on the surface of the rotor are located on the four vertexes of a tetrahedron. In case of measuring
the X, Y and Z rotational speed, the laser focus will come across the high reflective areas, which is
the nickel protection layer shown in Figure 2, 3 times when the rotor turn around once. Therefore,
the output speed can be estimated as the one-third of counts per minute. The frequency of AC is set
to 60 Hz in X, Y and Z axis respectively of the 4-pole reaction sphere prototype and in X and Y axis
respectively of the 6-pole reaction sphere prototype. The Z axis of the 6-pole reaction sphere is set to
54 Hz, for higher frequency cannot generate a stable rotation with its significantly increasing vibration.
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This results from the parts manufacturing and assembling error, as well as the dynamical stability of
the sphere about Z-axis rotation under gravity force for 6-pole RS, probably due to its unequal pole.
The speed test results are listed in Table 5. It is shown that the 4-pole reaction sphere prototype has the
maximum of 775 rpm, 791 rpm and 795 rpm in X, Y and Z axis respectively, which obtains a better
speed performance over the 6-pole one as predicted. As for speed uncertainties, the 4-pole prototype
shows a relatively smaller fluctuations, which may benefit from the uniform fields distributions.

Figure 11. Experimental setup for driving the 4-pole reaction sphere and 6-pole reaction sphere under
magnetic levitation.

Figure 12. Spherical rotor with black painting for speed counts: (a) diagram and (b) prototype.

Table 5. Maximum speed of the four-pole reaction sphere prototype and the six-pole reaction sphere prototype.

Axis
Four-Pole Reaction Sphere Six-Pole Reaction Sphere

X (60 Hz) Y (60 Hz) Z (60 Hz) X (60 Hz) Y (60 Hz) Z (54 Hz)

Tachometer counts1 2278 2290 2349 1667 1447 963
Tachometer counts2 2351 2413 2365 1712 1322 851
Tachometer counts3 2344 2412 2439 1597 1362 810

Average counts 2324 2372 2384 1659 1377 875
Average speed (rpm) 775 791 795 553 459 292

Speed uncertainty (rpm) 24.3 41.0 30.0 38.3 42.7 51.0
Angular momentum (kg·m2/s) 0.081 0.083 0.083 0.058 0.048 0.031

The speed control experiment is not so successful. The tested output speed is much less than the
synchronization speed (1800 rpm @ 60 Hz). When the frequency is over 60 Hz, the increasing vibration
leads to the mechanical collision between the rotor and the stator. One reason lies in the quality
of the prototypes. The magnetic levitation demands for the high precision of parts processing and
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assembling, which is not well guaranteed in the developed prototypes. This results in the non-unique
performance in different axes, which is particularly evident between Z axis and the other two axes in
the 6-pole prototype.

A more essential reason lies in a drawback of the proposed design: When producing the driving
torque, the rotation windings on the curved inductor will generate an extra thrust in the meantime.
This extra thrust will push the electromagnets to generate the flux and attract the rotor to be back in
the center of the stator. Then, additional damping torques will be induced by the interaction between
the rotating rotor and the electromagnets flux, which leads to speed reduction.

6. Conclusions

This paper presents the new design, modeling and parameter optimization methods of a
magnetically levitated inductive reaction sphere. It provides a simple, low-cost and miniaturized
solution to spacecraft attitude control via momentum exchange. The compact design of electromagnets
and curved inductors has the dimensional ratio of 1:1.4 between the rotor and the stator assembly.
The simplified, analytical driving torque model is derived based on Ampere’s law and separation of
variables, showing that the conductivity of the rotor outer layer and pole number of the stator fields
contribute to the driving torque. To raise the agility of attitude adjustment of satellites, it is crucial to
improve the torque density of this 4-pole inductive RS besides introducing slots in the iron-core curve
stator. Here, its curved inductors and electromagnets are redesigned as the cross-shape, allowing two
more slots near the notches of the curve stator to be functional. This also improves the uniformity
of the induced eddy current and magnetic field along the stator circle. As the full analytical torque
model is not available for inductive RS with slotted curve stators, a constrained optimization problem
is formulated to maximize the output torque. In addition, the design parameters are efficiently solved
by SVM with only small volume of training data. The lab prototype is developed for feasibility test.
It shows that the optimized RS can rotate over 700 rpm in X, Y and Z axis with the angular momentum
of 0.08 kg·m2/s.

Small volume and small mass are two essential issues in reaction spheres design. The proposed
compact design enables the developed prototype to have the rotor mass of 0.66 kg and the whole
assembly of 3 kg under the dimension constraints of 136 mm × 136 mm × 136 mm. The necessary
angular momentum of the actuator is expected to be within 0.1–1 kg·m2/s for actual micro-spacecraft
(10–100 kg) attitude control [33,34], and the practical design target is set as 0.4 kg·m2/s. If we maintain
the design parameters in this paper, the rotor has to spin about 3800 rpm to achieve this, demanding a
high level of dynamic balance. Due to the current restraint of motor drivers and the error during part
fabrication and assembly, it is not practical to realize such speed with our prototypes. A more practical
way is to increase both the output speed and the mass of the steel layer of the rotor appropriately.
For example, we can achieve the angular momentum of 0.4 kg·m2/s by increasing the speed to
1500 rpm and the steel thickness of the hollow sphere to 9.5 mm respectively. Remarkably, the design
and optimization methods proposed in this paper are still applicable in the practical reaction sphere
development.
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Appendix A. Proof: (A1) is a Monotonically Increasing Function

The MOI of a hollow and uniform sphere is

J = J(R0) =
2
5

M
R5 − R5

0

R3 − R3
0

, 0 ≤ R0 ≤ R, (A1)

where R0 is a variable, R and M are constants, R0, R, M ∈ R+. Take logarithms on both sides of (A1),

ln(J) = ln
(

2
5

M
)
+ ln(R5 − R5

0) + ln(R3 − R3
0). (A2)

Take the derivative of (A2) with respect to R0, it yields

J′

J
=

R2
0(−5R2

0R3 + 2R5
0 + 3R5)

(R5 − R5
0)(R3 − R3

0)
. (A3)

Set H(R0) = −5R2
0R3 + 2R5

0 + 3R5, so H(R0)|R0=R = 0. In addition, dH
dR0

= 10R0(R3
0 − R3) < 0.

In this way, for R0 < R, H(R0) > 0. This yields J′ = JH(R0)/[(R5 − R5
0)(R3 − R3

0)] > 0.
This concludes J(R0) is monotonically increasing when R0 ∈ [0, R). Additionally, Jmin = J(0) =

2
5 MR2

0, J < J(R) = lim
R0→R

2
5 M R5−R5

0
R3−R3

0
= 2

3 MR2
0, J(0) = 60%J(R).
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Abstract: This paper presents a mitigation method of slot harmonic cogging torque considering
unevenly magnetized magnets in a permanent magnet synchronous motor. In previous studies, it has
been confirmed that non-uniformly magnetized permanent magnets cause an unexpected increase of
cogging torque because of additional slot harmonic components. However, these studies did not
offer a countermeasure against it. First, in this study, the relationship between the residual magnetic
flux density of the permanent magnet and the cogging torque is derived from the basic form of the
Maxwell stress tensor equation. Second, the principle of the slot harmonic cogging torque generation
is explained qualitatively, and the mitigation method of the slot harmonic component is proposed.
Finally, the proposed method is verified with the finite element analysis and experimental results.

Keywords: cogging torque; permanent magnet machine; torque ripple; uneven magnets

1. Introduction

The cogging torque is one of the most representative components of torque ripple in the permanent
magnet synchronous motor (PMSM). Therefore, studies on the reduction method for the cogging
torque have been actively carried out to minimize the torque ripple [1–11]. Those studies on cogging
torques have been mainly focused on reducing the cogging effect by modulating the combination of the
pole and slot number, the pole arc, the shape of the core, the skew angle, the notching, etc. In general,
the results of such studies are based on a simple theoretical analysis, so it is assumed that the magnetic
components of the motor are ideal. However, since there are many possible manufacturing errors such
as eccentricity, machining error, and unevenly magnetized magnets, motors always contain non-ideal
components. As a result of those errors, the measured cogging torque of the actual motor may be very
different from what is expected in the simulation [12]. This phenomenon can be a critical issue to those
applications that need precision control of the motor and are sensitive to noise and vibration.

For this reason, several studies that take manufacturing errors into consideration have
emerged [13–19]. In [13–16], analytical solutions of cogging torque are studied by considering
the magnet imperfections, rotor eccentricity, geometrical variation, and magnetizing fixture.
In addition, [17] mathematically investigated the cogging torque caused by the simultaneous existence
of eccentricities and the uneven magnetization. Those studies have focused on analysis methods of
cogging torque by considering manufacturing errors, and they reported that those errors generate
additional harmonic components. In [18], they show that the unevenly magnetized permanent magnet
(PM) can have a negative impact on applying the cogging torque reduction method (teeth curvature
modulation method), leading to additional slot harmonic cogging torque. In [19], it is confirmed that
the main contributors, which have the greatest effect on the cogging torque distortion, are the inner
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radius tolerance of the stator and the tolerance of PM remanence (unevenly magnetized magnets),
among many other manufacturing errors. In addition to the aforementioned studies, there are a few
studies that have analyzed motor performance in consideration of manufacturing errors, but those
studies only handle the phenomena analysis caused by them, and there is a lack of research on the
mitigation countermeasures.

Unlike most studies that have only analyzed the effects of manufacturing errors on cogging torque,
this paper proposes a method to counteract the influence of unevenly magnetized magnets, which are
one of the main contributors of cogging torque distortion [19]. Here, unevenly magnetized magnets
mean that each magnet has different magnetic strength. This study is carried out in the following order.
First, the relationship between the remanence of each PM and the cogging torque is derived from the
basic form of the Maxwell stress tensor equation. Second, the principle of slot harmonic cogging torque
generation is explained qualitatively. Based on this principle, a new mitigation method of slot harmonic
cogging torque is proposed. This method involves a series of processes that select the position of
the PMs, taking into account the remanence deviations of each PM. Finally, the proposed method
is verified with a finite element analysis (FEA) and experimental results. Here, note that this study
assumed that each magnet is pre-magnetized before the assembly. Therefore, the proposed method is
more appropriate for small quantity customized production than mass production. Moreover, based
on the principle of the slot harmonic component mitigation condition, it is possible to adjust that the
manufacturing tolerance of the magnetization yoke, leading to the alleviation of the influence of the
uneven magnetization.

2. Analysis of Cogging Torque in PMSM from a Macroscopic Perspective

Before examining the process of the slot harmonic cogging torque generation caused by the
unevenness in magnetic strengths of each pole, we first analyzed the generation of cogging torque
from a macroscopic perspective.

2.1. The Relation between the Electromagnetic Force and the Remanence of Magnet

The cogging torque refers to a torque caused by an electromagnetic force generated when the
PM’s magnetic flux passing through the air gap between a rotor and a stator is concentrated in a path
that has a relatively small magnetic reluctance. Therefore, in order to analyze the magnitude of the
cogging torque, it is necessary to understand the electromagnetic force. In many studies, according
to Maxwell stress tensor theory, the electromagnetic force of the tangential component is defined as
follows in a single rotor position [13,20–22]:

Ft =
R
μ0

∫ 2π

0
Brgap(φr)Btgap(φr)dφr (1)

where Ft is the tangential force density, μ0 is the permeability of free space, R is the radius for which
the Maxwell stress tensor is calculated, Φr is the space angle at single rotor position, and Brgap and
Btgap represent radial and tangential components of magnetic flux density, respectively. Here, if the
saturation phenomenon of the magnetic material is ignored, Brgap and Btgap are always proportional to
the remanence of the PM (Br), and the following relationship holds:

Ft ∝ B2
r (2)

2.2. The Cogging Torque Caused by Single Pole

The cogging torque according to the electromagnetic force described above can be defined
as follows:

Tcog(θ, l) = R
∫ Lstk

0
Ft(θ, l)dl (3)
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whereθ is rotation angle of the rotor, Lstk is stack length, and l is axial length. Here, if the electromagnetic
force is uniformly distributed in the stacking direction, the above equation can be simplified as the
following equation:

Tcog(θ) = RLstkFt(θ) (4)

To understand the period of cogging torque and the interaction of harmonic components, we first
assumed an example model with one magnet (pole), as in Figure 1. Here, the pole-arc of the PM is
24◦ and the stator has 12 teeth. In this case, since the influences of eccentricity and shape error are
deviated from the subject of this study, the cogging torque can be expressed in the following form of
the Fourier series [23]:

Tcog(θ) = RLstk

∞∑
k=1

Ftk sin(kSθ) = RLstk

∞∑
k=1

Ftk sin(kθs) (5)

where θs is a slot periodic angle that is calculated by multiplying θ (mechanical angle) with the slot
number, Ftk is Fourier coefficient (amplitude of force) of the ‘k’th harmonic component, and S is the
number of the slots.

  
(a) (b) 

Figure 1. (a) The geometry of the example model with one pole and twelve teeth; (b) cogging torque
harmonic component due to one pole rotation (θs).

The cogging torque result of the example model of Figure 1a is shown in Figure 1b with the
harmonic component. Here, the magnitude of each harmonic component is normalized to the peak
value of the total cogging torque. Since the first harmonic component is the largest, the total cogging
torque has the same period as the first harmonic component.

2.3. The Cogging Torque Caused by Multi Poles

Now suppose that we add some magnets to the example model. Figure 2a–c have 8 poles, 10 poles,
and 14 poles, respectively. Each added pole has the same remanence, pole-arc, and thickness. In this
case, the cogging torque generated in each adjacent pole has a phase difference by a pole pitch. Further,
due to the phase difference, the cogging torques generated by each pole interfere with each other.
Using the property from Equation (5), the cogging torque caused by multi-poles can be expressed as
follows using superposition technique [24,25].

Tcog(θs) = Tp1 + Tp2 + Tp3 + · · ·+ TpP

= RLstk

{ ∞∑
k=1

Ft1k sin(kθs) +
∞∑

k=1
Ft2k sin

[
k
(
θs + (n2 − 1) 2πS

P

)]
+
∞∑

k=1
Ft3k sin

[
k
(
θs + (n3 − 1) 2πS

P

)]
+ · · ·+ ∞∑

k=1
FtPk sin

[
k
(
θs + (nP − 1) 2πS

P

)]} (6)

where TpP is the cogging torque that is generated by each pole, FtPk is the ‘k’th harmonic component of
the tangential magnetic force density generated by each pole, n2 . . . P are the order of the poles, P is the
number of the poles, and S is the number of the slots. Here, the rotation angle of the rotor is expressed
in the slot periodic angle.

439



Energies 2019, 12, 3887

  
(a) (b) 

 
(c) 

Figure 2. The geometry of the example model with multi poles and twelve teeth for (a) 8p/12s,
(b) 10p/12s, and (c) 14p/12s.

Figure 3 shows the cogging torque of each example model case that resulted in the mutual
interference of cogging torque for each pole. As can be seen from the figure, depending on the phase
difference of each pole, the cogging torque can be increased or decreased by overlapping. Also, the
harmonic component of cogging torque is demonstrated in Figure 4. Here, if those harmonic orders are
calculated based on the mechanical angle (θ), the most dominant harmonic component has the order
of least common multiple (LCM) of the number of slots and the number of poles. This is because the
fundamental frequency of the cogging torque is calculated by using the LCM [26]. For example, since
the LCM of an 8-pole/12-slot motor is 24, the 24th harmonic becomes as the most dominant harmonic
component, as shown in Figure 4. This is a well-known fact of the cogging torque period and has been
confirmed once again through this analysis.

  
(a) (b) 

 
(c) 

Figure 3. Cogging torque caused by multi poles rotation based on θs: (a) cogging torque of 8p/12s,
(b) cogging torque of 10p/12s, and (c) cogging torque of 14p/12s.
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(a) (b) 

 
(c) 

Figure 4. Harmonic spectra of cogging torque caused by multi poles rotation based on θs: (a) harmonics
of 8p/12s, (b) harmonics of 10p/12s, and (c) harmonics of 14p/12s.

3. Mitigation Method of Slot Harmonic Cogging Torque Component

As the name implies, the slot harmonic component refers to a harmonic component that has the
same number of cycles as the number of slots when the rotor rotates 360◦ (based on θ). Hence, in
Equation (6), the first order harmonic component can be defined as the slot harmonic component
(because of θs = 12θ). Then, the slot harmonic cogging torque can be expressed as follows:

Tslot(θs) = RLstk
{
Ft11 sin(θs) + Ft21 sin

[
θs + (n2 − 1) 2πS

P

]
+Ft31 sin

[
θs + (n3 − 1) 2πS

P

]
+ · · ·+ FtP1 sin

[
θs + (nP − 1) 2πS

P

]} (7)

As can be seen from the result of Figure 4, when the motor is under the ideal condition and all
the magnetic forces of each pole are equal to each other, the slot harmonic component does not exist
in all cases. This is because the first harmonic component of each pole is canceled out by the phase
difference from the other pole. This is easy to understand the phenomenon with the 8-pole/12-slot and
10-pole/12-slot models.

Substituting the number of poles of 8 and the number of slots of 12 into Equation (7), it is
summarized as follows:

Tslot(θs) = RLstk
{
Ft11 sin(θs) + Ft21 sin

[
θs + (2− 1) 2π·12

8

]
+Ft31 sin

[
θs + (3− 1) 2π·12

8

]
+ · · ·+ Ft81 sin

[
θs + (8− 1) 2π·12

8

]}
= RLstk

[(
Ft11 + Ft31 + Ft51 + Ft71

)
sin(θS) +

(
Ft21 + Ft41 + Ft61 + Ft81

)
sin(θS + π)

]
.

(8)

As a result, in the motor of the 8-pole/12-slot, the cogging torque produced by each pole had two
phases, and the phase difference was π. Therefore, under ideal conditions, the slot harmonic torque
(first harmonic torque of each pole) becomes zero because each pole produces the same amount of
magnetic force. Here, through the above equation, the removal condition of the slot harmonic can be
more clearly expressed as follows:

Ft11 + Ft31 + Ft51 + Ft71 = Ft21 + Ft41 + Ft61 + Ft81 (9)

According to this condition, the slot harmonic component is likely to be canceled even if the
density of each magnetic force does not exactly coincide. That is, even if the magnetic strength of each
pole (the remanence of each magnet) is different, the slot harmonic component may be removed.

441



Energies 2019, 12, 3887

In this paper, since the influence of shape error and eccentricity is not considered, the above
condition can be rearranged as follows using the relation of (2):

B2
r1 + B2

r3 + B2
r5 + B2

r7 = B2
r2 + B2

r4 + B2
r6 + B2

r8 (10)

where Br1 . . . rP are the remanence of the magnet in each pole. Under this condition, the slot harmonic
component can be mitigated, and all harmonics except the LCM harmonic component will be also
mitigated by superposition because the phase difference is equal to the pole pitch.

As in the example of the 8-pole/12-slot motor, by substituting the number of poles of 10 and the
number of slots of 12 into Equation (7), it can be summarized as follows:

Tslot(θs) = RLstk[
(
Ft11 + Ft61

)
sin(θs) +

(
Ft21 + Ft71

)
sin
(
θs +

12
5 π
)

+
(
Ft31 + Ft81

)
sin
(
θs +

24
5 π
)
+
(
Ft41 + Ft91

)
sin
(
θs +

36
5 π
)

+(Ft51 + Ft101) sin (θs +
48
5 π)].

(11)

Under ideal conditions, the slot harmonic torque (first harmonic torque of each pole) becomes
zero because each pole produces the same amount of magnetic force. As a result, the removal condition
of the slot harmonic can be expressed as follows:

Ft11 + Ft61 = Ft21 + Ft71 = Ft31 + Ft81 = Ft41 + Ft91 = Ft51 + Ft101 (12)

B2
r1 + B2

r6 = B2
r2 + B2

r7 = B2
r3 + B2

r8 = B2
r4 + B2

r9 = B2
r5 + B2

r10. (13)

Through the above examples, it is verified that the slot harmonic cogging torque can be zero,
when the motor is under the ideal condition and all the magnetic forces of each pole are equal to each
other regardless of the odd or even number of magnet set.

Looking at the process of deriving this condition, consequently, it is important to find poles with
the same cogging torque phase so that the sum of the remanence of the magnets is equal to the poles
with different phases. By using the equation below, the distance of pole (N), which has the same torque
phase with the first (reference) pole, can be calculated in the pole number. This can be simply derived
with the number of poles and the number of slots, and by taking into account the relationship between
pole pitch and slot pitch.

N =

∣∣∣∣∣∣ P
(S− P)

∣∣∣∣∣∣ (14)

According to Equation (14), N of the 14-pole/12-slot is assigned “7.” Therefore, in the case of the
14-pole/12-slot, the torque phases of the first pole and the eighth pole are the same. Therefore, the slot
harmonic torque removal condition for each pole/slot combination is derived as follows:

B2
r1 + B2

r8 = B2
r2 + B2

r9 = B2
r3 + B2

r10 = B2
r4 + B2

r11
= B2

r5 + B2
r12 = B2

r6 + B2
r13 = B2

r7 + B2
r14.

(15)

In addition to the above condition, in order to make the magnetic flux connected to the winding
uniform according to the polarity, the remanence summation of the entire magnets located at the N
pole must be equal to that of the S pole. Therefore, the following condition should be also met:

BN(Br1 + Br3 + Br5 + · · ·) = BS(Br2 + Br4 + Br6 + · · ·) (16)

where BN and BS are total remanences of the north and south poles.
Considering these conditions when assembling magnets and rotors, the generation of the slot

harmonic cogging torque components will be minimized. Hence, the work flow chart of the slot
harmonic component mitigation method is shown in Figure 5. Here, the sum of Br

2 of the poles with
the same cogging torque phase is conveniently referred to as Z. The smaller the difference in Z value
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for each torque phase is the smaller the slot harmonic size is. In addition, the tolerance is denoted as δ,
and it is reasonable to choose this to be larger than the measurement uncertainty of the Gauss value of
the magnet in practical.

 

Figure 5. The workflow diagram of a method for mitigating slot harmonic cogging torque before
rotor assembly.

4. Verification of the Proposed Method

4.1. Verification Using the Finite Element Analysis (FEA)

In this section, the FEA is conducted to verify the validity of the slot harmonic mitigation
method proposed in Figure 5. Two example models are selected for this analysis. The first model
is a 6-pole/9-slot interior permanent-magnet motor (IPM), and the other is an 8-pole/12-slot IPM.
The geometry with the mesh information and the specification of each model are shown in Figure 6
and Table 1. Here, the saturation point of each core material was adjusted to be lower than the actual
property. This is to confirm that the proposed method is still valid under nonlinear material properties.

In order to consider the unevenly magnetized magnet in FEA verification, firstly, the management
tolerance on the Br of the commercial magnets was investigated and is shown in Table 2. Then based
on the data, the Br of each magnet was randomly selected and positioned on the rotor, as shown in
Figure 7. The selected Br results and the magnet position are recorded in Tables 3 and 4. Here, in
each table, Case A is each magnet arranged according to its number order, and Case B is where it is
arranged according to the proposed method in Figure 5. The change in position of each magnet is
shown more clearly in Figure 7. In Tables 3 and 4, it can be seen that the Z comparison and BN-BS
comparison value are not ‘zero,’ even in Case B. In fact, since there is very low probability that there
can be a magnet arrangement that satisfies this in reality, the tolerances were changed step by step to
have the magnet array with the smallest comparison result.

443



Energies 2019, 12, 3887

 
(a) (b) 

Figure 6. The geometry and mesh information of each FEA model for the verification of the proposed
method at (a) 6p/9s IPM and (b) 8p/12s IPM.

Table 1. Specification of each FEA model for the verification of the proposed method.

Item 6p/9s IPM 8p/12s IPM

Stator outer diameter 100.0 mm 150.0 mm
Rotor outer diameter 54.0 mm 82.0 mm

Stack length 40.0 mm 72 mm
Air gap length 1.0 mm 0.6 mm
Rated power 400 W 5000 W
Rated speed 3500 rpm 2000 rpm
Rated torque 1.1 Nm 23.8 Nm

Rated ph. current 10.3 Arms 120 Arms
Series turn per phase 72 20

Core material 50PN470
(FEM: saturate@1.2T)

50PN470
(FEM: saturate@1.2T)

Magnet material NMX-36EH NEOREC 40UH

Table 2. The magnet management tolerance of the manufacturer.

Company 6p/9s IPM 8p/12s IPM

TDK

NEOREC 40UH 1290 ± 30
NEOREC 40TH 1285 ± 30
NEOREC 38UX 1250 ± 30
NEOREC 35NX 1200 ± 30

Hitachi

NMX-43SH 1295 ± 35
NMX-41SH 1275 ± 35
NMX-39EH 1235 ± 35
NMX-36EH 1195 ± 35

  
(a) (b) 

Figure 7. PM position change according to the proposed method for the FEA verification for (a) 6p/9s
IPM and (b) 8p/12s IPM.
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Table 3. Random selection of the magnet remanence for the 6p/9s model considering the
management tolerance.

Position & Comparison
Case A Case B

PM No. Br PM No. Br

P1 PM 01 1.194 T PM 05 1.226 T
P2 PM 02 1.195 T PM 02 1.195 T
P3 PM 03 1.198 T PM 04 1.162 T
P4 PM 04 1.162 T PM 03 1.198 T
P5 PM 05 1.226 T PM 01 1.194 T
P6 PM 06 1.172 T PM 06 1.172 T

Z1-Z2 0.212 (T)2 0.042 (T)2
BN-BS 0.089 (T) 0.017 (T)

Table 4. Random selection of the magnet remanence of 8p/12s model considering the
management tolerance.

Position & Comparison
Case A Case B

PM No. Br PM No. Br

P1
PM 01 1.265 T PM 05 1.269 T
PM 02 1.275 T PM 06 1.278 T

P2
PM 03 1.290 T PM 13 1.287 T
PM 04 1.291 T PM 14 1.285 T

P3
PM 05 1.269 T PM 11 1.309 T
PM 06 1.278 T PM 12 1.309 T

P4
PM 07 1.294 T PM 03 1.290 T
PM 08 1.295 T PM 04 1.291 T

P5
PM 09 1.278 T PM 07 1.294 T
PM 10 1.290 T PM 08 1.295 T

P6
PM 11 1.309 T PM 15 1.310 T
PM 12 1.309 T PM 16 1.315 T

P7
PM 13 1.287 T PM 09 1.278 T
PM 14 1.285 T PM 10 1.290 T

P8
PM 15 1.310 T PM 01 1.265 T
PM 16 1.315 T PM 02 1.275 T

Z1-Z2 −0.483 (T)2 0.009 (T)2
BN-BS −0.187 (T) 0.004 (T)

Now, the validity of the proposed method can be verified by examining the variation of the
cogging torque harmonic component in each case. The FEA results of the cogging torque harmonic
component are shown in Figure 8. Figure 8a shows the result of the 6-pole/9-slot model, and Figure 8b
shows the result of the 8-pole/12-slot model. In both models, it can be seen that the slot harmonic
component of Case B is much smaller than Case A. Therefore, the proposed method was effective
in mitigating the slot harmonic component of cogging torque. Furthermore, it can be seen that the
permeability of the core is in a somewhat non-linear region by observing the flux density distribution
in Figure 9. Hence, although we ignored the saturation when deriving the method, the result of
Figure 8 proves that the proposed method is still effective under the non-linear material characteristics
of the ferromagnetic.
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(a) (b) 

Figure 8. FEA results of cogging torque harmonic component according to each case: (a) 6p/9s IPM
and (b) 8p/12s IPM.

 
(a) (b) 

Figure 9. Contour plot of magnetic flux density under no load condition for (a) 6p/9s IPM and (b)
8p/12s IPM.

4.2. Verification with Experimentation

For the experimental verification, both models in Figure 6 were manufactured, one of each.
Figure 10 is a picture of the produced motor. Then, the experiment process was performed as follows.

(a) (b) 

Figure 10. The manufactured motors for the experiment: (a) 6p/9s IPM and (b) 8p/12s IPM.

1. The surface Gauss value of each magnet was measured (with ATM 1000, SCMI) in the space,
excluding the magnetic substance. Figure 11 shows a picture of the measurement, and the
results are written in Tables 5 and 6. The Gauss average value was calculated from the seven
measurement points per each magnet, and the measurement uncertainty was calculated by
repeating the measurement five times.

2. The position of each magnet was set according to the proposed method. The results are shown in
Tables 5 and 6 and in Figure 12 (Case B).

3. These magnets were alternately assembled to the rotor according to the case of each model shown
in Figure 12, and the cogging torque according to each case was measured (with ATM-5KA,
SUGAWARA) as shown in Figure 13.
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Figure 11. Gauss measurement of the magnet surface.

Table 5. Gauss measurement of each magnet surface of the 6p/9s model and the changes in magnet
position according to the proposed method.

Position & Comparison
Case A Case B

PM No. Gauss Avg. PM No. Gauss Avg.

P1 PM 01 194.3 mT PM 04 198.4 mT
P2 PM 02 198.3 mT PM 02 198.3 mT
P3 PM 03 196.7 mT PM 05 196.9 mT
P4 PM 04 198.4 mT PM 06 199.1 mT
P5 PM 05 196.9 mT PM 03 196.7 mT
P6 PM 06 199.1 mT PM 01 194.3 mT

Uncertainty ±0.2%
Z1-Z2 −3113.3 (mT)2 106.9 (mT)2
BN-BS −7.9 (mT) 0.3 (mT)

The results of cogging torque measurements are demonstrated in Figure 14. Figure 14a shows
the result of the 6-pole/9-slot motor. Case A had a cogging torque of 56.7 mNmpk-pk, and Case B had
55.1 mNmpk-pk. In Figure 14b the 8-pole/12-slot motor showed 227.3 mNmpk-pk for Case A and 214.8
mNmpk-pk for Case B. As a result, although the shapes of the stator and rotor of the analyzed motors
were already optimized for reducing cogging torque, the cogging torque could be improved more by
using the proposed method. The main cause of this cogging difference between Case A and B is due to
the slot harmonic component of Case B being smaller than Case A, as can be seen in the FFT result of
each cogging torque in Figure 15. Consequently, the validity of the proposed method was confirmed
again by the experimental results. Overall, since this method only affects the position of each magnet
before assembly, it can be compatible with the conventional cogging torque reduction methods using
the teeth curvature and rotor shape modulation.

 
(a) (b) 

Figure 12. PM position change according to the proposed method for the experimental verification for
(a) 6p/9s IPM and (b) 8p/12s IPM.
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(a) (b) 

Figure 13. Cogging torque measurement of each motor for (a) 6p/9s IPM and (b) 8p/12s IPM.

Table 6. Gauss measurement of each magnet surface of the 8p/12s model and the changes in magnet
position according to the proposed method.

Position & Comparison
Case A Case B

PM No. Gauss Avg. PM No. Gauss Avg.

P1
PM 01 227.1 mT PM 09 225.5 mT
PM 02 228.7 mT PM 10 226.2 mT

P2
PM 03 233.8 mT PM 07 231.1 mT
PM 04 234.0 mT PM 08 231.5 mT

P3
PM 05 226.3 mT PM 11 230.6 mT
PM 06 226.8 mT PM 12 230.9 mT

P4
PM 07 231.2 mT PM 05 226.3 mT
PM 08 231.5 mT PM 06 226.8 mT

P5
PM 09 225.5 mT PM 03 233.9 mT
PM 10 226.2 mT PM 04 234.0 mT

P6
PM 11 230.6 mT PM 01 227.1 mT
PM 12 230.9 mT PM 02 228.7 mT

P7
PM 13 229.0 mT PM 13 229.0 mT
PM 14 229.9 mT PM 14 229.9 mT

P8
PM 15 234.2 mT PM 15 234.2 mT
PM 16 234.3 mT PM 16 234.2 mT

Uncertainty ±0.1%
Z1-Z2 −10,065.1 (mT)2 133.9 (mT)2
BN-BS −21.9 (mT) 0.3 (mT)

  
(a) (b) 

Figure 14. The measured cogging torque of each motor for (a) 6p/9s IPM and (b) 8p/12s IPM.

  
(a) (b) 

Figure 15. Cogging torque measurement of each motor for (a) 6p/9s IPM and (b) 8p/12s IPM.
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5. Discussion

The reduction effect cannot be clearly seen in the peak-peak comparison of cogging torque in
Figure 14. This is because the LCM component is much larger than the slot harmonic component in
both cases. In this case, although the slot harmonic component was reduced, as shown in Figure 15,
by the proposed method, the effect is not seen much. If the proposed method is applied to a model
that is sensitive to the slot harmonic component, the cogging torque can be effectively mitigated,
compared with the results of this paper. In other words, the proposed method has a different effect on
the mitigation of cogging torque depending on which harmonic component is dominant.

Additionally, since there are some methods to measure the Br or flux density of PM, the real
application for applying the proposed method can be manufactured. Among the measurement methods,
the simplest example is using Helmholtz coil. As mentioned in the introduction, the proposed method
is more appropriate for small quantity customized production than mass production because the Gauss
value of each magnet should be measured before the assembly. In the case of mass production, it is
possible that if the manufacturing tolerance of the magnetization yoke is adjusted based on the principle
of the slot harmonic component mitigation condition, that the influence of the uneven magnetization
can be alleviated.

As described above, there are some limitations to the proposed method. However, it is meaningful
that we have dealt with the method to compensate manufacturing tolerance (Uneven PM) that has
not been covered in the meantime. Furthermore, this method can prevent an increase in cogging
torque caused by unevenly magnetized PMs of motors with a high number of poles. Since small scale
customized manufacturing process, which adopts the method of the pre-magnetization of magnets
before assembly, cannot adjust and compensate for the unevenness of the PMs, by using the proposed
method, it will be possible to ensure the cogging performance of a manufactured motor.

6. Conclusions

In this study, a mitigation method of slot harmonic cogging torque caused by the unevenly
magnetized magnet was proposed. This method was drawn through the qualitative analysis of the
cogging torque from a macroscopic perspective. As shown in Figure 5, the main process of this method
is arranging each magnet according to the non-slot harmonic condition described in Section 3. The
validity of the proposed method was verified using FEA and experimentation. Here, the verification
was performed by comparing the harmonic components of the cogging torque with and without the
proposed method. In this process, it was confirmed that this method is sufficiently effective, even
when considering the non-linear material characteristics of the ferromagnetic.
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Abstract: In order to provide a complete solution for designing and analyzing the axial flux permanent
magnet synchronous motor (AFPMSM) for electric vehicles, this paper covers the electromagnetic
design and multi-physics analysis technology of AFPMSM in depth. Firstly, an electromagnetic
evaluation method based on an analytical algorithm for efficient evaluation of AFPMSM was studied.
The simulation results were compared with the 3D electromagnetic field simulation results to verify
the correctness of the analytical algorithm. Secondly, the stator core was used to open the auxiliary slot
to optimize the torque ripple of the AFPMSM, which reduced the torque ripple peak-to-peak value
by 2%. From the perspective of ensuring the reliability, safety, and driving comfort of the traction
motor in-vehicle working conditions, multi-physics analysis software was used to analyze and check
the vibration and noise characteristics and temperature rise of several key operating conditions of
the automotive AFPMSM. The analysis results showed that the motor designed in this paper can
operate reliably.

Keywords: AFPMSM; analytical algorithm; torque ripple; vibration noise; temperature field analysis

1. Introduction

Drive motors used in new energy vehicles require frequent start-ups and shutdowns, are subject
to large accelerations or decelerations, and require high-speed, low-torque mode operation. Compared
with radial flux permanent magnet synchronous motors (RFPMSM) [1–4], axial flux permanent magnet
synchronous motors (AFPMSM) have the advantages of compact axial structure and high power density,
which are suitable for new energy vehicles. As early as 2005, researchers have studied AFPMSMs.
Methods of finite-element analysis and theoretical analysis were combined into a multi-dimensional
optimization program to optimize the design of high-power coreless stator AFPM generators in 2005 [5].
In 2006, the author of Reference [6] studied the torque ripple component of permanent magnet motors
and proposed a method to minimize the torque ripple of surface permanent magnet motors. In order
to ensure the reliability, safety, and ride comfort of the AFPMSM for electric vehicles, it is also possible
to find an effective and reliable method from the control strategy. In Reference [7], a sliding mode
vector control system based on cooperative control is established to drive AFPMSM. In Reference [8],
the current control method is used to drive the AFPMSM, and internal model control was introduced.
This paper focuses on the design and optimization of the AFPMSM for electric vehicles.

The design of AFPMSM usually requires 3D finite element method (FEM) analysis. Considering
that multiple design variables need to be analyzed simultaneously, the time to design AFPMSM is
significantly increased. The analytical algorithms to simplify analysis time are used to solve this
problem [9–11]. A surrogate assisted multi-objective optimization algorithm was applied to significantly
reduce function calls, effectively reducing motor design time [9]. Under the same magnetic energy of
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the two models’ permanent magnets, an AFPM motor is equivalent to a linear synchronous permanent
magnet motor [10]. In order to obtain the key parameters of accurate surface mount permanent
magnet synchronous motors, an analysis model based on Maxwell’s equation and magnetic equivalent
circuit was introduced [11]. The analysis algorithm can effectively reduce the development time when
designing the motor. The AFPMSM for electric vehicles has a complicated structure, and the use of
FEM will greatly increase the analysis time. For AFPMSM, its structure is complex, and the analytical
algorithm can effectively reduce the development time in motor design. Therefore, the electromagnetic
design method based on analytical formula studied in this paper has certain advantages.

Similar to RFPMSMs, AFPMSMs also have a torque ripple problem during operation. The existence
of torque ripple will cause torsional vibration of the transmission system, which will adversely affect
the motor control and torque output quality. Therefore, it is necessary to analyze and optimize its
torque characteristics. The authors of Reference [12,13] optimized the torque ripple from the control
method. The authors of Reference [14,15] optimized the torque ripple from the motor itself. In this
paper, the stator core was used to open the auxiliary slot to optimize the torque ripple.

In recent years, AFPMSM’s multi-physics analysis has also made great progress. The authors of
Reference [16–18] used the steady-state heat conduction equation method, the T-type thermal network
model method, and the AFPMSM full prediction heat transfer coefficient model with magnet geometry
parameters to perform thermal analysis on AFPMSM. The authors of Reference [19–22] conducted
a detailed study of the AFPMSM’s degaussing fault identification. The method was proposed for
detecting and locating asymmetric demagnetization defects in AFPMSM, which can be used for
real-time condition monitoring of demagnetization defects or as a virtual temperature sensor for
magnets. [19]. A time harmonic analysis model was proposed to study the demagnetization and
rotor eccentricity of a single stator dual rotor AFPMSM [20]. A forward model was established for
demagnetization detection of an AFPMSM. [21]. In addition, the eddy current losses of AFPMSMs have
been analyzed in detail in Reference [22–24]. Because electric vehicles require high system efficiency,
strong system environment adaptability and low noise, based on these characteristics, the current study
analyzed and checked the vibration noise and temperature rise of several key operating conditions of
automotive AFPMSMs based on multi-physics analysis software to ensure that the motor can always
run smoothly.

In summary, this paper covers the study and design of a dual-stator-single-rotor structure of the
new energy vehicle traction AFPMSM (the motor parameters are shown in Table 1; the motor structure
diagram is shown in Figure 1). The AFPMSM for electric vehicles was based on a fast electromagnetic
design method based on analytical formulas and a refined optimization design simulation technology
based on machine-electric-thermal-structure multi-physics analysis, providing a complete solution for
designing and optimizing AFPMSM for electric vehicles.

 

Figure 1. Double stator-single rotor type axial flux permanent magnet synchronous motor (AFPMSM).
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Table 1. Motor parameters.

Motor Parameters Symbol Value

Pole-pairs p 6
Slot number Q 27 × 2

Air gap length δ 1 mm
Rated torque TN 300 Nm
Rated power PN 50 kW

Stator outer diameter Dso 250 mm
Phase number m 3
Rated speed n 1600 rpm

Permanent magnet Remanence Br 1.089 T
Coercivity HC 2 A/m

2. Magnetic Path Analysis Algorithm for AFPMSM

2.1. Modeling and Analysis of Magnetic Circuit Analysis Algorithm

The AFPMSM has a unique magnetic circuit structure, and its electromagnetic design is quite
different from that of the RFPMSM. In this paper, the model of AFPMSM was simplified by the 2D
multi-loop equivalent method. Based on this, the magnetic circuit analysis algorithm was used to
design the motor and obtain the electromagnetic parameters of the motor. The specific method is
as follows. Take the motor stator N different diameters and expand it into a linear motor, and then
superimpose the simulation results of N linear motors to get the final result, as shown in Figure 2.
The radius Diave taken by the i-th linear motor is as follows:

Diave = Dout − 2i− 1
N

Dout −Din
2

, i = 1, 2, · · · , N (1)

where Dout and Din are the outer diameter and inner diameter of the stator.

(a) (b) 

Figure 2. Double stator-single rotor type AFPMSM. (a) AFPMSM 3D model. (b) Equivalent linear
motor model.

When calculating the value of the electromagnetic field under ideal conditions, take N = 1.
When calculating the loss and other information, take N > 1.

Then, use the equivalent magnetic network circuit as shown in Figure 3 to calculate the key
electromagnetic parameters of the motor. In Figure 3, Ry is the equivalent reluctance of the stator
yoke, Rt is the magnetic reluctance of the tooth, Fl is the magneto motive force generated by the stator
winding, Rs is the slot reluctance, Rg is the air gap reluctance, and FPM is the magneto motive force
generated by the permanent magnet.
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Figure 3. Equivalent magnetic network model of the AFPMSM.

The AFPMSM is equivalent to a linear motor in this paper, and the magnetic circuit analysis method
(MCAM) model was used to analyze the air gap magnetic density distribution of AFPMSM [25–28]:

Bmg(r, x) =
∞∑

n=1,3,5,···

− 8Br
nπ sin

(
αp(r)nπ

2

)
e
−nπg′
τp(r) cos

(
nπx
τp(r)

)
(
e
−nπg′
τp(r) + 1

)
+

μPM

⎛⎜⎜⎜⎜⎜⎜⎝e
−nπg′
τp(r) +1

⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝e

2nπlPM
τp(r) +1

⎞⎟⎟⎟⎟⎟⎟⎠
μ0

⎛⎜⎜⎜⎜⎜⎜⎝e
2nπlPM
τp(r) −1

⎞⎟⎟⎟⎟⎟⎟⎠

(2)

where r is the radius and x is the perimeter at different radii and is equal to 2πr. τp(r) is the pole pitch
of the permanent magnet when the radius is r, and τp(r) = πr/p. αp(r) is the polar arc coefficient when
the radius is r, and αp(r) = wPM(r)/τp(r), where wPM(r) is the width of the permanent magnet when the
radius is r. lPM is the thickness of the permanent magnet, μ0 is the vacuum permeability, μPM is the
permanent magnet permeability, and g’ is the air gap length.

Since the open slot affects the air gap flux density, the air gap permeability function λ(x) is
introduced to consider the effect of the open slot on the air gap flux distribution. The air gap magnetic
density distribution Bmag(r,x) including the slotting effect is

Bmag(r, x) = λ(x)Bmg(r, x) (3)

when the motor is used as a drive motor; the no-load phase voltage is generated only by the flux
generated by the permanent magnet. According to Equations (2) and (3), it can be calculated as:

ei,PM = −Nphkdb
ΔΦi,PM

Δt
(4)

where Nph is the number of turns in series for each phase, Kdb is the fundamental winding factor,
and Φi, PM is the air gap flux obtained by numerical integration of the air gap flux density distribution,

Φi,PM =

∫ τp,i

0

∫ ls
N

0
Bagap,i(x)dxdl (5)

where τp,i is the permanent magnet pole pitch of the i-th equivalent plane, ls is the length of the
stator punch and ls = (Dout−Din)/2, and Bagap,i(x) is the air gap magnetic density function in the i-th
equivalent plane.
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Therefore, the no-load back electromotive force (EMF) of the AFPMSM is

ePM(t) =
N∑

i=1

ei,PM(t) (6)

This paper presents a method to reduce the cogging torque. The cogging torque is calculated from
the no-load air gap flux density distribution. Assume that the cogging torque of the axial flux motor
unit is

Tcog,i(θ) =
∂W
∂θ

=

∂

(�
V

B2
agap,idV

)
2μ0∂θ

(7)

where V is the air gap volume, θ is the rotor position angle, and W is magnetic energy.
During calculation of the cogging torque, it is assumed that the magnetic flux density distribution

of each axial flux motor unit does not change in the radial direction. Analogizing the back EMF
calculation, the cogging torque generated by the axial flux motor is

Tcog(θ) =
N∑

i=1

Tcog,i(θ) (8)

2.2. Comparative Analysis of MCAM and 3D FEM

As described in Section 2.1, based on Matrix Laboratory programming, the magnetic circuit
analysis method compared with the finite element method as follows.

The air gap magnetic density of the motor has a crucial influence on the saturation degree of the
motor, the output power requirement, and the loss level. Therefore, it is important to analyze the air
gap magnetic density of the AFPMSM. Figure 4 shows that the air-gap magnetic density distribution
waveforms calculated by the FEM and the MCAM are basically the same, and the FEM can more
accurately consider the cogging and magnetic flux leakage of the motor, so the calculation accuracy
is higher than the analytical method. However, the MCAM takes a short time and can be used for
screening the initial design of the AFPMSM.

Figure 4. No-load air gap magnetic density of AFPMSM.

Figure 5 is a comparison of the analytical results of the FEM and MCAM of the AFPMSM back
EMF. It can be seen from Figure 6a,b that the MCAM has omissions in the analysis of the third harmonic
magnetic density, and the analysis results of the fundamental wave and other harmonics are in good
agreement with the finite element method.
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Figure 5. No-load back electromotive force (EMF) of the AFPMSM.

 

(a) (b) 

Figure 6. Comparison of back-EMF harmonic analysis results of the AFPMSM. (a) Overall picture.
(b) Partial enlargement picture.

Figure 7 shows that that the MCAM is basically consistent with the analysis of the positioning
torque and the finite element analysis results, and the maximum amplitude difference is 0.2 Nm,
which satisfies the initial design accuracy requirements of the motor.

Figure 7. Analysis of positioning torque of AFPMSM.

In summary, the air gap magnetic density, the no-load back EMF, and the positioning torque
calculated by the FEM and the MCAM are basically the same. Since the FEM can fully consider the
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motor cogging effect and the magnetic flux leakage coefficient, the accuracy is higher than the MCAM.
However, when the distribution trend is basically the same, the time used by the MCAM is much less
than that of the FEM. Therefore, the MCAM studied in this paper can be used to screen the initial
design of the AFPMSM.

3. Torque Ripple Optimization of AFPMSM

Electric vehicles generally operate in torque mode. The output of the motor torque is controlled
according to the depth at which the driver steps on the throttle. The presence of torque ripple adversely
affects the torque output. Therefore, the torque ripple needs to be optimized. The effect of opening
the auxiliary slot on the motor stator on the torque ripple is equivalent to increasing the number of
armature slots, i.e., changing the pole slot fit. If the position and size of the open auxiliary slot are
properly selected, the torque ripple of the motor can be weakened. First, theoretical analysis is used
to determine the number of auxiliary slots, slot width, and position distribution on each tooth, and
then the slot depth is continuously adjusted in the three-dimensional simulation. The slot depth
should suppress the torque ripple as much as possible without affecting the performance of the motor.
The number of auxiliary slots is derived below. The motor in this paper has 12 poles and 27 slots.
According to the literature [23]: {

i(k + 1)
∣∣∣i ∈ N∗} (9){

i· 2p
GCD(z, 2p)

∣∣∣∣∣∣i ∈ N∗
}

(10)

where p is the pole pairs, z is the number of stator slots, and GCD(z, 2p) is the greatest common divisor
(GCD) of z and 2p.

To attenuate torque ripple, the number k of stator toothed auxiliary slots should be such that the
intersection of set (9) and set (10) is reduced. The AFPMSM studied in this paper has p = 6, z = 27,
and k = 2, so the two sets are {3, 6, 9 . . . } and {4, 8, 12 . . . }. Obviously, there is no intersection between
the two sets, so the torque ripple is significantly reduced compared to the absence of the auxiliary slot.
If k = 1, the intersection of the above two sets is {4, 8, 12 . . . }. In summary, k = 2 and the width of the
auxiliary slot is equal to the slot width.

In summary, the motor of the present invention opens two auxiliary slots, the auxiliary slots are
evenly distributed on the stator teeth, and the width of the auxiliary slots is the same as the width of
the stator slots. The finite element analysis model is shown in Figure 8a, and a partial enlarged view of
the auxiliary slot is shown in Figure 8b.

 
(a) (b) 

Figure 8. AFPMSM auxiliary slot schematic. (a) Finite element analysis model. (b) Partial enlarged
view of the auxiliary slot.

In order to verify the feasibility of opening the auxiliary slot to suppress the torque ripple,
this section analyzes the load back EMF and load torque of constant torque maximum speed operating
point and constant power zone maximum speed operating point under rated load and peak load before
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and after optimization. The maximum speed of the constant torque is 1600 rpm, and the maximum
speed of the constant power is 3000 rpm.

3.1. Comparative Analysis of Rated Load Characteristics at 1600 rpm

Under rated load conditions, it can be seen from Figure 9 that the third, fifth, seventh, and ninth
harmonics of the load back electromotive force of the auxiliary slot method are weakened when the
rotational speed is 1600 rpm; the weakening of the fifth and seventh harmonics is more significant.

Figure 9. Back EMF of the AFPMSM at the rated load.

Figure 10 shows that when the rotation speed is 1600 rpm, the peak-to-peak load torque of the
auxiliary slot method is 10 Nm, and the peak-to-peak value of the load torque without the auxiliary
slot method is 16 Nm. The peak-to-peak value of the torque ripple after opening the auxiliary slot
is reduced by about 4%, so the optimization method of opening the auxiliary slot at rated load can
effectively attenuate the torque ripple under constant torque conditions.

Figure 10. Torque of the AFPMSM at the rated load.

3.2. Comparative Analysis of Peak Load Characteristics at 1600 Rpm

Under the peak load condition, it can be seen from Figure 11 that the seventh and ninth harmonics
of the load back electromotive force of the auxiliary slot method are weakened when the rotation speed
is 1600 rpm; the third and fifth harmonics are higher than the no auxiliary slot method.
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Load back EMF after optimization

Load back EMF before optimization

Figure 11. Back EMF of the AFPMSM at the peak load.

Figure 12 shows that the load torque peak-to-peak value of the open auxiliary slot method is
26 Nm when the rotation speed is 1600 rpm, and the load torque peak-to-peak value of the no auxiliary
slot method is 32 Nm. The torque ripple of the open auxiliary slot method is reduced by about 2%,
so the optimization method of opening the auxiliary slot at the peak load can also effectively attenuate
the torque ripple under constant torque conditions.

Figure 12. Torque of the AFPMSM at the peak load.

3.3. Comparative Analysis of Rated Load Power Characteristics at 3000 rpm

Under the rated load condition, as can be seen from Figure 13, when the rotational speed is
3000 rpm, the fifth, seventh, and ninth harmonics of the load back EMF of the auxiliary slot method are
all weakened; the weakening of the fifth, seventh, and ninth harmonics is more significant.

Figure 14 shows that the load torque peak-to-peak value of the auxiliary slot optimization method
is 3.5 Nm when the rotation speed is 3000 rpm, and the peak-to-peak value of the load torque before
optimization is 10 Nm. The torque ripple of the auxiliary slot method is reduced by about 4%, so the
torque ripple optimization method of the auxiliary slot can effectively attenuate the load torque ripple
under constant power conditions.
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Figure 13. Back EMF of the AFPMSM at the rated load power.

Figure 14. Torque of the AFPMSM at the rated load power.

3.4. Comparative Analysis of Peak Load Power Characteristics at 3000 rpm

Figure 15 shows that the load back EMF waveform is significantly optimized under the peak load
power speed of 3000 rpm. Figure 16 shows that the load torque peak-to-peak value of the auxiliary slot
optimization method is 10 Nm when the rotation speed is 3000 rpm, and the peak-to-peak value of the
load torque before optimization is 16 Nm. The torque ripple of the auxiliary slot method is reduced
by about 2%. Therefore, the torque ripple optimization method of the auxiliary slot can effectively
attenuate the load torque ripple under constant power conditions and peak load conditions.

Figure 15. Back EMF of the AFPMSM at the peak load power.
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Figure 16. Torque of the AFPMSM at the peak load power.

In summary, at the constant torque maximum speed operating point, the rated load and peak load
torque ripple ratio are reduced by 4% and 2%, respectively, before optimization. At the constant power
maximum speed operating point, the rated load and peak load torque ripple are reduced by 4% and
2%, respectively, before optimization. Therefore, the AFPMSM opening auxiliary slot can effectively
weaken the torque ripple of the motor, which is a reference for scholars studying the axial flux motor
optimization design.

4. Multi-Physics Analysis

The traction motor of electric vehicle pursues high density and light weight in its design, and the
working environment is complex and changeable. This is easy for causing electromagnetic noise and
excessive temperature rise, which affects the reliability, safety and ride comfort of the whole vehicle.
Therefore, multi-physics analysis of the motor is required. Controlling the electromagnetic noise within
a certain range can improve the ride comfort; in addition, the heating problem of the motor directly
affects the safety and reliability of the drive system, so thermal analysis of the motor is necessary.
Figure 17 shows the finite element simulation model obtained and optimized above.

 

Figure 17. AFPMSM finite element simulation model.

The stator and rotor structure of AFPMSM is different from the traditional RFPMSM. In order
to ensure the comprehensiveness of the analysis, the electromagnetic interference generated by the
electromagnetic force of the stator and the electromagnetic force of the rotor is analyzed.

4.1. Electromagnetic Noise Generated by the AFPMSM Stator Structure

Firstly, a 3D finite element modal simulation model of the AFPMSM stator structure was
established. The stator core structure has an elastic modulus of 205 GPa, a Poisson’s ratio of 0.27 and a
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density of 7305 kg/m3. Figure 18 shows the stator structure finite element simulation model and mesh
segmentation diagram.

 

Figure 18. Finite element simulation model of the stator core.

In the finite element modal calculation, the AFPMSM stator model uses the additional mass
method to make the winding end equivalent to a ring, thus calculating the natural frequency of the
motor stator. The AFPMSM stator structure mode shape obtained by simulation is shown in Figure 19,
and the modal frequency is shown in Table 2. It can be seen from Table 2 that using the winding as an
additional mass analysis stator mode can increase the stiffness of the stator, increase the frequency
range, and reduce the possibility of motor resonance.

  

(a) (b) 

 
(c) (d) 

 
(e) 

Figure 19. Finite element simulation model of the stator core. (a) Second order model. (b) Third order
model. (c) Fourth order model. (d) Fifth order model. (e) Sixth order model.

Table 2. Modal frequency of stator core (Hz).

Modal Order Order 2 Order 3 Order 4 Order 5 Order 6

Frequency 671 3664 7621 9357 11,830
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The air domain model of motor electromagnetic noise radiation is established by A-weighting.
The radiation characteristics of motor noise are analyzed based on the cylindrical air domain model.
The results of sound pressure level analysis at each frequency are shown in Figures 20 and 21.

 
(a) 

 
(b) 

 

(c) 

Figure 20. Stator system electromagnetic noise at 1600 rpm. (a) Electromagnetic noise at no load.
(b) Electromagnetic noise at rated load. (c) Electromagnetic noise at peak load.

The sound pressure level of the electromagnetic noise at each working point of the motor can be
calculated by the sound pressure level summation formula, as shown below:

L = 10lg(
n∑

i=1

100.1Li) (11)
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where Li is the sound pressure level value at the frequency and n is the number of frequency points.

 

(a) 

 
(b) 

 
(c) 

Figure 21. Stator system electromagnetic noise at 3000 rpm. (a) Electromagnetic noise at no load.
(b) Electromagnetic noise at rated load. (c) Electromagnetic noise at peak load.

According to the sensitive range of the human ear to frequency, the sound pressure components
in the range of 0 to 6000 Hz were selected for summation. The electromagnetic noise of the no-load,
rated load, and peak load of the motor 1600 r/min were calculated to be 71 dB, 80 dB, and 88 dB,
respectively; the electromagnetic noise of no-load, rated load, and peak load of 3000 r/min are 77 dB,
81 dB, and 86 dB respectively. The peak load noise of the motor 3000 r/min is large, but the torque
required by the general vehicle during high-speed cruising is not large, therefore, the electromagnetic
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noise of the working point has little effect on the performance of the whole vehicle, and certain
sound-absorbing or sound-insulating materials can be used for noise reduction processing.

4.2. Electromagnetic Noise Generated by the AFPMSM Rotor Structure

The finite element modal simulation model of the automotive AFPMSM rotor structure was
established, and the natural frequency and vibration mode of the rotor structure were obtained,
as shown in Figure 22.

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 22. Rotor core axial flux mode shape. (a) Second order model. (b) Third order model. (c) Fourth
order model. (d) Fifth order model. (e) Sixth order model.

The natural frequencies of the second-order mode and the third-order mode of the rotor of
the AFPMSM are 1905 Hz and 3688 Hz, respectively, and the generated electromagnetic vibration
amplitude is small, so electromagnetic vibration does not cause large vibration noise.

The electromagnetic noise of the rotor structure of the motor was simulated, and the noise sound
pressure level results of the respective frequency components were obtained as shown in Figures 23
and 24. Since the peak load electromagnetic noise is greater than the rated load electromagnetic noise,
the rotor section only shows the electromagnetic noise under peak load conditions.

 

Figure 23. Peak load electromagnetic noise at 1600 rpm.
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Figure 24. Value-loaded electromagnetic noise at a speed of 3000 rpm.

Calculated by Formula (11), the peak load electromagnetic noise of 1600 r/min is 72 dB; the peak
load electromagnetic noise of the motor speed of 3000 r/min is 71 dB. The electromagnetic noise
generated by the stator structure is the main source of AFPMSMs.

When the electromagnetic performance of the vehicle motor was evaluated, the magnetic field
saturation of the constant torque working point was the largest, and the magnetic field distortion of
the working point of the constant power maximum speed was the largest, which is the typical working
condition of the traction motor for the vehicle. Therefore, the maximum speed operating point of the
constant torque zone and the maximum speed operating point of the constant power zone are often
selected as the key working points of the electromagnetic performance. In summary, the rated load and
peak load electromagnetic noise of the stator structure at the constant torque operating point are 80 dB
and 88 dB, respectively, and the rated load and peak load electromagnetic noise at the constant power
maximum speed operating point are 81 dB and 86 dB, respectively. The peak load electromagnetic noise
of the rotor structure at the constant torque operating point is 72 dB, and the peak load electromagnetic
noise at the constant power maximum speed operating point is 71 dB. According to biology, the sound
range that does not affect human health ranges from 0 to 90 dB. The maximum noise of the motor
designed in this paper is 88 dB, which is within a reasonable range.

5. Thermal Analysis of AFPMSM

The problem of heating and cooling of the motor for vehicles directly affects the safety and
reliability of the drive system. The accurate prediction of the temperature rise of the motor and the
design of the efficient cooling system are of great significance to the safety and reliability of the new
energy vehicles.

5.1. AFPMSM Temperature Field Equivalent Simplified Calculation Model

To simplify the analysis, an equivalent model of the stator winding was established, introducing
an equivalent conductor that replaced the winding copper wire and an equivalent insulating layer of
all the insulating materials in the slot, as shown in Figure 25.

Figure 25. Equivalent winding model.
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The equivalent thermal conductivity of the slot insulation is calculated as

λeq =
n∑

i=1

di/

⎛⎜⎜⎜⎜⎜⎝ n∑
i=1

di
λi

⎞⎟⎟⎟⎟⎟⎠ (12)

where λeq is the equivalent thermal conductivity of the insulating material, di is the equivalent
thickness of each insulating material in the groove, λi is the thermal conductivity of the corresponding
insulating material.

The AFPMSM in this paper uses a fully enclosed end cap cooling structure. To simplify the
analysis, the following assumptions were made:

1. The insulating paint of the winding is evenly distributed, and the winding is completely dip-coated;
2. Since the inter-strand insulation of the armature windings cannot be completely considered and

wound, the inner region of the stator slots is equivalently treated. The cross-sectional areas of
the upper and lower windings are equal, and the thickness of the insulating layer, the windings
and the left and right sides, and the windings of the windings and the upper and lower sides
are equal;

3. Ignoring radiation heat dissipation and contact thermal resistance between the rotor and the
rotating shaft;

4. The loss of each part of the motor does not change with temperature;
5. The heat generated by the heat source is mainly carried away by the end cover cooling water, and

the heat exchange between the outer surface of the casing and the surrounding air is negligible.

The solution domain model of the motor based on the above assumptions is shown in Figure 26.

Figure 26. Motor temperature field solution domain model.

The axial flux motor is meshed, and the split model of each part of the motor is shown in Figure 27.
The whole motor is divided into 17,346,364 individual cell grids and 3,412,225 nodes.

Figure 27. Schematic diagram of the prototype fluid-solid coupling simulation model.
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5.2. Temperature Field Analysis under AFPMSM Rated Conditions

Thermal simulation of the motor was conducted based on ANSYS/Workbench. The inlet water
flow rate was 0.8 m/s, the ambient temperature was 30 ◦C, and the inlet coolant temperature was 25 ◦C.
The rated torque operating point of 50 kW and 1600 r/min was selected, and the motor temperature
distribution as shown as Figure 28 is when the motor reached the thermal steady state for a long time.

 
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 28. Temperature map of each part of the AFPMSM. (a) Winding temperature cloud map.
(b) Upper and lower winding temperature cloud map. (c) Stator core temperature cloud map.
(d) Permanent magnet temperature map. (e) Rotor and shaft temperature cloud map. (f)Whole machine
section temperature cloud map.

As seen from the thermal simulation results, the temperature rise at the end of the stator winding
is high. There is a direct temperature difference between the upper and lower windings in the same
slot, and the temperature near the stator yoke winding is lower. The temperature of the stator teeth
is significantly higher than the stator yoke. The temperature at the outer diameter of the permanent
magnet is significantly higher than the inner diameter. The maximum temperature of the motor
appears at the outer end of the winding (near the casing) at 95 ◦C. The maximum temperature of the
stator core is the stator tooth at 87 ◦C. The maximum temperature of the permanent magnet is at the
outer diameter of the permanent magnet at 78 ◦C. The internal temperature of the whole machine is,
from the highest to the lowest, the winding end, the stator tooth, the permanent magnet, the rotor disk,
the stator disk, and the casing. The analysis shows that the temperature rise of the motor’s long-term
rated operation is within a reasonable range, and the motor can operate safely and reliably.
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5.3. Temperature Field Analysis of AFPMSM under Peak Operating Conditions

Considering the operating conditions of the actual electric vehicle, the temperature rise of the
motor is further checked by operating the peak torque for 60 s after assuming that the rated operation
of the motor reaches a thermal steady state. The temperature rise of the motor components over time
during the 60 s operation of the motor with peak torque is shown in Figure 29.

 

Figure 29. Temperature of main components of the motor changes with time.

Figure 29 shows that the winding temperature rises the fastest when the motor peak torque is
running, and the maximum temperature of the winding reaches 113 ◦C after running for 60 s, which is
18 ◦C higher than the rated working temperature; the maximum temperature of the stator core is
95.9 ◦C, which is 9 ◦C higher than the rated working condition. The maximum temperature of the
permanent magnet is 84.68 ◦C, which is 7 ◦C higher than the rated working temperature. The winding
temperature rises the fastest. Because the copper consumption of the peak torque condition is relatively
large, the thermal conductivity of the insulating material is poor, and the generated heat is difficult to
dissipate in a short time. In this paper, the motor uses H-class insulation. The results of motor thermal
analysis show that the temperature rise of the motor meets the technical requirements.

6. Conclusions

This paper first proposes a 2D multi-loop equivalent method to simplify the AFPMSM model
and, based on this, establishes the equivalent magnetic network model and air gap magnetic
density distribution function of AFPMSMs. Secondly, by comparing the torque ripple values under
multi-operating conditions before and after the open stator auxiliary slot, the feasibility of reducing the
AFPMSM torque ripple is verified by the open stator auxiliary slot. Finally, the experimental results of
AFPMSM in multi-physics such as vibration, noise, and temperature rise are obtained by finite element
software and simulation experiments. The following conclusions can be drawn:

1. The electromagnetic design method based on the analytical method was used to analyze the key
electromagnetic parameters such as air gap magnetic density harmonics, positioning torque and
no-load back EMF of AFPMSM. The correctness of the analytical calculation was verified by 3D
electromagnetic field simulation.

2. The stator core was used to open the auxiliary slot to suppress the torque ripple, and the maximum
torque ripple peak-to-peak value was reduced by 2%.

3. Based on the multi-physics simulation software, the vibration and noise characteristics of the
motor were analyzed from the electromagnetic force and the modal state. The electromagnetic
noise characteristics of the no-load, rated load, and peak load operating points at different speeds
were simulated. The noise, vibration and harshness (NVH) of the motor was verified.
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4. The thermal simulation based on fluid-structure coupling checked the temperature rise of
the AFPMSM after the rated operating point reached the thermal steady state and transient
operation for 1 min, which ensured the safety and reliability of the motor running under vehicle
working conditions.

In summary, the AFPMSM design and research method proposed in this paper verifies the superior
performance of AFPMSM as a motor for vehicles. On the other hand, this paper provides a complete
solution for the design and optimization of AFPMSMs for electric vehicles, which can provide relevant
researchers with AFPMSM performance reference indicators.
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